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Chapter 1 

Introduction 

1.1 Background and Motivation 

   The shallow Earth subsurface is interested by human activities and the 
properties of the shallow geological formations have significant impact on them. 
Therefore, the knowledge about subsurface property distribution is of paramount 
importance for planning, designing, managing, and assessing all those actions 
which are affected by them. Shallow subsurface modelling is of great significance 
in different fields like civil engineering, seismic hazard, mining industry, climate 
change mitigation and adaptation, and hydrocarbon exploration. 

In civil engineering, to plan and design foundations or underground works, the 
knowledge of mechanical properties of soils and shallow bedrock is a key element 
in reducing geological risk during works and also during infrastructure life and 
decommissioning (Anbazhagan et al., 2013). With this respect, not only on land, 
but also shallow water offshore investigations are becoming a fundamental step in 
the design of windmills power plants and other offshore infrastructures (Wang et 
al., 2018). Local variation of soil stiffness or bedrock depth can represent important 
information particularly in heterogeneous geological setting like karst areas (Bačić 

et al., 2020).  

The prediction of ground motion in high seismicity regions requires the detailed 
model of the distribution of seismic velocities, particularly shear-wave velocity 
(VS) model (Thomas et al., 2016). The velocity model is the input for seismic 



2 

 

hazard modelling, and it is the basis for seismic zonation in many national and 
international regulations and codes (Gerstenberger et al., 2020). Moreover, the 
distribution of Poisson’s ratio, that can be retrieved from seismic data, can be 

considered a proxy for the liquefaction risk in liquefaction prone areas (Kutanaei 
and Choobbasti, 2019). Also, in the study of seismicity induced by hydrocarbon 
industry, the shallow velocity model is a key knowledge to estimate the expected 
seismicity effect (Grigoli et al., 2017). 

In mining industry, the mechanical properties distributions have value both at 
the exploration phase, where they can be used to map ore bodies and their extent, 
geometry and characteristics (Manzi et al., 2015), and at the mine development 
phase where they can be used to plan the engineering works, the drilling and 
digging, and have a major role in operation de-risking. 

The challenges related to climate change impose the design and implementation 
of actions aimed at climate change mitigation and adaptation. In both contexts, the 
shallow subsurface characterization has major relevance. In mitigation actions, 
negative technologies, such as CO2 underground storage, require monitoring for 
underground fluid flows and for potential induced hazard such as subsidence 
(Kelemen et al., 2019). In adaptation measures are included levee and earthen dam 
characterization and monitoring (François et al., 2019), shallow waterbed evolution 
assessment (Rosendahl, 2019), landslide and unstable slope characterization and 
monitoring (Almeida et al., 2017), glacier and permafrost characterization and 
monitoring (Roe et al., 2017), rock falls and fracture detection (Mourey et al., 
2019), monitoring of arid zone and desertification phenomena (Guo et al., 2017). 
For all these topics, the distribution of mechanical properties plays a major role and 
can be used either as proxy or as design and assessment parameters. 

In hydrocarbon exploration and in deep seismic exploration in general, the 
shallow part of the subsurface is commonly known to have low-velocity and highly 
heterogeneous structures. It is important to build the velocity distribution of the 
shallow subsurface even if the target exists at deeper portions of the subsurface. If 
the seismic data from the shallow subsurface is not treated properly, it impacts the 
modelling of the deeper structures (Sheriff, 2002). Static correction is carried out 
to address this issue by correcting the travel times within the weathering layer. The 
accuracy of the constructed near-surface velocity model directly affects the 
accuracy of the static correction.  
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The shallow subsurface velocity models for the above applications can be 
obtained by analysing surface waves (SW). SW are usually present in the seismic 
data and dominate seismic recordings. The reason is that most of the produced 
energy by a source acting on the surface is transformed into surface waves (Richart 
et al., 1970). Moreover, the geometric attenuation of SW is considerably lower than 
body waves (BW) since SW propagate with a cylindrical wavefront, but BW have 
a spherical one (Aki and Richards, 1980).  

Surface waves are dispersive, meaning that in a vertically heterogeneous 
medium, the phase velocity is frequency dependent. Dispersion curves (DCs) can 
be estimated from seismic recordings and then inverted to produce subsurface 
velocity models. Surface waves are mainly sensitive to the VS distribution of the 
subsurface (Xia et al., 1999). Hence, SW are usually analysed to obtain subsurface 
VS models.  

There are different methods to invert the surface wave data. Surface wave 
tomography (SWT) is a powerful method that has been widely used in 
seismological studies. SWT was introduced in global seismology based on 
earthquake signals in early 1980s which led to the construction of the first global 
upper mantle models based on surface wave data (Masters et al., 1982; Woodhouse 
and Dziewonski, 1984; Nataf et al., 1986; Tanimoto, 1986). The first example of 
SWT inversion with a local parameterization in horizontal direction was proposed 
by Gu et al. (2001). Chiao and Kuo (2001) suggested a regularization approach to 
address the nonuniform sampling issue of SWT. Besides mantle studies, SWT has 
also been used for crustal studies since having a proper model of the Earth’s crust, 

including the Moho depth, impacts the retrieved velocity model of the mantle 
(Smith and Masters, 1989; Woodhouse and Masters, 1991; Montagner, 1991; Li 
and Romanowicz, 1996; Boschi and Esktrom, 2002). SWT based on earthquake 
generated signals has some limitations. For instance, earthquake sources are not 
homogeneously distributed (mainly concentrated near plate boundaries) and the 
recorded signal at distant stations lacks the high-frequency information due to 
intrinsic attenuation. Shapiro and Campillo (2004) proposed SWT based on cross-
correlation of recorded ambient seismic noise data over long periods of time. The 
advantage is that the noise can be recorded in any location. Shapiro et al. (2005) 
demonstrated the reliability of the noise cross-correlation. They computed the 
cross-correlation of monthly recorded ambient noise data and showed that the 
results from different months are like one another. Yao et al. (2006) introduced the 
application of empirical Green’s functions to retrieve Rayleigh wave phase velocity 
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from ambient noise data and Lin et al. (2008) extended the application of SWT from 
ambient seismic noise to Love waves. 

 SWT usually consists of three steps (Yoshizawa and Kennett, 2004; Yao et al., 
2008). First, different path-averaged dispersion curves (DCs) are computed for 
different receiver pairs aligned with a source. Then, the DCs are inverted to build 
phase velocity maps at different period (frequency). Finally, the obtained phase 
velocity maps are inverted to produce 1D VS models at different locations. 
However, the efficiency of SWT can be increased by the direct inversion of the 
path-averaged DCs, i.e., skipping the intermediate step of building phase velocity 
maps (Boschi and Ekstrom, 2002; Boiero, 2009; Fang et al., 2015). 

In seismology, it is traditionally assumed that SW propagate along the great 
circle between the source and receiver (Trampert and Woodhouse, 1995; Ritzwoller 
and Levshing, 1998; Boschi and Ekstrom, 2002; Yao et al., 2010; Bussat and 
Kugler, 2011; Kästle et al., 2018). Alternatively, some researchers have used 
curved-ray SWT in which ray tracing is performed at each frequency (Spetzler et 
al., 2002; Trampert and Spetzler, 2006; Lin et al., 2009). Compared to seismology, 
the application of SWT to near-surface seismic studies is more recent. Kugler et al. 
(2007) employed SWT to characterize shallow-water marine sediments using 
Scholte waves dispersion data. Gouédard et al. (2010) applied SWT to an 
exploration dataset. Rector et al. (2015) applied SWT to construct a VS mode in a 
mining site. Ikeda and Tsuji (2020) applied SWT to exploration seismic data and 
constructed a subsurface VS model by inverting the phase velocity maps. Barone et 
al. (2021) applied three different tomography algorithms, which have been used in 
seismology, at the exploration scales. They used fast marching surface tomography 
method (Rawlinson, 2005), the reversible jump algorithm (Bodin and Sambridge, 
2009), and the eikonal tomography (Lin et al., 2009) to build 3D phase velocity 
maps and then performed a depth inversion to obtain 3D VS models. Alternatively, 
some researchers have applied SWT in their near-surface studies to construct VS 
models directly from DC data, skipping the phase velocity maps (Da Col et al., 
2020; Khosro Anjom, 2021).  

Despite seismology, a study between the performance of straight-ray and 
curved-ray SWT at near-surface scale is missing. It seems to be important since the 
level of complexity and lateral heterogeneity at near-surface scale is much higher 
than at seismological studies and the straight-ray approximation of surface waves 
propagation may not be valid. Therefore, the question is would curved-ray SWT by 
means of ray tracing at each frequency, improve the 3D estimated model? 
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Each geophysical inversion method has intrinsic limitations. SW methods 
suffer from non-uniqueness and ill-posedness, and the inverse problem is mixed 
determined. SWT inversion, both straight-ray and curved-ray approaches, also 
suffers from these problems. An effective method to reduce the limitation of 
individual inversion methods is through joint inversion approaches. In joint 
inversion schemes, different datasets are inverted simultaneously rather than 
individually. The obtained model from joint inversion is internally more consistent 
and mitigates the interpretation ambiguities that might arise from individual 
inversions. It has been shown that the integration of complementary geophysical 
methods in joint inversion schemes can provide superior results to individual 
inversions. The first application of joint inversion can be found in the work by 
Vozoff and Jupp (1975) in which the magnetotelluric and resistivity data were 
combined to build a subsurface resistivity model. Since then, joint inversion has 
received significant attention and different kinds of datasets were integrated and 
various types of joint inversion methods have been proposed (Gallardo and Meju, 
2003; Moorkamp et al., 2011; Ogunbo et al, 2018; Paulatto et al., 2019). In most of 
joint inversion approaches, the individual methods are related to each other by 
imposing the same geometry to the model. Petrophysical relationships can be 
integrated into the joint inversion if they can reliably link the model parameters 
from individual methods.  

Different approaches have been proposed for structural coupling in joint 
inversion. Zhang and Morgan (1997) suggested a method for the joint inversion of 
seismic and electrical data in which the structural constraint was imposed on the 
model by a ‘curvature’ operator, i.e., Laplacian.  Gallardo and Meju (2003) 

introduced cross-gradient as a structural constraint in the joint inversion of 
resistivity and seismic travel time data. In this approach, the model is constrained 
by forcing the directions of the model parameters to be parallel. Haber and Gazit 
(2013) suggested joint total variation approach in which the structural similarity 
was measured based on the norms of the absolute spatial gradient values of the 
models. Lien (2013) proposed a method for structural coupling of model parameters 
in which the structure was considered as transition between dominating parameter 
values and inverted for a common model parameter that represented the structure 
in the different parameter fields. Boiero and Socco (2014) presented a joint 
inversion method for P-wave first arrival times and DCs using layer thickness as 
the structural constraint. Having a physical link, when available, can further 
improve the results of the joint inversion. The model parameters can be linked from 
an empirical formula (De Stefano, 2011; Garofalo et al., 2015; Wagner et al., 2019; 
Mollaret et al., 2020) or using the information from well log measurements (Jegen 
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et al., 2009; Dell’Aversana et al., 2011; Gao et al., 2012a; Heincke et al., 2017). 
Nevertheless, care should be taken since errors in the rock-physics relations may 
produce highly erroneous results (Colombo and Rovetta, 2018). 

To mitigate the intrinsic limitations of SWT, we propose a joint inversion 
scheme to integrate body wave tomography (BWT) and SWT using Poisson ratio 
as the physical constraint between the two methods for near-surface applications. 
BWT based on first-arrival time data consists of inverting the P-wave first-arrival 
times to build P-wave velocity (VP) models. The input data for both BWT and SWT 
methods are usually present in near-surface recordings. This can facilitate the use 
of the joint inversion of BWT and SWT for near-surface applications. The 
integration of these two methods in a joint inversion scheme might reduce the 
associated limitations of the individual SWT by applying the physical constraint. In 
other words, in the joint inversion of SWT and BWT, the VS model from SWT and 
the VP model from BWT can be constrained through Poisson’s ratio. This might 

produce physically more meaningful models, compared to individual inversions. 
Moreover, the VP and VS models from the joint inversion might be more accurate 
than individual inversions.  

The current thesis investigates the following schemes for near-surface velocity 
modelling in details: 

 What are the differences between the performance of straight-ray and 
curved-ray SWT at near-surface scale, particularly in terms of the 
accuracy and computational cost? 

 Is it possible to improve the obtained VS model from SWT through a 
joint inversion scheme between SWT and BWT? And how would the 
VP model from the joint inversion be different from individual BWT 
inversion? 

To investigate these questions, we implemented SWT (straight-ray and curved ray 
approaches) and BWT in Python. To evaluate the accuracy and efficiency of the 
proposed algorithms and the implemented codes, we apply them to different 
numerical and field examples.  

1.2 Outline  

In Chapter 2, we describe the models, fields, and datasets that are used in this 
thesis. We describe five examples, including three numerical and two field 
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examples, and estimate DCs and P-wave travel times for them. We first address the 
acquisition strategies and the applied method to optimise the shot positions in 3D. 
Then we briefly illustrate the processing steps to retrieve the DCs from the raw data 
with their corresponding uncertainties. The synthetic models are aimed at testing 
the developed methods on specific targets and features. We use a numerical Step 
model which simulate a 2D faulty medium; a numerical Blocky model that includes 
two sharp blocks of low- and high-velocity anomalies; the Sand Bar model which 
is designed as a pre-study for a field data acquisition in Pijnacker, Netherlands and 
consists of a sand-filled channel embedded in a clay medium. We then describe 
sites, acquisition layouts and parameters, and data of the two field cases.  At the 
Pijnacker field, characterised by a sand bar embedded in saturated soft organic soil, 
we acquired 2D and 3D data. The CNR field contains an artificial loose sand body 
surrounded by silty gravels. Also, for CNR site we acquired both 2D and 3D data 
but differently from the other three 3D examples, the CNR 3D dataset was acquired 
using a classical cross-spread layout. We show the impact of the acquisition layouts 
on the final DC coverage of SWT. 

In Chapter 3, we explain the employed methodologies. We first present the 
SWT inversion algorithm and explain the difference between straight-ray and 
curved-ray SWT approaches. Then, we describe the proposed algorithm for the joint 
inversion of BWT and SWT. We also explain the method to integrate these two 
methods, the normalisation strategy, and the employed approach to integrate the 
two methods by means of a physical constrain. 

Chapter 4 presents the evaluation between the performance of straight-ray and 
curved-ray SWT at the near-surface scale. The two SWT methods are applied to 
four 3D examples and the results are shown for the Blocky Model, the Sand Bar 
Model, the Pijnacker example, and the CNR example. For each example, the 
inversions start from the same initial model and the results are compared in terms 
of data misfit, model misfit, and computational cost.  

In Chapter 5, we apply the physically constrained joint inversion SWT and 
BWT to three 2D and one 3D examples. For each example, we compare the results 
from individual inversions with joint inversion. In 3D, we employ the joint 
inversion algorithm in two different ways:  joint inversion of straight-ray SWT and 
BWT, and also joint inversion of curved-ray SWT and BWT. Both methods are 
applied to the CNR 3D dataset, and the results are compared with individual 
inversions.    
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In Chapter 6, we summarise the final remarks of the thesis and provide some 
recommendations for future works. 
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Chapter 2 

Models, fields, and datasets 

To assess the performances of the methods and the effectiveness and efficiency of 
the implemented codes we use a series of datasets. Synthetic datasets are used to 
test the capability of the surface wave tomography and of the surface and body wave 
joint tomography to resolve challenging near surface targets such as subvertical 
discontinuities, blocky anomalies embedded in smooth velocity gradients with 
positive or negative velocity contrasts. Synthetic data are also used to simulate field 
test site properties and help in field survey design. Field data were acquired in well 
controlled test sites to assess the performances of the methods on real site 
conditions.  

Both synthetic and field data are generated in 2D and 3D configuration. The 
acquisition layouts of the 3D data are chosen either optimising the source positions 
to maximize the data coverage with a minimum number of sources or as classical 
cross spread 3D scheme.  

In the following sections, we describe the shot optimisation criteria, data 
processing approach, model and site features, acquisition layouts, examples of raw 
and processed data, and the inter-station coverage of DCs for each dataset.  

2.1 Optimisation of source positions 

The acquisition of optimal datasets for 3D surface wave tomography requires 
survey design aimed at maximizing the data coverage both from azimuth and 
wavelength point of view. The optimisation of source positions affects the amount 
of retrieved information significantly. In the presented examples we optimise the 
shot positions to obtain acquisition layouts which can produce high coverage of 
DCs. We also use a dataset where the acquisition layout mimics at a smaller scale 
the classical seismic exploration 3D cross-spread acquisition scheme with 
orthogonal lines of sources and receivers. This dataset, not being optimised will 
help analysing the criticalities introduced by a non-optimal acquisition scheme. 
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For SWT, we use a cross-correlation method to extract a DC between every 
receiver pair aligned with a source. In a 2D seismic line, all the shots and receivers 
are in-line and many DCs can be extracted from different receiver pairs. With nr as 
the number of receivers, the maximum number of unique receiver pairs (i.e., 
maximum number of DCs) would be (nr*(nr-1)/2).  

In a 3D SWT study, the acquisition layout should be designed carefully to make 
sure that high coverage of data can be extracted from the recordings. Varangoulis 
(2014) proposed a procedure to optimise the source positions for acquisition setups 
with regular grids of receivers. Da Col et al. (2020) optimised positions of 
(irregular) receivers for a set of pre-defined source positions. In our 3D examples, 
we use the former method in which the azimuthal coverage and the number of in-
line receiver pairs with a source are used to optimise the source positions for a 
regular grid of receivers. In the following, we briefly explain the employed 
procedure to optimise the shot positions. 

It should be noted that to optimise the theoretical DC coverage, we assume that 
a DC can be estimate between every receiver pair aligned with a source, and the ray 
paths between every receiver pair are straight lines. The actual coverage of DCs is 
obtained after processing the raw data (explained in Section 2.2) and it depends on 
the quality of the data, the frequency of the retrieved DCs, and the velocity 
distribution of the medium, which can perturb the ray paths from the straight lines. 

For each 3D example, after defining the receiver grid, we first define many shot 
positions in a regular grid with a spacing equal to or less than the receivers spacing. 
For each shot, we find all the receiver pairs aligned with the shot using the 
developed code by Da Col et al. (2020). After computing all the possible receiver 
pairs for all the defined shot positions, the shots are sorted based on either their 
azimuthal coverage and on the number of in-line receiver pairs with each shot. We 
apply the latter criterion for the shot selection. For each 3D example, we pick the 
shots which could provide the greatest number of unique DCs and plotted the data 
coverage (inter-station paths). If the obtained theoretical DC coverage is 
satisfactory also from the azimuth point of view, we consider the selected shots as 
the final ones. Otherwise, more shots are added to increase the data coverage.  

2.2 Data processing  

The input data in this thesis are first-arrival times and DCs. We pick the first-
arrival times manually on the seismograms. We do not apply any filters to the data 
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and use MATLAB to visualize the recorded signals. If the location of the first-
arrival time in a seismogram is not clear and masked by noise, we do not pick it.  
The DCs are extracted from the raw data. Hence, we explain the processing steps 
to extract the DCs in Section 2.2.1. Moreover, we provide the used criteria to assess 
the experimental uncertainty of the DC data in Section 2.2.2. 

2.2.1 DC extraction 

We use a MATLAB code that automatically retrieves the DCs between each 
receiver pair that are collinear with a source. Here, we provide the general concepts 
based on which the code estimated the DCs from the raw data (for detail see 
Papadopoulou, 2021).  

For each receiver pair, a frequency-domain narrow band-pass Gaussian filter, 
which was originally proposed by Dziewonski and Hales (1972), is used to analyse 
the traces into monochromatic components. The traces are then cross-correlated 
frequency by frequency to produce the cross-correlation matrix. The phase 
velocities of SW correspond to the maxima on the cross-correlation matrix, but 
there are many maxima. Hence, to avoid ambiguity in picking the correct maxima, 
a reference DC is used. The reference DC is estimated automatically using 
multichannel analysis method (Park et al., 1998) for the positions near to the 
receiver pair. The code picks all candidate DCs on each cross-correlation matrix. 
Then, the candidate that is closest to the reference DC at all frequencies is picked. 
Afterward, a set of QC processes allow to automatically reject data points that do 
not follow the smooth trend of the DC and also to remove poor quality DCs 
(Papadopoulou, 2021).  

2.2.2 Data uncertainty 

If a receiver pair is in-line with several shots, the DC for the receiver pair can 
be extracted both on individual and stacked cross-correlation matrices. Then, the 
standard deviation of the phase velocities can be computed based on the picked DCs 
in the individual-shot cross-correlation matrices. This standard deviation can be 
used later as the experimental uncertainty in the inversion process.  

Alternatively, the experimental uncertainties of the DC data can be obtained 
based on the equation proposed by Passeri (2019), in which he investigated the 
uncertainty of the DC data for 52 sites and proposed an equation to approximate the 
standard deviation ( ) of the phase velocities as a function of frequency ( f ) and 
phase velocity (V ) values as: 
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0.1819 0.00770.2822 0.0226 *f f V        2.1 

Since for many of the receiver pairs, particularly in our synthetic examples, 
there is only one in-line shot, we use the approach suggested by Passeri (2019) to 
compute the uncertainties of the DC data for all the synthetic and field examples 
for consistency.   

2.3 Synthetic models and datasets 

We use three numerical examples including a 2D model and two 3D models. 
The purpose of the 2D model is to compare the joint inversion of BWT and SWT 
with individual inversions in presence of a sharp lateral velocity variations. We 
generate the 3D examples to investigate the performance of straight-ray and curved-
ray SWT in 3D media. We use finite-difference methods to compute the synthetic 
data. For the 2D example, the synthetic waveform data are generated using a 2D-
finite difference (FD) code (Qin et al., 2020). For the 3D examples, we use SOFI3D 
software (described in Bohlen, 2002) to generate synthetic data. It is an FD 
modelling program based on the FD approach described by Virieux (1986) and 
Levander (1988) with some extensions. It can consider viscoelastic wave 
propagation effects such as attenuation and dispersion, employ higher order FD 
operators, apply perfectly matched layer (PML) boundary conditions at the edges 
of the model, and it works in message passing interface (MPI) parallel environment 
which reduces the running time of the simulations.    

 To avoid numerical dispersion during the simulations, the spatial grid point 
distance in all three dimensions ( dh ) should be defined such that the wavefield can 
be well-sampled spatially. The maximum dh  can be computed as: 

mindh
n


 , 2.2 

where min  is the minimum wavelength and n  represents the number of grid points 
per minimum wavelength. As shown in Table 2.1, the factor n  varies for different 
orders of (Taylor) finite-difference operator. 
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Table 2.1. The number of grid points per minimum wavelength for a Taylor finite-
difference operator (SOFI3D software described in Bohlen, 2002). 

Finite-difference order 2nd 4th 6th 8th 10th 

n  12 8 7 6 5 

Using higher-order of the finite-difference operator increases the computational 
effort but allows larger grid size to be used. We use a 4th order finite-difference 
operator in our simulations. Therefore, based on the information in Table 2.1, at 
least 8 grid-points should be defined in one shortest wavelength to compute the 
elastic wave propagation without numerical dispersion. The timestep of the 
simulation should be chosen less than the needed time for the wave to travel 
between two neighbouring grid points to satisfy Nyquist’s criterion and results in a 

stable simulation. The maximum timestep ( dt ) can be computed from: 

max max

dhdt
r VP




, 2.3 

where maxr  represents the Courant-Friedrichs-Lewy (CFL) number and maxVP is the 

maximum VP in the model. The values of maxr  for a Taylor finite-difference 
operator can be obtained from Table 2.2 (Bohlen and Wittkamp, 2016). 
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Table 2.2. The maxr values of a Taylor FD operator as a function of spatial and 
temporal orders. 

 

Spatial order 

Temporal order 

2 3 4 

2 0.577 0.494 0.384 

4 0.494 0.424 0.329 

6 0.464 0.398 0.309 

8 0.448 0.384 0.299 

10 0.438 0.375 0.292 

We use 0.329 as the value of maxr  in our calculations. In the simulation 
processes, we employ absorbing boundaries at each side of the model (except at the 
surface) with a size of 30 grids. 

2.3.1 Step Model 

The Step Model contains a vertical uplift in the bottom-right part of the model 
(Figure 2.1) which can be related to a faulty formation as a real-world example. The 
geophysical parameters of the Step Model are reported in Table 2.3  
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Figure 2.1. Velocity distribution of the Step Model. a) VS, b) VP.  

 

Table 2.3. Geophysical parameters of the Step Model.  

Layer VS (m/s) VP (m/s) h (m) ρ (g/cm3) 

1 180 310 2 2 

2 320 590 3-8 2.1 

Half-space 480 950 - 2.2 

The synthetic data for the Step Model were available and had been generated 
for other purposes, but we use them in this thesis to compare the results of the joint 
inversion of BWT and SWT with the individual inversions. The simulation 
parameters are presented in Table 2.4.  
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Table 2.4. The simulation parameters of the Step Model 

Number of receivers 101 (with 1 m spacing) 

Source Ricker wavelet with dominant 
frequency of 20 Hz 

Number of sources 25 (with 5 m spacing) 

Sampling rate (ms) 0.1 

Recording time window (s) 2 

dh  (m) 0.2 

Maximum dh  from Equation 2.2 (m) 0.56 

dt  (ms) 0.1 

Maximum dt  from Equation 2.3 (ms) 0.64 

Figure 2.2 depicts an example of the simulated data, all the estimated DCs, and 
the picked first-arrival times. The number of unique pairs (i.e., maximum number 
of DCs using a two-station processing method) out of 101 receivers would be 5050. 
The number of extracted DCs from the raw data is 664. The DCs and first arrivals 
have been used in Section 5.1. 
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Figure 2.2. a) An example of the simulated data. b) The extracted DCs, c) the picked 
first-arrival times. 

2.3.2 Blocky Model 

This model is designed to study the performance of straight-ray and curved-ray 
SWT in an environment with high lateral velocity variation. The model corresponds 
to a sandy medium with a vertical velocity gradient in which two blocks of low and 
high velocity are embedded as shown in Figure 2.3. Each block is a cube of 4 m on 
a side (Figure 2.3b-d). One block has a VS value equal to almost half of its 
surrounding layers (Figure 2.3b),  while the velocity of the other block is 
approximately twice as the background VS (Figure 2.3d). The geophysical 
parameters of the Blocky Model are reported in Table 2.5.  
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Figure 2.3. a) 3D view of the true VS model together with the acquisition layout. 
The red arrows represent the location of 2D slices in subplots (b-d). b) Vertical 
slice at Y=18m, shown as arrow b in subfigure (a). c) Horizontal slice at 2.5 m 
depth, arrow c in subplots (a). d) Vertical slice at X=18m, corresponding to the 
arrow d in subfigure (a). The boundaries of the low- and high-velocity anomalies 
are superimposed in blue and red, respectively. 
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Table 2.5. Geophysical parameters of the Blocky Model 

Layer VS (m/s) h (m) VP ρ (kg/m3) 

1 160 2 320 2000 

2 180 2 360 2000 

3 200 2 400 2000 

4 220 2 440 2000 

5 240 2 480 2000 

Low-velocity 
block 

100 4 200 2000 

High-velocity 
block 

400 4 800 2000 

We spread the receivers in a regular grid with 1 m spacing in an area of 20 m 
by 20 m. We have chosen 16 sources to generate the raw data. We have optimized 
the shot positions and picked the 11 shots that provided the greatest number of 
unique inter-stational pairs. Since most of the chosen 11 shots are located near to 
the edges of the model, we have added 5 shots at the centre of the model to ensure 
the high coverage of broadband DCs in the areas of the target blocks. Figure 2.4 
shows the obtained theoretical DC coverage by the selected shots (assuming straight 
ray paths between each receiver pair), and the simulation parameters of the Blocky 
Model are reported in Table 2.6. 
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Figure 2.4. The theoretical DC coverage for the selected shots.   

Table 2.6. Simulation parameters to generate the synthetic data of the Blocky Model 

Number of receivers 441 (regular grid of 1 m spacing) 

Source Ricker wavelet with dominant 
frequency of 40 Hz 

Number of sources 16 

Sampling rate (ms) 0.05 

Recording time window (s) 0.5 

dh  (m) 0.1 

Maximum dh  from Equation 2.2 (m) 0.156 

dt  (ms) 0.010 

Maximum dt  from Equation 2.3 (ms) 0.041 

Figure 2.5 displays an example of the recorded data for the shot located at (3 
m, 3 m). Two examples of the computed frequency-phase velocity spectra in Figure 
2.6. 
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Figure 2.5. The recordings for the shot located at x,y=3 m and the receivers with 
y=3 m. 

 

Figure 2.6. a) The spectrum crossing the block of high-velocity anomaly. b) The 
spectrum and the fundamental DC for an interstation path crossing the block of 
low-velocity anomaly. The estimated DCs are shown in cyan. 

We depict all 921 extracted DCs for the blocky model and their corresponding 
inter-station coverage in Figure 2.7. We use the estimated DCs in Section 4.1 to 
study the performance of straight- and curved-ray SWT.  
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Figure 2.7. a) The estimated DCs for the Blocky Model, b) the actual DC coverage. 

2.3.3 Sand Bar model  

The Sand Bar Model was inspired by a field site in Pijnacker, the Netherlands, 
and serves to allow for a pre-study for the data acquisition in the Pijnacker field. 
We compute the data from this model to evaluate the performance of SWT on a 
synthetic dataset before acquiring the field data. The Pijnacker field contains 
unconsolidated clays, and possibly peat, and sand-filled channels in some locations. 
Therefore, we design the Sand Bar model to simulate an environment where a sand 
channel (high-velocity anomaly) is buried in unconsolidated clays. To add some 
complexity to the model, we design a curved sand bar embedded in a low velocity 
background to assess the ability of SWT to resolve the target geometry and 
properties. Figure 2.8 shows the true VS model. The receiver and shot positions are 
superimposed in Figure 2.8a, and the curved shape of the Sand Bar can be seen 
clearly in Figure 2.8b. We select the seismic properties of the Sand Bar Model 
(Table 2.7) based on information coming from the boreholes available at the 
Pijnacker site. 
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Figure 2.8. a) 3D view of the true VS model together with the acquisition layout. 
The red arrows represent the location of 2D slices in subfigures (b-d). b) Horizontal 
slice at 2.5 m depth, corresponding to the arrow c in subfigure (a). c) Vertical slice 
at Y=18m, corresponding to the arrow b in subfigure (a). d) Vertical slice at 
X=18m, arrow d in subfigure (a). 

Table 2.7. Geophysical parameters of the Sand Bar Model 

Material VS (m/s) VP (m/s) h (m) ρ (kg/m3) 

Clay - 1st layer 80 1700 3-6 1750 

Sand 150 2000 3 1900 

Clay - lower half 
space 100 1850 - 1950 

We set the VS value of the first layer of clay to 80 m/s based on a previous 
study (Bharadwaj et al., 2017) of a clay field near to our field (Pijnacker). We 
assume that the second layer of clay is slightly consolidated and therefore, increase 
its VS to 100 m/s. We set a VS value of 150 m/s for the sand layer. We assume that 
the medium is saturated and hence, all the VP values are more than 1500 m/s.  
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We show the positions of source and receivers in Figure 2.8a. We optimise the 
shot positions and select 13 sources that provide the highest DC coverage to 
generate the synthetic data. Figure 2.9 shows the theoretical DC coverage by these 
shots. The simulation parameters of the Sand Bar model are summarised in Table 
2.8. 

 

Figure 2.9. The theoretical DC coverage for the optimised shot positions. 

Table 2.8. The simulation parameters of the Sand Bar Model.  

Number of receivers 231 (regular grid of 2 m spacing) 

Source type Ricker wavelet with dominant 
frequency of 40 Hz   

Number of sources 13 

Sampling rate (ms) 0.05 

Recording time window (s) 1 

dh  (m) 0.1 

Maximum dh  from Equation 2.2 (m) 0.125 

dt  (ms) 0.010 

Maximum dt  from Equation 2.3 (ms) 0.016 

Figure 2.10 displays an example of the recorded signals from the shot located 
at (3 m, 3 m). Figure 2.11 shows two examples of the computed frequency-phase 
velocity spectra. The straight-line between the receiver pair in the first example 
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(Figure 2.11a) crosses the sand layer whereas this is not the case for the second 
example (Figure 2.11b). 

 

Figure 2.10. An example of recordings for the inline receivers with the shot at (3,3). 

 

Figure 2.11. a) The spectrum for an inter-station path crossing the sand anomaly. 
The receivers in the pair are located at (11 m, 9 m) and (17 m, 3 m). b) The spectrum 
where the inter-station path does not cross the sand. The locations of the receiver 
couple are at (33 m, 11 m) and (43 m, 9 m). The estimated DCs are displayed in 
cyan. 

Figure 2.12 shows all 1207 retrieved DCs for the Sand Bar model and the actual 
DC coverage. We use the extracted DCs in Section 4.2 as inputs of SWT inversion. 
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Figure 2.12. a) The estimated DCs. b) The actual DC coverage.  

2.4 Field datasets 

We use two field datasets from Pijnacker and CNR (Consiglio Nazionale delle 
Ricerche) fields. The target in the Pijnacker field is a sand layer embedded in 
unconsolidated clay and peat materials. The low velocity materials, particularly 
below the higher velocity target, can be challenging for the detection of the sand 
layer. In case of the CNR field, the target is an artificial sand body surrounded by 
silty gravel. The sharp lateral variation between the artificial sand body and the 
background medium requires high resolution to be properly depicted. For each 
field, the data have been acquired in a 2D and a 3D scheme. 

2.4.1 Pijnacker field 

The field is located near Pijnacker, South Holland, Netherlands (Figure 2.13). 
The field consists of unconsolidated material and the publicly available 
(www.dinoloket.nl) well data (Figure 2.13c) near to the field suggest that the field 
mainly contains clay, together with peat and possibly sand in some locations. 
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Figure 2.13. a) Aerial view of Netherlands with the red circle showing the location 
of the field. b) The acquisition layout. The white dashed line represents the 2D 
seismic line. c) The available borehole data near to the field. The location of each 
well is marked in subfigure (b). 

The data acquisition was carried out adopting 2D and 3D layouts. In both cases, 
the source was a vibrator that emitted a linear sweep signal from 2 to 100 Hz for 5 
seconds at a force level of 1150 N, and the signals were recorded by 120 vertical 
4.5 Hz geophones. The acquisition parameters in 2D and 3D are reported in Table 
2.9. 
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Table 2.9. The acquisition parameters between the 2D and 3D layouts. 

Receivers 120 vertical 4.5 Hz geophones 

Receiver spacing 
2D 0.5 

3D 2-3 m 

Source Vibrator 

Number of sources 
2D 15 

3D 59 

Source spacing (m) 
2D 5 

3D various 

Sampling rate (ms) 0.125 

Recording time window (s) 2 

Figure 2.14 displays an example of the recordings, the extracted DCs from the 
raw data (Figure 2.14b) and the picked the first-arrival times (Figure 2.14c) for the 
2D layout. The theoretical number of receiver pairs (possible DCs) for 120 receivers 
is 7140. But the number of estimated DCs is 175, which shows that the quality of 
the data was poor. These DCs and first arrivals have been used for the joint 
inversion of SWT and BWT in Section 5.2. 
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Figure 2.14. a) An example of recorded raw data. b) The estimated DCs, b) 
picked first-arrival times. 

In the 3D acquisition layout (Figure 2.13b), the geophones are distributed in an 
area of 27 m×30 m as a regular grid with 3 m spacing along east-west direction. 
The geophone spacing along north-south direction is equal to 2 m in the central part 
of the array (close to the white dashed line in Figure 2.13b), and 3 m in the rest of 
the grids. The signals were recorded from 59 shot locations. Since the field consists 
of unconsolidated materials and the vibrator source and its carrier are relatively 
heavy, we have tried to minimise the number shot positions inside the acquisition 
area to prevent the change of subsurface properties caused by moving the source. 
Hence, the positions of 44 shots are located outside the array area, at 3 m distance 
from each geophone located at the outer boundary of the acquisition area. To ensure 
having broadband DCs, we select 15 shot positions inside the acquisition area. The 
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shot positions that are either at the edge of the array area or at the geophone 
positions are not selected. In Figure 2.15, we show the obtained theoretical DC 
coverage by the 15 shots inside the acquisition area (in Figure 2.15a) and by all 59 
shots (in Figure 2.15b). 

 

Figure 2.15. The theoretical DC coverage for: a) the shots inside the array area, 
b) all shots. 

Figure 2.16 shows an example of recorded signals and the estimated DCs. All 
the 972 estimated DCs and the actual DC coverage are displayed in Figure 2.17. In 
Section 4.3, the DCs have been used as the input of SWT.  

 

Figure 2.16. Recordings for the shot which is marked by a blue arrow in Figure 
2.13b and the inline receivers with the shot. 
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Figure 2.17. a) All 972 extracted DCs, b) the inter-station path coverage of the 
estimated DCs. 

2.4.2 CNR field 

The site is located at the CNR headquarter in Turin, Italy (Figure 2.18). The 
site consists of stiff sand and silty gravel formations surrounding an artificial loose 
sand body. The maximum depth of the sand body is 2.5 m, and it occupies an area 
of 5 m by 5 m at the surface. The extent of the sand body reduces with depth and 
reaches to a minimum 3 m by 3 m. As it can be seen in  Figure 2.18b, the field is 
located next to a street, which might cause to have some noise in the recorded data.  

 

Figure 2.18. Aerial view of the CNR acquisition site. a) The site’s location is shown 

in red circle. b) A closer view of the CNR site with the boundaries of the loose sand 
body highlighted in blue. 
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The field data have been acquired in 2D and 3D layouts. The acquisition 
parameters are reported in Table 2.10.  

Table 2.10. The acquisition parameters of 2D and 3D layouts for the CNR field. 

Receivers 72 vertical 4.5 Hz geophones 

Receiver spacing (m) 
2D 0.3 

3D 0.5-2.5  

Source 8 kg hammer 

Number of sources 
2D 15 

3D 83 

Sampling rate (ms) 0.512 

Recording time window (s) 2.1 

The sand body is in the centre of the 2D line, and the data have been acquired 
from 11 shot positions. Figure 2.19 depicts the 2D acquisition scheme and an 
example of the recorded signal. 
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Figure 2.19. a) The acquisition outline of the 2D seismic line of the CNR field. b) 
An example of the recorded signal. 

In Figure 2.20, we show two examples of the computed frequency-phase 
velocity spectra, all the extracted DCs, and the picked first-arrival times.  
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Figure 2.20. The processed data for the CNR 2D line. a) The frequency-phase 
velocity spectrum where both receivers (2nd and 14th) are located outside the loose 
sand body. The estimated DC is shown in cyan. b) An example of the computed 
spectrum between the 28th and 42nd receivers that are both located inside the sand 
body. c) All estimated DCs. d) The picked first-arrival times. 

Figure 2.20 shows that the phase velocity values of the estimated DC is much 
higher when both receivers are outside the loose sand body (Figure 2.20a) than 
inside it (Figure 2.20b). This difference can also be observed in Figure 2.20c where 
the DCs form two relatively distinct groups.  

The number of unique pairs out of 72 receivers is 2556, but only 140 DCs have 
been extracted from the raw data. The low quality of the data could be due to the 
noise and the sharp lateral velocity variation which could produce ‘breaks’ in the 

computed frequency-phase velocity spectra. The extracted DCs (Figure 2.20c) and 
first arrivals (Figure 2.20d) are used in Section 5.3. 
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The 3D acquisition scheme (Figure 2.21a) replicated at small scale a classical 
3D seismic acquisition and consists of 4 lines of receivers orthogonal to 6 lines of 
shots. The receiver lines are 2.5 m apart. Each line includes 18 vertical geophones 
with 0.5 m spacing. Figure 2.21b displays an example of the recorded signal. Figure 
2.22 shows all 315 estimated DCs from the raw data as well as the picked first-
arrival times. 

 

Figure 2.21. a) The 3D acquisition outline with the extent of the sand body at the 
surface is superimposed in blue. b) An example of recordings for the shot that is 
marked by an arrow in subfigure (a) and the inline receivers with the chosen shot. 

 

Figure 2.22. The processed 3D data for the CNR field. a) DCs, b) first-arrival times. 

Like the 2D example (Figure 2.20c), we can see in Figure 2.22a that the 
extracted DCs from the 3D dataset have also two ranges of phase velocities where 
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the lower range can be assigned to the ones crossing the loose sand body. In Figure 
2.23, we depict the actual coverage for the estimated DCs. 

 

Figure 2.23. The obtained actual DC coverage. 

The DCs have been used in Section 4.4 as inputs of SWT inversion. Moreover, 
the DCs and first-arrival data (Figure 2.22) have been used in Section 5.4 for the 
joint inversion of SWT and BWT in 3D. 

2.5 Conclusion 

We described the synthetic and field examples that are used in the thesis. We 
explained the employed procedure to optimise the source positions in a SWT study. 
We also explained the procedure to extract DCs from the raw data using a two-
station processing method. We used a MATLAB code which estimated the DCs 
automatically and rejected the low-quality DCs.  

For the synthetic examples, we described the simulation parameters and how 
the model can represent a real-world example. We also explained the geological 
information and the specific challenges for each field example and listed the used 
acquisition parameters. We also showed examples of the raw data, frequency-phase 
velocity spectra, and the estimated DCs and displayed the obtained DC coverage 
for the 3D examples. 
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Chapter 3  

 Method 

In this Chapter, the employed inversion algorithms are described. We first explain 
the applied inversion algorithm for SWT to obtain subsurface VS models in 2D and 
3D media. In 3D media, the paths between each receiver pair can be fixed as straight 
lines, i.e., straight-ray SWT. Alternatively, in curved-ray SWT, a ray tracing 
method is used to compute the fastest path between every receiver pair at each 
frequency. In this Chapter, we describe the differences between straight-ray and 
curved-ray SWT approaches.  

We then propose an algorithm for the joint inversion of SWT and BWT in 
which Poisson’s ratio is used as the physical constraint between SWT and BWT. 
We also provide details about the employed procedure to integrate SWT and BWT 
methods.  

3.1 SWT algorithm 

Our SWT inversion scheme is an evolution of the proposed SWT algorithm and 
the implemented MATLAB codes by Boiero (2009) which had been applied in 
seismological studies. We have implemented the codes in Python and made several 
modifications and improvement compared to the original MATLAB code. We have 
added curved-ray SWT to our code by means of ray tracing at each frequency. We 
have reduced the running time of the inversion process by parallelisation of the 
major time-consuming functions of the code, which are the computation of the 
sensitivity matrix and the frequency dependent path-average slowness. We have 
modified the computation of inter-station paths, avoiding the computation of great-
circle path for each receiver pair, which is unnecessary for near-surface studies. We 
have also used an open access Python library (disba) for the forward modelling of 
SW. 

In our SWT scheme, we estimate the DCs from the raw data using a two-station 
method and then invert them to build subsurface VS models without inverting phase 
velocity maps. We define a misfit function ( ) and minimise it iteratively. To 
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minimise the misfit function, we start the inversion from an initial model and update 
iteratively. We define   as: 

         1
exp exp exp

T T       
    

-1
Rd fw m C d fw m Rm C Rm , 

 
3.1 

 

where expd shows the vector of experimental data (DCs),  fw m  is the computed 

forward response of the model ( m ), the data covariance matrix is represented as

expC , R  is the spatial regularization matrix and RC  is the corresponding covariance 

matrix.  

Figure 3.1 shows a schematic representation of the employed SWT inversion 
algorithm. We explain each step in the following paragraphs.  
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Figure 3.1. Scheme of the inversion algorithm for straight-ray and curved-ray SWT.  

3.1.1 Inputs 
DCs 

DCs are the experimental input data for SWT inversion. In Section 2.2, we 
explained the applied methodology to estimate DCs and their corresponding 
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uncertainties from the raw data. We use an automatic two-station code 
(Papadopoulou, 2021) to estimate DCs. Each DC is extracted between using the 
recorded seismic signal between a receiver pair (𝑅1 − 𝑅2). For the frequency band 
of the generic ith estimated DC, we put the corresponding phase velocity values into 
a vector ( iV ). Then, the input data for the inversion would be a vector ( V ) 
containing the phase velocities of all DCs as: 

1;  ;  ;  ;  
DCn   iV V V V . 3.2 

where DCn  is the total number of estimated DCs. For the generic jth element of the 
vector of phase velocities (𝑉𝑗), we approximated the uncertainties of phase velocity 
data as (Passeri, 2019): 

0.1819 0.00770.2822 e 0.0226 *j j

j

f f
V je V

  
 

  . 3.3 

where 
jV  is the standard deviation of 𝑉𝑗, and jf  is the corresponding frequency. 

The vector of standard deviation of all phase velocity data ( V ) is defined as: 

1
;  ;  ;  ;  

j nvV V V   
 Vσ . 3.4 

where nv  shows the total number of elements of the phase velocity vector ( V ). 
Then, the uncertainty of the experimental phase velocity data expC  is defined as: 

 2
exp diag VC σ . 3.5 

Reference model  

We discretize the subsurface to K model points where each one is a 1D vertical 
stack of N layers. The schematic discretization of the subsurface is depicted in 
Figure 3.2. 
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Figure 3.2. Plan view of the model discretisation scheme in 3D. Each point 
represents a model point which is a stack of vertical layers. Each layer has VS, ν, 
ρ, and h values. The kth model point is shown in red. 

For each layer of the shown model points in Figure 3.2, we need to define the 
following properties: VS, ν, ρ, and h. Since SW are more sensitive to VS than to ν 
and ρ (Xia et al., 1999), we assume that ν, ρ are available as a priori information 

and we do not change the defined initial values of ν and ρ during the inversion 

process. We define the vector of unknown model parameters (For the remaining 
parts of the thesis we refer to unknown model parameters as model parameters for 
briefness) for the kth model point (  ,x ykm ) as:  

  ,1 , ,1 , 1, ; ;  ; ;  ;k k N k k Nx y h h VS VS 
   km . 3.6 

The vector of model parameters for the whole medium ( m ) is defined as: 

      , ; ;  , ;  ; ,x y x y x y   1 k Km m m m . 3.7 

To reduce the computational cost in case of SWT inversion in 3D, we consider 
the h values to be constant during the inversion while in 2D media the values of h 
are considered as unknowns and change during the inversion process.  
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Spatial regularization 

Inversion of SW data usually suffers from ill-posedness and non-uniqueness. 
Stochastic SW inversion approaches (e.g., Wathelet et al., 2004; Dal moro et al., 
2007; Maraschini and Foti, 2010; Zhang et al., 2018) could be employed to reduce 
these problems by investigating a larger portion of the model parameter space than 
deterministic inversion methods. However, the stochastic methods are 
computationally expensive. Spatial regularization methods are applied to SW data 
inversion to address the ill-posedness and non-uniqueness of the inversion process. 
There are different strategies for spatial regularization. For instance, some authors 
applied regularization methods to reconstruct sparse models. (Haney and Qu, 2010; 
Esfahani et al., 2020; Vignoli et al., 2021). Since we started from the implemented 
codes and the suggested SWT algorithm by Boiero (2009), we used the same spatial 
regularization method, which was the proposed approach by Auken and 
Christiansen (2004). They introduced a regularization method for 2D inversion of 
resistivity data. This regularization method was later applied to surface wave data 
by Wisén and Christiansen (2005). Since then, it has been widely used by 
researchers to surface wave data (Boiero, 2009; Socco et al., 2009; Bergamo et al., 
2016; Baradaine et al., 2017). In this approach, the spatial constraints are defined 
to control the degree of variation of each model parameter with respect to its 
adjacent model points.  

The spatial regularization matrix R  controls the extent of lateral variation of 
each model parameter with respect to its neighbouring model points. The matrix R  
is zero for the non-linked parameters, and +1 and -1 for the linked ones:  

1 0 1  0   0
0 1 0  1  0

        
0 0  1   0 1

 
 


 
 
 

 

R . 
 

3.8 

For instance, for each model parameter of the kth model point ( ,i jm ) in Figure 3.2, 
R  has only four nonzero values corresponding to its four closest model points 
(shown in Figure 3.2). The strength of the spatial regularization term is determined 
by the corresponding covariance matrix RC . The lower the values of  RC , the 

stronger the constraints. For instance, a value of 104 for the RC  corresponding to 
VS value of the generic ith layer of the kth model point imposes a variability of 100 
m/s among that layer and the neighbouring model points.  
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3.1.2 Iterative process 

We divide the iterative process in Figure 3.1 into two subsections: forward operator 
(shown in green) and updating the model (shown in orange) and explain them 
separately. 

3.1.2.1 Forward operator 
1D forward modelling 

Thomson (1950) suggested a transfer matrix algorithm to obtain the synthetic 
DC for a 1D (i.e., laterally invariant) layered medium on top of a half-space. The 
formulation of the method was modified later by Haskell (1953). In this method, 
the stress and displacement fields at the bottom and top of each layer are computed. 
The corresponding equations for the intermediate layers are eliminated by assuming 
the continuity of the normal stress and the displacement field at layer interfaces. 
For the system to have a non-trivial solution, the determinant of Haskell-Thomson 
matrix ( ( , )V fHT ), which is a function of phase velocity and frequency, should be 
zero. The solutions of this equation are different modes of SW. Dunkin (1965) 
modified the forward algorithm to resolve the issue with having ill-conditioned 
modal solutions at high frequencies. In our proposed SWT algorithm, we use the 
1D forward modelling method proposed by Thomson (1950) and Haskell (1953), 
modified by Dunkin (1965). For this purpose, we have used disba library written in 
Python, which is a fast, easy to use, and publicly available code 
(https://github.com/keurfonluu/disba). 

For the kth model point in Figure 3.2, the local phase slowness (inverse of phase 
velocity) for a given frequency  kp f  is determined using the described 1D 

forward algorithm as: 

   k kp f g m , 
 

3.9 

Ray paths  

The difference between the straight- and curved-ray SWT inversion approaches 
is in the computation of inter-station ray paths. In the straight-ray SWT, for every 
receiver pair, it is assumed that the ray paths for all frequencies are straight lines. 
On the other hand, in the curved-ray SWT, the path between each receiver pair 
should be computed for every frequency component of the DC. To perform the ray 
tracing at each frequency, we build the corresponding 2D phase velocity map using 
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the computed local forward responses (Equation 3.9) at each model point. Then, we 
compute the fastest paths between the two receivers by using an eikonal solver 
(Noble et al., 2014). We show the algorithm to compute the ray paths in curved-ray 
SWT in Table 3.1. 

Table 3.1. The pseudocode to compute the frequency dependent ray paths in 
curved-ray SWT. 

Algorithm: Computing the frequency dependent ray paths at the nth iteration of curved-ray SWT 
inversion 

Input: vector of model parameter ( nm ), position of the grid point ( pos ), vector of unique 
frequencies of the estimated DCs (f). 

Output: The matrix of the computed ray paths at the nth iteration ( nl ) 
% Perform the 1D forward modelling for each of the K model points.  

1 for i from 1 to K 

2     𝐩𝒌(𝑓) = 𝑔(𝐦𝐤) % p is the vector of phase velocities at the frequency range of fmin to fmax 

3 end 

4 for j from 1 to F 

% F is the length of vector f 

5     do map_2D_f_j = build_phase_velocity_map(f(j), pos, [𝑝1(𝑓(𝑗)); … ; 𝑝𝐾(𝑓(𝑗))]) 

% map_2D_f_j is the built 2D phase velocity map at the frequency f(j). 

6     for i from 1 to N  

% N is the number of estimated DCs 

7         do 𝑙𝑅1,𝑖,𝑅2,𝑖
(𝑓(𝑗)) = ray_tracing(map_2D_f_j, pos(R1,i , R2,i)) 

%R1,i , R2,i are the positions of the first and second receiver for the ith estimated DC, and 
𝑙𝑅1,𝑖,𝑅2,𝑖

(𝑓(𝑗)) shows the computed discretised fastest path between these two receiver position. 

8         𝐥𝐧(𝑖, 𝑗) = 𝑙𝑅1,𝑖,𝑅2,𝑖
(𝑓(𝑗))     

9     end 

10 end  
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Computing forward response 

Then, the frequency dependent ray path between the receiver pair (R1-R2) is 
discretized to many points. Figure 3.3 shows a schematic representation of the 
bilinear interpolation along the discretised path between the receiver pair.  

 

Figure 3.3. The ray path between receivers R1 and R2 at a generic frequency is 
represented by the solid black line. The phase slowness for any discretised point (i) 
along the path is computed based on the values of its four adjacent grid points using 
a bilinear interpolation (Equation 3.10). (See also Boiero, 2009). 

At the generic ith discretised point (shown in red in Figure 3.3) along the path (

1 2R Rl ), the phase slowness ( ip ) is computed using a bilinear interpolation among the 

computed 1D local forward models at the four surrounding gird points as: 
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3.10 

where x and y show the position of each point in Figure 3.3.  Since the ray path (

1 2R Rl ) in Equation 3.10 would be different for the straight-ray and curved-ray 

approaches (unless the computed ray path  in the curved-ray approach is also a 
straight line), the computed phase slowness from Equation 3.10 would be different 
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in case of the straigh-ray and curved-ray SWT approaches. The path-average phase 
slowness along the path for each frequency (  

1 2R R
p f ) is then computed as: 
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3.11 

The corresponding phase velocity (  
1 2R R

V f ) is equal to the inverse of the 

computed phase slowness:  

 
 1 2

1 2

1
R R

R R

V f
p f

  3.12 

 We obtain the simulated DC for the receiver pair (R1- R2) by: 

   
1 2 1 21 ;  ;  

R R R Ri nV f V f 
 

DC , 3.13 

where 1,  ,  nf f  represent the frequency components of the corresponding DC. It 
should be noted that each estimated DC may have a frequency band different from 
the others and therefore, the lengths of DCs are not the same. The experimental DCs 
consist of a vector of frequencies ( f ) with their corresponding phase velocities. The 
vector of the forward response of the model (  fw m ), which contains the simulated 

phase velocities corresponding to each element of f , is then obtained as:  

    1 i nfw m DC ; …; DC ; …; DC . 3.14 

3.1.2.2 Updating the model 

We define an initial model to start the inversion process. We solve the inverse 
problem using a damped weighted least-squares method suggested by Boiero 
(2009). At the nth iteration, we update the model at the current iteration nm  to n+1m  
as:  

    

1

-


      

     
  

T -1 T -1
exp R

n+1 n T -1 T -1
exp exp n R n

G C G R C R I
m m

G C d fw m R C Rm
, 3.15 
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where   represents the damping factor (see Marquardt, 1963, for details). The 
damping factor ( ) is used to prevent the matrix singularity and to stabilize the 
solution. The matrix G  consists of the sensitivity of the data to the model 
parameters. The dimension of G  is determined by the number of data (nd) and 
model parameters (nm). For the generic ith layer of the kth model point, the sensitivity 
matrix is built as:  

 

   

, ,

                                 

    

                                 
d m

k i k i

n n

h VS



 
 

  
  
 
  

fw m fw m
G . 3.16 

As mentioned previously, in case of SWT inversion in 3D, we consider the h 
values to be constant and consequently, they would be removed from Equation 3.16. 
The partial derivatives in Equation 3.16 are approximated using a Taylor expansion. 
For the generic jth element of the model parameters vector ( jm ), the partial 

derivative is computed as: 

     . .
2

j j

j j

dm dm
m dm

   




j jfw m e fw m efw m
, 3.17 

where jdm  shows the degree to which jm  is perturbed and je  is the unit vector 

with the size of model vector ( m ) and it has non-zero value only at its jth element. 
We set jdm  equal to 5% of jm  . The amount the perturbation ( jdm ) should be small 

enough to satisfy the linearization condition around jm , but not too small to 

introduce rounding errors at the numerator (Aster et al., 2005). 

3.1.3 Stopping criteria 

We define two stopping criteria to end the inversion process. The inversion 
ends when either number of iterations exceeds 35 or the relative difference between 
the misfit value of the updated model ( 1n ) and the current model ( n ) is less 
than 10-4 as: 

41 10n n

n

 



, 3.18 
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 If one of these conditions is met, the inversion stops and the updated model (

n+1m ) is considered as the final model. 

The proposed SWT inversion algorithm has been applied to different 2D and 
3D datasets and the results are shown in Chapters 4 and 5. 

3.2 Joint inversion of SWT and BWT 

Our proposed tomographic inversion SWT and BWT is a further evolution of 
our SWT inversion scheme, and it has been also implemented in Python. We 
propose a fully tomographic approach for the joint inversion of SWT and BWT. To 
the best of our knowledge, this is the first tomographic approach to integrate the 
extracted DCs and first-arrivals from active seismic data. Garofalo (2014) proposed 
an algorithm and implemented an inversion code (in MATLAB) to invert SW, first-
arrival, and resistivity data to build semi 2D VS, VP, and resistivity models. We 
started from that work and employed the integration and normalisation methods by 
Garofalo (2014). We replaced SWA by SWT. SWT provides the possibility to 
consider the lateral variability of the subsurface in the forward operator.  We also 
extended our method to 3D and employed a more advanced eikonal solver which 
can operate both in 2D and 3D. We used an open access, parallel Python library 
(fteikpy library, which is available at https://github.com/keurfonluu/fteikpy) to 
perform forward modelling in BWT based on the proposed method by Noble et al. 
(2014). In the following paragraphs, we explain our scheme for the joint inversion 
of SWT and BWT. 

BWT based on first-arrival times data consists of inverting the P-wave first 
arrival times to build VP models. In the 1D forward modelling of SWT, a VP 
distribution of the subsurface is needed. In SWT, it is commonly assumed that the 
VP model is known as a priori information, and DC data are inverted to get a VS 
model. Alternatively, the obtained VP model from BWT at each iteration can be 
used in SWT forward modelling. This has been the main idea in the studies that 
have integrated SW methods and BWT (Dal Moro, 2008; Pasquet et al., 2015; Fang 
et al., 2016; Bardainne, 2018; Toney et al., 2019). Here, we employ the latter 
method and use the obtained VP model from BWT at each iteration in the forward 
modelling of SW. We propose a SWT and BWT joint inversion algorithm in which 
VP and h are the common parameters between the two methods. Moreover, we 
suggest using Poisson’s ratio (ν) as the physical constraint in the joint inversion of 
SWT and BWT. It should be noted that even though the VS model from SWT does 
not affect the forward modelling of BWT, it is used to compute the ν model at every 
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iteration. In our 3D individual and joint inversions, we consider the h values to be 
constant during the inversion to reduce the computational cost the inversion. 
However, in 2D the values of h are considered as unknowns and update during the 
inversion process. In Table 3.2, we list the joint inversion parameters and specify 
which parameters are updated during the joint inversion, which parameters are 
common between the forward modelling of SWT and BWT, and which parameters 
act as the inversion constraint.  

Table 3.2. Model parameters in the proposed joint inversion algorithm.  

Joint inversion 
parameters VS VP 

h 
ν ρ 

2D 3D 

Updated during 
inversion    × × × 

Used in both SWT 
and BWT forward 

model 
×   × × × 

Act as inversion 
constraint (×) (×) (×) ×  × 

Even though we do not use VS, VP, and h (in 2D) as inversion constraint, their 
values can be constrained by means of spatial regularization, and we have used 
parentheses in Table 3.2 to clarify it. The forward response of BWT is computed 
by solving the eikonal equation. Solving the elastic wave equation by applying the 
high-frequency approximation gives the eikonal equation. The eikonal equation in 
3D Cartesian coordinates can be defined as: 

 
22 2

2 , ,t t t s x y z
x y z

      
      

      
, 3.19 

where t is the traveltime, s is the slowness, and x, y, and z show the Cartesian 
coordinates.  

Different approaches have been proposed to solve the eikonal equation. Vidal 
(1988) first introduced the finite-difference approximation to solve the eikonal 
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equation, which provided accurate traveltimes for smooth velocity models. 
However, this model could not provide accurate traveltimes in presence of sharp 
velocity contrasts in the medium. Since then, many researchers have tried to 
improve the accuracy of this approach and address the associated problems with the 
source singularity and highly heterogeneous media (Podvin and Lecomte, 1991; 
Hole and Zelt, 1995; Qian and Symes, 2002; Rawlinson and Sambridge, 2004a; 
Zhang et al., 2005; Fomel et al., 2009). Noble et al. (2014) suggested a hybrid 
algorithm to combine a spherical approximation of the eikonal equation close to the 
source and a plane wave approximation for further distances from the source, to 
handle the issues related to the source singularity and highly heterogeneous media. 
Since shallow subsurface media are known to be usually complex and highly 
heterogeneous, we have chosen this method (Noble et al., 2014) to compute the 
forward response of the model in BWT at the near-surface scale. 

The applied inversion algorithm in the joint inversion of SWT and BWT is 
based on the inversion algorithm for SWT which was described in Section 3.1. 
However, in the following paragraphs, we explain the main differences, which are 
the integration of the two methods, normalisation, and the employed physical 
constraint in the joint inversion algorithms. Figure 3.4 shows a schematic 
representation of the joint inversion algorithm. 
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Figure 3.4. Scheme of the proposed algorithm for the joint inversion of SWT and 
BWT.  

3.2.1 Integration of SWT and BWT 

    The input data for the joint inversion of SWT and BWT are DCs and first-arrival 
travel times tt , respectively. Each element of tt  is related to a source receiver 
couple and each DC correspond to a pair of receivers. The input data for the joint 
inversion are integrated in the experimental data vector expd  as:  

 exp ; d DC tt . 3.20 

The data uncertainty is described by covariance matrix expC  as: 
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tt

 
  
 

C
C

C
, 3.21 

where dcC  represents the covariance matrix of DC data and ttC  is the covariance 
matrix for first-arrival travel times. In the joint inversion of BWT and SWT, the 
model parameters at each layer are h, VS, and VP. So, the vector of model 
parameters for the generic kth model point ( ( , )x ykm ) is defined as: 

 1 1 1 1 1( , ) ; ;  ; ;  ; ; ;  ;N N Nx y h h VS VS VP VP km , 3.22 

and the vector of model parameters m  is defines as:  

     , ; ;  , ;  ; ,x y x y x y   1 k Km m m m , 3.23 

The forward response  fw m  of the model m  in the proposed joint inversion 
algorithm is given by:  
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m
m

m
, 3.24 

where  SWTfw m   and  BWTfw m  are the forward responses of SWT and BWT, 

respectively. Equation 3.16 is modified as: 

     

, , ,

                           

                           
k i k i k ih VS VP

 
 

   
   
 
  

fw m fw m fw m
G . 3.25 

It should be noted that like SWT inversion, if the joint inversion is carried out in 
3D, we do not update h values (i.e., their corresponding terms would be removed 
from Equation 3.25) to reduce the computational cost of the inversion.  

3.2.2 Normalisation 

    Experimental datasets with different dimensions are integrated in the joint 
inversion. Researchers have employed different normalisation methods in their 



53 

 

joint inversion studies (Linde et al., 2008; Doetsch et al., 2010; Molodtsov et al., 
2015; Colombo and Rovetta, 2018, Jordi et al., 2019).  

The input data for SWT and BWT have velocity and time dimensions, 
respectively. Also, the elements of nm  have different dimensions and their 
sensitivity can be different by orders of magnitudes. Therefore, normalisation is 
important for the stability of the proposed joint inversion results. We follow the 
normalisation approach suggested by Boiero and Socco (2014) and implemented in 
MATLAB by Garofalo (2014). We normalise the ith component of the error between 
experimental data and forward response ( id ) as: 

 exp,

exp,

i i
i

i

d fw
d

d


 
nm

. 3.26 

    Subsequently, the covariance matrix of experimental data ( expC ) should also be 

normalised. The ith diagonal element of expC  is normalised as: 

exp,
exp, 2

exp,

ˆ ii
ii

i

C
C

d
 . 3.27 

In case of model parameters, the jth element of the model vector ( jm ) is 

normalized as: 

,

ˆ j
j

n j

m
m

m
 . 3.28 

The normalization to model parameters is also applied to the regularization 
covariance matrix RC as: 

,
, 2

,

ˆ R jj
R jj

n j

C
C

m
 . 3.29 

The sensitivity matrix should be normalised for both data and model 
parameters. The ,

ˆ
n ijG  element of the sensitivity matrix, which corresponds to the ith 

element of the data and the jth element of the model parameters, is normalised as: 
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To update the model at the nth iteration of the joint inversion algorithm, the 
Equation 3.15 is modified to: 
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3.2.3 Physical Constraint 

The obtained VS model from SWT and VP model from BWT are linked 
through   which is defined as: 

2

2

0.5 1

1

VP
VS

VP
VS



 
 

 
 

 
 

. 3.32 

    At each iteration of the joint inversion, the Poisson’s ratio value of each layer of 
every model point is computed. To be physically meaningful, Poisson’s ratio should 

be higher than 0 and lower than 0.5. Negative values of Poisson’s ratio might be 

obtained if the ratio of VP
VS  is less than 2 , (dashed line in Figure 3.5) and it 

could be more than 0.5 if VP VS .   
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Figure 3.5. Poisson’s ratio value as a function of VP/VS ratio. The dashed line 

corresponds to VP/VS ratio of 2 . Poisson ratio values which are not in the range 
of 0-0.5 are not physically meaningful.  

In the proposed joint inversion algorithm, ν values are not updated during the 

inversion but they are used as a physical constraint in the inversion process. If at 
any iteration more than 25% of grid points have non-physical   values, the damping 
factor (λ) is changed until at least 75 % of all   values in the updated model vector  
𝒎𝒏+𝟏 have physical values. Then, for each remaining grid point with a non-physical 
  value, new VP and VS values are computed by averaging the corresponding 
values of the four closest grid points which have physical   values. Having 
computed new velocities for these grid points, new   values are computed using 
Equation 3.32. The algorithm to compute new    for the grid points with non-
physical    is shown in Table 3.3.  
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Table 3.3. Correcting non-physical ν values in the joint inversion pseudocode.  

Algorithm: Correcting for non-physical Poisson ratio values in the joint inversion 

Input: updated model ( n+1m ), position of the grid point ( pos ), minimum allowed value 

of Poisson ratio ( min ), maximum allowed value of Poisson ratio ( max ), current Poisson 

ratio model ( ν
m ). 

Output: updated model with corrected Poisson ratio values (
newn+1m ) 

% Find cells which have physical ν. The default values of νmin and νmax are 0 and 0.5, 
respectively.  

1 do cell_physical_ν = find ( ν
m > min and ν

m < max  ) 

% Find cells which have non-physical ν.  

2 do cell_non_physical_ν = find ( ν
m <= min or ν

m >= max  ) 

% Ncell_non_physical_ν is the number of cells with non-physical ν. 

3 for i from 1 to Ncell_non_physical_ν  

 % Computing the distance of the ith cell with non-physical ν from all the cells which 
have physical ν. 

4     distances = compute_distance ((cell_non_physical_ν)i, cell_physical_ν)  

% Finding the four cells with the smallest distance from the ith cell with non-physical ν. 

5     cell_4 = find_smallest_distances(distances) 

% Computing the new velocities (VSi and VPi) by averaging the corresponding values of 
cell_4 

6     VSi = mean (VSpos_4) 

7     VPi = mean (VPpos_4) 

% Computing the new ν based on the new velocity values (VSi and VPi) 

8     νi = (0.5*(VPi/ VSi)2-1)/ ((VPi/ VSi)2-1) 

9 end 

    Having physical Poisson’s ratio values for all model points, the inversion process 

can continue to the next iteration. The inversion stops when one of the stopping 



57 

 

criteria is satisfied. The proposed joint inversion method has been applied to 
different 2D and 3D datasets in Chapter 5.  

3.3 Different types of defined misfits 

We use different types of misfits in this thesis. To avoid confusion, we explain 
them in the following. First, we have defined the global misfit in Equation 3.1. The 
values of the global misfit can be monitored during the inversion to evaluate the 
convergence of the inversion process. We also define the average relative data 
misfit ( de ) as:  

 
de mean

 
 
 
 

exp final

exp

d - fw m
d

. 3.33 

where expd  is the vector of the experimental data and  finalfw m  represents the 
computed forward response of the model at the final iteration of the inversion. The 
defined de  shows the overal misfit between the experimental and simulated data. 

For the generic ith DC, we define the local DC misfit ( ce ), that represents the relative 
local error between phase velocities of the experimental DC ( exp, iV ) and the 

corresponding simulated phase velocities ( sim, iV ) as: 

ce mean
 
 
 
 

exp, i sim, i

exp, i

V - V
V

. 3.34 

Since we know the true VS model ( trueVS ) in case of numerical examples, we define 

average relative model misfit ( me ) to evaluate the obtained VS models from the 

inversions ( finalVS ) with trueVS  as: 
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 , 3.35 

where cn  shows the total number inversion cells.  
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3.4 Conclusions 

We described the employed SWT inversion algorithm for direct inversion of 
DC data, without building phase velocity maps, to obtain VS models in 2D and 3D. 
We also illustrated the differences between the forward operators of straight-ray 
and curved-ray approaches in 3D. Then, we presented a scheme to integrate SWT 
and BWT methods in a joint inversion scheme which can be applied in both 2D and 
3D media. We described the procedure to obtain physically meaningful VS and VP 
(and the corresponding ν) models from the proposed joint inversion. We explained 
the employed method to integrate the experimental data and the normalisation 
approach which were crucial steps at the integration of SWT and BWT. Moreover, 
we illustrated the applied mechanism to constrain the VS model from SWT and the 
VP model from BWT through Poisson’s ratio. We also explained the proposed 

approach to make sure that the obtained velocity models at every iteration of the 
joint inversion would lead to a physically meaningful Poisson’s ratio distribution. 
We applied the described methodologies to different numerical and field examples 
and the results are shown in Chapters 4 and 5.  
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Chapter 4  

Evaluation of straight-ray and 
curved-ray SWT1 

In this chapter, we investigate how the inversion results depend on whether straight 
rays or curved rays are used in modelling SWT.  we apply straight-ray and curved-
ray SWT to four 3D datasets. We aim to investigate the difference between the 
results of straight-ray and curved-ray SWT at near-surface scale. 

SWT has been used in seismological studies for decades and different SWT 
approaches have been compared by seismologists. For instance, Laske (1995) 
studied deviations from straight line in the propagation of long-period surface 
waves and concluded that they usually have small effects on the propagation phase. 
Spetzler et al. (2001) applied both straight-ray and curved-ray SWT methods. They 
computed the maximum deviations of ray paths from straight lines and pointed out 
that this maximum is typically below the estimated resolution, except for long paths 
at short periods. 

Some studies showed that a more complex forward modelling in SWT did not 
improve the results (Sieminski et al., 2004; Levshin et al., 2005) while other studies 
reported obtaining better results (Ritzwoller et al., 2002; Yoshizawa and Kennett, 
2004; Zhou et al., 2005). Trampert and Spetzler (2006) pointed out that a common 
practice in SWT is to show “nice” (smooth) results and hence, the choice of 

regularization has a major impact on SWT results. They studied SWT methods 
based on ray theory (straight-ray and curved-ray) and scattering theory in which the 
integral along the ray path is replaced by the integral over an influence zone. They 
showed that both methods are statistically alike and any model from one method 
can be obtained by the other one by changing the value of the regularization. They 

                                                
1 This chapter is based on the following paper:  
Karimpour, M., Slob, E., and Socco, L.V., 2022, A comparison of straight-ray and curved-ray 
surface wave tomography approaches at near-surface studies, Solid Earth [preprint], doi: 
10.5194/egusphere-2022-279. 
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concluded that the only option to increase the resolution of the model is to increase 
and homogenize the data coverage. Bozdag and Trampert (2008) compared 
straight-ray and curved-ray SWT methods in their study and mentioned that 
performing ray tracing could be so time-consuming that the potential gain in crustal 
corrections on a global scale might not be worth the additional computational effort 
imposed by ray tracing.  

We evaluate straight-ray and curved-ray SWT at the near-surface scale. We 
invert the DCs using the algorithm explained in Section 3.1 to obtain a VS model. 
We start SWT inversion from the same initial model for both straight-ray and 
curved-ray approaches. We first show the results for the synthetic examples: the 
Blocky model and the Sand Bar model. Since the true VS models are known for the 
synthetic examples, it is possible to evaluate the obtained VS models from the SWT 
inversions quantitatively. Afterwards, we apply the straight-ray and curved-ray 
SWT to two field examples: the Pijnacker field and the CNR field. For the field 
examples, we assess the VS models based on the available information for each 
site. In case of the Pijnacker site, some nearby borehole data are available and for 
the CNR site, the borders of the target (loose sand anomaly) are known. Finally, we 
compare the obtained results from straight-ray and curved-ray SWT in terms of data 
misfits, model misfits, and computational cost.  

4.1 Blocky model 

We define an initial model with 2 m cell size (both vertically and horizontally). 
The initial VS values are set to 200 m/s in all cells and the initial values of VP and 
ρ are the true ones.  We set very weak spatial regularization by choosing the values 
of CR equal to 106. The SWT inversion starts from the same initial model for both 
straight- and curved-ray SWT.  

We show the values of the misfit function ( ) at different iterations of straight-
ray and curved-ray SWT in Figure 4.1. We see that the initial values of misfit are 
the same for both inversions Also, the final values of misfit are almost the same. 
However, the taken paths from the initial to the last iteration are different for the 
straight- and curved-ray. The straight-ray has converged faster than the curved-ray 
SWT (16 vs. 20 iterations). Besides, the computed misfit values at each iteration 
are not the same for straight- and curved-ray. This difference is more obvious at the 
4th and 7th iterations. We show the obtained VS models at the last iterations of the 
straight- and curved-ray SWT in Figure 4.2. 
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Figure 4.1. The computed values of the misfit function at different iterations of the 
straight-ray and curved-ray SWT. 
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Figure 4.2. The true VS model and the obtained VS models from SWT inversions. 
The slices of true model are shown in subfigures (a-c) and the corresponding VS 
models from the straight-ray and curved-ray SWT are shown in subfigures (d-f) and 
(g-i), respectively. The shown 2D velocity models correspond to three different 
slices: horizontal slice at 2.5 m depth (subfigures a, d, and g), vertical slice at Y = 
18 m (subfigures b, e, and h), and the vertical slice at X=18 m (subfigures c, f, and 
i). The red arrows show the cells around the high-velocity anomaly where the VS 
values from straight- and curved-ray have high differences compared with the rest 
of the medium. All subfigures have the same colour scale which is shown at the 
bottom of the figure. 

Figure 4.2 shows that the obtained VS models from the straight-ray (Figure 
4.2a to c) and curved-ray (Figure 4.2d to f) are very similar. In case of the high-
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velocity anomaly, we can see that both approaches have modelled the location and 
the value of the high-velocity block accurately. As shown by the red arrows in 
Figure 4.2, the model from the curved-ray SWT (Figure 4.2g and i) is slightly better 
than the straight-ray SWT result (Figure 4.2d and f) at the grid blocks surrounding 
the high-velocity anomaly. In case of the low-velocity anomaly, both approaches 
have provided very similar results in the horizontal slices (Figure 4.2d and g). 
However, by comparing the vertical slices (Figure 4.2e and h) with the true VS 
model, we can see that the curved-ray SWT has provided better results since the 
bottom half of the low-velocity block is better retrieved by the curved-ray (Figure 
4.2h) than the straight-ray (Figure 4.2e).  

Using Equation3.35, we obtain a slightly lower value of me  for the model from the 
curved-ray (9.23 %) than the straight-ray (9.74%). In Figure 4.3, we show the 
distribution of model misfit for the obtained VS model from straight-ray (Figure 
4.2d-f) and curved-ray SWT (Figure 4.2g-i).  
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Figure 4.3. Distribution of model misfits at the last iteration of the inversion of 
straight-ray (subfigures a-c) and curved-ray SWT (subfigures d-f). The boundaries 
of the low- and high-velocity anomalies are superimposed in blue and red, 
respectively.  
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Using Equation 3.33, the computed value of de  is 0.99% for both straight-ray and 
curved-ray approaches. For each DC, we have computed the misfit between the 
experimental and simulated DCs ( ce ). We assign each misfit value to the location 

at the middle of the corresponding receiver couple. While de  shows and average 
misfit value for all the DCs, we can see the spatial distribution of the local DCs 
misfit ( ce ) in Figure 4.4.  

 

Figure 4.4. Distribution of local DCs misfits ( ce ) at the last iteration of the 
inversion of a) straight-ray SWT, b) curved-ray SWT. The boundaries of the low- 
and high-velocity anomalies are superimposed in blue and red, respectively. 

Figure 4.4 shows that the final values of DC misfits at different locations are 
very similar for the straight- and curved-ray. We can see in Figure 4.4 that for both 
approaches, most locations with high misfits (3-4 %) are inside the block of low 
velocity. We also see that the data misfits are very small for both approaches: 63 % 
of the simulated DCs from the straight-ray and 62 % of the DCs from the curved-
ray have misfit values less than 1 %.  

We show two examples of DCs and their fittings in Figure 4.5. In the first 
example (Figure 4.5a), the ray paths between the receiver couples cross the high-
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velocity block, and in Figure 4.5b they travel through the low-velocity block. The 
average relative DC misfits in the first case (Figure 4.5a) are 0.71 % and 0.59 % for 
the straight-ray and curved-ray SWT, respectively. In the second example (Figure 
4.5b), the misfits are 0.40 % and 0.39 % for the straight- and curved-ray. 

 

Figure 4.5. Examples of the estimated DCs with their corresponding simulated DCs 
at the first and last iteration of SWT inversion. The experimental DC is shown in 
black and the computed DCs from the straight- and curved-ray SWT are displayed 
in magenta and green, respectively. a) An example of a computed DC where the ray 
paths cross the high-velocity anomaly. The receiver pair are located at (15 m, 9 m) 
and (21 m, 11 m). b) The locations of the receivers in this case are at (15 m, 17 m) 
and (5 m, 17 m), and the ray paths between the receiver couple cross the low-
velocity block.  

As mentioned earlier, we impose very weak spatial regularization in our SWT 
inversions by setting the values of CR equal to 106. To illustrate the impact of 
stronger regularization constraint on the inversion process, we perform another 
straight-ray SWT inversion where the VS difference between adjacent cells is set 
to 50 m/s (equivalent of setting CR equal to 2500). The obtained VS model is 
compared with the true model and the VS model with weak regularization in Figure 
4.6. 
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Figure 4.6. a) True VS model. The obtained VS model from straight-ray SWT 
inversion with: b) weak regularization constraint (CR equal to 106), c) stronger 
regularization constraint (CR equal to 2500). The red arrows show the difference 
between the smoothness of the velocity variation around the high-velocity block. 

We see in Figure 4.6 that using a weak regularization constraint (Figure 4.6d-
f) has retrieved the blocks of velocity anomaly and the area around them (shown as 
red arrows) more accurately than using a stronger constraint (Figure 4.6g-i). 
Therefore, in all the following examples, we carry out the inversion using a weak 
regularization. 
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4.2 Sand Bar model 

To start the inversion process, we define an initial model with 10 layers where 
the VS values in all cells are 80 m/s. The inversion blocks are 2 m in horizontal 
dimensions and 1 m in the vertical dimension. We use the true VP and ρ values in 

the initial model. The parameters of the initial model are reported in Table 4.1. We 
set very weak spatial regularization by setting the values of the CR equal to 106. In 
Figure 4.7, we display the values of the misfit function at different iterations of 
SWT inversions.  
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Table 4.1. The defined initial model for the SWT inversion 

Layer 1 2 3 4 5 6 7 8 9 10 

VS 
(m/s) 

80 80 80 80 80 80 80 80 80 80 

VP 
(m/s) 1700 1700 1700 1700 1700 1700 1850 1850 1850 1850 

ν 0.498 0.498 0.498 0.498 0.498 0.499 0.499 0.499 0.499 0.499 

h (m) 1 1 1 1 1 1 1 1 1 1 

ρ 

(kg/m3) 
1750 1750 1750 1750 1750 1750 1950 1950 1950 1950 

 

Figure 4.7. The values of misfit ( ) at different iterations of the straight- and 
curved-ray SWT inversions.  

We can see in Figure 4.7 that the misfit values are almost the same for both 
inversions until the 3rd iteration but after that the misfit from the curved-ray 
approach decreases with a lower rate than straight-ray. The inversion of the straight- 
and curved-ray SWT end at the 35th and 19th iteration, respectively. We show the 
obtained VS models at the last iteration of the straight-ray and curved-ray SWT 
inversions in Figure 4.8 with the boundaries of the target (sand layer) superimposed 
in red.  
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Figure 4.8. The obtained VS models at the last iteration of SWT inversion. The 
boundaries of the sand layer are superimposed in red. The 2D slices of the obtained 
VS model from the straight-ray SWT are shown at three slices: a) vertical slice at 
X=34 m, b) vertical slice at Y=12 m, c) horizontal slice at 5 m depth. The 
corresponding results for the curved-ray SWT are displayed at: d) vertical slice at 
X=34 m, e) vertical slice at Y=12 m, f) horizontal slice at 5 m depth. The colour 
bar that is shown at the bottom of the figure is the same for all subfigures 

In Figure 4.8, we can see that both straight- and curved-ray approaches have 
properly located the sand layer. For each corresponding pair of the 2D slices in 
Figure 4.8, the computed VS models from the straight- and curved-ray SWT are 
very similar to each other. By comparing the obtained VS models from SWT 
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inversions (Figure 4.8) and the true VS model, we can qualitatively see that the 
computed models are close to the true model, having in mind that the inversion 
started from a vertically and horizontally homogeneous VS model. Using Equation 

3.35, the computed me  values for the straight-ray and curved-ray SWT are 15.80 % 
and 15.11%, respectively. The distribution of relative model misfits for the VS 
models from straight- (Figure 4.8a-c) and curved-ray SWT (Figure 4.8d-f) is shown 
in Figure 4.9. 
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Figure 4.9. Distribution of model misfits at the last iteration of the inversion of 
straight-ray (subfigures a-c) and curved-ray SWT (subfigures d-f). The boundaries 
of the target are superimposed in red. All subfigures have the same colour scale 
which is shown at the bottom of the figure. 

The computed value of de  at the last iteration of straight- and curved-ray SWT 

is 1.12 % for both approaches. We show the spatial distribution of computed ce  
(Equation 3.34) from the straight- and curved-ray SWT (at their last iteration) in 
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Figure 4.10. For each DC, we compute the average relative misfit and assign it to 
the mid-point between the receiver pair.  

 

Figure 4.10. The obtained spatial distribution of the local misfit between the 
experimental DC and the simulated DC ( ce ) from the last iteration of a) straight-
ray, b) curved-ray SWT. The external boundaries of the sand channel are 
superimposed in red.  

We can see that both straight-ray (Figure 4.10a) and curved-ray (Figure 4.10b) 
approaches have produced very low final data misfits. The misfit of the DCs from 
the straight-ray and curved-ray are below 1 % for most of the DCs (52 % for the 
straight-ray and 53% for the curved-ray). In Figure 4.11, we display two examples 
of the experimental DCs together with the computed DCs at the last iteration of 
straight- and curved-ray SWT inversions. The ray paths between the receiver pair 
in the first example (Figure 4.11a) travel through the sand channel, but in case of 
the second example (Figure 4.11b) the rays do not pass the sand channel.  
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Figure 4.11. Two examples of DCs fittings at the first and last iterations of the 
straight-ray and curved-ray SWT inversion. The experimental DCs are shown in 
black, the initial DC is displayed in blue, and the computed DCs from the straight- 
and curved-ray SWT are displayed in magenta and green, respectively. a) The 
experimental and simulated DCs for the receivers that are located at (7 m, 13 m) 
and (15 m, 5 m). b) An example of an estimated DC where the ray paths between 
the receivers do not cross the sand layer. The locations of the receiver couple are 
at (21 m, 3 m) and (41 m, 3 m).  

We can see in Figure 4.11 that the misfit between the simulated and 
experimental DCs are very low in both examples. For the DCs in Figure 4.11a, the 
average relative misfit for the straight- and curved-ray are 0.56 % and 0.45 %, 
respectively. These misfit values for the second example (Figure 4.11b) are 0.72 % 
and 0.58 % for the straight- and curved-ray.   

4.3 Pijnacker field 

We start the inversion from a 6-layer model where the horizontal dimensions 
of each cell are 2 m, and the vertical size increases from 1 m to 3 m. The VS is set 
to 60 m/s in all cells, VP is equal to 200 m/s and ρ is 1700 kg/m3 for all cells. Also 
in this case, we damp the impact of the spatial regularization by setting the values 
of CR to 106. The values of misfit function at different iterations of the SWT 
inversions are depicted in Figure 4.12. We show three slices of the obtained VS 
models from the straight- and curved-ray SWT in Figure 4.13. 
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Figure 4.12. The misfit values at different iterations of the straight-ray and curved-
ray SWT. 
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Figure 4.13. The VS models from the last iteration of SWT inversion. The slices of 
the VS model from the straight-ray SWT are shown at: a) Z=5.5 m, b) Y=10.5 m, 
and c) X=7.5 m. The 2D slices of the VS model from the curved-ray SWT are 
displayed at: d) Z=5.5 m, e) Y=10.5 m, and f) X=7.5 m. Some areas where the 
difference between the straight- and curved-ray SWT are clearer are shown in 
dashed red. The colour scale shown at the bottom of the figure applies to all plots.  
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In Figure 4.13, we can see that the VS models from the straight-ray (Figure 
4.13a to c) and curved-ray (Figure 4.13d to f) do not differ significantly. We can 
see in the horizontal sections that the VS values at the grid cells around the high-
velocity portion (shown in dashed red) are better retrieved in the curved-ray (Figure 
4.13d) than the straight-ray (Figure 4.13a).  

We show the available well data close to the Pijnacker field in Figure 4.14. We 
can see in Figure 4.14 that the medium mainly consists of clay with peat and sand 
in some locations. A previous 2D full waveform study (Bharadwaj et al., 2017) on 
a clay-field close to the Pijancker field, produced a VS model in range of 40-80 m/s 
up to 15 m depth. This agrees with the inversion results shown in Figure 4.13. The 
high velocity portions of the retrieved model in Figure 4.13 relate to the sand. We 
see in the vertical slices (Figure 4.13b, c, e, and f) that the depth of the high-velocity 
portion (sand layer) is mainly in range of 2-9 m which seems reasonable given the 
a priori well data (Figure 4.14). 

 

Figure 4.14. The available well data near to the Pijnacker field 

 The computed values of de  for the straight-ray is slightly less than the curved-
ray SWT (9.25 % against 9.81 %). In Figure 4.15, we display the computed misfits 
between the experimental and the simulated DCs as a function of location.  
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Figure 4.15. Spatial distribution of misfit between the experimental and simulated 
DCs ( ce ) at the last iteration of a) straight-ray, b) curved-ray SWT. 

We can see that the DCs misfits for the straight-ray (Figure 4.15a) are slightly 
lower than curved-ray (Figure 4.15a). We show two examples of the fittings of the 
DCs in Figure 4.16. 
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Figure 4.16. Two examples of the experimental DCs and the computed DCs at the 
first and last iterations of the inversions. a) The locations of the receiver pair are 
at (24 m, 12 m) and (18 m, 21 m). b) The receivers are located at (15 m, 6 m) and 
(3 m, 15 m). 

The computed average misfits for the straight- and curved-ray in Figure 4.16a 
are 3.72 % and 5.24 %, respectively. The corresponding misfit values for the DCs 
in Figure 4.16b are equal to 3.55 % and 4.00 %, respectively. 

4.4 CNR field 

As the initial model for the inversion, we define an 8-layer 3D model where the 
horizontal and vertical sizes of each cell is 0.5 m. The initial VS value is set to 200 
m/s in all cells, the initial VP is equal to 400 m/s and ρ is 2000 kg/m3 for the first 
four layers and 2100 kg/m3 for the deeper layers. Figure 4.17 displays the values of 
misfit function at different iterations of the straight- and curved-ray SWT 
inversions. 
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Figure 4.17. The computed values of misfit function ( ) at different iterations of 
the straight-ray and curved-ray SWT inversions. 

We can see in Figure 4.17 that the curved-ray converges faster than straight-
ray (15 against 31 iterations), but its final misfit  is higher than the straight-ray 
(357 against 238). We can also see that the curved-ray has a higher misfit than the 
straight-ray for all iterations. In Figure 4.18, we show the final VS models from the 
straight-ray (Figure 4.18a to c) and curved-ray (Figure 4.18d to f) SWT inversions 
at their last iterations. The red arrows in Figure 4.18a and c mark the locations of 
the corresponding 2D slices.   
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Figure 4.18. The VS models from the straight-ray (a-c) and curved-ray (d-f) SWT. 
The boundaries of the loose sand body are superimposed in dashed black. a) The 
3D view of the VS model from the straight-ray SWT. The two arrows (b and c) 
correspond to the vertical slices that are shown in subfigures (b-c). b) The vertical 
slice from the straight-ray SWT at X=4 m. c) The VS model from the straight-ray 
SWT at Y=5 m. d) 3D VS model from the curved-ray SWT. The two arrows 
correspond to the vertical slices in subfigures (e-f). e) The vertical slice from the 
curved-ray SWT at X=4 m. f) The vertical slice at Y=5 m for the obtained VS model 
from the curved-ray SWT.    

Figure 4.18 shows that the difference between straight- and curved-ray models 
are more pronounced in this example. There are some cells with relatively high 
velocity values inside the sand body in the model obtained from the straight-ray 
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(Figure 4.18a). The boundaries of the loose sand body at the surface are better 
retrieved by the curved-ray SWT (Figure 4.18d). The area shown in dashed white 
in Figure 4.18b and Figure 4.18e  displayed that the gradual increase of the VS 
values with depth inside the sand body is clearer in the model from the curved-ray 
(Figure 4.18e) than the straight-ray (Figure 4.18b). The arrow in Figure 4.18c shows 
the high velocity cells inside the loose sand body in the retrieved model from the 
straight-ray SWT. This artefact does not exist in the corresponding slice from the 
curved-ray SWT (Figure 4.18b).  

The obtained de  using Equation 3.33 for the straight- and curved-ray SWT are 
4.40 % and 7.21 %, respectively. Figure 4.19 shows the spatial distribution of the 
computed misfit between the experimental DC and the simulated DCs. In Figure 
4.19, we see that the calculated misfits from the curved-ray are higher than straight-
ray SWT, especially for the DCs with mid-points inside the sand body. We display 
two examples of the fittings of the DCs in Figure 4.20.     

 

Figure 4.19. The maps of misfit between the experimental DCs and the simulated 
DCs ( ce ) at the last iteration of a) straight-ray, b) curved-ray SWT. The blue lines 
represent the boundaries of the loose sand body at the surface. 
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Figure 4.20. Examples of the estimated DCs with the corresponding fittings from 
the first and last iteration of inversion. The experimental DC is shown in black, the 
DC at the first iteration of inversion is shown in blue, and the computed DCs from 
the last iterations of straight- and curved-ray SWT are displayed in magenta and 
green, respectively. a) An example of a computed DC where the path between the 
receivers does not cross the sand body. The receiver pair are located at (6.25 m, 
9.75 m) and (3.75 m, 9.75 m). b) The path between the receiver couple crosses the 
sand body. The locations of the receivers are (6.25 m, 5.25 m) and (3.75 m, 4.75 
m). 

In Figure 4.20a, both receivers are located outside the sand body and the 
relative misfits for the straight- and curved-ray approaches are 3.58 % and 3.50 %, 
respectively. For the experimental DC shown in Figure 4.20b, both receivers are 
located inside the sand body and average DC misfits for the DCs from the straight- 
and curved-ray are 3.86 % and 2.63 %.  

4.5 Discussion 

So far in this chapter, we have shown the SWT inversion results for four 3D 
examples. There are some points to be noted to have a clearer comparison between 
the straight-ray and curved-ray SWT. We divide our analysis into four subsections:  

 the ray paths,  
 the data misfits, model misfits and computational cost, 
 the impact of data coverage,  
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 and the role of data weighting. 

4.5.1 ray paths 

We have shown the improvement of the model by using the curved-ray with 
respect to straight-ray SWT in the numerical and real world examples. This 
improvement was more pronouned particularly at the boundaries of the velocity 
anomalies. We show several examples of the computed ray paths at the last iteration 
of the curved-ray SWT for the Sand Bar model, the Blocky model, and the CNR 
field in Figure 4.21. 

 

Figure 4.21. Examples of the computed ray paths at the last iteration of the curved-
ray SWT inversion for: a) the Sand Bar model, b) the Blocky model, c) the CNR 
field. The boundaries of the low- and high-velocity anomalies are shown in blue 
and red, respectively. The receiver locations are labelled as A-H.  

In all the three models in Figure 4.21 the receivers A and B are located outside 
the velocity anomalies, and we see that the computed ray paths between them do 
not cross the anomalies. Therefore, the obtained paths do not deviate considerably 
from straight lines. In Figure 4.21a, the high-velocity anomaly exists at the depth 
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range of 3-6 m. Hence, we can see that the high-frequency components of the DCs, 
which correspond to the shallow parts of the model, do not deviate from straight 
lines. However, the lower frequencies (i.e., higher wavelengths) for the C-D and G-
H pairs have deviated from straight lines and travelled through the high-velocity 
parts. In Figure 4.21b, the depth of velocity anomalies is in range of 2 m to 6 m. 
We see that also in this case the ray paths for higher frequencies have almost no 
deviations from straight lines since they do not cross the anomalies. However, we 
can see for the obtained paths between B-C and D-E pairs that the lower frequencies 
have bypassed the low-velocity anomaly. Similarly, lower-frequencies in case of 
the G-F pair have deviated from straight paths and travelled through the high-
velocity anomaly. In Figure 4.21c, the sand body (low-velocity anomaly) starts at 
the surface and reaches down to 2.5 m depth. Its area shrinks from (5 m × 5 m) at 
the surface to (3 m × 3 m) at 2.5 m depth. The shrinkage in size of the anomaly can 
be seen in the computed path for the B-G, C-D, and E-F pairs, where the degree of 
the deviation from the straight line decreases as the depth increases (frequency 
decreases). 

We have not shown the computed ray paths for the Pijnacker field in Figure 
4.21, because the exact boundaries of the anomaly (sand channel) are unknown. 
Nevertheless, the computed ray paths can provide helpful insights. For instance, the 
computed ray paths from straight- and curved-ray SWT, for the DCs data with the 
wavelengths in range of 6-9 m are displayed in Figure 4.22. Since the initial VS 
model is vertically and horizontally homogeneous, the initial ray paths for both 
straight- and curved-ray SWT are straight lines. As shown in Figure 4.22a, the ray 
paths do not change during the inversion in the straight-ray approach. However, the 
paths are updated at every iteration of the curved-ray SWT inversion. We see that 
some areas in Figure 4.22b (shown in dashed red) are bypassed by almost all the 
rays even though the data coverage of these areas in the straight-ray approach 
(Figure 4.22a) is considerably high. Therefore, these portions are likely to 
correspond to the low velocity materials, i.e., clay and peat. The area between these 
low-velocity portions has both higher concentration of ray paths and higher average 
phase velocity values. Therefore, they probably show the sand layer. These 
locations agree with the obtained VS model from the curved-ray SWT inversion 
(Figure 4.13d). 
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Figure 4.22. The computed ray paths for the data with wavelengths in range of 6-9 
m for the Pijnacker field at the last iteration of a) straight-ray, b) curved-ray SWT. 
The different colours correspond to the computed path-average phase velocity 
between receiver pairs. The areas marked with dashed red show low-velocity 
portions which are more visible in the obtained model form the curved-ray SWT. 

4.5.2 Data misfits, model misfits, and computational cost 

In this part, we compare the results of the straight-ray and curved-ray SWT 
quantitatively. We have reported the following parameters in Table 4.2:  

 dcn : the number of the input DCs, 

 in : the number of iterations to reach the stopping criteria,  

 tr : the spent time to run all the iterations of the inversion. It should be noted 
that the simulations have been performed on 40 cores on a shared memory 
cluster, 

 maxmem : the maximum memory consumption during the inversion process,  

 de : the relative data misfit at the last iteration of the inversion computed 
from Equation3.33,  

 me : the relative model misfit at the last iteration of the inversion using 
Equation 3.35, 

 te : the computed relative model misfit (Equation 3.35) only for the depth 
range of the target,  

 CI: the normalised cost of the inversion to be run. The cost depends on the 
needed memory and the running time. We computed the CI at Microsoft 
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cloud service (Azure) but since the cost value can change at different times, 
we normalise the obtained CI values to the CI of the straight-ray SWT. 

Table 4.2. The comparison of the straight-ray and curved-ray SWT.  

Straight Curved Sand Bar Blocky CNR Pijnacker Average 

ndc 1207 921 315 972 - 

ni 35 19 16 20 31 15 23 10 1.00 0.72 

rt (hr) 15.17 18.99 3.13 6.1 1.97 1.70 8.31 7.74 1.00 1.25 

memmax (GB) 17.25 18.41 2.85 3.85 3.89 3.94 40.35 40.41 1.00 1.11 

ed (%) 1.12 1.12 0.99 0.99 4.40 7.21 9.25 9.81 1.00 1.18 

em (%) 15.80 15.11 8.71 8.48 - - - - 1.00 0.98 

et (%) 23.19 20.36 9.74 9.23 - - - - 1.00 0.96 

Cost 1.00 1.25 1.00 1.95 1.00 0.86 1.00 0.93 1.00 1.25 

It should be noted that we have computed me  only for the synthetic examples 
(Sand Bar and Blocky models), where the true velocity models are known. The 
valued in the last column in Table 4.2 are unitless. For each parameter in that 
column, we sum the values from straight- and curved-ray SWT. We normalise them 
to the value of the straight-ray SWT and report the obtained results in the last 
column in Table 4.2. In this way, the average values for the straight-ray SWT are 
always one and we can see the relative change if the curved-ray is used instead of 
the straight-ray.  

We can see in Table 4.2 that in all examples except for the Blocky model, 
curved-ray SWT has converged in less iterations than the straight-ray. However, 
the curved-ray SWT has increased rt by 25 % compared to straight-ray. For all 
cases, curved-ray SWT needed more memory (11 % by average) than straight-ray. 
In terms of data misfit (ed), straight-ray approach has provided better performance 
than the curved ray and it has a lower ed value in all examples in Table 4.2. We can 
also see that the difference between the obtained ed values from the straight- and 
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curved-ray SWT is negligible in case of the synthetic examples (the Sand bar and 
Blocky models), but the difference is more pronounced for the field examples (the 
CNR and Pijnacker). Despite having higher ed, the curved-ray approach has 
produced lower model misfits than straight-ray. Using curved-ray SWT has 
decreased the overall model misfit (em) and the target model misfit (et) by 2 % and 
4 %, respectively. We see in Table 4.2 that using curved-ray SWT has increases the 
computational cost by an average of 25 %. It means that by average, to have 1 % 
improvement of the model using curved-ray SWT, the computational cost increase 
by 12.5 %. 

4.5.3 Impact of the data coverage  

In all the examples that we presented in this chapter, the computed VS models 
from the straight-ray and curved-ray SWT do not differ significantly except for the 
CNR field. The reason for this difference can be the low data coverage, particularly 
in the shallower portion of the medium. Figure 4.23 depicts the ray paths of the DCs 
data with the wavelengths in range of 0-1 m.  

 

Figure 4.23. The ray paths for the data points with wavelengths in range of 0-1 m 
from: a) the last iteration of the straight-ray, b) the last iteration of curved-ray SWT 
inversion. The boundaries of the sand body at the surface are superimposed in blue. 
The colours of ray paths correspond to the computed path-averaged phase velocity 
along the path. 

We can see in Figure 4.23a that some areas of the medium are not covered with 
straight-rays, especially outside the sand body. It should be noted that for both 
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cases, the ray paths at the first iteration are straight lines since the initial model has 
a constant VS value for all cells.  

The lack of high data coverage is less critical for the Sand Bar model, the 
Blocky model, and Pijnacker field. This is because we have optimised the source 
locations for the Sand Bar model, Blocky model, and the Pijnacker field to ensure 
high data coverage (as discussed in Chapter 2), but the CNR dataset had been 
acquired using a classical cross-spread acquisition layout which is typical for 3D 
exploration schemes, and the shot positions had not been optimised for a 3D SWT 
study. As a result, even though the number of source positions in this case (83 shot 
positions) is more than other three examples, the obtained DC coverage is lower 
than them. As we can also see in Table 4.2, the number of estimated DCs for the 
CNR dataset is also less than the others.  

4.5.4 Data weighting 

Uneven sampling of DC data in terms of wavelength can be problematic. In 
case of the Pijnacker field, while the available well data suggest that the depth of 
the target (sand layer) is expected to vary in range of 2-7 m, most of the extracted 
DC data (81 %) have wavelengths less than 3 m. This can be a serious problem 
since the inversion might reach the stopping criteria without any significant updates 
in the deeper portion of the initial velocity model. To address this issue, we used a 
wavelength-based weighting scheme suggested by Khosro Anjom and Socco 
(2019) to compensate for the non-uniform sampling of the DC data in terms of 
wavelength. In this weighting method, the weight of the ith data point of the jth DC 
is computed as: 

,
,

,max

i j
i j

j
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, 4.1 

where  ,i j  represents the wavelength distance between the data point i and its 

closest data point. In this way, the data points with larger wavelengths get higher 
weights. The obtained weights are then normalised to the maximum computed 
wavelength ,maxj . Finally, the computed weights are incorporated in the data 

covariance matrix ( expC ) as: 
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where ,i j  is the standard deviation of the ith data point of the jth DC. Then, the 

modified data covariance matrix is used in Equation 3.11 to update the model 
iteratively. In Figure 4.24, we show the obtained VS models with (Figure 4.24 a 
and b) and without (Figure 4.24 c and d) the wavelength-based weighting at 5.5 m 
depth.   
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Figure 4.24. The impact of weighting on the SWT inversion results. The computed 
VS model at the depth of 5.5 m from: a) weighted straight-ray, b) weighted curved-
ray, c) non-weighted straight-ray, d) non-weighted curved-ray SWT.  

We can see the improvement of the retrieved VS model after applying the 
wavelength-based weighting method in Figure 4.24. We see this improvement for 
both straight-ray (Figure 4.24a) and curved-ray SWT (Figure 4.24b). The VS 
models from the non-weighted SWT inversions (Figure 4.24 c and d) have barely 
retrieved any pattern to locate the target (sand layer), whereas the sand layer can be 
seen clearer in the models from the weighted inversions (Figure 4.24 a and b).  
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4.6 Conclusions 

We have applied SWT to four datasets and built near-surface VS models. We 
have compared the obtained results from the straight-ray and curved-ray SWT in 
terms of data misfit, model misfit, and computational cost. We showed that 
compared to the straight-ray approach, using curved-ray SWT improves the 
accuracy of the computed VS model. We illustrated that the acquisition layout can 
play an important role in the obtained data coverage and consequently in the 
inversion results. We showed that the classical cross-spread acquisition layout 
(which was used in the CNR example) may not provide high DC coverage. In this 
case, the improvement of inversion results from curved-ray SWT can be significant. 
We also showed that in case of high data coverage, which can be achieved by 
optimisation of source positions, the difference between the obtained VS models 
from the straight-ray and curved-ray can be very small even in the presence of high 
lateral variation of the velocity.  By analysing the results from our four datasets, we 
also showed that by average, using curved-ray SWT leads to a considerable increase 
of the computational cost.  



93 

 

Chapter 5  

Joint inversion of surface and body 
wave tomography2 

In this Chapter, we apply joint inversion of SWT and BWT, which was described 
in Section 3.2, to three 2D and one 3D datasets. The 2D examples consist of the 
Step model, the Pijnacker field, and the CNR field. Then, we apply the joint 
inversion algorithm to CNR 3D dataset. For each example, we compute VP, VS, 
and ν models from both the individual and joint inversions and compare the results.  

5.1 Step model 

The true VS, VP, and ν distribution of the Step model are shown in Figure 2.1. 
To start the inversion process, we define a laterally homogeneous model (Table 
5.1). Both individual and joint inversions start from the same initial model and a 
very weak regularization is applied by setting 𝐂𝐑 to 106. 

                                                
2 Most of this chapter is based on the following paper: 
Karimpour, M., Slob, E.C., and Socco, L.V., 2022, Physically constrained 2D joint inversion of 
surface and body wave tomography, Journal of Environmental and Engineering Geophysics, 27(2), 
57-71, doi: 10.32389/JEEG21-031. 
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Table 5.1. Geophysical parameters of the initial model. 

Layer VS (m/s) VP (m/s) h (m) ρ (kg/m3) 

1 200 300 3 2000 

2 300 600 6 2100 

Half-space 500 930 - 2200 

Since the number of data points is different in SWT, BWT, and the joint 
inversion of SWT and BWT, we define the normalised misfit value as: 

Φnorm = Φ/nd, 5.4 

where Φ is the value of the misfit function from Equation 3.1, and nd is the number 
of data points. We depict the values of Φnorm for different iterations of the inversions 
in Figure 5.1.  

 

Figure 5.1. The computed Φnorm for different iterations of individual and joint 
inversion of SWT and BWT. 

We can see in Figure 5.1 that the final value of Φnorm has the lowest value in 
joint inversion. Assuming the data are not redundant, the larger the dataset the 
harder it becomes to reduce the misfit. Even though the joint inversion scheme deals 
with a larger dataset, it generates lower final misfit than both individual inversions. 
The number of iterations required by joint inversion is of the same order of the 
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individual inversions. We show the obtained VS, and VP models from the 
individual and joint inversion in Figure 5.2 and Figure 5.3, respectively.  

 

Figure 5.2. The obtained VS models from a) individual SWT, b) joint inversion of 
SWT and BWT. 

 

Figure 5.3. The computed VP models from a) individual BWT, b) joint inversion of 
SWT and BWT. 
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As shown in Figure 5.2, the second interface is much better recovered in the 
joint inversion, compared to the individual SWT. In case of individual BWT 
inversion (Figure 5.3a), the variation of the VP values in the third layer is 
considerably high with a maximum velocity of more than 1600 m/s, which is far 
from the true value (950 m/s). This variation is reduced significantly by applying 
the joint inversion algorithm (Figure 5.3b). The velocity models in Figure 5.2 and 
Figure 5.3 are used to compute an average error relative to the true velocity models 
( me ) from Equation 4.1.In case of VS models (Figure 5.2), the joint inversion 
produces a model with an average error equal to 8.62%, whereas this error for the 
VS model from individual SWT is 12.51%. For VP models (Figure 5.3), the me  for 
the models from joint inversion and individual BWT are 8.49% and 9.06%, 
respectively. The obtained velocity models from individual SWT and BWT 
inversions are used to compute a ν distribution (Figure 5.4a). We have shown the 
cells with ν values more than 0.5 in black, and the ones with negative values in 

white. However, the generated ν model from the joint inversion (Figure 5.4b) is 
both physically meaningful and close to the Poisson’s ratio values of the true model. 

Even though the initial model has ν values which are far from the true values 
(average error of 22.4%), the obtained ν from the joint inversion algorithm is, with 
an me  value of 5.2%, substantially more accurate than from the individual 
inversions.  

 

Figure 5.4. The computed ν models from a) individual SWT and BWT inversions, 
b) joint inversion of SWT and BWT. The cells in black or white have non-physical 
ν values. 
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5.3 Pijnacker field: 2D line 

We have shown the available well data close to the Pijnacker field in Figure 
2.13. We use these data not as a priori information to obtain results, but only a 
posteriori to assess the results of the inversions.  

To start the inversion process, we define an 8-layer laterally homogeneous 
model. The cell width is equal to 1 m for all cells. Also in this example, we plotted 
the DC with the broadest frequency band as a function of pseudo-depth (half 
wavelength) and the mean of the phase velocities in the pseudo-depth range 
corresponding to each layer interval was computed to obtain the initial VS model. 
We report the parameters of the initial model in Table 5.2. Also in this case, the 
values of CR were set equal to 106. All the inversions start from the same initial 
model and constraint values. The values of Φnorm for different iterations of the 
inversions are displayed in Figure 5.5. 

Table 5.2. Parameters of the defined initial model. 

Layer 1 2 3 4 5 6 7 8 

VS (m/s) 70 70 73 74 86 93 103 113 

ν 0.3 0.3 0.3 0.3 0.4 0.4 0.4 0.4 

h (m) 1 1 1 1 2 2 2 2 

ρ (kg/m3) 1700 1700 1700 1700 1700 1700 1700 1700 
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Figure 5.5. The computed normalised misfit Φnorm for different iterations of 
individual and joint inversions of SWT and BWT. 

The obtained VS and VP values from the inversions are depicted in Figure 5.6 
and Figure 5.7.  

 

Figure 5.6. The computed VS model from a) individual SWT, b) joint inversion. 
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Figure 5.7. The obtained VP model from a) individual BWT, b) joint inversion. 

We can see in Figure 5.6 that the VS values in the first three layers are mainly 
less than 80 m/s. This range of VS, which can be seen particularly in the shallower 
portion of the model, can be indicative of layers of clay and peat (Bharadwaj et al., 
2017). Also, the levels with higher VS values can be associated to sand layers. In 
most parts of the obtained VS model from individual SWT (Figure 5.6a), higher VS 
values exist at the depth interval of 4-9 m while in the VS model from joint 
inversion (Figure 5.6b) the higher VS values mainly exist at levels either deeper 
than 10 m or depth interval of 4-6 m. In the obtained VP model from joint inversion 
(Figure 5.6b) there are two layers with high VP. The uppermost one is 
approximately at the depth of 4-6 m which agrees with well data (the first well in 
Figure 2.13c) where the sand layer extends from 4-6.5 m followed by peat where 
VP decreases significantly. Even though the well data are not available for depths 
more than 7 m, the high VP layer at depth deeper than 10 m probably represents the 
sand since its VP is close to the shallower high VP layer. The two sand layers are 
retrieved clearer in the obtained VP model from joint inversion (Figure 5.7b) than 
individual BWT (Figure 5.7a). Figure 5.8 shows the computed ray paths for the VP 
models shown in Figure 5.7. 
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Figure 5.8. The computed ray paths of first arrivals for the Pijnacker field from a) 
individual BWT, b) joint inversion of SWT and BWT. 

We can see in Figure 5.8 that the shallower sand layer has been retrieved with 
much more lateral consistency by joint inversion (Figure 5.8b) than by individual 
BWT inversion (Figure 5.8a), particularly from the position at 45 m to the end of 
the line. The computed ν models from individual inversions and joint inversion are 
displayed in Figure 5.9. We see also in this case that the ν model from individual 
inversions (Figure 5.9a) has unrealistic values in several locations, particularly at 
the shallower portions of the model. However, joint inversion of SWT and BWT 
has produced physically a meaningful distribution of ν in all the cells (Figure 5.9b). 
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Figure 5.9. The computed ν from a) individual SWT and BWT inversions, b) joint 
inversion of SWT and BWT.  

5.2 CNR field: 2D line 

We start the inversion from a 5-layer laterally homogeneous model. The 
assigned width of all cells was 1 m. To define the initial VS values, we again plotted 
the DC with the broadest frequency band as a function of pseudo-depth (half-
wavelength) and the phase velocities were averaged in the pseudo-depth range 
corresponding to each layer interval. We report the initial model parameters in 
Table 5.3. To damp the effect of regularization, we set the values of CR to 106, 
which means limiting the variation of VS (for example) to 1000 m/s for 
neighbouring model points. 
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Table 5.3. Initial model properties for the CNR field example. 

Layer VS (m/s) ν Computed VP 
(m/s) h (m) ρ (kg/m3) 

1 100 0.33 200 1 2000 

2 120 0.33 240 1 2000 

3 150 0.33 300 1 2100 

4 190 0.33 380 1 2100 

5 260 0.33 520 1 2200 

The Φnorm values for different inversions as a function of iteration number is 
displayed in Figure 5.10.  

 

Figure 5.10. The computed Φnorm for different iterations of individual and joint 
inversion of SWT and BWT. 

We can see in Figure 5.10 that the joint inversion algorithm has both lower 
Φnorm and faster convergence than individual BWT inversion. The SWT inversion 
seems to get trapped in a local minimum whereas the joint inversion gives a better 
VS model, even though with a slightly higher misfit value. The obtained velocity 
models are shown in Figure 5.11 and Figure 5.12. 
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Figure 5.11. The VS models from a) individual SWT, b) joint inversion SWT and 
BWT. The boundaries of the sand body are superimposed in dashed black. 
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Figure 5.12. The obtained VP models from a) individual BWT, b) joint inversion of 
SWT and BWT. The boundaries of the sand body are superimposed in dashed black. 

Although the velocity contrast between the sand body and the background can 
be observed in the models from individual inversions (Figure 5.11a and Figure 
5.12a), the join inversion velocity models (Figure 5.11b and Figure 5.12b) provide 
much clearer image of this contrast. Moreover, the gradual increase of the velocities 
with depth inside the sand body is more obvious in the joint inversion results. 
Furthermore, the boundaries of the sand deposit are well recovered by the joint 
inversion algorithm. 

In Figure 5.13, we show the computed ray paths of first arrivals corresponding 
to the VP models in Figure 5.12.  
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Figure 5.13. The computed ray paths of the first arrivals for the CNR site from a) 
individual BWT, b) joint inversion of SWT and BWT. The boundaries of the loose 
sand are shown in dashed red. 

We see in Figure 5.13 that the distribution of ray paths is more uniform in case 
of the joint inversion (Figure 5.13b), particularly in the bottom half of the sand 
body. 

The obtained ν distribution from individual inversions and joint inversion are 
shown in Figure 5.14. We can see that the computed ν model from individual 
inversions (Figure 5.14a) consists of non-physical values in many locations (shown 
in black or white). However, the obtained ν values from the joint inversion of SWT 
and BWT (Figure 5.14b) do not suffer from this problem. As mentioned previously 
in Chapter 3, during the joint inversion process, some cells may have non-physical 
ν values. To address this issue, we change the damping factor until at least 75 % of 
all cells have physical ν values. Then, for the remaining cells with non-physical ν, 
we assign velocity values equal to the average of the velocities of adjacent cells. 
Figure 5.14b shows that only a couple of cells (marked in white) in the last iteration 
of the joint inversion had non-physical ν values. For these cells, new velocities are 
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computed through averaging the velocities of the neighbouring cells and new 
Poisson ratio values are obtained.  

 

Figure 5.14. The computed ν models from a) individual SWT and BWT inversions, 
b) joint inversion of SWT and BWT. The boundaries of the cells which had non-
physical ν values in the last iteration of joint inversion are shown in white. The 
boundaries of the sand body are superimposed in dashed black. 

5.4 3D example: CNR 

Here, we extend the joint inversion of SWT and BWT to 3D. In 3D, we can 
perform SWT in two different ways: straight-ray and curved-ray. Therefore, we 
carry out the joint inversion twice. First, joint inversion of BWT and straight-ray 
SWT, and then joint inversion of BWT and curved-ray SWT.  

We apply the 3D joint inversion algorithm to the CNR 3D dataset. In Chapter 
4, we used four 3D examples to investigate the results of straight- and curved-ray 
SWT. The CNR example had the lowest computational time among all those four 
examples which makes it a good candidate for our 3D joint inversion since adding 
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3D BWT to SWT will considerably increase the computational time. Moreover, the 
difference between straight- and curved-ray SWT was more significant in case of 
the 3D CNR example. This also makes the CNR example suitable for the joint 
inversion since we can track the possible model improvement by 3D joint inversion 
more clearly. 

To have a fair comparison, we start all individual and joint inversions from the 
same initial model. Also in this case, we compute the initial VS based on the phase 
velocity values of the DC with the broadest frequency band. We show the 
parameters of the initial model in Table 5.4.  

Table 5.4. The parameters of the initial model for the inversion. 

Layer VS (m/s) ν Computed VP 
(m/s) h (m) ρ (kg/m3) 

1 100 0.33 200 0.5 2000 

2 110 0.33 220 0.5 2000 

3 120 0.33 240 0.5 2000 

4 135 0.33 270 0.5 2000 

5 150 0.33 300 0.5 2100 

6 165 0.33 330 0.5 2100 

7 190 0.33 380 0.5 2100 

8 250 0.33 500 0.5 2100 

Also in this case, the values of CR are set equal to 106, and we start the 
individual and joint inversion from the same initial model. We show the obtained 
VS models from individual and joint inversions in Figure 5.15. There are four 
columns in Figure 5.15. The first two columns correspond to the VS models from 
individual straight-ray and curved-ray SWT, respectively. The third column 
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displays the VS model from the joint inversion of BWT and straight-ray SWT and 
the last one corresponds to the joint inversion of BWT and curved-ray SWT. It 
should be noted that the level of complexity of the method increases from the first 
column (straight-ray SWT) as the simplest to the last column (joint inversion of 
BWT and curved-ray SWT). 

 

Figure 5.15. The obtained VS models from individual straight-ray SWT (subfigures 
a-c), individual curved-ray SWT (subfigures d-f), joint inversion of BWT and 
straight-ray SWT (subfigures g-i), and joint inversion of BWT and curved-ray SWT 
(subfigures j-l). For each method, we have shown the 3D model at the top of the 
column, following by two cross-sections at X=4.5 m and Y=7 m. The boundaries of 
the sand body are superimposed in dashed black. Each red arrow shows the 
location of the corresponding cross-section in the current subfigure. 

We see in Figure 5.15 that the quality of the obtained VS model improves as 
we move from the first column (individual straight-ray SWT) to the last one (joint 
inversion of BWT and curved-ray SWT). We can see in the 3D model from straight-
ray SWT (Figure 5.15a) that even though the boundaries of the sand body can be 
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observed, there are some high velocity artefacts in the shallow portions of the 
reconstructed model. These artefacts are reduced in the obtained VS models from 
the other methods, with the joint inversion of BWT and curved-ray SWT (Figure 
5.15j) providing the clearest image of the sand body. 

For each method in Figure 5.15, the two vertical cross-sections show the 
produced VS models in depth. We see in both cross-sections that the sand body is 
better retrieved in depth as we move to the right (joint inversion of BWT and 
curved-ray SWT) where the low-velocity and the boundaries of the sand body are 
better constructed than the other methods. 

In Figure 5.16, we show the computed ray paths for three DCs corresponding 
to the obtained VS models in Figure 5.15. Since the ray paths in the straight-ray 
SWT do not change, we only display the examples of ray paths for individual 
curved-ray SWT (Figure 5.16a) and joint inversion of BWT and curved-ray SWT 
(Figure 5.16b).  

 

Figure 5.16. Examples of the computed ray paths for three DCs at the last iteration 
of a) individual curved-ray SWT, b) joint inversion of BWT and curved-ray SWT. 
The boundaries of the sand body at the surface are superimposed in blue. The 
locations of the receivers are labelled as A-F.  

Figure 5.16 shows that the computed ray paths from the joint inversion (Figure 
5.16b) have responded to the sand body better than the individual curved-ray SWT 
(Figure 5.16a). We can see that while the paths between A and B are almost straight 
in Figure 5.16a, the high frequency components in Figure 5.16b have deviated from 
the straight line and travel in the higher velocity portion. Moreover, the depicted 
ray paths for the other two DCs (CD and EF pairs) also show that the ray paths from 
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the joint inversion (Figure 5.16b) have responded to the edges of the sand body 
more properly than the individual inversion (Figure 5.16a).  

In Figure 5.17, we show the obtained VP models in three columns: first, 
individual BWT, then joint inversion of BWT and straight-ray SWT, and finally 
joint inversion of BWT and curved-ray SWT. For each method, the results are 
shown in 3D and two vertical cross-sections at X equal to 4.5 m and Y equal to 7 
m.  
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Figure 5.17. The obtained VP models from individual BWT (subfigures a-c), joint 
inversion of BWT and straight-ray SWT (subfigures d-f), and joint inversion of BWT 
and curved-ray SWT (subfigures g-i). For each method, we have shown the 3D 
model at the top of the column, following by two vertical cross-sections at X=4.5 m 
and Y=7 m. The boundaries of the sand body are superimposed in dashed black. 
Each red arrow shows the location of the corresponding cross-section in the 
current subfigure. 

Figure 5.17 shows that the sand body cannot be seen properly in the retrieved 
3D VP model from individual BWT (Figure 5.17a). However, the extent of the sand 
body is significantly clearer in the obtained 3D VP model from the joint inversions 
(Figure 5.17d and e). The footprint of the acquisition layout (Figure 2.21a) is clear 
the in these figures (Figure 5.17d and e) where the improvement of the 3D VP 
model in the Y direction is more significant than the X direction. For the cross-
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sections in the X direction, we see that the VP model from individual BWT 
inversion (Figure 5.17b) has not modelled the boundaries of the sand body properly. 
On the other hand, the sand body can be clearly seen in the VP models from both 
joint inversions (Figure 5.17e and h). In case of the cross-section at Y equal to 7 m, 
the sand body can be seen in the VP model from the individual BWT (Figure 5.17c). 
Even though the boundaries of the sand body are not retrieved accurately, this cross-
section of individual BWT provides a better image of the sand body compared to 
its 3D image (Figure 5.17a) and the cross-section in X-direction (Figure 5.17b). In 
the VP models from both joint inversions (Figure 5.17f and i), we can see that the 
cells with a low velocity value are located inside the area of the sand body (shown 
in dashed black). 

In Figure 5.18, we display the computed ray paths of the first arrivals for the 
VP models shown in Figure 5.17. 
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Figure 5.18. The computed ray paths of the first arrivals for the obtained VP model 
from a) individual BWT (Figure 5.17a), b) joint inversion of BWT and straight-ray 
SWT (Figure 5.17d), c) joint inversion of BWT and curved-ray SWT (Figure 5.17g). 
The boundaries of the sand body are superimposed in red.   

Figure 5.18 shows that most of the paths are concentrated in the depths range 
of 0-2 m and some paths which correspond to larger distances between shots and 
receivers, travel through the deepest portion of the model. We can also see in the 
joint inversions that the straight-ray SWT (Figure 5.18b) changes the deeper ray 
paths much less than the curved-ray SWT (Figure 5.18c).  

In Figure 5.19, we depict the computed ν models from individual and joint 

inversions in four columns. For the first two columns, we have computed the ν using 

the VP from individual BWT and the VS model from individual straight- and 
curved-ray SWT, respectively. The third column represents the ν from the joint 

inversion of BWT and straight-ray SWT and the fourth one corresponds to the joint 
inversion of BWT and curved-ray SWT.  
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Figure 5.19. The computed ν models from: individual BWT and straight-ray SWT 
(subfigures a-c), individual BWT and curved-ray SWT (subfigures d-f), joint 
inversion of BWT and straight-ray SWT (subfigures g-i), and joint inversion of BWT 
and curved-ray SWT (subfigures j-l). For each method, we have shown the 3D 
model at the top of the column, following by two vertical cross-sections at X=4.5 m 
and Y=7 m. The grids with ν values more than 0.5 are shown in black, and the ones 
with ν values less than zero are displayed in white. The boundaries of the sand body 
are superimposed in dashed red. Each red arrow shows the location of the 
corresponding cross-section in the current subfigure.  

In Figure 5.19, we can see that the ν models from the individual inversions 

(Figure 5.19a-f) contain non-physical values in many locations. However, the 
models from both joint inversions (Figure 5.19g-l) have physical ν values in all 

cells. It should be noted that the constructed ν models from the joint inversions 

might have some artefacts. Particularly, some cells at shallow depths have much 
higher ν values than the layers beneath them (Figure 5.19g, i, j, and l). Nevertheless, 
the retrieved ν models from the joint inversions (Figure 5.19g-l) show significant 
improvement compared to the individual ones (Figure 5.19a-f).  
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5.4 Conclusions 

We applied the joint inversion of BWT and SWT to one synthetic and two field 
examples in 2D. We have compared the computed VS, VP, and ν models from the 
individual and joint inversion of SWT and BWT. We showed that the proposed 
joint inversion algorithm provides better velocity models than the individual 
inversions. Joint inversion produced ν models that appear more physically 
meaningful, which individual inversions did not. We then applied the joint 
inversion to one 3D example. We showed that also in 3D, the obtained velocity and 
ν models from the joint inversion improved considerably compared to models 
obtained from individual inversions.  
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Chapter 6  

Conclusions and Outlook 

6.1 Concluding remarks 

 

We aimed to investigate the following two questions: 

 What are the differences between the performance of straight-ray and 
curved-ray SWT at the near-surface scale? 

 Is it possible to improve the obtained velocity models from SWT and 
BWT through a joint inversion scheme? 

We successfully applied SWT to different numerical and field examples. We also 
proposed a scheme for the joint inversion of SWT and BWT in 2D and 3D media. 
We showed that the suggested joint inversion algorithm improved the results of 
individual inversions. 

We employed a survey design scheme which enabled us to choose the source 
positions such that high coverage of DC data could be obtained in 3D acquisition 
layouts. We applied this method to optimise the shot positions in three 3D examples 
(Blocky model, Sand Bar model, and Pijnacker field) and obtained high data 
coverage in all cases. In the CNR 3D example, we showed that the classical cross-
spread acquisition layout, which is a typical exploration layout, might not provide 
high DC coverage for a SWT study.  

We showed that SWT, an established method in seismology, could successfully 
construct VS models of the shallow (first few meters) subsurface. In case of the 
numerical examples, we were able to model the velocity anomalies accurately even 
though the inversion started from a homogeneous half-space. In both Blocky and 
Sand Bar models, the final average data misfit values at the last iteration of straight-
ray and curved-ray SWT were very low (almost 1 %). In both numerical examples, 
the obtained VS models at the last iteration of straight-ray and curved-ray SWT 
were similar.  
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We then successfully applied both SWT approaches to the Pijnacker field 3D 
dataset and showed that the obtained VS models agree with the available borehole 
data near to the site location. We showed that the VS models from straight-ray and 
curved-ray SWT were very similar.  We found that in case of CNR example, despite 
the previous examples, the difference between the obtained VS models from 
straight-ray and curved-ray approaches was more pronounced. The target (sand 
body) came out more clearly in the results using curved-ray in the inversion. We 
illustrated that the DC coverage in the straight-ray approach was not high enough 
and some areas in the shallower part of the model were not covered by the data 
while in the curved-ray approach, the inter-station paths responded to the target 
properly and covered more areas of the model.  

By evaluating the SWT results from all four 3D examples, we realized that the 
use of a ray tracing method improved the accuracy of the obtained final VS model 
slightly (by average 4 %) but increased the computational cost significantly (by 
average 23 %). We concluded that in case of high data coverage, straight-ray SWT 
could provide almost equally good results as curved-ray approach, with 
considerably less computational cost. However, if the DC coverage was not high, 
which could be the case in the typical exploration layouts, the use of curved-ray 
SWT can significantly improve the obtained VS model.  

We also developed a scheme for the joint inversion of SWT and BWT in 2D 
and 3D media. To the best of our knowledge, it is the first example in which SW 
and first-arrivals from active seismic data are integrated into a tomographic joint 
inversion scheme. The application of our joint inversion method to a 2D synthetic 
example (the Step model) revealed that the retrieved VS and VP models from the 
joint inversion were more accurate than individual inversions. Moreover, the 
retrieved Poisson’s ratio distribution from the joint inversion was very close to the 
true values (average error of 5.2 %). However, the computed Poisson’s ratio model 

from the individual inversions had non-physical values in several positions. We 
then applied the proposed joint inversion scheme to the CNR and Pijnacker 2D field 
datasets. In case of the CNR example, the results showed that even though the target 
could be modelled by individual SWT and BWT inversions, it was clearer in the 
produced velocity models by the proposed joint inversion algorithm. For the 
Pijnacker field example, the comparison between the obtained velocity models from 
individual and joint inversions with the available borehole data in the site verified 
that the joint inversion has produced better results. In both CNR and Pijnacker field 
examples, the obtained Poisson’s ratio model from the proposed joint inversion 

provided physically meaningful values for all cells while the computed model from 
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the individual inversions contained non-physical Poisson’s ratio values in many 

positions.  

After successful application of the suggested joint inversion scheme to three 
2D examples, we applied the method to the CNR 3D dataset. We obtained four VS 
models and three VP models for this example. The VS models were produced by 
individual straight-ray SWT, individual curved-ray SWT, joint inversion of 
straight-ray SWT and BWT, and joint inversion of curved-ray SWT and BWT. The 
VP models were the results of individual BWT, joint inversion of straight-ray SWT 
and BWT, and joint inversion of curved-ray SWT and BWT. The results illustrated 
that for both VS and VP models, the joint inversion methods provided better results 
than individual inversions. The obtained VS models showed that curved-ray SWT 
generated better results than straight-ray SWT. Individual curved-ray SWT 
produced a better VS model than individual straight-ray SWT, and the VS model 
from the joint inversion of curved-ray SWT and BWT was better than the joint 
inversion of straight-ray SWT and BWT. We also compared the computed 
frequency dependent ray paths of DCs from individual curved-ray SWT and joint 
inversion of curved-ray SWT and BWT. We showed that the response of ray paths 
to the target, from the joint inversion was better than individual curved-ray SWT. 
The improvement was very significant in case of the VP models where the 
individual BWT could not locate the target properly, whereas the joint inversion 
methods provided VP models with a clearer image of the target. The footprint of 
the cross-spread acquisition layout was clear in the obtained VP models, where the 
gained improvement of VP was more significant in one horizontal direction than 
the other. It revealed that the typical exploration acquisition layouts may not be 
optimum for near-surface studies. We then evaluated the obtained Poisson’s ratio 

models from the joint inversion methods and individual inversions. Like the 2D 
examples, the results determined that the computed Poisson’s ratio models from 

individual inversions had non-physical values in many locations. However, the 
models from joint inversion methods were physically meaningful in all layers.   

6.2 Suggestions for future works 

In our inversion algorithms, both individual and joint, we employed the 
“standard” spatial regularization (Auken and Christiansen, 2004). As a future work, 

other types of regularizations can be tested and integrated into our inversion 
scheme.  
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Regarding the SWT methods in Chapter 4, a possible extension would be to 
evaluate straight-ray and curved-ray approaches in shallow marine environments. 
For this purpose, the forward modelling of the SW should be performed by 
considering Scholte waves, which are the dominant type of surface waves in the 
shallow marine environments. 

In case of the proposed joint inversion scheme, a priori information on 
Poisson’s ratio values can be incorporated to the defined algorithm. We found out 
that even though constraining the values of Poisson’s ratio to be physically 
meaningful improves the velocity models, it does not necessarily guarantee that 
they are also physically realistic. Khosro Anjom (2021) proposed a method to 
estimate Poisson’s ratio distributions using only SW data. This method might be 
used to constrain the obtained Poisson’s ratio values from the proposed joint 

inversion method.  
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