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Abstract 

With the increasing use of online matching platforms, predicting matching probability 
between users is crucial for efficient market design. Although previous studies have 
constructed various visual features to predict matching probability, facial features, 
which are important in online matching, have not been widely used. We find that deep 
learning-enabled facial features can significantly enhance the prediction accuracy of a 
user’s partner preferences from the individual rating prediction analysis in an online 
dating market. We also build prediction models for each gender and use prior theories to 
explain different contributing factors of the models. Furthermore, we propose a novel 
method to visually interpret facial features using the generative adversarial network 
(GAN). Our work contributes the literature by providing a framework to develop and 
interpret facial features to investigate underlying mechanisms in online matching 
markets. Moreover, matching platforms can predict matching probability more 
accurately for better market design and recommender systems.  

Keywords:  online dating, deep learning, individual rating, CNN, GAN, matching probability 
 

 

Introduction 

An online matching market is a two-sided platform that allows matches between two users with common 
interests (Parker and Van Alstyne 2005). With the advancement of technology and the spread of non-
contact trends caused by COVID-19, online transactions have been actively carried out in various fields such 
as dating, e-commerce, labor market, and ride-sharing.  
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Predicting the matching probability between users within an online matching market is an important factor 
directly related to the user engagement and revenue of the platform, as the performance of market design 
and recommender systems may vary depending on the matching probability (Jung et al. 2021, Lee et al. 
2020). Especially, sophisticated matching probability predictions are needed in two-sided platforms since 
the preferences of both users must be considered (Pizzato et al. 2010; Jung et al. 2021; Lee et al. 2020). 

One of the key features in predicting the matching probability of an online matching market is visual 
features. In particular, facial features play an essential role in various online matching markets, such as 
dating, hiring, and selling, and the importance gets bigger when tasks or products are associated with 
appearance. (Langlois et al. 2000; Shi et al. 2020; Jung et al. 2021). According to Peng et al. (2020), the 
facial attractiveness of a user’s profile picture is vital for determining matching probabilities in e-commerce 
platforms.  

This work presents a deep learning-based methodology for predicting matching probabilities of online 
matching markets using visual features. We predict individual ratings in an online dating market where 
visual features are critical among the various matching markets. We use both theory-based features and 
data-driven features to significantly improve prediction accuracy. We also analyze the result by each gender 
and explain their different preference in connection with prior theories. Furthermore, we propose a novel 
method to visually interpret deep learning-enabled generic facial features using StyleGAN, which were 
previously difficult to interpret.  

Our work significantly contributes to both academic research and industry practice. Researchers can 
leverage our deep learning-based methodology to predict matching probabilities more accurately than 
conventional methods and interpret facial features to investigate underlying mechanisms in online 
matching markets. Our work motivates information systems (IS) researchers to accelerate synergy between 
big data and theory. From a practical perspective, matching probability predictions will allow practitioners 
to improve market design and recommender systems, which in turn will maximize matching outcomes. This 
will increase consumer value and maximize the platform’s user engagement. 

Literature Review 

Visual Feature Analysis 

Various IS studies have built visual features for use in matching probability predictions. Before the advent 
of methodologies such as machine learning (ML) and deep learning (DL), human coders manually created 
visual features, which may include bias and scalability issues (Li et al. 2016; Petty et al. 1983). Later, with 
advances in ML, many studies have utilized theory-based features that are automatically extracted from 
images using ML-based data mining models (Chan and Wang 2014; Rhue 2015; Zhang et al. 2021). However, 
these methods pose limitations that predictive errors can occur since the model used to generate features 
is imperfect and because the features are based on prior theories, making it difficult to analyze phenomena 
beyond existing theories (Yang et al. 2018).  

From this point of view, attempts have recently emerged to use DL-generic features automatically extracted 
from images through DL models. For instance, Shin et al. (2020) demonstrated that the combination of 
theory-based features and DL-generic features could improve the prediction performance of social media 
posts’ popularity. However, DL-generic features have limitations that are difficult to interpret by 
researchers because they are created through DL models with many deep layers. To the best of our 
knowledge, DL-generic facial features have not been used to predict the matching probability of an online 
matching market. This work fills this research gap. It improves matching probability prediction 
performance using theory-based visual features and DL-generic facial features and offers a visual 
interpretation of DL-generic features visually, which were difficult to interpret before. 

Online Dating Market 

Profile pictures in online dating markets can play more important role in the user’s attractiveness 
measurement process than those in offline dating markets (Guan et al. 2015). Facial features are essential 
because attractive faces make the person look more socially skillful, intelligent, and popular (Magro 1999; 
Eagle et al. 1991; Hamermesh 2011). Many evolutionary psychological studies have highlighted the 
importance of facial attractiveness in mate preferences and mate choice processes (Lang et al. 2000; Rhodes 
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2006). However, online dating literature mainly focused on user’s non-visual features such as age and 
occupation, partially due to the methodological challenges (Skopek et al. 2011; Xia et al. 2014). This study 
uses both visual features and non-visual features to predict user preferences in online dating markets. 

Deep Learning 

This study utilizes a convolutional neural network (CNN) model, which shows excellent performance in 
visual data analysis (LeCun et al. 2015). In particular, we used FaceNet, proposed by Google, which 
successfully represents facial information in 512-dimensional embedding (Schroff et al. 2015). We created 
theory-based facial features through various pre-trained CNN models and used the FaceNet-based facial 
embedding generated from the user’s profile picture as DL-generic features. Furthermore, we used a 
generative adversarial network (GAN) to visually interpret DL-generic facial features, which were 
previously difficult to interpret. GAN is a generative model that generates new data from latent space that 
contains information about data (Goodfellow et al. 2014). StyleGAN, proposed by NVIDIA, introduced a 
mapping network to solve the entanglement of the latent space and succeeded in generating more real-
looking face images compared to the existing model (Karras et al. 2019). We visually interpret DL-generic 
facial features that affect individual ratings using StyleGAN. 

Data and Feature Construction 

The data used in this study is from one of the largest online dating platforms in South Korea, and it consists 
of 603,741 evaluations (individual ratings) in which 45,399 users rated each other for two months between 
February and March 2021. The data was collected by gathering the evaluations exchanged by all the users 
who have newly signed up for the platform within the period, and all data has been anonymized. There are 
123,501 photos of users, about 2.72 photos per identity. In the data collection process, users look at 
opponents’ photos and profile information together and score them with an integer between 1 and 5. This 
score, an individual rating given by one user to another, is the target variable predicted in this study. 
Although there exists some difference between individual rating and matching probability, it is widely 
known that the former can act as a crucial predictor for the latter (McGloin and Denes 2018; Ranzini et al. 
2022). The non-visual profile information consists of 12 features, including gender, age, height, occupation, 
and university. A total of 20,834 users were evaluated at least once, consisting of 15,071 males and 5,866 
females. A detailed description of the dataset is shown in Table 1. 

 

Table 1. Description of Data Used in the Prediction of Individual Rating 

We divided the features into three groups to explore the effects of the features on predictive performance. 
F1 is a feature group created by processing each user’s non-visual profile information. The processing was 
carried out as follows: First, occupations and universities were categorized since they were written freely 
without any restrictions. The occupations were classified into ten categories: high-income, artist, student, 
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and unemployed, and the universities were also classified into ten categories, including top, national, 
abroad, and high school graduation.1  All categorical features were created as dummy features, and min-
max scaling was performed on continuous features such as age and height.  

F2 is a feature group in which theory-based visual features extracted from a user’s photo using a DL model 
are added to F1. These theoretically motivated visual features include image quality, sexual content, facial 
attributes, facial expression, and pairwise users’ face similarity. Image quality was estimated by the neural 
image assessment model proposed by Google, and the sexuality of a photo was extracted via a CNN-based 
pre-trained model (Talebi et al. 2018). We also used geometric facial attributes and facial expressions as 
theory-based facial features because both can be good predictors of one’s attractiveness (Bell 1978; Mueser 
et al. 1984). Thirty-six geometric facial attributes such as face length, eye size, and lips thickness were 
extracted from a user’s face (Eisenthal et al. 2006). In addition, the facial expression of each face was 
classified into one of seven emotions by using a CNN-based pre-trained model. The face similarity between 
the rate giver and taker was measured by the cosine similarity between their FaceNet facial embeddings. 

F3 is a feature group in which DL-generic features, which can only be extracted by deep learning, are added 
to F1. Each user’s face was embedded as a 512-dimensional facial vector using the FaceNet model pre-
trained in the VGGFace2 dataset (Cao et al. 2018). To validate the potential of data-driven features as good 
predictors compared to theory-based features, we did not include theoretically motivated visual features on 
F3. 

All features described above were extracted from giver and taker, respectively, then concatenated for each 
feature group. The entire process of creating each feature and using it for analysis is shown in Figure 1.   

 

Figure 1. Schema of Feature Construction and Rating Prediction 

 

                                                             
1 In South Korea, top universities and universities abroad are generally considered the best, followed by 
universities inside the capital and national universities. 
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Empirical Analysis 

With the aforementioned feature groups (F1, F2, and F3), we built prediction models with Decision Tree 
Regression (DTR), Ridge Regression (RR), Random Forest Regression (RFR), XGBoost Regression (XGBR), 
and DL-based Feed Forward Neural Network (FFNN) model. We used Pearson Correlation (PC), Mean 
Absolute Error (MAE), and RMSE (Root Mean Squared Error) as evaluation metrics for the task.  

As shown in Table 2, the performance of all models substantially improved when using F2 and F3 compared 
to F1. Especially in the FFNN model, the increment due to visual and facial features is over 50%. It suggests 
that visual and facial features are essential in judging matching probability in an online dating market. In 
particular, the models’ performance in F3 is similar to or even better than in F2. It shows that DL-generic 
features extracted from faces without prior theories can represent information that theory-based features 
contain. In addition, we can see that the performance of the DL-based FFNN model is significantly higher 
than that of other ML models, even within the same set of features. Therefore, these results suggest that our 
proposed DL-based methodology can positively contribute to both feature extraction and model learning. 

 

Table 2. Performance Comparisons for Different Feature Sets Across Different Models 
FFNN model was trained for 100 epochs. All metrics were evaluated with 5-fold cross-validation. 

Feature Analysis 

Feature Importance 

To examine the role of the newly proposed DL-based facial feature in the attractiveness prediction process, 
we used the Shapley value method on the FFNN model (Lundberg and Lee 2017). Here we analyzed the 
evaluations of each gender group separately since the preferences of men and women in the online dating 
market appear quite different (Abramova et al. 2016). Table 3 shows the five most important features on 
each side for predicting individual ratings in each of F1, F2, and F3 features for the evaluation of each gender. 
A (+) sign next to a feature name means that the feature has a positive effect on the predictive score as the 
value of that feature increases, and a (-) sign means the opposite. We did not add any signs if the effect is 
complex. 
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Table 3. Top 5 Important Features of Users on Each Side Divided by Gender 
The importance of features was evaluated on FFNN model with SHAP. 

The effect of each feature on the rating is described by +/- sign. 

Among non-visual features, personality and region features were found to be important. Interestingly, when 
the users in Seoul give a rating, they tend to give a lower score, whereas Seoulites receive a higher score. It 
is consistent across men and women. A similar trend is observed in the areas around Seoul (Gyeonggi), 
which is interpreted as a characteristic of users living in the capital area. Besides, female users receive good 
evaluations when they are young and their body is not chubby, whereas male users get higher scores when 
they are tall. These results are consistent with previous studies on male and female preferences in the mate 
choice process. (Fan et al. 2004; Foo et al. 2017; Alterovitz and Mendelsohn 2011; Pierce et al. 1996). 

In theory-based visual features, face similarity between giver and taker is selected as one of the critical 
features. When male users give a rating to female users, the more similar their faces to themselves, the 
lower the score. On the contrary, female users give a higher score to male users with similar faces. Since 
previous studies on homophily in mating preference mostly used non-visual features, this study is 
meaningful since it is the first to observe the effect of facial homophily extracted from real users’ faces. 
Other than that, female users tend to receive better ratings as their faces are slimmer and have happier 
expressions. Male users get higher scores as their face widths increase and their mouths get larger. 

Visual Interpretation 

DL-based features have shown to be effective in improving prediction accuracy (Shin et al. 2020). However, 
a critical issue with DL-based features is that researchers cannot easily interpret them. Hence research on 
interpretable AI that makes complex DL models into a form that humans can understand is being actively 
researched (Doran et al. 2017). Compared to other ML models or statistical methodologies, interpretable 
DL models have the advantage of higher prediction performance and causal inference.  

As shown in Table 2, DL-generic features significantly improve the predictive model’s performance. Table 
3 shows that there are a few face embedding features (e.g., face_245, face_318, face_125) that are important 
across different models. However, since they are not created based on any prior theory, it is impossible to 
understand what information each feature contains. Therefore, we propose a framework using StyleGAN to 
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visually explore specific facial attributes corresponding to the DL-generic facial features. Specifically, we 
change each dimension of the facial embedding to generate new faces using StyleGAN and visually compare 
the difference between the generated faces and the original ones. Table 4 shows some illustrative examples 
of faces generated by increasing or decreasing the value of each DL-generic feature selected as important 
and the facial attributes inferred from them. 

Table 4. Visual Interpretation of DL-generic Facial Features from Generated Faces 

For example, face_318 feature shows high importance only in male users. As the feature decreases, the 
generated face has a smiling face, and as it increases, it becomes a neutral face. From this, it can be inferred 
that the feature contains smile information. This result is also consistent with the study showing that 
smiling increases men’s attractiveness more than women’s (Golle et al. 2014). Since the impact of face_318 
feature in male takers is negative, we can interpret that as the feature value decreases, the taker’s face gets 
more smiles, consequently rating increases.  

In addition, we can see that DL-generic facial features express facial attributes such as facial age (face_245) 
and glasses (face_125). It means that facial embeddings can even represent information that theory-based 
features do not contain, leading to more accurate predictions. If researchers use this methodology in fields 
where existing theories are not established, they will be able to derive new theories from data more 
effectively.  

Conclusion 

This study presents a deep learning-based framework to predict the matching probability of the online 
matching platform using visual features. Using unique data from the online dating market, where the 
importance of visual features is critical, we predict individual ratings by generating various visual features 

Feature 

Generated Faces 
Facial 

Attribute 
Decrease Original Increase 

face_245 

 

Facial Age 

face_318 

 

Smile 

face_125 

 

Glasses 
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from users’ profile photos. We found the prediction accuracy significantly improves when using theory-
based features and DL-generic features, and explain important features in connection with prior theories. 
In addition, we propose a novel method to visually interpret DL-generic facial features using StyleGAN. 

Although the paper is based on a large dataset and sophisticated DL methods, it has several limitations. 
First, our results did not capture attractiveness perception and user behavior from various countries and 
cultures since the data is limited to South Korea. The StyleGAN-based feature analysis method proposed in 
this study may have bias and scalability issues as the researcher needs to check the facial attributes manually 
by looking at the difference in the generated faces. We will validate the facial attributes using an online 
crowdsourcing platform like Amazon Mechanical Turk. Moreover, we found that several facial attributes 
change simultaneously in some photos even though only one variable in facial embedding is changed during 
StyleGAN analysis. This may be due to the entanglement of the attributes in the latent space, and we will 
further examine this issue in our future research.  

We are expanding this research in to ensure the generalizability of the proposed DL-based methodology. 
Specifically, we are applying the framework to a different online matching context: online labor markets 
where profile pictures can play an important role. In addition to the DL-based visual features, we plan to 
utilize DL-based textual features (e.g., BERT) to capture the unique characteristics of the labor market. If 
the results of these two distinct datasets (online dating and online labor markets) can be successfully 
integrated, we think our research will make a significant methodological contribution to the IS literature by 
providing a DL-based grounded theory method, which can be used to discover new theories from 
unstructured visual data. 
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