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Abstract

Socialmedia platforms generate huge profits from targeted advertising by collectingmas
sive amounts of data from their users, usually referred to as data harvesting. However,
practitioners from the social media industry suggest that data harvesting hurts users by
promoting social media addiction and the spread of misinformation. Therefore, policy
makers have recently been considering regulating social media platforms. This paper
investigates how imposing the regulation on data harvesting impacts social media plat
forms and users by developing a gametheoretic model. Our main finding shows that
while the objective of the regulation on data harvesting is to discourage platforms from
collecting a massive amount of data from the users, imposing the regulation may some
times increase the data harvesting levels and profits of social media platforms. We con
tribute to the Information Systems literature by broadening the knowledge of the impact
of the government’s regulation on social media platforms and users.

Keywords: Social Dilemma, Data Harvesting, GameTheoretic Model, Social Media, Reg
ulation.

Introduction

Social media platforms have been growing dramatically in recent years. For example, the worldwide total
number of social media users has reached 4.62 billion as of January 2022, with a rapid growth of 10.1% over
the past year (Kemp 2022). Along with the growth, the average daily time spent on social media has steadily
grown over the last decade, resulting in 2.27 hours per day spent on social media in 2022 (Statista 2022).
As social media has become a meaningful part of our lives, there have been increasing discussions about the
influences of social media on users. In spite of some benefits being discussed (Berger 2022), a lot of recent
debates focus on the downsides of social media platforms (Reinberg 2022).

One of the major downsides being widely discussed is the decrease in the subjective wellbeing of social
media users (Allcott et al. 2022; Lambert et al. 2022). Moreover, practitioners featured in a popular docu
mentary onNetflix, “The Social Dilemma,” have confessed that the businessmodel of social media platforms
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could have exacerbated the downside of these platforms (Orlowski 2020). In the documentary, former ex
ecutives and developers of leading social media companies (e.g., Facebook, Twitter) argue that these plat
forms generate profits by exploiting the data of their users (e.g., browsing and communication histories)
with a lack of ethical considerations. For example, they express concerns about social media platforms be
ing able to manipulate how users think and act their lives (Edelman 2021) or promoting addictive behaviors
(Deighton 2022). Thus, these practitioners have been calling for a regulation on social media platforms.

In response to the serious concerns about the negative consequences of social media use raised by the prac
titioners, the government has expressed concerns about the business model of social media platforms and
proposed new regulations to implement (Conger et al. 2021). However, there is a lack of research on how
the business model of social media platforms may harm their users and how social media platforms would
react to new regulations. This paper attempts to address this gap, which is critical in lessening the negative
impacts of social media platforms on their users.

Motivation

Social media platforms, such as Facebook and Twitter, offer online social networking services that enable
users to share content (e.g., texts, images, videos) and interact with others (e.g., likes, comments). More im
portantly, social media platforms provide personalized content (e.g., personalized ads, updates of friends,
recent news) that is more relevant to users’ preferences to keep users engaging in the platforms (Satterfield
2020). This is possible for social media platforms because all available data of users’ activities (e.g., posts,
usage hours, locations, and dialogues) are collected by the platforms (Orlowski 2020), which is usually re
ferred to as data harvesting (Dutton 2022). This paper is motivated by the problem that data harvesting by
social media platforms may be harmful to social media users but beneficial for the platforms.

Socialmedia platforms generate a significant portion of revenue fromadvertising, known as an adsupported
revenue model (Sherman 2018). In 2021, Facebook and Twitter reported that 99% and 89% of their revenue
came from advertising, respectively (Meta 2022; Twitter 2022). This business model allows users to join
the platforms for free but charges advertisers to access targeted users who have the highest preference for
a given advertiser’s brand. This targeted advertising has been highly effective for advertisers because social
media platforms can precisely predict users’ preferences and actions (e.g., clicks, likes, shares), using the
data collected from their users. In other words, the more data a social media platform collects from its
users, the more the platform knows about its users.

While social media platforms could better serve users by leveraging users’ data, however, they have been
associated with the negative mental health outcomes of users (Allcott et al. 2022; Lambert et al. 2022). For
example, social media could be related to the gigantic rises in depression, anxiety, and the suicide rate for
American teenagers that have started around 2012 in which social media platforms became available on
mobile devices (Allen 2020; Haidt and Allen 2020). In a recent discussion on the negative consequences
of social media platforms, practitioners in the social media industry suggest that data harvesting by social
media platforms could be the starting point of the negative impacts of social media use on the users. For
instance, industry expert features in the documentary mentioned earlier describes that collecting massive
amount of users’ data has enabled social media platforms to exploit a vulnerability in human psychology be
cause the platforms’ algorithms can even predict when a user is bored, lonely, or depressed (Orlowski 2020).

The government has recently started to investigate data harvesting practices by social media platforms. For
example, Federal Trade Commission (FTC) asked nine popular social media platforms to provide informa
tion about how they collect anduse users’ data andhow their data harvesting practices influence children and
teens (Federal Trade Commission 2020). While FTC’s investigation has been still inprogress, there have
been increasing discussions about regulating social media platforms. In a recent testimony of the CEOs of
top socialmedia companies inMarch 2021, policymakers show consensuses that the businessmodel of social
media platforms has problems and that the industry itself is not likely to be trusted to solve the issue (Conger
et al. 2021). Therefore, in this paper, we consider that the government requires social media platforms to
make effort to address issues arising from collecting massive amount of data from social media users.
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Research Questions and Contributions

As both the government and practitioners have been highly concerned about social media platforms that
collect a massive amount of data from users (Federal Trade Commission 2020; Orlowski 2020), there have
been ongoing discussions on regulating social media platforms. For example, policymakers have been re
cently considering imposing a regulation on social media platforms generating negative impacts on users
(Deighton 2022). Even though the question of how imposing a regulation on data harvesting would impact
platforms and users is becoming more important, to the best of our knowledge, there has been a limited
understanding to answer this question. Thus, our first research question is as follows: Does a regulation
on data harvesting really reduce data harvesting levels and profits but increase demands of social media
platforms? Furthermore, does a regulation on data harvesting really increase consumer welfare? We
find that even after the government imposes the regulation on data harvesting, social media platforms can
sometimes set higher data harvesting levels, have smaller demands, and generate greater profits. Moreover,
we find that imposing the regulation on data harvesting always increases consumer welfare.

Even if the government imposes a regulation on data harvesting, users’ concerns about data harvesting may
further increase. For example, after the General Data Protection Regulation (GDPR) has been imposed in
the European Union since 2016, several platforms have failed to comply the regulation and received hefty
fines (e.g., $60 million for Facebook in 2022 and $547k for Twitter in 2020) (Collins 2022; Lomas 2020).
With such violations, users have been more concerned about the potential privacy risks in data harvest
ing practices (Goswami 2020). Moreover, in the rising concerns about children users, policymakers have
been interested in whether social media platforms could limit data harvesting practices under the regula
tion (Deighton 2022). Therefore, it is important to understand how the increase in the net negative effect
of data harvesting on users impacts social media platforms under the regulation. Thus, our second research
question is as follows: Does the increase in users’ concerns about data harvesting really reduce data har
vesting levels, demands, and profits of social media platforms under the regulation? One may expect that
platforms would be worse off when users are more concerned about sharing their personal data with plat
forms. However, we find that when users aremore concerned about data harvesting, a socialmedia platform
with a weaker network effect can sometimes set a higher data harvesting level and generate greater profits
under the regulation.

This paper contributes to the information systems (IS) literature by providing insights into two aspects.
First, we provide valuable insight into how implementing a new regulation on data harvesting would affect
social media platforms. Our results show that, while the objective of the new regulation is to discourage
data harvesting practices, sometimes platforms increase their data harvesting levels and generate greater
profits under the regulation on data harvesting. Second, this paper provides insights on how the increase
in the users’ concerns about data harvesting impacts social medial platforms under the regulation. While
the IS literature has paid little attention to the platform decision that hurts users, a stream of literature has
focused on the harm from advertisements (Aseri et al. 2020; Hann et al. 2008). Specifically, Aseri et al.
(2020) find that, when ads generate a larger disutility to users, the intensity of advertisements decreases.
However, we find that social media platforms are not necessarily to decrease data harvesting levels, which
are highly related to target advertising. Therefore, by considering data harvesting practices by social media
platforms, our results expand the body of knowledge on the adsupported business model fueled by data
harvesting. This paper provides important implications for both social media platforms and policymakers
on how social media platforms could react to a new regulation when the core business decision is regulated
by the government.

The rest of the paper is organized as follows. We briefly review the related literature in the following subsec
tion. Next, we introduce our analytical model and present ourmain results. We then conclude and highlight
our contributions and implications.

Literature Review

This papermainly contributes to two streams of literature: (i) socialmedia and its negative impacts on users,
(ii) the impact of the government’s policy on the market. In this section, we briefly review these streams of
literature and highlight our contributions.
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Negative Impacts of Social Media on Users

The first stream of literature studies the negative impacts of social media on users. In IS literature, previous
studies have focused on the role of envy (Krasnova et al. 2015) and cyberbullying in social media (Wong et al.
2021). Other studies investigate that advertisements cause harm to users and, therefore, users make effort
to avoid ads, known as adavoidance behaviors (Aseri et al. 2020; Hann et al. 2008). In the economics
literature, (Allcott et al. 2020) conduct a largescale field experiment on 1,637 Facebook users and find that
deactivating Facebook accounts significantly increased subjective wellbeing. In the psychology literature,
a stream of research reports that the use of social media can be harmful to mental health outcomes (Haidt
and Allen 2020).

Much of the literature under this topic has focused on various unfavorable consequences of social media
use. However, there is a lack of research on how the platform’s business decision contributes to the negative
impacts of social media use. In this study, we investigate the adsupported revenue model of social media
platforms, which is fueled by the amount of data gathered from social media users. This data harvesting is
related to both the negative impacts of social media use (e.g., depression, comparisons) and the increase in
the advertising revenue. Similar to our study, Aseri et al. (2020) consider adintensity that increases the
advertising revenue of a website but decreases the net utility of a potential user. In their work, the website is
not penalized by increasing its adintensity, unlike our model in which platforms face a higher cost as they
collect more data from users. Therefore, our model is fundamentally different from that in previous studies
and better captures the phenomenon of unfavorable consequences of social media use on users.

The Impact of the Government’s Policy on the Market

The second stream of literature related to our paper is the literature on the impact of government’s policy
on the market. A stream of literature on piracy has studied how the government’s policy to reduce illegal
content affects users’ and publishers’ strategies in the context of platformmarkets. An earlier work by (Chen
and Png 2003) study the government’s penalty rate for piracy that impacts only the supply side. (Jaisingh
2009) studies a policy that increases the perceived cost to the users of pirated software and finds that stricter
policy may reduce innovation. In the context of social media platforms, (Jain et al. 2020) investigate how
the platform’s monitoring efforts to block the illegal content impact the profit of the platform. In their work,
the platform’s effort increases the user’s cost of accessing the illegal content, thereby decreasing the utility
of the users, unlike our model that the platform’s effort increases the utility of the users. Another stream of
literature on privacy concerns has documented how the government’s privacy regulation impacts the welfare
of firms in the market (Goldfarb and Tucker 2011).

Different from these studies focusing on the impact of government’s regulation as a fixed cost or a condition
limiting the access to users’ data, our study examines that the government requires social media platforms
to put effort to address issues arising from the data harvesting practices. As industry practitioners call for
regulations on social media platforms and policymakers seek for new regulations, ourmodel provides useful
insights for policymakers on regulating the data harvesting decision by social media platforms.

Model

Social media market is with intense competition among social media platforms (Global Data 2022). In this
market, previous IS studies have considered Facebook and Twitter as major social media platforms (Wang
et al. 2021). Therefore, we consider a socialmediamarket with two platforms competing for a heterogeneous
set of users. In the following subsections, we present our model in detail listing the different characteristics
of social media users, platforms, and the game structure. After we introduce our model, we discuss two
scenarios we consider that are prevalent in practice. Main notations are summarized in Table 1.

Social Media Users

A survey conducted by PewResearch Center shows that 72 percentage of the U.S. adults use any socialmedia
platform as of February 2021 (Pew Research Center 2021). Moreover, another recent report suggests that
this share will continue to grow in the next few years (Statista 2021). Therefore, we consider that the market
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Social media platform’s decision variable

hi Data harvesting level of platform i, i ∈ {1, 2}
Other variables

E(ni) Expected number of social media users joining platform i, i ∈ {1, 2}
ui Net utility for a social media user from joining platform i, i ∈ {1, 2}
πi Profit for platform i, i ∈ {1, 2}

Parameters

θ User’s preference for a social media platform, and θ ∼ Uniform [0, 1]

p Effort cost for a unit level of data harvesting

v Value a user receives from basic features of a social media platform

αi Coefficient for platform i’s network effect

β Net negative effect of harvesting one unit of data on a user’s utility
without the government’s regulation on data harvesting

γ Net negative effect of harvesting one unit of data on a user’s utility
under the presence of the government’s regulation on data harvesting

n Total number of potential social media users

κ Social media platform misfit cost

Table 1. Main Notation

is fully covered; that is, all users will join a platform.1 These users derive different types of utility from
joining a platform. The utility of a user joining a social media platform consists of the value a user derives
from social communication features, the value derives from the network effect, the negative impact of data
harvesting and the misfit in social media platforms.

The first component of social media user utility is the value the user derives from social communication
features. Social media platforms provide features for promoting communication among the users and for
sharing content (e.g., wall posts, likes, and comments) (Cao et al. 2018). These features are generally com
mon across the platforms and, therefore, the value that a user earns from these features is likely similar
across the platforms (VanDyke 2022). Therefore, we denote v as the value a user gains by using communi
cating features of a social media platform.

The second component of social media user utility is the value that the user gains by communicating with
other users. The more the users join the platform, the more the content is generated and shared. Thus,
the value that a user earns from the platform increases with the number of users, a phenomenon known as
the network effect (Katz and Shapiro 1985). Following previous literature (Demirezen et al. 2016), we also
consider that the user utility increases linearly in the size of the network. We denote E(ni) as the expected
network size in social media platform i, i ∈ {1, 2}.

A survey conducted by Pew Research Center in 2021 shows that 71% of Facebook users visit the platform at
least once a day, but 46% of Twitter users do so (Auxier and Anderson 2021). To capture such difference, we
consider that the network effect can differ across platforms. We denote αi, i ∈ {1, 2} as the coefficient that
captures platform i’s network effect. If a user expects E(ni) users to join platform i, this user gains value
αiE(ni) from joining platform i.

The third component is the net negative effect effect of data harvesting on social media users. In the docu
mentary, “The Social Dilemma”, discussed earlier, industry experts point out that data harvesting enables
social media platforms to precisely predict users’ preferences and provide personalized content (Orlowski
2020). While they admit that offering personalized content could be helpful to users, they emphasize that

1We also consider a case in which social media users may join both platforms at the same time, calling it as “Multihoming” scenario.
In addition, we also consider a case in which some users do not join any platform (i.e., the market is partially covered). We will present
these results during the conference presentation.
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social media platforms’ ability to accurately predict users’ actions is causing more harms (e.g., social media
addiction, the wide spread of fake news, and mental health issues for teenagers). Other discussions also
suggest that the negative impact of data harvesting on users outweigh the positive impact. For example,
policymakers have been highly concerned about the business model of social media platforms that hurts
users (Deighton 2022; Wells et al. 2021) and social media users have been greatly concerned about privacy
when they share personal information with the platforms (Auxier et al. 2019). In order to capture these con
cerns, we consider that the net impact of data harvesting creates disutility on social media users. We denote
the net negative effect of harvesting one unit of data on a users’ utility when there is no regulation by the
government by β and β > 0. Therefore, we denote −βhi as the net negative impact of data harvesting by
platform i, i ∈ {1, 2} on a user’s utility, where hi is the amount of a user’s data collected by platform i. Note
that social media platforms have been collecting users’ data regardless of users’ willingness to share their
data with these platforms (Orlowski 2020). Thus, we consider the additivity of the network effect and the
disutility from data harvesting in our model.

The last component is the disutility from the misfit between the social media platform and the user’s taste.
A recent report shows that Twitter is the most popular among the age group of 18 to 29yearsold in urban
areas, but Facebook is popular for all adults regardless of locations (Auxier and Anderson 2021). Therefore,
we consider that social media users are heterogeneous in terms of their preferences for social media plat
forms. We denote θ as the user’s preference for a socialmedia platform, which follows a uniformdistribution
on [0, 1]. Then, the degree of misfit between the social media platform and the taste of a user is measured
by the distance between the platform’s and a user’s location on the line θ. We denote κθ and κ(1 − θ) as
the disutility caused due to the misfit between user type θ and platform 1 and 2, respectively, where κ is the
misfit cost which is greater than zero.

We denote the social media user’s utility derived from joining to social media platform i as ui, i ∈ {1, 2}.
Based on the above discussion, when no regulation is imposed on data harvesting by government (i.e., the
no regulation scenario), the utility for a social media user located at θ from each social media platform is
formulated as follows.

u1(θ) = v + α1E(n1)− βh1 − κθ (1)

u2(θ) = v + α2E(n2)− βh2 − κ (1− θ) (2)

When the government implements a regulation on data harvesting, such regulation is likely to affect users’
privacy concerns. For instance, a recent survey shows that, after the GDPR in the European Union is imple
mented, the majority of users (65%) feel they have more control over the information they provide online
(European Commission 2019). Another survey suggests that users have more trust and satisfaction toward
the GDPRcompliant firms because the GDPR increases cybersecurity and users’ awareness about what data
is being collected and how it is used (Jiang et al. 2019). To capture this reality, we consider that the disutility
caused by data harvesting on a user becomes smaller under the presence of the government’s regulation. We
denote the net negative effect of harvesting one unit of data on a users’ utility when the government regu
lates data harvesting practices (i.e., thewith regulation scenario) by γ and β ≥ γ > 0. Therefore, the utility
for a social media user located at θ from each social media platform in the with regulation scenario can be
formulated as follows.

u1(θ) = v + α1E(n1)− γh1 − κθ (3)

u2(θ) = v + α2E(n2)− γh2 − κ (1− θ) (4)

In both scenarios, we define platform 1 as a platform whose network effect parameter is greater without loss
of generality. Therefore, we consider that α1 = 1 and α2 = α, where 0 < α < 1.

Social Media Platforms

According to reports released by Facebook and Twitter, 99% and 89%, respectively, of their revenues in
2021 were driven from advertising (Meta 2022; Twitter 2022). Therefore, we consider an adsupported
revenuemodel of socialmedia platforms in this study. The revenue from advertising depends on the number
of users because an increase in the number of users attracts advertisers into the platform and boosts the
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consumption of ads by users (Zhang and Sarvary 2015). The revenue from advertising also depends on how
much data a social media platform collects from its users because the platform can precisely target user
segments with predicted preferences on products and services (Orlowski 2020; Satterfield 2020). Based
on the above discussion, we consider that when social media platform i expects E(ni) users and collects hi

amount of users’ data, the platform generates revenue of E(ni)hi.

When Facebook failed to comply with privacy rules in the U.S. in 2019, FTC imposed three types of re
quirements on Facebook for deceiving its users about privacy (Federal Trade Commission 2019). First, FTC
required Facebook to put more IT effort to ensure user privacy by establishing and maintaining an inde
pendent privacy committee and data security programs. Second, FTC also required Facebook to make more
effort to inform users about potential privacy risks by providing clear notice and obtaining user consent.
Third, FTC required Facebook to put effort to report to the government about its compliance by submitting
quarterly compliance certifications and delivering data breach reports to the Commission.

In order to capture these approaches, we consider that the government regulates social media platforms by
requiring them to make effort to address issues arising from data harvesting practices. First, social media
platforms should make extra IT effort to safeguard the data collected from the users by preventing data
breaches and maintaining comprehensive data security programs. Second, the platforms should put effort
to inform the users about data harvesting practices by describing what data is collected, how data is used,
and what controls the users have. Informing users about data harvesting practices has also been highlighted
in the Dashboard act in the U.S. and the GDPR in the European Union (Gordon 2019). Third, the platforms
should make effort to report to the government about their compliance with the regulation and any incident
against safeguarding users’ data.

Therefore, in our model, we denote p as the effort cost for a unit level of data harvesting. When a social
media platform collects massive amount of data from its users, the data could be beyond platform’s control
and the potential risks arising from securing massive amount of data increase at a faster rate. Therefore,
the amount of efforts imposed by the government increases nonlinearly with the data harvesting level. In
order to capture this reality in our model, when social media platform i collects hi units of a user’s data, the
platform must make the effort by ph2

i , i ∈ {1, 2}. We also solve a linear model where the amount of efforts
imposed by the government increases linearly with the data harvesting level as an extension and our results
are qualitatively the same.

Based on the above discussions, social media platform i’s net profit in the no regulation scenario is

πi = E(ni)hi, (5)

and social media platform i’s net profit in thewith regulation scenario is as follows.

πi = E(ni)hi − ph2
i (6)

Timing of the Model

For social media platforms, the decision of how much data to collect from their users is a part of their long
term privacy policy. Such longterm policy helps users make decisions such as which platform to join. In
order to capture this reality, we consider a gamewith two stages as follows. In stage 1, socialmedia platforms,
1 and 2, first decide howmuch data to be harvested from users, given the effort imposed by the government
to address issues arising from data harvesting practices. In stage 2, each social media user decides which
social media platform to join. Given the twostage game setting, we solve the game in the backward order.

Equilibrium Analysis

In this section, we study our twostage model to understand social media platforms’ equilibrium data har
vesting strategies. Our goal is to investigate how implementing the regulation on data harvesting affects
social media platforms and user surplus. Therefore, we consider the following two scenarios: (i) the no reg
ulation scenario in which there is no regulation on data harvesting; and (ii) thewith regulation scenario in
which the government implements the regulation on data harvesting by requiring social media platforms to
make effort to address issues arising from the data harvesting practices.
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No Regulation Scenario

As a benchmark scenario, we first analyze the scenario where the government does not implement any reg
ulation on the data harvesting level. In stage 2, each user joins a social media platform, given the data
harvesting levels set by the platforms in stage 1. For a potential user, the decisions of other users on joining
a platform affect her net utility because her utility depends on the expected number of other users joining
the platform. Therefore, we provide details on calculating the expected number of users joining platform i
as follows.

The utilities that a social media user with type θ for a social media platform obtains from joining platform 1
or 2 are shown as follows, respectively: (i) join platform 1: v + E(n1) − βh1 − κθ, and (ii) join platform 2:
v+αE(n2)−βh2−κ (1− θ). If a user with type θ decides to join platform 1, then she should obtain the highest
nonnegative utility from joining platform 1, that is, v+E(n1)−βh1−κθ ≥ v+αE(n2)−βh2−κ (1− θ) and
v + E(n1)− βh1 − κθ ≥ 0. Let us denote θ̃ as a user who is indifferent between joining platform 1 and 2. By
solving v+E(n1)−βh1−κθ = v+αE(n2)−βh2−κ (1− θ), we get θ̃ = (E(n1)−αE(n2)−βh1+βh2+κ)/2κ.
Let us denote θ̂1 as a user who obtains zero utility from joining platform 1, which is located at θ̂1 = (v +

E(n1) − βh1)/κ. Solving the two inequalities, we obtain that users with type 0 ≤ θ ≤ min {θ̃, θ̂1} prefer
joining platform 1 to joining platform 2. If a user with type θ decides to join platform 2, then there should be
v+αE(n2)−βh2−κ (1− θ) ≥ v+E(n1)−βh1−κθ and v+αE(n2)−βh2−κ (1− θ) ≥ 0. Let us denote θ̂2 as
a user who obtains zero utility from joining platform 2, which is located at θ̂2 = (−v−αE(n2) + βh2 + κ)/κ.
Solving the two inequalities, we obtain that users with type max {θ̃, θ̂2} ≤ θ ≤ 1 prefer joining platform 2 to
joining platform 1. Given θ̃ ≤ θ̂1, there is v ≥ (−E(n1)− αE(n2) + (h1 + h2)β + κ)/2. Given θ̃ ≥ θ̂2, there is
also v ≥ (−E(n1)− αE(n2) + (h1 + h2)β + κ)/2.

As discussed in the Model Section, we consider that all users in the market join a platform. When v ≥
(−E(n1)− αE(n2) + (h1 + h2)β + κ)/2 holds, users with 0 ≤ θ ≤ θ̃ prefer to join platform 1 and users with
θ̃ < θ ≤ 1 join platform 2. Thus, all users in themarket join a platform, resulting in the full market coverage.

The demand for each social media platform is

E(n1) = θ̃n =
n(nα+ (h1 − h2)β − κ)

n(1 + α)− 2κ
, (7)

E(n2) = (1− θ̃)n =
n(n− (h1 − h2)β − κ)

n(1 + α)− 2κ
. (8)

As discussed in theMotivation Section, both industry experts and policymakers express concerns about data
harvesting which negatively affects social media users (Conger et al. 2021; Orlowski 2020). Therefore, to
ensure that the utility of a user and the demand of each platform decrease in the data harvesting level, we
consider that the misfit cost factor, κ, is large enough (i.e., κ ≥ n(1 + α)/2), satisfying ∂E(ni)

∂hi
<0 and ∂ui(θ)

∂hi
<0

for i ∈ {1, 2}.

In stage 1, the social media platforms decide the data harvesting level to maximize their profits. The profit
maximization problem of social media platform i, i ∈ {1, 2} is max{πi} = max{E(ni)hi} for i ∈ {1, 2}.
Social media platform i’s objective function is π1 = (h1n(nα + (h1 − h2)β − κ))/(n(1 + α) − 2κ) and π2 =
(h2n(n− (h1 − h2)β − κ))/(n(1 + α)− 2κ). The following lemma shows the results under the no regulation
scenario, with the superscriptNR denoting the equilibrium outcomes. Proofs of Lemmas and Propositions
are omitted for the space limit. Proofs are available upon request.
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Lemma 1. Under the no regulation scenario,

1. The equilibrium data harvesting level of social media platform i, i ∈ {1, 2}, is

hNR
1 =

−n(1 + 2α) + 3κ

3β
, (9)

hNR
2 =

−n(2 + α) + 3κ

3β
. (10)

2. The equilibrium demand of social media platform i, i ∈ {1, 2}, is

E(nNR
1 ) =

n(n(1 + 2α)− 3κ)

3(n(1 + α)− 2κ)
, (11)

E(nNR
2 ) =

n(n(2 + α)− 3κ)

3(n(1 + α)− 2κ)
. (12)

3. The equilibrium profit of social media platform i, i ∈ {1, 2}, is

πNR
1 =

−n(n(1 + 2α)− 3κ)2

9β(n(1 + α)− 2κ)
, (13)

πNR
2 =

−n(n(2 + α)− 3κ)2

9β(n(1 + α)− 2κ)
. (14)

Anumber of observations from the equilibriumareworthhighlighting. First, note thathNR
1 ≥ hNR

2 ,E(nNR
1 ) ≥

E(nNR
2 ), and πNR

1 ≥ πNR
2 . This result is expected because platform 1 has an advantage of the network effect

over platform 2 (i.e., α < 1). Second, equilibrium demands are unrelated to the net negative effect of data
harvesting on a user’s utility, β, even though social media user’s utilities in Eq(1) and Eq(2) depend on it.
This is because, even though social media users are generally concerned with disclosing personal data in
social media platforms, they continue to use these platforms and provide their personal information, which
is known as the privacy paradox (Acquisti and Gross 2006).

With Regulation Scenario

In this subsection, we analyze the scenario where the government requires social media platforms to make
effort to address issues arising from the data harvesting practices. In stage 2, each user joins a social media
platform, given the data harvesting levels set by the platforms in stage 1. The utilities that a social media user
with type θ for a socialmedia platformobtains from joining platform 1 or 2 are shown as follows, respectively:
(i) join platform 1: v + E(n1)− γh1 − κθ and (ii) join platform 2: v + αE(n2)− γh2 − κ (1− θ).

Following the same steps described in the analysis of the no regulation scenario, we locate a user who is
indifferent between joining platform 1 and 2, θ̃. By solving v+E(n1)−γh1−κθ = v+αE(n2)−γh2−κ (1− θ),
we get θ̃ = (E(n1) − αE(n2) − (h1 − h2)γ + κ)/2κ. Let us denote θ̂1 as a user who obtains zero utility from
joining platform 1, which is located at θ̂1 = (v + E(n1) − γh1)/κ. Similarly, let us denote θ̂2 as a user
who obtains zero utility from joining platform 2, which is located at θ̂2 = (−v − αE(n2) + γh2 + κ)/κ.
As discussed in the Model Section, we consider that every user in the market joins a platform. When v ≥
(−E(n1)−αE(n2)+ (h1 + h2)γ+ κ)/2 holds, max {θ̃, θ̂2} = min {θ̃, θ̂2} = θ̃. Therefore, users with 0 ≤ θ ≤ θ̃
prefer to join platform 1 and users with θ̃ < θ ≤ 1 join platform 2. Thus, all users in the market join a
platform, resulting in the full market coverage. We get the demand for each socialmedia platform as follows.

E(n1) = θ̃n =
n(nα+ (h1 − h2)γ − κ)

n(1 + α)− 2κ
, (15)

E(n2) = (1− θ̃)n =
n(n− (h1 − h2)γ − κ)

n(1 + α)− 2κ
. (16)
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To ensure that the utility of a user and the demand of each platform decrease in the data harvesting level,
we consider that the misfit cost factor, κ, is large enough (i.e., κ ≥ n(1 + α)/2), satisfying ∂E(ni)

∂hi
< 0 and

∂ui(θ)
∂hi

< 0 for i ∈ {1, 2}.

In stage 1, the social media platforms observe the government requiring the effort to address issues from
data harvesting and decide how much data to be harvested from their users to maximize the profits. Based
on the discussion in the Model Section, the profit maximization problem of social media platform i, i ∈
{1, 2} is max{πi} = max{E(ni)hi − ph2

i } for i ∈ {1, 2}. Social media platform i’s objective function is π1 =
h1 (−h1p+ (n(nα+ (h1 − h2)γ − κ))/(n(1 + α)− 2κ)), and π2 = h2(−h2p+ (n(n− (h1 − h2)γ − κ))/(n(1+
α)− 2κ)). The following lemma shows the results under the with regulation scenario, with the superscript
R denoting the equilibrium outcomes.

Lemma 2. Under the with regulation scenario,

1. The equilibrium data harvesting level of social media platform i, i ∈ {1, 2}, is

hR
1 =

n

4

(
2n(−1 + α)

2np(1 + α)− 3nγ − 4pκ
+

1

p

(
1 +

nγ

2np(1 + α)− nγ − 4pκ

))
, (17)

hR
2 =

n

4

(
− 2n(−1 + α)

2np(1 + α)− 3nγ − 4pκ
+

1

p

(
1 +

nγ

2np(1 + α)− nγ − 4pκ

))
. (18)

2. The equilibrium demand of social media platform i, i ∈ {1, 2}, is

E(nR
1 ) =

n

6

(
3 + n(−1 + α)

(
1

n(1 + α)− 2κ
+

4p

2np(1 + α)− 3nγ − 4pκ

))
, (19)

E(nR
2 ) =

n

6

(
3 + n(−1 + α)

(
1

−n(1 + α) + 2κ
− 4p

2np(1 + α)− 3nγ − 4pκ

))
. (20)

3. The equilibrium profit of social media platform i, i ∈ {1, 2}, is

πR
1 =

n2(n(p(1 + α)− γ)− 2pκ)(n2(−2pα(1 + α) + γ + 2αγ) + n(p(2 + 6α)− 3γ)κ− 4pκ2)2

(n(1 + α)− 2κ)(−2np(1 + α) + 3nγ + 4pκ)2(n(−2p(1 + α) + γ) + 4pκ)2
, (21)

πR
2 =

n2(n(p(1 + α)− γ)− 2pκ)(n2(2p(1 + α)− (2 + α)γ) + n(−2p(3 + α) + 3γ)κ+ 4pκ2)2

(n(1 + α)− 2κ)(−2np(1 + α) + 3nγ + 4pκ)2(n(−2p(1 + α) + γ) + 4pκ)2
(22)

A number of observations from the equilibrium are worth highlighting. First, similar to the no regulation
scenario, hR

1 ≥ hR
2 , E(nR

1 ) ≥ E(nR
2 ), and πR

1 ≥ πR
2 . This is expected because platform 1 has an advantage of

the network effect over platform 2 (i.e., α < 1). Second, different from the no regulation scenario, equilib
rium demands now depend on the net negative effect of data harvesting, γ. It is because the effort cost of
data harvesting imposed by the regulation becomes salient for social media users’ decisions to join a plat
form under the regulation on data harvesting. For example, when the U.S. government started to investigate
Facebook for its data breach incident in 2018, users began #DeleteFacebook campaign in response to the
FTC’s interrogation of Facebook (Pachelli 2018). Thus, equilibrium demands depend on the net negative
effect of data harvesting, which is different from the no regulation scenario.

Results

Now we have established the equilibrium outcomes under both scenarios. Thus, we are ready to investigate
how implementing the regulation on data harvesting affects social media platforms and consumer welfare.
In this section, we present our main results by addressing our key research questions in detail.
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Impacts of the Government’s Regulation

As discussed in the Motivation Section, industry experts have been calling for some form of regulation on
social media platforms (Orlowski 2020). In response to the call, policymakers have recently started con
sidering new regulations on the business model of social media platforms (Conger et al. 2021). Although
policymakers have especially focused on data harvesting practices (Federal Trade Commission 2020), to
the best of our knowledge, there has been a limited understanding of how the government’s regulation on
data harvesting would affect social media platforms. Therefore, we consider the government’s regulation
that has two impacts, as discussed in the Model Section: (i) the regulation requires social media platforms
to make efforts to address issues arising from data harvesting practices and (ii) the efforts required by the
regulation positively impact the users by reducing the net negative effect of data harvesting on a user’s util
ity from β to γ, as shown in Equations (1)(4). In the following proposition, we address the question of how
implementing the government’s regulation on data harvesting impacts the data harvesting levels, demands,
and profits of social media platforms.

Proposition 1. When the government imposes the regulation on data harvesting,

(a) platform i can actually sometimes set a higher data harvesting level (i.e., hR
i ≥ hNR

i ). Interestingly,
this happens when the positive impact of the data harvesting regulation on users’ utility is higher than a
given threshold (i.e., δ ≥ ξi, where δ = β − γ);

(b) the demand for a platform with a weaker network effect (i.e., platform 2), in fact, always becomes
smaller (i.e., E(nR

2 ) ≤ E(nNR
2 )), in spite of the fact that the demand for the other platform always becomes

greater (i.e., E(nR
1 ) ≥ E(nNR

1 ));

(c) the profit for platform i can actually sometimes become greater (i.e., πR
i ≥ πNR

i ). Interestingly, this
happens when the positive impact of the data harvesting regulation on users’ utility is higher than a given
threshold (i.e., δ ≥ ξ̂i).

Proofs Propositions are omitted for the space limit. Proofs are available upon request.

Under the regulation that restricts collecting data from users (e.g., GDPR), the platforms should identify
the minimum amount of personal information to be collected from users (Burgess 2020). Therefore, one
may expect that the platforms would set lower data harvesting levels under the regulation that restricts data
harvesting practices. Similarly, recent surveys show that such a regulation decreases users’ privacy concerns
and increases trust and satisfaction in using platforms that collect their personal information (European
Commission 2019; Jiang et al. 2019). Therefore, one may expect that the demand for the platforms would
increase under the regulation. Lastly, it has been suggested that online platforms have been making less
profits because regulations such as GDPR restrict collecting users’ data that directly related to the revenue
of these platforms (Chen 2019). Thus, onemay expect that the profits would decrease when the government
imposes the regulation. However, Proposition 1 demonstrates that none of these always holds. This result
is explained as follows.

The intuition of Proposition 1(a) is as follows. Whether platforms set higher data harvesting levels under the
with regulation scenario depends on the utility effect and the cost effect defined below. On the one hand,
the regulation reduces the net negative effect of data harvesting on a user’s utility from β to γ, as discussed
in the Model Section. With this reduction, users take less amount of disutility from data harvesting under
the regulation (i.e., γhi ≤ βhi), which makes it easier for the platforms to collect more data from the users.
Therefore, the regulation softens the intensity of the competition between the two platforms, driving the
data harvesting levels up under the regulation. We call this the utility effect. While the utility effect is
determined by the sum of two effects: (i) the reduction in the disutility from data harvesting and (ii) the
changes in demands, we show that the sum of these two effects can be captured by δ, where δ = β − γ.
Thus, the utility effect, δ, indicates the amount of reduction in the net negative effect of data harvesting on
a user’s utility. On the other hand, recall that the regulation introduces the effort cost, p, for a unit level
of data harvesting, and the total effort cost increases nonlinearly in the data harvesting level (i.e., ph2

i ), as
discussed in theModel Section. The effort cost imposes a constraint on the platforms in setting a higher data
harvesting level. Therefore, the regulation increases the intensity of the competition between two platforms,
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lowering the data harvesting levels under the regulation. We call this the cost effect that is impacted by p.

The lefthand side of the condition in Proposition 1(a) represents the utility effect and the righthand side
that is impacted by p is the cost effect. When the utility effect dominates the cost effect, the regulation softens
the competition between two platforms, and thus the platforms set higher data harvesting levels under the
with regulation scenario than under the no regulation scenario.

The result in Proposition 1(b) occurs because platform 2 has a disadvantage of the network effect over plat
form 1 (i.e., α < 1). Although the regulation reduces the net negative effect of data harvesting on the users
for both platforms (i.e., from β to γ), the platform with a stronger network effect leverages its advantage in
the network effect to obtain evenmoremarket share under the regulation. This has been consistently shown
that platform 1 with a stronger network effect collects more data from users, takes more market share, and
generate higher profits than platform 2 under both scenarios, as shown in Lemma 1 and Lemma 2.

The result in Proposition 1(c) occurs when the utility effect dominates the cost effect. The lefthand side
of the condition in Proposition 1(c) represents the utility effect and the righthand side is the cost effect.
Again, under the perfect regulation case (i.e., γ = 0), the condition reduces to β ≥ pω̂i. We can see the
righthand side represents the cost effect that depends on p. Thus, when the utility effect dominates the cost
effect, the regulation decreases the competition between two platforms, driving the data harvesting levels
up and resulting in higher profits. Note that the cost effect for higher profits is greater than that for higher
data harvesting levels (i.e., ω̂i > ωi). Therefore, when the utility effects dominates the higher cost effect,
platforms not only collect more data from the users but also become better off.

Next, we discuss how imposing the regulation on data harvesting impacts users. As the usage of the social
media could be highly related to the negative mental health outcomes of teenagers (Allen 2020; Haidt and
Allen 2020) and increasing privacy concerns from data harvesting practices (Auxier et al. 2019), policymak
ers need to understand whether imposing the regulation on data harvesting would increase the consumer
welfare in order to resolve these harms on the users. Following the literature (Jain et al. 2020), we define
consumer welfare as the total consumer utility realized from joining a social media platform. We calculate

the consumer welfare in each scenario that can be formulated asCW =
∫ θ̃

0
u1(θ) dθ+

∫ 1

θ̃
u2(θ) dθ. We denote

the consumer welfare under the with regulation and no regulation scenario by CWR and CWNR, respec
tively. In the following corollary, we address the question of how implementing the government’s regulation
on data harvesting impacts the consumer welfare.

Corollary 1. When the government imposes the regulation on data harvesting, consumerwelfare always
becomes greater (i.e., CWR ≥ CWNR).

The intuition behind this result is as follows. The regulation impacts a user’s utility in twoways, through
the net negative effect of data harvesting and demand. First, the regulation reduces the net negative effect
of data harvesting (i.e., from β to γ, where β ≥ γ) and, therefore, increases the utility that a user gains
from using a platform. Second, the regulation impacts the demand of each platform that is also a part of
a user’s utility. We know that the demand of a platform with a stronger network effect (platform 1) always
increases under the regulation (i.e., E(nR

1 ) ≥ E(nNR
1 )) but the demand of the other platform decreases

(i.e., E(nR
2 ) ≤ E(nNR

2 )), as shown in Proposition 1(b). We find that even though the consumer welfare of
platform 2 can decrease (i.e.,CWR

2 ≤ CWNR
2 ) when its demand decreases (i.e., E(nR

2 ) ≤ E(nNR
2 )) under the

regulation, the overall consumerwelfare always increases (i.e.,CWR ≥ CWNR). It is because the increment
in the consumer welfare of platform 1 whose network effect is stronger overcomes the decrement in the
consumer welfare of platform 2. In sum, the regulation always increases the overall consumer welfare.

Impacts of the Net Negative Effect of Data Harvesting on Equilibrium Outcomes
Under the Regulation

When platforms are under the regulation on data harvesting, users have remaining concerns about the net
negative effect of data harvesting (i.e., γ). In recent years, these concerns have increased even under the
regulations (e.g., GDPR) for the following two reasons. First, some platforms have failed to comply the reg
ulation and, consequently, increase the users’ concerns about data harvesting. For example, popular plat
forms have faced hefty fines formisusing users’ data and, thus, violating theGDPR, including Facebook ($60
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million in 2022) and Twitter ($547k in 2020) (Collins 2022; Lomas 2020). Second, such violations by pop
ular platforms have informed users about the potential privacy risks in data harvesting practices (Goswami
2020). For example, a recent survey shows that 69% of users are concerned about the way their data is
collected (Internet Society 2019). All the above examples show that users’ concerns about data harvesting
have increased under the government’s regulation. Thus, it is important to understand how the increase in
the net negative effect of data harvesting on the users impacts the platforms under the regulation. In the
following proposition, we attempt to answer this question.

Proposition 2. Under the with regulation scenario, when the net negative effect of data harvesting on a
user’s utility, γ, is higher,

(a) a platformwith aweaker network effect (platform2) can actually sometimes set a higher data harvest
ing level (i.e., ∂hR

2
∂γ ≥0), whereas the other platform always sets a lower data harvesting level (i.e., ∂hR

1
∂γ ≤0).

Interestingly, ∂hR
2

∂γ ≥0 when the effort cost for platforms is higher than a given threshold (i.e., p ≥ p̃);

(b) the demand of a platform with a weaker network effect (platform 2) becomes greater (i.e., ∂E(nR
2 )

∂γ ≥0), in

spite of the fact that the demand for the other platform becomes smaller (i.e., ∂E(nR
1 )

∂γ ≤0);

(c) the profit of a platform with a weaker network effect (platform 2) can actually sometimes become
greater (i.e., ∂πR

2
∂γ ≥0), whereas the profit of the other platform always becomes smaller (i.e., ∂πR

1
∂γ ≤0). Inter

estingly, ∂πR
2

∂γ ≥0 when the effort cost for platforms is higher than a given threshold (i.e., p ≥ p̂).

With increasing concerns about data harvesting by users, it is hard for the platforms to maintain the same
level of data harvesting. For example, users may even quit from the platforms, as shown in the #DeleteFace
book campaign following the data breach incident in 2018 (Pachelli 2018). Therefore, one may expect that
the platforms would set lower data harvesting levels and have smaller demands when the users are more
concerned about data harvesting practices. Similarly, when users are highly concerned about data breach
incident of Facebook in 2018, Facebook’s revenue of social media platforms is directly related to the amount
of data collected from the users (Rodriguez 2018). Therefore, onemay expect that the profits would decrease
when the users are more concerned about data harvesting practices. However, Proposition 2 demonstrates
that none of these always holds. This result is explained as follows.

Before we proceed, it is worth to recall that a platform with a stronger network effect (platform 1) sets a
higher data harvesting level than the other platform in equilibrium under the with regulation scenario,
as shown in the discussions of Lemma 2 (i.e., hR

1 ≥ hR
2 ). This means platform 2 generates less amount of

disutility from data harvesting on a user’s utility than platform 1 in equilibrium (i.e., γhR
1 ≥ γhR

2 ). Therefore,
while platform 1 has the advantage of the network effect over platform 2, platform 2 has the advantage of
the disutility from data harvesting over platform 1 in equilibrium. Under thewith regulation scenario, from
Eq(3) and Eq(4), the advantage of the disutility of platform 2 can be represented as γ(hR

1 −hR
2 ) ≥ 0. We use

this finding to explain the results in Proposition 2 below.

The intuition of Proposition 2(a) is as follows. When the effort cost of data harvesting, p, is higher than a
given threshold (i.e., p ≥ p̃), it becomesmuch harder for the platforms to collect data from the users. As such,
with a high level of p, both platforms involve in an intense competition and set low data harvesting levels
(i.e., ∂hR

1
∂p ≤0 and ∂hR

2
∂p ≤0). Under this case, when the net negative effect of data harvesting on a user’s utility, γ,

increases, platform 2’s advantage of the disutility on a user’s utility (i.e., γ(hR
1 − hR

2 )) increases. Therefore,
platform 2 becomes more attractive to the users and has an incentive to set a higher data harvesting level
to increase its revenue, leveraging its advantage (i.e., ∂hR

2
∂γ ≥0). Since the data harvesting level of platform 2

is low, if platform 2 increases its data harvesting level, the increment in the total effort cost is less than the
increment in the revenue, making platform 2 better off. In response, as γ increases, platform 1 sets a lower
data harvesting level to compete against platform2 by reducing the amount of disutility fromdata harvesting
(i.e., ∂hR

1
∂γ ≤0).

The result in Proposition 2(b) occurs because the increase in γ strengthens platform 2’s advantage of the
disutility from data harvesting (i.e., γ(hR

1 − hR
2 ) increases). In other words, the gap between the disutilities

of platform 1 and 2 gets amplified as γ increases, strengthening the advantage of platform2. Even though the
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demand of platform 2 increases in γ, platform 2 cannot take a larger market share than platform 1 because
platform 2’s advantage is always dominated by the platform 1’s advantage of the network effect in equilib
rium. FromEq(15) andEq(16), we can seeE(nR

1 ) ≥ E(nR
2 ) always holds because

n
2 (1−α) ≥ γ(hR

1 −hR
2 ) holds.

The lefthand side represents platform 1’s advantage of the network effect (i.e., α1 = 1 and α2 = α < 1).
The righthand side represents platform 2’s advantage of the disutility that increases in γ. This means that,
while platform 1 always takes a greater market share than platform 2, some users find platform 2 more at
tractive and join platform 2 as γ increases. Therefore, as γ increases, the demand of platform 2 increases
(i.e., ∂E(nR

2 )

∂γ ≥0), whereas that of platform 1 decreases (i.e., ∂E(nR
1 )

∂γ ≤0).

The result in Proposition 2(c) occurs because, as γ increases, platform 2 can leverage its increase in demand
to maximize its profit in the following two cases. First, when the effort cost is higher than a given threshold
but lower than p̃ (i.e., p̂ ≤ p ≤ p̃), the competition between the platforms is moderately intensive. Therefore,
as γ increases, platform 2 sets a lower data harvesting level (i.e., ∂hR

2
∂γ ≤0when p ≤ p̃, as shown in Proposition

2(a)) and platform 2’s total effort cost decreases (i.e., p(hR
2 )

2 decreases). In this case, platform 2’s total
effort cost decreases faster than its revenue changes in γ (i.e., ∂p(hR

2 )2

∂γ ≤| ∂E(nR
2 )hR

2
∂γ |) because its demand always

increases in γ (i.e., ∂E(nR
2 )

∂γ ≥0). Thus, as γ increases, platform 2 sets a lower data harvesting level to increase its

overall profit, leveraging its demand (i.e., ∂hR
2

∂γ ≤0 and ∂πR
2

∂γ ≥0). Second, when the effort cost is very high (i.e.,
p ≥ p̃), platform 2 sets a higher data harvesting level because of the highly intensive competition, as shown
in Proposition 2(a) (i.e., ∂hR

2
∂γ ≥0). In this case, platform 2’s revenue increases faster than its total effort cost

increases in γ (i.e., ∂E(nR
2 )hR

2
∂γ ≥ ∂p(hR

2 )2

∂γ ≥0) because its demand always increases in γ (i.e., ∂E(nR
2 )

∂γ ≥0). Therefore,
as γ increases, platform 2 sets a higher data harvesting level to increase its overall profit, leveraging its
demand (i.e., ∂hR

2
∂γ ≥0 and ∂πR

2
∂γ ≥0). For platform 1, however, its demand always decreases in γ (i.e., ∂E(nR

1 )

∂γ ≤0),
as shown in Proposition 2(b). This means platform 1 cannot leverage its demand as γ increases and must
set a lower data harvesting level to compete against platform 2. As a result, platform 1’s revenue decreases
faster than its total effort cost decreases in γ (i.e., ∂E(nR

1 )hR
1

∂γ ≤ ∂p(hR
1 )2

∂γ ≤0), resulting in an overall decrease in its

profit (i.e., ∂πR
1

∂γ ≤0).

Conclusions and Managerial Insights

In the increasing concerns about the negative influences of social media on users (Lambert et al. 2022),
policymakers have been considering imposing a regulation on these platforms (Deighton 2022). However,
the broad literature on social media provides a limited understanding of how implementing a regulation
would impact platforms and users as well as how platforms should react to the regulation. Motivated from
these critical gaps, in this study, we conduct an economic analysis on the adsupported business model
of social media platforms, which is fueled by data harvesting practices. We build an analytical model to
understand how imposing a regulation on data harvesting would impact social media platforms and users
and how these platforms should respond to the regulation.

Our study differs from the literature on the negative impacts of social media on users in which social media
platforms hurt users through advertising (Aseri et al. 2020; Hann et al. 2008). However, industry experts
have argued that the fundamental reason for the negative impacts of social media on users is that platforms
collect too much data from their users (Orlowski 2020). Thus, we believe that our focus on data harvesting
practices adds an important business decision that has been overlooked in the broad literature on social
media and users.

Our findings offer the following implications for social media platforms and policymakers. For social media
platforms, the implications are twofolds. First, our results in Proposition 1(a) and 1(c) suggest that plat
forms should do their best in making effort to reduce the net negative effect of data harvesting on the users
in order to maximize the utility effect. Platforms should consider how to effectively safeguard the data col
lected from the users, inform the users about data harvesting practices, and report to the government about
data harvesting practices. Second, when a platform finds its demand decreases under the regulation, the
reason could be its weaker network effect compared to the competing platform, not the regulation. In this
case, the platform should consider improving its network effect by boosting social interactions among the
users to better serve the users.
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For policymakers, we provide four implications as follows. First, policymakers should consider how to con
struct the details of the effort that lead to the reduction in the net negative effect of data harvesting on the
users. For example, the amount of effort required by the regulation should not be overwhelming for social
media platforms in order to increase the effectiveness of the regulation. Second, when users are more con
cerned about potential risks related to data harvesting, policymakers may rush to impose a high effort cost
to mitigate the net negative effect of data harvesting. The expected result would be that platforms set lower
data harvesting levels in response to the heavy effort cost. However, our results in Proposition 2 show that
this is not always the case for a platform with a weaker network effect (platform 2). Therefore, policymak
ers should assess the impact of the regulation on data harvesting before imposing the heavy effort cost on
the platforms. Third, policymakers can be more confident on that imposing the regulation could be benefi
cial for both the platforms and the users. We hope our results in Proposition 1(c) and Corollary 1 together
would be helpful in advancing the ongoing discussion about regulating data harvesting practices by social
media platforms. Fourth, from the result in Corollary 1, policymakers should know that the overall increase
in consumer welfare mostly comes from the users joining a platform that has a stronger network effect. If
policymakers expect that the consumer welfare would increase in both the platformwith a stronger network
effect and the other with a weaker network effect, our result suggests that that is not likely the case.
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