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Abstract 
Research accepts that ML-based AI tools’ accuracy is a defining characteristic for AI 
implementation. Yet, the understanding of accuracy in relation to the “ground truth” 
remains under-researched, especially the understanding of universally recognized 
practices for the “ground truth” in specific knowledge domains. This short paper 
investigates how knowledge workers’ expertise can be used effectively to redefine the 
“ground truth” and produce training datasets conducive to more accurate ML 
predictions. It approaches the question empirically with a case study of ARUP, a global 
engineering and consultancy firm that uses various AI tools for its advisory services. The 
paper highlights how executives often overlook data preparation and the role of 
knowledge workers during this phase, thus questioning the meaning of “ground truth”. It 
provides valuable insights on how a total and constructive collaboration of stakeholders 
is essential for organizing existing data, contributing to existing literature on ML 
implementation and data in general.    

Keywords: Machine learning, ground truth, accuracy, knowledge workers 
 

Introduction 
Today, using existing data to improve the effectiveness of machine learning (ML) models is one of the 
biggest challenges facing large organizations. As pointed out by Waardenburg et al. (2021:62) “although 
Big Data is a big topic, little is written in detail about what datafication actually means for organizations.” 
Put simply, organizations do not always seem to understand what their data is about and how to use it 
effectively to build accurate ML models (Agrawal et al 2020; Dwivedi et al., 2019). In fact, although 
organizations have access to large volumes of data (e.g., Jones, 2019), not many of them understand how 
to organize existing data to create effective training datasets to train ML models and obtain more accurate 
predictions (e.g., Aaltonen et al., 2021; Alaimo et al., 2020).  
The accuracy of ML models refers to the number of correct predictions in relation to the total number of 
predictions and, for a number of years, this has been one of the defining characteristics of ML-based 
artificial intelligence (AI) tools and the main focus of research in this field (e.g., Geiger et al., 2020). As a 
consequence, managers have traditionally been preoccupied mainly with this criterion to justify the 
adoption and implementation of new ML models, somewhat partial to the attractiveness of new tools that 
promise to alleviate workloads and costs while maintaining high-quality services and, at the same time, 
increasing revenue. This has been the norm in many professional fields, including sales departments 
(Pachidi et al., 2021), medical (Lebovitz et al., 2021) or criminal justice (Angwin et al., 2016) where the 
implementation of ML-based AI tools has been increasing exponentially. 
However, on the opposite side of the same coin, knowledge workers and ML developers have been working 
on the process of obtaining accurate output by focusing on the quality of the input, and that is the existing 
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data. They have been concentrating on the type and quality of data used to train ML models and how the 
effective labeling of training datasets validated by expert knowledge workers in a specific field (Mitchell et 
al. 1990; Smyth et al. 1994) is a crucial starting point for accurate predictions and successful ML 
implementation. More specifically, developers and knowledge workers have been focusing on the 
importance not only of training datasets labelling, but also of which training datasets are to be considered 
the “ground truth”, that is, the information known to be true in the real world upon which to build ML 
models (Jones, 2019).  
This case study and research in progress build on emerging literature on the “ground truth” (Lebovitz et al., 
2021) and domain expertise (van den Broek et al., 2021) which brings into question what is universally 
recognized as the “ground truth” in some specific domains (i.e., medical and HR). The aim is to shed some 
light on how organizations can organize for data by emphasizing the importance of reliable and effective 
data labeling in order to train ML models within specific domains and the role of knowledge workers in 
sharing their expertise. Thus, the author formulated the following research question:  
how can knowledge workers’ expertise be used effectively to redefine the ground truth and produce 
training datasets conducive to more accurate ML predictions? 
The author proposes a qualitative study to understand how organizations can organize and classify their 
existing data in a meaningful way to produce viable training datasets and train their ML models. The author 
approaches the research question empirically with a case study of ARUP, a global engineering and 
consultancy firm with its headquarters in London, combining findings from several sources, including 
interviews and online material. ARUP’s work spans from design and engineering to architecture and 
planning, making the firm an excellent example for the case study because it works on the development of 
several internal ML-based AI tools, involving different departments and groups of stakeholders. Amongst 
these tools is Terrain which works with both environmental and satellite imagery data in a setting of 
supervised ML learning where correct labeling of large-scale data is of vital importance for the effectiveness 
of the tool itself.   

This case study contributes to the current literature on ML-based AI tools implementation (e.g., Berente et 
al., 2021; Gregory et al., 2021) by providing a new insight on how organizations can organize existing data 
and improve accuracy of ML output by focusing on the data input and specifically on the creation and 
labeling of training datasets. This case study is important because it will give managers practical tools in 
order to improve the existing datafication practices or to put in place new ones with the aim of increasing 
and encouraging the participation of ML developers and knowledge workers. It also contributes to the 
literature on data in general (e.g., Chen et al., 2012; Gitelman and Jackson, 2013) because the findings point 
to a possible new perspective for data, focusing on practices for data labeling and what is currently 
considered the “ground truth” and used as a base to evaluate ML models accuracy. Specifically, it highlights 
the presence of untapped potential in the existing data accumulated over the years in the fields of planning 
and construction, currently available in a format that cannot be processed efficiently. This has the potential 
to help developers and knowledge workers redefine the “ground truth”, thus impacting the final accuracy 
of ML models predictions. Lastly, it emphasizes the importance of effective collaboration among all 
organizational stakeholders, with a particular focus on executives, ML developers and knowledge workers 
(i.e., architects and engineers).  

Conceptual Background 
Machine learning (ML) is a subset of artificial intelligence (AI) that started flourishing in the nineties and 
is now being developed extensively by organizations in several different professional fields (e.g., law 
enforcement, Waardenburg et al., 2018, or human resource, van Den Broek et al., 2020). The popularity of 
ML today is also due to unprecedented access to large amounts of data that organizations can use to train 
their ML models. For example, some ML models employ image recognition technology and classify data 
points to identify patterns and “learn”. However, it is important to stress the point that the performance 
and quality of ML models are largely dependent on effective training datasets and their correct initial 
labeling (Bechmann and Bowker 2019; Dhar 2016; Provost and Fawcett, 2001). Their accuracy is the 
measure of how close the ML models’ predictions are to the “ground truth” (Geiger et al., 2020; Krig, 2016; 
Milan et al., 2013; Smyth et al., 1994), that is, how often they match the predefined training datasets labeled 
as “accurate” by the developers (Kohavi and Provost 1998). While recent research has been focusing on the 
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adoption by knowledge workers of ML outputs in their field of expertise (Knorr Cetina, 2016; Lebovitz, 
2019; Pachidi et al., 2021), an underdeveloped research direction is the active role played by knowledge 
workers in supporting ML developers in the production of high-quality training datasets.  

Research Design and Method 
ARUP is a multinational professional services firm that provides design, engineering, architecture, planning 
and advisory services and relies heavily on digital innovation for its work practices. Its operation spreads 
across 35 countries and 90 offices, and it employs approximately 16,000 staff. The firm worked on a number 
of famous projects, including the finalization of the Sagrada Familia in Barcelona, the Marina Bay Sands 
Integrated Resort in Singapore and the National Stadium in Beijing. 

Research Settings 

The author conducted a 12-month qualitative study that examined to what extent developers use knowledge 
workers’ expertise to produce training datasets conducive to more accurate ML predictions, supporting 
ARUP’s advisory services. As part of these services, for example, architects and engineers used Terrain, an 
ML-based AI tool, to generate predictions based on environmental data (e.g., weather conditions, ecological 
data, consequences on animal species and people) and satellite data to provide planning advise, diagnostic 
and solutions to be used for urban development. With Terrain, developers combined environmental data 
with data from image recognition technologies to analyze satellite images; they worked on training datasets 
to be used to train ML models to generate outputs in the form of different land surfaces classifications or 
satellite image segmentation files. These could then be used for urban planning and building construction. 

Data Source and Analysis 

The main focus of this case study was to understand how knowledge workers’ expertise can be used 
effectively to produce training datasets conducive to more accurate ML predictions. It used grounded 
theory’s systematic methodology in the process of theory development, that assisted the author during 
iterative analysis of data, comparing themes and categories emerged during the data collection process 
(Charmaz, 2014; Glaser and Strauss, 1967). The bulk of the data comes from semi-structured interviews 
(Spradley, 1979) conducted with ARUP’s employees from several offices worldwide from February 2021 to 
February 2022. The questions of the interviews were designed to gain an understanding of the different 
stakeholders’ involvement in working with and organizing data, in creating and labeling training datasets 
to train ML models, and in handling issues arising from existing processes of both training and 
implementing ML-based AI tools. 
The research began from meeting the executive director who led and coordinated AI-related projects for 6 
informal interviews approximately 2-hour long to discuss how ARUP organizes its data for current and 
future ML initiatives. The director was interviewed at different times during the research period to account 
for any differences in how ARUP organized its practices for data and how this data was used in ML 
implementation. Next, the author spoke to ARUP’s operational directors, associate directors and executive 
board members who also managed AI-related projects and participated in negotiations with AI developers; 
this was in the form of 12 semi-structured interviews approximately 1-hour long to deepen the 
understanding of the issues faced during ML implementation. After obtaining the management’s 
perspective, the author decided to talk to the HR department, conducting 6 semi-structured interviews 
approximately 30-minute long to understand how they bridged ARUP’s need to implement AI and the 
employees’ clear understanding of this need. In addition, the author talked to the digital and technology 
leads, and the ML developers involved in creating training datasets, designing and implementing AI tools, 
and conducted 6 semi-structured interviews approximately 1-hour long.  
In order to triangulate the findings and gain a 360-degree perspective, this was followed by 20 semi-
structured interviews with architects and engineers who actually use ARUP’s AI tools in order to compare 
their perspectives with the ones previously collected from stakeholders and decision makers. This helped 
gain a better understanding of the nature of AI-mediated practices in ARUP, to identify issues faced by 
developers when creating training datasets and by employees when adopting these tools (Table 1). 
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Informants Data Type Topics 

ARUP decision makers Informal interviews (n=6; 2 hr.) Data; AI; ML; org. practices 

ARUP directors; associate 
directors & executive board 
members 

Semi-structured and recorded 
interviews (n=12; 1 hr.) 

Data; AI; ML; org. practices 

ARUP HR personnel & personal 
assistants 

Semi-structured and recorded 
interviews (n=6; 30 min.) 

Bridging practices between the 
firm’s needs and employees’ 
expectations; executives’ 
unawareness; employee’s 
resistance 

ARUP digital and technology 
leads & ML developers 

Semi-structured and recorded 
interviews (n=6; 1 hr.) 

Data; AI; ML; org. practices  

ARUP architects & engineers Semi-structured and recorded 
interviews (n=20; 1hr.) 

Data; AI; ML; design & org. 
practices  

ARUP supplementary materials Analysis of ARUP’s official 
YouTube channel (n=378). 
Online material and 
documentation (i.e., websites & 
reports) related to the unique 
projects that relay on big data  

Opportunities & challenges 
while implementing AI and ML 

Table 1. Data Collection Breakdown 2021-2022 
	

 

Preliminary Findings 
ARUP’s executive are continuously trying to refine an operational model that would include the use of 
technologies such as a machine learning-based (ML) artificial intelligence (AI) tools for design practices 
and advisory services. One of the recurrent themes to emerge from the interviews is in fact the firm’s 
intention to “reuse our existing data in order to be able to help our developers and enable even more 
sophisticated technologies”. 

The Need for global Data Standards 

For the last two decades, a team of ARUP’s executives has been pushing for global data standards with the 
aim to organize and distribute existing data in a single and shared format… 

…to move away from traditional data analysis towards advanced data 
analysis…and have the right data with the right quality, so we can use artificial 
intelligence and machine learning effectively…  

This focus assisted the firm “in addressing a part of the already estimated data-misuse loss of $15.8 billion 
alone in the US”. However, this has not come without its challenges due to the heterogeneous nature of data 
and the various data formats traditionally used in the engineering and construction field, as pointed out by 
one of the engineers at ARUP:  

…we need a lot of data to assess the state of the majority of the bridges in the 
Netherlands that were built after WW2…to make a digital twin of a particular 
bridge…We are now working on having a database with its analysis, resulting in 
the right datasets etc., so we can search through it much quicker without going 
through the bulk of information to get where we want to…BUT it is a very difficult 
task to clean and organize all data that is available because nobody can find 
anything since, traditionally, this was done with Word or, PDF documents, JPEG 
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scans and filing cabinets, with less than ideal resolution, insufficient quality, 
inconsistent naming practices… 

The Improvement of AI Tools 

An important theme to emerge from this research is ARUP’s strong drive for the continuous improvement 
of its own ML-based AI tools. Throughout the years ARUP has in fact developed several internal tools 
optimized for specific tasks or tailored to find specific solutions for complex projects. Some of these tools 
have been quite successful in setting ARUP apart as one of the leader firms in the construction and 
engineering field. Terrain is perhaps one of ARUP’s most well-developed ML-based tools currently 
employed in land use analysis to help architects and engineers in urban planning. The tool combines 
satellite imagery and environmental data with ML’s ability to process large quantity of visual data and 
recognizes patterns to produce accurate land use maps. These are used to illustrate risks, implications and 
opportunities of new projects within the context of land settings or even to produce new types of land 
classifications. The unique selling point of these technologies is arguably their high level of accuracy which 
depends firstly and foremost on the data used to train ML models.  
On the other hand, some tools developed for addressing buildings’ malfunctioning (such as the one used 
for the City Hall project in the Hague) proved more difficult to scale due to the nature of the field itself, 
where the specificity of each building makes it impossible to create default training datasets applicable to 
all buildings. These and other similar tools are the continuous focus of developers’ work and at top of 
management’s agenda. In fact, according to one of the directors… 

…what we do in terms of developing and continuously pushing forward and setting 
the bar higher and higher is to really work in identifying areas of our organization 
and the services we provide where we could really push the computational power 
that AI offers to the max. 

This reinforces the executives’ view that the human cost of time is probably one of the biggest barriers to 
achieving progress at their desired speed and that, effectively, software cost is fairly insignificant compared 
to human costs. One thing that everyone at ARUP agreed on is that the very nature of AI means that you 
cannot limit human intervention, nor eradicate it completely, especially when it comes to knowledge 
workers’ expertise, although, based on this research, there seemed to be two different perspectives on this 
topic. 

Executives’ Perspective versus Knowledge Workers’ Perspective 

Although ARUP agreed that the current approaches to data are not always as efficient as they should or 
could be, the author noted a difference between the executives’ perspective on one side and the developers’ 
and knowledge workers’ perspective on the other side with regard to training data. The executives’ 
perspective seemed to suggest that accuracy depends on the amount of existing data to train ML models 
despite admitting that they had access to large volumes of data already: 

I used 10 years of various projects data and financial data to train our machine 
learning model to find out certain patterns within that data. We were looking for 
hidden correlations, so we could learn about which client we worked for, how we 
actually managed our projects, what we charged for each project, and so on and 
so forth. However, although I had data related to 10,000 projects, I do not think I 
had enough data.  

Interestingly, the same executives also touched on the possibility that the existing data might not be of a 
good-enough quality or of the correct type, calling some of the data “incoherent” or “inconsistently 
collected”, but at the same time stating that “this was not necessarily part of the problem”.  
On the opposite side, developers and knowledge workers recognized not only the role of large volumes of 
data as a starting point to train ML models, but also the importance of a systematic way of data collection, 
highlighting issues with ARUP’s datafication practices:  
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AI and ML are very data-hungry, but we must know how to harvest data in an 
efficient way to be able to train ML models properly. With the right data collected 
in the right way, we can then look at creating the right training datasets. 

Domain Expertise’s Role in defining the “Ground Truth” 

A recurrent theme in the conversation with architects and engineers was the recognition that ML-based AI 
tools will not replace completely human intervention and, specifically, their expertise in the near future; 
such tools “can only really be an enabler of human decision making” and are meant to explore the 
computational power of ML to augment human performance and experts’ knowledge. For this reason, 
architects and engineers strongly expressed the need for them to be involved in the initial phases of ML 
training, that is, the creation and labeling of the training datasets from existing data, where their expert 
knowledge would be a crucial help:  

although developers are there…at present us architects and engineers are still 
trying to understand how we can speak to them before we push something into 
mass motion to see how we could create a layering system to remove the data that 
we do not need…this is needed because there is a lot of data that does not add any 
value, slowing down our processes and impacting accuracy…we need to be 
involved from the beginning, rather than being asked to contribute when the ML 
model is not performing as expected... 

Some of ARUP’s ML-based AI tools operating in a supervised learning environment and use image 
recognition and classification to identify and learn recurring patterns between input data and output data 
using previously labelled datasets. The quality of the tools depends on how often the tools’ predictions 
match the labels predefined as “accurate”. However, this presupposes that the initial training datasets have 
been labelled correctly and, most importantly, it depends on what has been initially defined as the “ground 
truth”. In more than one occasion, architects and engineers have highlighted their lack of involvement in 
the data labeling phase, questioning the initial parameters used for labeling at the bases of ARUP’s ML 
models. This shifts the focus on what is initially defined as the “ground truth” and whether this represents 
faithfully the knowledge in ARUP’s expert domains. In Figure 1 the current approach at ARUP - with the 
knowledge workers’ feedback being provided once the ML model has already been trained – is compared 
to a hypothetically more effective approach suggested by knowledge workers that illustrates their active role 
in reviewing and therefore redefining the “ground truth” at the very beginning of the process.  

	
	

Redefining the Ground Truth

+

Developers 
Data 

Labeling
Existing Data ML Training Lower 

Accuracy 

Knowledge 
Workers’ 
Feedback

Developers 
Data 

Labeling
Existing Data ML Training Higher

Accuracy 

Knowledge 
Workers’ 
Review

Current approach

Suggested approach
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Figure 1. Current Versus Suggested Approach 
	

The suggested approach emerging from this case study appears to be aligned with recent research directions 
in other knowledge domains (e.g., medical field in Lebovitz et al., 2021); however, in ARUP’s current 
settings, the defining characteristic appears to be the presence of gaps in the process of collaboration among 
stakeholders, and specifically ML developers, knowledge workers and executives. 

Theoretical Implications and Future Outlook 
Machine learning (ML) based artificial intelligence (AI) tools have become increasingly popular in many 
fields of work and many organizations have adopted tools or invested in developing and improving their 
own internal tools (e.g., Smith et al., 1994). This has been possible due to the large amount of existing data 
to produce training datasets to train ML models. Despite the fact that considerable amount of research has 
been conducted on ML models’ accuracy and its measurement (e.g., Mitchell et al., 1990), not much 
research has been done on what is recognized as the “ground truth” and the role of knowledge workers’ 
expertise in defining it, which is at the very basis of ML models. 
By looking at how organizations reuse existing data, this case study examines how knowledge workers’ 
expertise can be used by developers to produce better quality training datasets to improve ML models 
accuracy. Specifically, it highlights the importance of correct labeling for the datasets and which training 
datasets are to be considered the “ground truth”. This case study has opened the door for substantial 
contribution to existing research (e.g., Aaltonen et al., 2021; Alaimo, 2020; Gitleman and Jackson, 2013; 
Jones, 2019) because it highlights the importance of domain expertise in the production of training 
datasets. It questions the meaning of “ground truth” actively looking at the role of knowledge workers and 
what they provide as labels for the “ground truth”, thus shifting the focus on the preparation of data, a phase 
very often overlooked in the development of ML models. Specifically, the knowledge workers’ input should 
ensure that the “ground truth” datasets used are a reliable representation of the knowledge in their domain, 
possibly establishing benchmarks to improve “ground truth” acquisition (e.g., Krig, 2016; Milan et al., 
2013). This might require revisiting the responsibilities of the stakeholders involved, and particularly of the 
knowledge workers, to ensure the new organizing for data practices become part and parcel of all 
stakeholders’ roles and of the organizational fiber at all levels. 

This case study also provides valuable insights on how organizing existing data and effective datafication in 
large organizations such as ARUP are not achievable without a total and constructive collaboration of all 
stakeholders involved. Effective data reuse and development of ML models require open and clear 
communication among developers, knowledge workers and executives to bring together the different 
perspectives needed in order to have a more complete view of the bigger picture (Berente et al., 2021; 
Gregory et al., 2021). The extended version of this research paper includes a section with the interview 
questions and the summaries of all interviews to further corroborate the importance of collaboration and 
communication among all stakeholders as a base to the effective implementation of ML-based AI tools. It 
also includes a detailed analysis of the data gathered and its visual representation for ease of reference and 
understanding to corroborate the importance of the investigated topic. The data is grouped by stakeholders 
and gives an overview of the different priorities and all elements emerging from the interviews (including 
type of issues, expectations of each stakeholder, proposals for solutions, outcomes of pilot initiatives and 
actions taken). In addition, the full paper provides a section discussing the current process for the creation 
and labeling of training datasets and the conditions of its specific settings at ARUP with limitations and 
boundaries related to the features of the field and the type of ML-based AI tools.     
This case study is also characterized by some limitations with its research design, generalizability and data 
sources.  

Firstly, it is a single case study exploring datafication practices and their link to the “ground truth” in a 
specific organization and specific knowledge domain where knowledge workers’ expertise is under-
researched. The author is aware that the design of this single case study presupposes a population sample 
that might not be representative of the general population (i.e., all stakeholders involved in ML work and 
research) and for this very reason the findings might not be applicable to other situations or settings such 
as different industries, knowledge domains or stakeholders. The author is currently working in securing 
access to two more firms operating in the same field as ARUP in order to gather further data as a starting 
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point to assess to what extent the findings can be transferrable or useful in different settings. This will also 
shed some light on whether other firms operating in the same industry might be experiencing similar 
stakeholders’ collaboration issues with regard to practices for labeling and defining the “ground truth”. 
Based on this, it will be possible to evaluate the efficiency of the suggested approach in the specific 
knowledge domain of architecture and construction by means of a comparative study (e.g., current vs 
suggested approach) and analysis of key performance indicators. 
Secondly, due to the Covid-19 pandemic breakout overlapping with part of the study, the entire research 
had to be conducted remotely (with the exception of the meetings in London, Milan and Amsterdam with 
one of ARUP’s top executives) and the author was, therefore, unable to conduct any field observations. To 
this regard, the author is looking into gaining access to ARUP’s headquarter in London to conduct field 
observations of executives, ML developers and knowledge workers in their own working and cultural 
environment. The author intends to integrate with the existing findings further insights on the extent to 
which knowledge workers’ expertise is used and a better understanding of the more technical aspects of 
data preparation and labeling. The author is looking at examining closely Terrain, one of the ML-based AI 
tools developed internally by the firm, and the cooperation between developers, architects and engineers in 
creating datasets and defining the “ground truth”.  
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