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Abstract 
This study questions how AI developers consider the potential consequences of their work. 
It proposes an imagined futures perspective to understand how AI developers imagine 
the futures associated with AI. It examines qualitatively the case of some AI developers 
and their work and find that they consider the future consequences of the AI they 
participate in developing as tangential – i.e., loosely connected to what they do - or 
integral – i.e., closely associated with what they do - to their work. These imaginations of 
the future are in tension, prompting some AI developers to work at connecting them as 
they adjust how they view the future and their work. This study reveals how AI 
development relies upon distinctive imaginations of the future, illuminates how 
practitioners engage speculatively with the future, and explains the importance for IT 
development of developers’ answers to what their work may do in the future. 

Keywords:  Artificial Intelligence, imagined futures, qualitative research, algorithms, 
expertise, technology development.  

Introduction 
Recent developments in Artificial Intelligence (AI) associated with machine learning and deep learning hold 
the promise of profound transformations for people, organizations, and societies (Benbya et al. 2021; Faraj 
et al. 2018). AI has been defined as “the frontier of computational advancements that references human 
intelligence in addressing ever more complex decision-making problems” (Berente et al. 2021, p. 1435). 
While the positive potentials associated with AI abound, the development of AI has also led to anxieties and 
debates (Kane et al. 2021; Riemer and Peter 2020). The potential for ongoing transformations associated 
with AI is high because AI can learn and act (semi-)autonomously, hence changing the ways in which users 
and technologies interact (Baird and Maruping 2021). What AI does and what consequences it brings 
changes over time and may be inscrutable. Information Systems (IS) scholars and practitioners have started 
to study how people may change their work and identity when AI is introduced (Strich et al. 2021; van den 
Broek et al. 2021) as well as how organizations may adapt to the introduction of AI (Asatiani et al. 2021; 
Mayer et al. 2020). Information Systems (IS) scholars have also advocated for engaging critically with AI 
and for making AI more ethical (Marjanovic et al. Forthcoming; Martin 2019; Stahl and Markus 2021). 
IS scholars have called for avoiding an “oppressive future” with AI, in particular machine learning (Kane et 
al., 2021). Importantly, the work of AI developers, i.e., the people involved in designing, creating, and 
refining AI, affects what AI may do in the future. We thus need to understand how AI developers approach 
their work and think about the possible future consequences of the technology they participate in 
developing. So far, evidence of the consequences associated with the use of AI has been conflicting (Lebovitz 
et al. 2021; Marabelli et al. 2021; Rinta-Kahila et al. Forthcoming). To start unpacking the tension between 
the promise of future positive potentials and the often disappointing or damaging outcomes, however, we 
need a better understanding of the ways in which AI developers think about the future associated with the 
technology they participate in developing. It is especially important to do so because some AI developers 
have started publicly expressing ambivalence towards their work and toward their companies’ policies and 
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practices. They have for instance demonstrated how AI can discriminate based on ethnicity and gender 
(Buolamwini and Gebru 2018). Some AI developers have been vocal about the risks that AI can generate 
(Kellogg et al. 2020). Moreover, employees of technology companies have organized walkouts to protest 
some AI developments on which they and their organizations have worked. These observations reveal that 
AI developers contemplate what future their work participates in creating.  

This study asks: How do AI developers consider the future consequences of their work? To answer this 
question, this study adopts an imagined future perspective (Frye 2012; Mische 2009) that emphasizes that 
people imagine what the future may hold and, based on this imagination, act in specific ways in the present. 
It helps understand how AI developers think about future, ambiguous and uncertain, outcomes that may 
arise from their work. This study then presents the findings from a qualitative study of some AI developers 
that reveal how they tended to consider the consequences of their work either as tangential or integral to 
their work. AI developers found ways to bring these considerations together as they adjusted their work and 
their imaginations of the future.  
This study adds to IS scholarship on AI by bringing in a perspective that illuminates how AI developers’ 
imagination of possible futures shapes what they do. It reveals that AI developers’ imaginations of what AI 
could do in the future affects their current development practices. This study also adds to scholarship that 
has called for “speculative engagement” with the future (Hovorka and Peter 2021) by revealing distinct 
ways in which practitioners speculate about the future and act according to these speculations. This study 
further adds to scholarship by revealing that what technology developers consider to be part of or outside 
of the purview of their work can be contested from within. Finally, it explains how different demographics 
participate in technology developers imagining distinct futures associated with their work. 

Theoretical foundations 

The work of AI developers as technology development 

AI, especially machine-learning based AI, represents a fascinating new class of technology. The rise of AI 
holds transformation potential for society and organizations. Yet, this transformative potential of AI has 
lingered on the cusp of being fulfilled (Canals and Heukamp 2020). Also, AI can lead to risks such as biases 
in facial recognition systems as well as discrimination in hiring and policing.  The rise of AI and the growing 
needs for AI developers’ work have thus led to new uncertainties and ethical dilemmas. There have also 
been indications of awareness among AI developers and organizations involved in the development of AI of 
the potential for ambivalent consequences associated with it. For instance, professional associations and 
companies developing AI have adopted codes of conduct regarding what AI developers may and may not 
do in their work (Washington and Kuo 2020). Some AI conferences have included discussions panels on 
ethics and consequences of AI. Since 2014, the ACM Conference on Fairness, Accountability, and 
Transparency (FAccT) has for instance focused on preventing negative consequences associated with AI. 
Also, in 2020, the Neural Information Processing Systems (NeurIPS) Conference, one of the largest and 
most prestigious AI conferences, introduced a mandatory discussion of broader impacts of the work for all 
submissions. Moreover, massive amounts of data are required to operate AI and AI algorithms have become 
increasingly sophisticated. Today’s AI has often relied upon neural networks and deep learning techniques 
rather than rule-based or logical AI that dominated earlier generations of AI. Training and refining AI has 
thus become even more challenging and important to AI development (Zhang et al. 2020). 

Furthermore, new generations of AI can learn, predict, and act autonomously or semi-autonomously. 
Hence, users may not fully understand or anticipate the consequences associated with the implementation 
of AI-based systems. This black-boxing aspect makes it difficult to retrace how AI reaches the conclusions 
that it does. Yet, the algorithms that make up AI have properties that AI developers create and refine. AI 
developers’ work is instrumental in shaping AI. What AI developers do, how they work, and which values 
they privilege has an impact on the AI being developed (Crawford et al. 2019; Orr and Davis 2020).  

AI developers are the people who develop AI systems and the algorithms that constitute them. They include 
computer scientists, data scientists, machine learning researchers and engineers, etc. The demand for AI 
developers has grown steadily over the last few years. AI developers require in-depth training and constant 
updates as the AI knowledge domain has expanded rapidly.  
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AI developers’ imagined futures 
An imagined futures perspective helps understand how AI developers consider the consequences of their 
work. AI development impacts the future of the people who will be using the eventual AI or who will be 
affected by it. The work of AI developers may impact others, organizations, and societies. Scholarship has 
emphasized the importance of considering the future (Mische 2009) and of studying the relation between 
the future(s) people imagine and what they currently do (Frye 2012). Such a perspective articulates the 
connection between an imagined future (i.e., it has not happened yet, may or may not happen in the future, 
and is imagined) and people’s current actions (Beckert 2013). An imagined futures perspective emphasizes 
that people decide to act in specific ways as they consider future possibilities (Dewey 1922). 

An imagined futures perspective is relevant in the case of AI developers. AI developers’ work aims at 
creating AI that others will use in the future (Borup et al. 2006). Developing AI involves an imagination of 
the future associated with the AI in development. Developers imagine who users will be, what uses they will 
adopt, and which impacts the future technology will have. An imagined futures perspective enables us to 
consider how developers’ imaginations of the future shape their work. It views development work as a way 
of enacting AI developers’ particular perspectives on what the future associated with AI will entail. There is 
no certainty about what the future will bring, which is why it is imagined. 
Imagined futures bring about practices and create a particular future (Mische 2009). Projections of the 
future guide practices (Borup et al. 2006). By engaging in practices in the present, AI developers work 
towards bringing about their visions of the future. Imagined futures thus create and constrain other future 
possibilities. Moreover, developers may imagine positive and / or negative consequences for the technology 
in development (Borup et al. 2006). Imagined futures associated with computerized technology, for 
instance, have long relied upon the expectation that the greater availability of information would necessarily 
create a better world. Such imagined and often idealized future consequences have in turn affected 
development practices. The imagined futures associated with AI thus lead AI developers to engage in certain 
practices rather than in other ones. Furthermore, imagined futures are not fixed once and for all. People 
develop new ideas about the future on the basis of their actions and their consequences (Mische 2009). 
Imagined futures thus change. They are dynamic, rather than static, projections. Imagined futures help 
understand what AI developers do at a certain time but are subject to change. AI developers can re-imagine 
the future as AI gets created and different AI developers participate in its development.  

Imagined futures are also closely associated with people’s identity (Frye, 2012, p. 1572). Which futures 
people imagine for themselves and their work contributes to their sense of self (Vaast and Pinsonneault 
2021). Developers cultivate a specific model of expertise that guides what they know, how they work, who 
they consider themselves to be, and what boundaries they establish for their work. An imagined futures 
perspective adds a consideration of what AI developers’ work may do to this understanding. This 
consideration is important for AI developers because, on the one hand, the AI they participate in developing 
will contribute to precipitate the future, and, on the other hand, they can only imagine what the AI they 
develop will do once it is deployed and used by diverse stakeholders. Answering questions associated with 
what their work may do can also lead AI developers to demarcate differently the boundaries of their work 
(Gieryn 1983). Depending upon AI developers’ answers to the question of what their work may do, they 
may pass tasks to others. 
Moreover, given the unknowns associated with the future, there may be different imagined futures within 
a community of AI developers (Jasanoff and Kim 2009). Different AI developers may view AI and what may 
come from it differently. AI developers can have distinct ways of thinking about the future associated with 
their work and the new AI in development. This is especially relevant given that AI is developed by a 
community with AI developers who have different positions, interests, resources, and constraints. AI 
developers can thus speculate about the future differently. However, scholarship on early AI developers has 
so far not examined differences in imagined futures. It has instead insisted upon the homogeneity of the 
epistemic culture and model of expertise. 
The distinction between near and distant futures (Augustine et al. (2019) may differentiate AI developers. 
The distant future refers to a representation of imagined possibilities associated with ambiguity. The near 
future can be defined in more practical terms and be connected, with some uncertainty, to the present. 
While much existing scholarship has focused on the near future, emerging research has also started to focus 
on the distant future, defined in terms of discontinuity with the past and the present and of radical 
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uncertainty and ambiguity (Augustine et al. 2019). The distinction between near and distant futures clarifies 
AI developers’ perspectives and their work because new AI can be associated with both types of future. AI 
developers may imagine the future associated with the AI they work on as near and / or distant. A focus on 
what AI may do in the distant or near future can bring distinct emphases to AI developers’ work.  

Methods 

Research design and data collection 

This study relies upon a qualitative design to understand how AI developers considered the consequences 
of their work. A qualitative design suited the purpose of this study because it enabled to dig deeply onto 
how some AI developers worked and what perspectives they held regarding AI and the future. This design 
was also conducive of theoretical elaboration by bringing inspiration for new ideas.  

In a typical manner for qualitative research (Denzin and Lincoln 2000; Miles and Huberman 1994), I 
engaged in the collection of diverse data to examine the research question. For one, I worked with a research 
assistant to conduct 63 semi-directed interviews. The interviews took place in 2020. Among these 
interviews, 55 were with AI developers, i.e., with practitioners actively involved in the development of AI, 
in particular machine learning. These AI developers’ job titles included, e.g., computer scientists, 
professors, research analysts. Vice-presidents of AI development, and PhD students. The other eight 
interviews were with actors who were part of the AI ecosystem without being actively involved in developing 
AI (e.g., business development lead in a research institute, lawyer specialized in AI). Semi-directed 
interviews revealed important ways in which AI developers saw their work and its consequences. We 
reached AI developers by at first going through [anonymized] University AI resources and Faculty and then 
expanding contacts via snowballing mechanisms. We engaged in theoretical sampling to get a variety of 
perspectives among AI developers. We strove to get diversity in terms of stage in their career (from finishing 
training to very established), gender, country of work, and ethnicity. Table 1 summarizes demographic 
information about the interviewees.  

Gender: 
• Men: 43 (68.3%) 
• Women: 19 (30.1%) 
• Non-binary: 1 (1.6%) 

Employing	organization: 
• Tech company: 20 (31.7%) 
• University: 10 (15.9%) 
• Research institute: 10 (15.9%) 
• Research institute & Univ: 8 (12.7%) 
• University & tech company: 3 (4.8%) 
• Finance company: 3 (4.8%) 
• Non-f0r-profit org: 3 (4.8%) 
• Government: 2 (3.2%) 
• Other: 4 (6.4%) 

Country of work:  
• Canada: 25 (39.7%) 
• US: 25 (39.7%) 
• France: 3 (4.8%) 
• Chile: 2 (3.2%) 
• Switzerland: 2 (3.2%) 
• China: 1 (1.6%) 
• Ecuador: 1 (1.6%) 
• Germany: 1 (1.6%) 
• Netherlands: 1(1.6%) 
• South Korea: 1 (1.6%) 
• UK: 1 (1.6%) 

Ethnicity: 
• White: 36 (57.1%) 
• Asian: 16 (25.4%) 
• Hispanic: 5 (7.9%) 
• African-American: 3 (4.8%) 
• Middle-Eastern: 3 (4.8%) 

Table 1: Demographic information about interviewees 
 

During the interviews, respondents discussed their background, career path, and current work. 
Respondents talked about the challenges and rewards they associated with their work of developing AI. 
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They discussed the ways in which others (e.g., clients, the general public) perceived AI and whether they 
considered these perceptions accurate. Interviewees also reflected upon the current situation of their 
domain as fast-growing and characterized by statistical imbalances in terms of, e.g., gender or ethnicity 
(Crawford 2016). Interviews happened via phone or teleconference. We recorded, transcribed, and 
anonymized the interviews. 

I also collected archival data from publicly available social media posts and discussions 
(from Twitter, reddit, Facebook, blogs, and GitHub primarily) among AI developers. The 
rationale for collecting these archival social media data was that they provided an 
important, and distinct, perspective on AI developers and on the ways in which they talked 
about their work and its consequences. Archival data from online sources can be 
particularly revealing of delicate matters as these discussions occur organically among 
people. Criteria for the selection of social media data included posts and discussions 
associated with new AI developments or happenings within the AI community. Also, at 
times, AI developers discussed issues about the potential associated with their work 
specifically and / or new AI developments. I collected 125 social media discussions, with 
more than 2,500 associated posts.  

In addition to the interviews and social media archives, I engaged in two years of participant 
observation in the Observatory on the societal impacts of AI and digital technology, 
henceforth Observatory on AI (end of 2018-end of 2020). It is an organization that brings 
together Academics (computer science and social sciences), members of Industry (large 
technology companies and start-up companies) and non-for-profit organizations dedicated 
to overseeing developments associated with AI. I had access to email communications, 
newsletters, reports, and other documentation. I also had access to events organized fully 
or partly by the Observatory on AI. This participant observation helped gain an 
understanding of how AI developers thought about the potential of their work and 
interacted with different actors on the challenges and opportunities of AI development.  

I collected new data until theoretical saturation was reached, that is, until the addition of 
new data did not bring new insights challenging the analyses and theoretical elaboration in 
progress. Taken together, the different types of data provided complementary perspectives 
to understand how AI developers considered the future consequences associated with the 
AI they developed. 

Data analysis 

The data analysis process followed guidelines for qualitative grounded theorizing and relied upon different 
stages of coding of the data. The data analysis process also allowed room for changes as new data were 
added and new insights emerged (Charmaz 2006). Analyses started as the data collection unfolded. They 
proceeded in stages, with interrelated steps of qualitative coding, memo writing, and gradual theory 
elaboration (Charmaz 2006). The qualitative data analysis software Atlas.ti helped manage the data, coding, 
and analysis process.   
First, as the interviews and social media data collection were engaged, I went through AI documentation 
and reviewed the work of the Observatory on AI to become better versed in AI techniques and vocabulary 
as well as in the AI community. This was helpful to converse with the AI developers in interviews and to 
make better sense of their social media discussions. Then, I undertook an open coding of the interviews that 
involved identifying key themes associated with the background, work, and consequences of one’s work 
among AI developers. Based on these early codes, I wrote initial memos that summarized different 
perspectives that AI developers in the community adopted about their work. At this stage, I was struck by 
the fact that AI developers struggled with how to deal with the consequences of their work because these 
consequences were not easy for them to detect but could be positive and negative. The early analyses of the 
interviews suggested that AI developers considered in two different manners the consequences of their 
work. Then, I turned to an open coding of the social media data to examine further these initial insights. 
The open coding of the interviews had brought light to the social media data. Moreover, the social media 
discussions among AI developers illuminated that the question of the future consequences of the work of 
developing AI was closely associated with the definition of expertise for some AI developers and 
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disconnected from it for other AI developers. This insight led to the analytical elaboration of two models of 
expertise in the AI community, i.e., ideal-typical ways in which AI developers viewed their work and 
considered its consequences. These two models constituted key categories for this study (Grodal et al. 2021). 
Having labelled these two models tangential and integral, I went back to the entire data set to see how the 
two models contrasted and manifested in work in the AI community. This led to specify differences 
associated with existing concepts in scholarship (near / distant future, identity as expert, and boundary 
work). I sought to understand what made AI developers lean toward these models.  
Then, I searched, in the entire dataset, for ways in which the two models of expertise were connected to 
each other. I discovered how the AI community resolved some of the tensions between the two models and 
how this affected AI developers’ work. This led me to unpack two major ways in which AI developers 
connected the two models: they brought some elements of the integral model onto the tangential one and 
they blended the two models as they adjusted their imaginations of the future associated with their work.  

Imagined Futures in AI Development 
This section first presents the two models of expertise that were ideal types encompassing contrasting ways 
in which AI developers imagined the future and thought about the consequences of their work. These two 
models represented stylized perspectives on the work of AI development and imagined futures towards 
which AI developers were inclined. This section then details how AI developers connected the two models 
of expertise by bringing some elements of the integral model onto the tangential one and by blending the 
models as they adjusted their imaginations of the future.  

Tangential and integral models of expertise 
The tangential model of expertise considered that the future consequences of AI developers’ work were 
peripheral to the work of AI development. It emphasized that AI developers were scientists creating new 
possibilities for others to implement and with which to deal. The integral model of expertise highlighted 
that the future consequences of AI were connected to the work of developing AI. The AI developers who 
leaned towards the integral model acknowledged the importance of recognizing not only the potential for 
positive innovations but also for negative consequences associated with the work they accomplished. This 
section contrasts these models of expertise in terms of their imagined futures, the identity of experts, and 
boundary work. 
The imagined future of the tangential model was “distant” (Augustine et al. 2019) in that it was expressed 
in abstract terms, with a disconnect between the present (i.e., the current situation and the work practices 
of AI developers) and the future (i.e., what new AI developments would enable in an indeterminate future). 
For instance, an event organized by the Observatory on AI was dedicated to deep learning. A keynote 
speaker, a pioneer of deep learning, explained that:  

“With all the improvements we have seen in recent years, some people think we are done and just need to 
scale up what we have already learnt to wider topics and problems, however, I think there are many pieces 
in the puzzle which are missing.” 

Such a quote exemplifies how, in a tangential model, AI was making promising advances but that it was 
difficult to foresee exactly what the distant future would be as well as how it would be reached as seen in 
the reference to “many pieces in the puzzle which are missing.” The tangential model of expertise 
emphasized that AI was progressing in leaps and bounds rather than linearly.  
By contrast, the integral model of expertise focused on the “near” future (Augustine et al. 2019), that is, on 
a more concrete future connected to the present. The imagined future of the integral model was practical 
and associated with existing practices and contexts. In this model, the work of AI developers was to enhance 
what already existed and to minimize existing limitations, rather than to create unknown possibilities. The 
model emphasized the concreteness and direct connection between the present work in AI and the near 
future. For instance, an interviewee was a Faculty at a large University and worked on deep learning and 
neural networks. He explained the continuity between current AI developments and past technological 
progress: 

“It's important to recognize that at this particular stage of AI, the way that [it] works right now, it's not 
actually that fundamentally different from any new technology in that what it allows us to do is just 
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accomplish certain tasks more rapidly at higher volume with, you know, less human effort involved, much 
as almost any other technology we've invented over time.” (Ryan, interview) 

This interviewee viewed developing AI as akin to developing prior technologies and as mostly building and 
improving upon existing foundations.   
 Identity as AI developers 

How AI developers defined who they considered themselves to be differed by model of expertise. In the 
tangential model, AI developers articulated their identity as that of scientists who contributed to scientific 
progress and followed rigorous methods whereby they first developed assumptions and then tested and 
refined them to generate new AI. The scientist identity underlined that, in this model, AI developers 
considered that they engaged in science to create a better future for many. An interviewee who was a 
research engineer and project manager in a technology company illustrates this: 

“People need to realize we do science, because we need / we want to solve problems and with that, the future 
will be something that you will be enjoying as well.” (Alejandro, interview)  
This interviewee considered that AI developers engaged in science to generate a distant future that would 
benefit society. By contrast, the integral model of expertise articulated an identity for AI developers whereby 
they were scientists and citizens engaged in society. This model presented AI developers as in part activists 
whose work strove to identify and limit causes of discriminations in the algorithms they and others were 
building. The mix of expertise and activism was visible in this social media post by the collective 
“@Data4BlackLives,” self-presented as “a movement of scientists and activists. Data as protest. Data as 
accountability. Data as collective action:” 
“What is our duty as Black researchers, academics, and community organizers to collect data and tell our 
stories? Algorithms are not new; they are manifestations of old systems that devalue and dehumanize our 
people.” (@Data4BlackLives, Tweet, 01/2019).  
The integral model of expertise also closely connected expertise to the experience, demographics, and social 
identities of experts. AI developers were scientists engaged in society. In this model, AI developers gained 
their expertise in part from their social identities as well. For instance, an interviewee worked on developing 
AI at a large university whose focus was on technology engineering and design. She considered that her 
gender, and the fact that she was in a social minority within her department, made her more aware than 
most of her peers of potential negative future consequences of AI. 
Boundary work 
The two models of expertise were also distinct in their boundary work. They differed in terms of how AI 
developers demarcated the boundaries between their domain of work and others (Gieryn 1983).  
The tangential model emphasized the positive potentials associated with scientific progress in AI. Some AI 
developers articulated a conviction that they worked towards creating new systems that would yield positive 
innovations and change. They foresaw benefits for people and societies associated with the development of 
new working algorithms. Because of this positive potential, AI developers who leaned towards the tangential 
model cautioned against reining in the development of AI. They considered that limiting progress in AI 
would ultimately stifle innovations that could bring many positive outcomes to society. In the tangential 
model, AI developers were responsible for developing new working algorithms. However, AI developers 
were not responsible for the potentially negative deployment of the algorithms they created. To deal with 
the negative potential associated with bias in data, for instance, these AI developers often asked other 
practitioners to engage in activities such as data cleaning and data labelling. These activities were to be done 
by data engineers rather than by AI developers. This amounted to delegate to others the tasks of dealing 
with the potential for negative consequences associated with AI development. An interviewee who worked 
in neural networks and machine learning also illustrates this: 
“Some people have a blind trust in these systems… And we are responsible as experts for moderating the 
distrust and for explaining what the caveats are. But I say: “We as experts,” I think in discussion to the 
general public at that point, maybe the technical experts should have a back seat and the front seat should 
be more the ethicists and those people with a better understanding of the actual implications of the use of 
AI.” (Tony, interview) 
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This quote shows how, to limit negative potentials of AI, the tangential model of expertise emphasized that 
others who were not AI developers but who understood the implications of AI should engage with actors 
interested in using AI. AI developers from the tangential model appealed to others to explain to the larger 
public how to use, and not to use, new algorithms.  
The integral model of expertise included within the domain of work the importance of recognizing not only 
the potential for positive innovations but also for negative consequences associated with the work they 
accomplished and the algorithms they participated in developing. An interviewee who was a senior research 
scientist in AI at a University noted: 

“I do believe that we are held responsible for what we create... We should all be held accountable for the 
work that we do, and the decisions that we made. And we should have the responsibility to think through 
those implications. And what damage we could be doing, or what good we could be doing.” (Sandra, 
interview) 
This interviewee further explained how, to take in consideration the risks of AI systems early, she relied 
upon checklists that made complex AI systems less unpredictable. The integral model also emphasized that 
it was within the purview of AI developers’ work to engage via communication with the general public and 
organizations adopting AI systems.  

What made AI developers lean towards these models 
Whether AI developers worked on fundamental and / or applied AI contributed in part to which model of 
expertise they were closer. AI developers who worked mostly on fundamental AI tended to lean towards the 
tangential model of expertise. AI developers who worked mostly on applied AI tended to lean towards the 
integral model of expertise. Fundamental AI corresponded to the branch of AI dedicated to making high-
level theoretical progress in AI. Fundamental AI was not directly focused towards generating concrete 
applications that could be tested and used by others. Fundamental AI consisted in generating abstract and 
high-level possibilities that may one day be applied in specific projects. Fundamental AI was associated 
with the distant future. For instance, in a 2019 media interview on new directions for deep learning 
associated with meta-learning and adaptability, a leading authority on deep learning and Turing Award 
winner, Yoshua Bengio, discussed pioneering advances in AI, but noted that they remained for now more 
theoretical than applied:  
“This is all very basic research using toy problems. That’s fine, that’s where we’re at. We can debug these 
ideas, move on to new hypotheses. This is not ready for industry tomorrow.” 
Applied AI corresponds to the branch of AI focused on bringing new applications and services to execute 
actual tasks such as translation services, image recognition, or recommender systems. AI developers who 
worked mostly in applied AI tended to lean towards the integral model because their time horizon was near 
rather than distant. They worked on projects that were already underway and would have delimited 
outcomes for users. For instance, in a roundtable organized by the Observatory on AI on the opportunities 
and challenges of AI for agriculture, a participant had a Ph.D. in AI and precision medicine and a postdoc 
in computer vision and systems biology. In his presentation, he detailed AI developments in the context of 
the dairy industry and highlighted the potential of AI for predicting milk production, cow resilience, or CO2 
emissions.  
Within the AI development community, developers also occupied positions and fulfilled roles that 
influenced the model toward which they leaned. Some AI developers held positions that made them engage 
with the distant future by thinking about how to push beyond the current limitations of AI without taking 
in consideration actual consequences. For instance, a Ph.D. candidate in AI considered it part of his current 
role to generate breakthroughs but not to worry about what may come: 

“My main perspective as a graduate student, I feel like I have practically no accountability for the algorithms 
that I choose to come up with. And that's kind of the role of a graduate student. I'm supposed to come up 
with weird, bad, potentially dangerous ideas, because that's how we push the state of the art.” (Timothy, 
interview) 
This interviewee further explained how he had created a pilot system that, based on keywords, 
automatically wrote scientific abstracts. He and his supervisor had been surprised by how well the system 
had worked but had then moved on to other projects. Other AI developers’ roles led them to take in 
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consideration and act upon potential implications of new AI developments. AI developers who worked in 
Human Computer Interaction (HCI) and robotics, for instance, had to contend with direct consequences of 
their work. They were concerned with making sure users could understand new AI applications. For 
instance, an interviewee was a roboticist whose work focused on interactions between machines and 
humans. She discussed the challenges of autonomous vehicle projects. She explained that they required 
experts to be technically proficient, to know the context in which the vehicles would be driving, and to make 
difficult choices regarding what the vehicle should and should not do when encountering obstacles.  
Beyond the distinction between fundamental and applied AI as well as the different roles and positions that 
they could occupy, AI developers frequently changed positions and organizations in the AI community. This 
came from the high demand for AI developers and the availability of multiple positions in different 
industries and types of organizations (e.g., Universities, large companies, start-up companies, non-profit 
and governmental organizations). Some AI developers went back and forth between more fundamental and 
more applied AI in different positions. For instance, an interview respondent explained how, after finishing 
his training, he had worked for an advertising and media company on applied AI projects. After some time, 
he joined a large technology company, became affiliated with a University, and started working in 
fundamental AI exclusively. Moreover, some AI developers combined diverse aspects (of fundamental and 
applied AI and of different types of roles) in their work. Some AI developers whose main work was close to 
fundamental AI participated in projects that were more applied. Other AI developers who were more on the 
applied side of AI also worked towards making fundamental progress in their field.  

The remainder of the section unpacks how AI developers did so by integrating the tangential model of 
expertise and by blending the two models. 

Integrating the tangential model of expertise 
Because of the prestige of the potential for scientific advances associated with AI, some AI developers leaned 
more towards the tangential model but started integrating some aspects of the integral model onto their 
expertise and work. They accomplished this by expanding the definition of expertise and by expanding the 
boundaries of their work.  

Some AI developers expanded the definition of expertise in AI development by considering not only 
scientific and technical skills but also competences arising from social identities, demographics, and 
experiences. This amounted to incorporating a tenet of the integral model onto the tangential model. A 
controversy and the ways in which some AI developers responded to it illustrates this expansion of the 
definition of AI expertise. In June 2020, a team of AI developers released the PULSE algorithm, a computer 
vision model developed by Duke University researchers that created deepfake pictures from pixelated ones. 
AI developers soon recognized that the algorithm yielded biased results. The high-resolution pictures it 
produced were overwhelmingly Caucasian, regardless of the ethnicity of the original picture. AI developers 
discussed what made the algorithm so obviously biased in its results. Yann LeCun, a prominent figure in 
AI, Turing Award winner, Professor at NYU, and Chief AI scientist at Facebook, reflected the tangential 
model of expertise by asserting the prominence of the training data as source of bias: 
“ML [Machine Learning] systems are biased when data is biased. This face upsampling system makes 
everyone look white because the network was pretrained on FlickFaceHQ, which mainly contains white 
people pics.” (Yann LeCun, Twitter post, 06/2020) 
This comment led AI developers to debate whether bias could only come from the data. Timnit Gebru, a 
well-known researcher on algorithmic bias and data mining and co-lead of the Ethical AI team at Google at 
the time, however criticized LeCun’s explanation of the bias: 
“Yann, I suggest you watch me and Emily’s [Denton] tutorial or a number of scholars who are experts in 
this are. You can’t just reduce harms to dataset bias. For once listen to us people from marginalized 
communities and what we tell you. If not now during worldwide protests not sure when.” (Timnit Gebru, 
Twitter post, 06/2020). 
Gebru explained that her expertise stemmed not only from her formal training, which included a Ph.D. in 
Electrical Engineering from Stanford University, but also from her being an Ethiopian-American woman 
working in a domain where these demographics were underrepresented. Her perspective exemplified the 
integral model. Following the exchange, many AI developers discussed what expertise in AI development 
entailed and where it came from. Some AI developers who leaned toward the tangential model 
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acknowledged that they needed to expand their definition of expertise. This was the case for Thomas 
Dietterich, Emeritus Professor of Intelligent Systems at Oregon State University, who explained: 

“Both anticipating and detecting harms requires a diverse team that brings a variety of conceptual models 
and experience to the table. Engaging such a team from the start is essential to anticipating harms in 
advance.” (Thomas Dietterich tweet, 06/2020). 

With this comment, Dietterich expanded the definition of expertise to include “a variety of conceptual 
models and experience.” He explained that this was important for AI developers to be able to foresee future 
negative consequences of new AI developments.  

Moreover, some AI developers reflected upon who they were as scientists, as in the tangential model, but 
also questioned how their gender and / or ethnicity participated in shaping their perspective, as in the 
integral model. For instance, an interviewee was a researcher in AI focusing on usability and security. He 
explained that he was proud of the scientific progress that his work in facial recognition was making (as 
consistent with the tangential model) but that he was uncomfortable with the fact that his work could 
contribute to discriminatory systems (as consistent with the integral model). He was African-American and 
aware that facial recognition systems tended to yield adverse results for him and many others. He 
commented: 
“I don't like facial recognition algorithms because [they] don't recognize me well, but you find them in most 
airports these days… Someone at the end was developing this algorithm so that it is accurate and maybe 
simplifies the process of check-in. But I don't think they accounted for all the different people that might 
come through that check-in line. (…) We're developing [these algorithms] for a wide society of people, which 
includes a wide range of people. That includes both men and women and everybody else. So if we are not 
inclusive of everybody, then [we] fail at the start, right? [We]'re not achieving the objective.” (Kofi, 
interview) 
Such a quote illustrates how some AI developers reflected upon how being part of a social minority within 
the AI community made them recognize risks with AI developments that others were less likely to be aware 
of right away. They brought together their social identities and their identity as scientists. They considered 
that demographics were part of their expertise by making them more or less close to future negative 
consequences of AI. 

Some AI developers who leaned toward the tangential model expanded the boundaries of their workd. They 
selectively expanded the boundaries of their work either by reflecting upon how to deal with data bias or by 
engaging with others to discuss potential future consequences of AI development. Doing so, they 
incorporated some of the characteristics of the integral model onto the tangential one. For instance, an 
interviewee was Head of a Machine Intelligence research group at a large technology company. In his work, 
he oversaw AI-based R&D for the company. His outlook was associated with distant future possibilities of 
AI for new technological developments. He explained that, at first, he and his team had not been involved 
in the selection of datasets to train new AI models. This was consistent with the tangential model.  However, 
given current developments in AI at his company and in other contexts, he had come to consider that 
ensuring proper datasets was important to his work. He noted: 
“Be bold, but also be responsible. Right? (…) How do we make sure that a responsible decision is made 
based on data? Because, somehow, we believed that [with] enough data, our algorithms can reflect the real 
world. And this is obviously not true. There is no unbiased data.” (Reinhold, interview) 
This interviewee explained how he and his team had recently developed and implemented a system for 
“Responsible AI” that included selecting, cleaning, testing, and refining data for training models. This AI 
developer had started including in his and his team’s work what used to be done by others to limit negative 
future potential consequences of AI, which was consistent with the integral model. 

Blending the two models 
AI developers’ changing imaginations of the future cultivated a blending of the two ideal-typical models. 
Blending the two models involved re-imagining the future, bridging near and distant futures, and charting 
impossible futures. 

 Re-imagining the future 
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The imagined futures associated with AI were not fixed. They changed when AI developers engaged in (re-
)thinking about the future that could emerge as AI developed and became more sophisticated. Re-imagining 
the future was still about speculating on what the future technology would do, but it involved doing so while 
taking into account what past AI developments had accomplished and how the AI community and the 
broader societal context was changing. AI developers re-imagined the future in an ongoing manner.  An 
interviewee, a research scientist working at a research institute and a university, commented upon how 
little AI developers who worked on prior generations of AI (here, recommender systems) used to imagine 
negative consequences of their work and how much things had changed: 

“Around maybe 2010, there was a lot of excitement in machine learning around the so-called recommender 
systems. (...) And now it’s pretty clear that actually all of our work has like really strong implications on the 
way that people think and even in interact with other people.” (Jacques, interview) 

This interviewee remarked that changes in AI and happenings in society had made it necessary for current 
AI developers to think about what positive and negative implications new AI developments could bring. To 
him, re-imagining the future had become essential for AI developers. Another interviewee who was a 
professor of computer vision and deep learning explained:  
“Predicting the future… is really super difficult, right? Some people in the field are [of] the opinion that 
we're like five years away and some people in the field are saying we're like 100 years away (…). But what 
we don't see is: what are the problems after that? And this notion of AI is always this receding horizon.” 
(Adam, interview) 

This interviewee commented upon the importance and the challenge of re-imagining the future in an 
ongoing manner because working in AI involved working with a “receding horizon.” Moreover, another 
interviewee referred to the NeurIPS conference organizers’ decision, in 2020, to require a “statement on 
the potential broader impacts of their [submitters’] work” (call for papers, NeurIPS 2020) for all 
submissions, i.e., a discussion of the potential future consequences of the work. He observed that this 
decision reflected the growing recognition among AI developers of the need to think and rethink the 
possible future consequences of AI development: 
“The outside world should not underestimate the amount of conversation that happens within the field, 
whether it [a new AI development]’s bad, which topics to tackle, how to tackle them, what are the 
implications? (…) This is a moving thing then…” (Tony, interview) 
This comment and the new requirement from this conference illustrated how, given ongoing progress in 
AI, the AI community was re-imagining the future and its own work. 

Bridging near and distant futures 
Some AI developers worked on bridging the gap between the promises and risks of the distant future related 
to AI and the near future associated with its current developments. They did so by keeping a perspective of 
the potential for new progress associated with AI in the distant future while working on realistic 
improvements for the near future. It was challenging to do so because AI was difficult to comprehend, even 
for its experts. For instance, in an event from the Observatory on AI, a presentation on recommender 
systems made the case of AI as a “fantastic opportunity for good.” It acknowledged that existing 
recommender systems had current and near future negative consequences but could be changed to make 
them opportunities for good in the distant future and proposed ways to bridge these horizons. 

Bridging near and distant futures was a community effort because it was challenging for AI developers to 
envision the eventual consequences of the AI they developed. As an example of how AI developers bridged 
the near and distant futures, during an event organized in part by the Observatory on AI, a computer science 
professor who was also affiliated with a large technology company presented her perspective on advances 
in reinforcement learning, an area of machine learning associated with how intelligent agents should make 
decisions to maximize cumulative rewards. She noted that the (distant future) potential of reinforcement 
learning was high but far from accomplished and that there was no way to know when it would be achieved. 
She explained how current efforts from AI developers in industry and Academia worked on incremental 
improvements (near future) in reinforcement learning as constituting what she called “Lego bricks” that 
would bring the distant potential into realistic realms.  
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Bridging near and distant futures also entailed that AI developers consider the connections among past, 
present, and future of AI. AI developers reflected upon their current practices and what they could mean 
for the near and distant future. A presentation during an event organized in part by the Observatory on AI 
illustrates this point. The presentation gave insights on few-shot learning, a new technique that aimed at 
developing machine learning from only a few examples (“few-shot”). This presentation by a researcher at a 
large technology company focused on the “Past, present, and future of few-shot learning.” The researcher 
situated few-shot learning within the history of AI and explained how past and current practices shaped its 
near and distant future consequences. 

Bridging the near and the distant futures was ongoing and oriented the work of AI developers. For instance, 
an interviewee specialized in Natural Language Processing to develop machine translation algorithms in a 
start-up company. She considered that the greatest rewards of her work consisted in improving the services 
that people were already using. In this way, she originally had a perspective of the near future as enhancing 
existing services in machine translation and of the distant future as enriching human communication. She 
however noted that she and the other AI developers in her company had had to shift their perspective on 
the near and distant future services that her company should offer, because users were not using current 
offerings in the way they had anticipated. She explained that, at first, AI developers at her company were:  
“Imagining the user personas [that would be] traveling and studying. Those were the two big personas. But, 
after we released the product, in reality, actually people use the product to... make friends all over the world, 
particularly, to make romantic friends. So that was some usage that we didn’t expect.” (Dasom, interview) 

AI developers at her company had adjusted their work according to changes in imagined users and types of 
uses. They had at first imagined who the users of the service would be and what they would do. Then, based 
upon actual users, they shifted their expectations of the distant future (from enabling communication to 
creating new potentials for human connection) and their work as well. They worked towards new future 
offerings that suited better their current users. Adjustments of what future AI developments should cover 
were ongoing.  

Charting impossible futures 
Charting impossible futures involved AI developers reflecting upon what the AI they developed may not do. 
AI developers delimited what they considered to be possible futures associated with AI (i.e., what they 
wished to continue working on) and what they deemed impossible futures (i.e., potential AI developments 
that should not be pursued). For instance, many AI developers considered that AI should not be developed 
or used to predict social outcomes. They noted that AI should not be aimed at estimating the probability of 
engaging in criminal behavior: 
“I received an email for a petition against a paper that had been submitted and accepted to a conference 
[where] the authors are claiming that they could detect criminals by only looking at their face. (…) How is 
that cool again? You know, let's say 100 years ago, there were people [who] would take measurements 
around your head and were speculating that there might be correlation with certain traits, like, is very much 
related to eugenics. So it's basically the modern version of that.” (Jacques, interview) 

This comment illustrated how AI developers, as a community, worked to monitor and tamper specific AI 
developments. In this case, they did so through a petition against a paper originally accepted at a 
conference. Also, by making a historical connection between current happenings and misguided attempts 
at eugenics from a century ago, this interviewee reflected on the parallels between current futures 
(associated with AI for criminality predictions) and past futures (associated with phrenology). Past futures 
helped AI developers delineate possible and impossible futures in the present state of AI development. 

As they charted impossible futures, AI developers questioned the limits of what they should be doing in 
their work. As an example of such questions, during an event on deep learning organized with the 
Observatory on AI, a presenter who worked in AI for a technology and consulting company documented 
how he and his colleagues discussed whether to develop new algorithms: 
“What do we build, should we build it how can we build it and is it safe when creating it using AI? Some 
things don’t need AI.” 

As seen in this quote, charting impossible futures involved questioning the scope and ambitions of future 
AI developments. Charting impossible futures was distinct from boundary work. It did not imply questions 



 AI developers imagining the future 
  

 Forty-Third International Conference on Information Systems, Copenhagen 2022
 13 

about which tasks AI developers or others should do. Instead, it consisted in AI developers asking and 
answering questions regarding what AI in development may not do because future consequences would be 
harmful. Charting impossible futures delimited what no one should be doing regarding AI development.  
Some AI developers thus engaged in thinking and rethinking about what the new technology may not do. 
Questions regarding what to do and not to do as well as whether to pursue specific projects revealed how 
some AI developers outlined futures they did not wish to contribute to with their work. They reflected upon 
how potential negative future consequences of new developments could offset potential positive future 
ones. Such reflections led to concrete initiatives. For instance, in November 2017, more than 650 AI 
researchers wrote to the Prime Minister of Canada, ahead of this country’s rotating presidency of the G7, to 
call for an international ban on the development of autonomous weapons. One of the signatories was 
Geoffrey Hinton, a Turing Award winner who was affiliated with Google and the University of Toronto. 
Hinton explained his support for the pledge by referring to the need for AI to foster positive rather than 
negative consequences: 
“Artificial Intelligence can improve people’s lives in so many ways, but researchers need to push for positive 
applications of technology by supporting a ban on autonomous weapons systems.” (Hinton media 
interview, publicized with the pledge) 
Such a quote illustrates how some AI developers delimited which future they wished to avoid (here, a future 
where autonomous weapons systems worked and generated harm) and which future they wished to 
participate in generating (here, a future with beneficial AI applications). Decisions and announcements 
regarding impossible futures were not necessarily permanent. AI developers charted impossible futures and 
adjusted what they did in an ongoing manner. Depending upon changing circumstances, developments, 
and reflections in the AI community, AI developers charted different, impossible and possible, futures over 
time. For instance, in February 2019, the research institute OpenAI released a partial version of a new text-
generating AI program (GPT-2) that it had developed. OpenAI was a research institute whose self-defined 
mission was to investigate “the path to safe artificial intelligence.” Such mission emphasized generating a 
protected future with AI. AI developers at OpenAI at the time considered that the new program was ground-
breaking but dangerous for its potential to develop credible deepfake texts:  
“Our model, called GPT-2 (…), was trained simply to predict the next word in 40GB of Internet text. Due to 
our concerns about malicious applications of the technology, we are not releasing the trained model. As an 
experiment in responsible disclosure, we are instead releasing a much smaller model for researchers to 
experiment with, as well as a technical paper.” (OpenAI blog post, 02/2019). 

The authors of GPT-2 expressed concerns regarding potential misuse of their model and, in response, opted 
not to make it fully available to others. Yet, they also noted that this decision was “an experiment in 
responsible disclosure” and, hence, that it could be reversed. Several months later, in November 2019, 
OpenAI fully disclosed its updated model, explaining that, so far, it had not seen much evidence of misuse. 
The imagined futures regarding potential misuses had changed at OpenAI, prompting a different decision 
regarding the release of its model. This example involved AI developers thinking about potential future 
consequences of their work and counteracting such potentiality. By releasing their model at first only partly 
and then fully, these AI developers worked at ensuring that an unwanted future would remain impossible. 

Discussion and Implications 

Discussion and theoretical elaboration 
Recent developments in AI have prompted reflections regarding the ways in which work, management, and 
organizations will become affected (Berente et al. 2021; Teodorescu et al. 2021). This study brings in the 
“foresight of the future” (Dewey 1922, p. 313) of AI developers to understand how it shapes their work and 
AI. It reveals how AI developers’ considerations of AI’s potential future consequences affects their 
development work. The imagined futures perspective sheds light on how AI developers reflect upon the 
consequences of their work when these consequences are not yet formed and cannot be perfectly predicted. 
The findings revealed two ideal-typical ways in which AI developers imagine the future associated with AI. 
The tangential model focuses more on the distant future (i.e., associated with a greater gap between current 
practices and the future potentials of AI) (Augustine et al. 2019) and the integral model on the near future 
(i.e., associated with a closer connection between current practices and AI in development). Moreover, the 



 AI developers imagining the future 
  

 Forty-Third International Conference on Information Systems, Copenhagen 2022
 14 

tangential model offers a narrow perspective of the AI developer’s identity as that of a scientist detached 
from the potential consequences of their work. The integral model favors a broader perspective of the AI 
developer’s identity as a scientist involved in society. Boundary work (Gieryn 1983) also reflects the 
distinction between the two models. The tangential model underlines clear boundaries between AI 
developers’ domain of work and others and the delegation to others of tasks considered outside of the 
domain of work. The integral model instead proposes a more porous view of the boundaries of the domain 
of expertise, emphasizing the importance of dealing with tasks that may be considered peripheral to limit 
potential negative consequences of the AI in development. The tangential and integral models constitute 
contrasting and stylized ways in which AI developers may consider the potential consequences of their 
work. However, as they work and participate in the AI development community, AI developers find ways to 
connect the two models. They do so by bringing some elements of one model (the integral one) onto the 
other (the tangential one) or by blending the two models.  
Integrating the tangential model happens as some AI developers maintain the prestige of their scientific 
activities and uphold their imagination of the distant future associated with the AI in development. AI 
developers include some aspects of the integral model onto the tangential model by expanding the definition 
of expertise to include not only that of a scientist but also to acknowledge expertise associated with 
experience and social identities. They also expand the boundaries of their work to bring within the purview 
of their work the consideration and alleviation of some of the consequences of AI. 
Changes in imagined futures associated with AI development support the blending of the two models. AI 
developers get to (re-)think the potential consequences associated with their work. They re-imagine the 
future as they adjust their expectations of what AI may do and take in consideration prior developments 
and technologies. AI developers also reflect upon current developments and work at bridging the near and 
distant imagined futures by rethinking how AI may fit with current and near future users and may unleash 
a distant future. Blending the two models further involves charting impossible futures, i.e., clarifying what 
the AI in development may not do. Impossible futures guide AI developers in their work by probing the 
inevitability of the technology they develop. These three ways of blending the models of expertise (re-
imagining the future, bridging near and distant futures, and charting impossible futures) are 
interconnected. Changing imaginations of the future guide how AI developers approach their work, its 
priorities, and its restraints. 

Scholarly implicati0ns 
This study holds implications for scholarship on AI and the future, on engaging with the future, and on IT 
development.  

For one, the future has been a key but so far under-examined aspect of AI. Berente et al. (2021, p. 1435) for 
instance explained that: “AI is whatever we are doing next in computing.” AI has been viewed as holding 
the potential to generate the future of work, management, and societies. By proposing an imagined future 
perspective on AI developers’ work, this study brings important light to this future aspect associated with 
AI. It enables us to adjust our perspective on AI. Instead of considering how AI precipitates the future, this 
study unpacks AI developers’ imaginations of the future with AI. By illuminating how AI developers 
anticipate the future, then, this study helps gain a better understanding of how AI acquires its potentials. 
This study examined how developers involved in the making of AI consider the future. It revealed how AI 
developers reflect upon AI-in progress, its eventual use, and possible outcomes. Doing so, this study enables 
scholars to lift the assumption of a clear separation among development, use, and consequences of use, as 
advocated by Bailey and Barley (2020) for AI and by Williams and Pollock (2012) for IT more generally. 
The imagined futures perspective is meaningful because AI is sophisticated, takes long to develop, and has 
consequences that emerge over time. This study revealed how the ambivalent potentials of AI are on the 
minds of some of its developers. It also unpacked how different perspectives among AI developers regarding 
what these potentials could be and regarding the roles that their own work may play in unlocking them are 
associated with diverse imagined futures. 
This study further adds to scholarship by revealing how AI developers deal with disparities in imagined 
futures and how they might change their imaginations of the future associated with their work. People’s 
projections of the future are not static (Mische 2009). This study documented how AI developers’ 
imaginations of the future change. Such changes affect AI development practices and the eventual AI. Past 
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and current imaginations of the future shape and reshape AI, at times leading AI developers to chart 
impossible futures that their work may not unleash. 

Moreover, this study also holds implications for recent scholarship that has called upon IS researchers to 
engage with and theorize for the future. This study in particular provides an answer to Hovorka and Peter's 
(2021) call for “speculative engagement” with the future. By bringing emphasis on AI developers’ imagined 
futures, this study reveals how speculative engagement is not only the purview of academics but is also 
routinely accomplished by practitioners. This speculative engagement affects what they accomplish.  
This study connected boundary work and identity work to the engagement with the future. It also revealed 
how practitioners engage with the near and/or distant future. Doing so, this study adds to seminal 
scholarship that had so far emphasized how a single model of expertise characterizes work within a 
technology development community. Unity in the model of expertise had been seen as key to the 
“solidification process” whereby science progresses and technology develops (Knorr Cetina 1981). This 
study adds to these established insights by revealing how technology developers within the same 
community may abide by distinct models of expertise based on their imaginations of the future.  

Finally, this study adds to scholarship on IT development by revealing how different imagined futures are 
associated with tensions within IT development. Existing scholarship had shown how people working 
together from different domains need to engage in boundary work. This study documents how what is and 
is not part of the work of technology development can be contested from within. Scholarship has examined 
how people engage in boundary work as they deal with external pressures such as from being from different 
occupations. It has also explained how external pressures affect boundaries of work (Abbott 2014). This 
study reveals that boundaries of technology development work can be internally contested. The imagined 
futures perspective explains how technology developers may anticipate dissimilar future consequences 
associated with their work and may differ in their considerations of how to address them. Technology 
developers may have different, broad or narrow, definitions of the community and its boundaries depending 
upon their perspective on whether and how to include dealing with the consequences of technology 
development as part of their work. 
Furthermore, existing scholarship has long recognized the homogeneity in terms of ethnicity and gender of 
IT workers (Ahuja 2002). It has shown how this homogeneity can make it difficult for minority IT workers 
to be recognized for their expertise (McGee 2018). This study revealed how distinct demographics 
contributed to AI developers imagining different futures associated with their work. As such, this study 
adds to scholarship by documenting a connection between some demographics and social identities and the 
closeness of some AI developers with potential negative consequences of their work. Demographics and 
social identities can thus be anchors for the imagination of future consequences of a technology in 
development, making them appear more clearly to some than to others. 

Implications for practice and policy 
Practical and policy implications of this study stem from its highlighting the importance of imagined futures 
in the work of AI developers. While it is now customary for AI conferences as well as for training programs 
and codes of conduct to include discussions of the ethical implications of AI, this study reveals that these 
implications are tied to the ways in which AI imagined the future and to their temporal horizon. AI 
developers who privilege the distant future may need to also start imagining the near future. Reversely, AI 
developers who privilege the near future may need to keep an eye as well as on the distant future. Training 
programs, codes of conducts, and conferences in AI could thus develop guidelines for AI developers to 
incorporate these two models of expertise in the work. 

Future research 
The limitations of this study constitute boundary conditions as well as opportunities for further research. 
For one, this study did not provide a longitudinal perspective on AI developers and their work. It would be 
useful to adopt a longitudinal perspective to see how AI development and its practitioners have changed 
over time. Also, this study did not follow the entire process of technology development, implementation, 
and use, as advocated by Bailey and Barley (2020) and Williams and Pollock (2012). Future scholarship 
could focus on an AI project and examine its complete process over time, taking in consideration the actions 
and perspectives of multiple actors throughout the process.  
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Conclusion 
AI holds the potential to change how we work, organize, and function in society. This study illuminated how 
AI developers imagine the future consequences of their work. This helps us comprehend how the AI 
development community and its members work and shape AI. This also highlights the importance of AI 
developers’ imaginations of what their work may do. Developing further this understanding and addressing 
tensions in AI developers’ distinct perspectives is significant as increasingly sophisticated AI becomes 
developed and implemented.  
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