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Abstract 

The rapid spread of misinformation on social media platforms has affected many facets 
of society, including presidential elections, public health, the global economy, and human 
well-being. Crowdsourced fact-checking is an effective method to mitigate the spread of 
misinformation on social media. A key factor that affects user behavior on crowdsourcing 
platforms is users' anonymity or identity disclosure. Within the crowdsourced-based 
fact-checking context, it is also unknown whether and how identity anonymity affects the 
users' fact-checking contribution performance. Leveraging a natural experiment policy 
happening on Twitter, we adopt regression discontinuity design to investigate two 
research questions: Whether and how the identity anonymity affects the crowdsourced 
fact-checking quantity and quality; how the characteristics of the crowdsourced users 
moderate the main impact. We find that the identity anonymization policy may not 
increase fact-checking users' contribution quantity, but the fact-checking quality does 
increase. Our research has both theoretical and practical implications. 

Keywords:  crowdsourced fact-checking; identity anonymity; fact-checking quantity and quality; 
regression discontinuity design  

Introduction 

The rapid spread of misinformation on social media platforms (Acemoglu et al. 2021) has affected many 
facets of society, including presidential elections, public health, the global economy, and human well-being. 
For example, false claims and misinformation around voter fraud reached an unprecedented level on social 
media, potentially affecting the 2020 U.S. presidential election (Pennycook and Rand 2021). Also, 75% of 
U.S. adults seek health information online (mainly through social media channels), while only about 20% 
have the capability to distinguish misinformation (Rodgers and Massac 2020) from helpful advice. 
Furthermore, combating misinformation on social media can cost billions of dollars a year (Castillo 2019).  

Crowdsourced fact-checking is used to mitigate the spread of misinformation on social media. Prior 
research (Allen et al. 2021a; Micallef et al. 2020; Pennycook and Rand 2019) has shown that crowdsourced 
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users (fact-checkers) can be similarly accurate and faster than professional fact-checkers in flagging 
misinformation, and can help reduce the spread of misinformation. One of the first social media platforms 
in the US to leverage crowdsourced-based fact-checking services was Twitter. On January 25, 2021, Twitter 
launched the Birdwatch program with the objective of using crowdsourced users to fight misinformation 
on its platform.1  

A key factor that affects user behavior on crowdsourcing platforms is users' anonymity or identity disclosure 
(Burtch et al., 2015). On the one hand, anonymizing users' identities can help protect user privacy, making 
users feel free to contribute more frequently. On the other hand, identity anonymization can also decrease 
the earned reputation and social recognition, which may decrease some crowd users' motivation to 
contribute more and higher quality content. Furthermore, literature has documented the contradicting 
impact of identity anonymity on crowdsourcing users' contributions. For example, studies have found 
identity anonymity can help users feel less concerned about being retaliated against in reporting disruptive 
events on social media, contributing more to reporting disruptive events (e.g., misinformation) (Lowry et 
al. 2013; Wong et al. 2021). However, anonymizing users' identity can inhibit their reputational gains, thus 
decreasing their contribution (e.g., in the crowdfunding context, anonymous donors are extremely rare) 
(Huang et al. 2017; Wang 2010). 

Within the crowdsourced-based fact-checking context, it is also unknown whether and how identity 
anonymity affects the users' fact-checking contribution performance. Users on social media may have 
different reasons for flagging misinformation. For example, some Twitter Birdwatch program users think 
the recognition and reputation of being an expert in flagging a particular type of misinformation motivate 
them to fact-check and flag misinformation (Mahadevan and Mantas 2021). However, it is also possible that 
anonymizing the identity makes users worry less about being retaliated when fact-checking and flagging 
controversial misinformation (Mackey 2021).   

Therefore, whether and how identity anonymization affects crowdsourced users' fact-checking behaviors is 
an open research question. For example, users may reduce their fact-checking behavior because they 
couldn't gain reputations via flagging misinformation. On the other hand, they may also increase their 
contribution because they would not be concerned about being retaliated against by reporting 
misinformation. From a theoretical standpoint, it is interesting to investigate which effect dominates in the 
context of crowdsourced fact-checking. Moreover, it is also interesting to understand whether the impact 
of identity anonymity of crowdsourced users can be moderated by the characteristics of the crowdsourced 
users (e.g., their contribution tenure). Different crowdsourced users may have different reasons and adopt 
different strategies in engaging with flagging misinformation. Therefore, the characteristics of the users 
may play a moderating role in the impact of identity anonymity. From a practical standpoint, firms such as 
social media platforms can design policies, guidelines, and targeted communications based on a better 
understanding of how anonymity impacts user behavior in crowdsourced fact-checking. 

In this research, we leverage a natural experiment2 on Twitter to investigate two research questions: How 
does identity anonymity affect the quantity and quality of crowdsourced fact-checking on a social media 
platform? How do the characteristics of the crowdsourced users moderate the main impact? Answering 
our research questions sheds light on how identity anonymity affects the crowdsourced fact-checking 
contribution and its heterogeneous effects. Theoretically, we enrich the understanding of the role of identity 
anonymity in the context of crowdsourced fact-checking. Furthermore, we provide empirical evidence of 
the impact of identity anonymity. Practically, this research provides managerial insights for social media 
platforms regarding best practices in identity anonymization policies; we hope to better regulate the 
misinformation spread.  

In the following sections, we introduce related literature, followed by hypothesis development and research 
model. Then, we describe the research context and data, followed by an estimation strategy. Finally, we 
discuss empirical results, followed by a discussion and conclusion.  

 
1 https://twitter.com/i/flow/join-birdwatch 
2 In Nov. 22 of 2021, Twitter birdwatch program rolled out their user (fact-checkers) identity anonymization 
policy by making users use randomly generated alias, anonymizing users’ fact-checking identity by 
deviating it from their social media identity. 
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Related Literature 

Misinformation and Fact-checking 

Misinformation comprises incorrect information, false claims, misleading statements, and false rumors 
(Pennycook et al. 2020). To combat misinformation, the industry has used several fact-checking methods, 
including third-party human fact-checkers (e.g., Snopes.com3), AI-based fact-checkers (e.g., Logically.ai4),  
crowdsourced fact-checkers (e.g., Twitter birdwatch program (Coleman 2021)), and human-AI combined 
approach (e.g., Poligraph proposed by Shan et al. (2021)) to flag misinformation, and promote nudges (e.g., 
Twitter nudging users to credible information5).  

Several scholars have examined the efficacy of fact-checking methods. A group of studies (Figl et al. 2019; 
Moravec et al. 2020; Moravec et al. 2019; Ng et al. 2021; Pennycook et al. 2020; Ross et al. 2018) used 
behavioral experiments or field data to investigate the effectiveness of adopting flags from users (e.g., 
Pinocchio rating) or third-party human experts. They found that flagging a post can effectively mitigate user 
engagement and slow the spread of misinformation on social media. Several methods have been used to 
examine the effectiveness of crowdsourced flagging of misinformation (Allen et al. 2021a; Hassan et al. 
2019; Pennycook and Rand 2019; Pinto et al. 2019). Using various types of methods (both qualitative and 
quantitative) on both experimental and field data, they found that crowdsourced users can be effective in 
fact-checking and flagging misinformation on social media, and crowdsourced fact-checking can be scaled 
up with a fast speed. Finally, studies have also investigated the effectiveness of using nudges and social 
norms (Gimpel et al. 2021; Hwang and Lee 2021) and found that nudging users toward credible information 
on Twitter can reduce the spread of misinformation and using social norms (both injunctive and descriptive 
social norm messages) can lead to the most misinformation reporting on social media platforms.   

Though the literature has documented the effectiveness of fact-checking, especially crowdsourced fact-
checking, little is known about how providing anonymity to fact-checkers impacts the quantity (e.g., 
contribution frequency) and quality (e.g., contribution trustworthiness and helpfulness) of fact-checking. 
In this research, we leverage the Twitter Birdwatch program policy change to examine how identity 
anonymity among the crowdsourced fact-checking affects users' contribution quantity and quality. Also, we 
investigate how the characteristics of the users moderate the impact of identity anonymity on their fact-
checking contribution quantity and quality. 

Crowdsourcing, Identity Anonymity, Online Disinhibition, and Social Presence 

Crowdsourcing has been used for many applications, including healthcare (Khwanngern et al. 2019), 
journalism (Aitamurto 2016), task and solution-seeking (Mo et al. 2021), and user-generated content (Chen 
et al. 2017). For example, Chen et al. (2017) have investigated the motivating factors in voluntary 
contribution to a crowdsourcing knowledge contribution community via constructing a hidden Markov 
model. Crowdsourced fact-checking is when community users generate the fact-checking content for a news 
story within the community.  

During the crowdsourced user-generated content review process, identity can affect the crowdsourced 
users' contribution quantity and quality. Studies have found that identity anonymity can make the users 
feel less concerned about being retaliated in reporting disruptive events such as flagging misinformation on 
social media (Lowry et al. 2013; Wong et al. 2021). In this situation, users feel less restraint in contributing 
to fact-checks, making the online disinhibition effect bigger. Thus, it is possible that identity anonymity can 
make crowdsourced users fact-check and flag misinformation more frequently.  

However, anonymizing users' identities can also inhibit them from gaining more reputation, thus 
decreasing their contribution (Huang et al. 2017; Wang 2010). Furthermore, based on (Huang et al. 2017), 
identity disclosure can increase the volume of the user-generated content because disclosing identity can 
increase the social presence, improving social benefits and reputational gains via contributing more 

 
3 https://www.snopes.com/ 
4 https://www.logically.ai/ 
5 https://help.twitter.com/en/rules-and-policies/medical-misinformation-policy 
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content. However, Pu et al. (2020) found that disclosing identity can inhibit users' willingness to generate 
content, leading to less volume of content generation. 

Users' identity disclosure or anonymity can also affect the quality of the content they contribute. Based on 
(Pu et al. 2020), disclosing users' identities can increase their social presence, making them spend more 
time improving the generated content quality. Also, based on (Huang et al. 2017), increased social presence 
can make the users tend to express more emotions and use less negative tones in their posted content 
because the users' emotions are activated during a social environment, and they tend to build a positive 
social identity under identity disclosed.  

Though literature underscores identity's impact on the crowdsourced users' contribution, the direction of 
the impact of identity anonymization in crowdsourced fact-checking is an open empirical question. Also, it 
is unknown whether and how the users' identity affects crowdsourced fact-checking. Fact-checking is the 
process of identifying whether a claim or news story is factual (Walter et al. 2020). It is time-consuming 
and needs expertise and understanding of the background of various topics. Fact-checkers also need to 
write the reports (e.g., notes in the Twitter Birdwatch) to justify the degree of certainty. Furthermore, news 
is a special goods that is the information about the events or activities, and news consumption is a socially-
driven activity (Purcell et al. 2010). Therefore, crowdsourced fact-checking is different than other user-
generated content (e.g., static writing online reviews), which makes this research important from a 
theoretical perspective.  

Crowdsourced Fact-checking Contribution Performance 

Crowdsourced fact-checking has been implemented by the industry (e.g., Twitter Birdwatch program) and 
investigated in academic research (Allen et al. 2021a; Godel et al. 2021; Micallef et al. 2020; Pennycook and 
Rand 2019; Pinto et al. 2019). Compared with third-party fact-checkers, crowdsourced fact-checkers can be 
scaled up and fast to mitigate the spread of misinformation on social media. However, their performance 
(e.g., fact-checking quality) depends on crowdsourced users' experience and domain knowledge, making it 
hard to perform at the same level as professional fact-checkers (Allen et al. 2021a; Godel et al. 2021).  

Crowdsourced fact-checking contribution performance can be measured along two dimensions - quantity 
and quality. Quantity is an indicator of how crowdsourced fact-checking contributions can be scaled-up. 
Most of the misinformation on social media can be fact-checked quickly by their community users via 
crowdsourced fact-checking. Quality, which can be measured as helpfulness, and content trustworthiness 
have been documented as performance measurements in the crowdsourced fact-checking contribution 
(Allen et al. 2021b). In addition, belief and trust in the fact-checking flags can affect users' believability and 
engagement with the news (Moravec et al. 2019). Thus, both the helpfulness and trustworthiness of fact-
checking should be considered a quality measure.  

Hypothesis Development and Research Model 

In this section, we propose our research model (shown in Figure 1) and hypothesize the effects of users' 
identity anonymity on crowdsourced fact-checking quantity and quality. First, we hypothesize the impact 
of identity anonymity on the fact-checking contribution quantity and quality using the theory of the social 
presence and the disinhibition effects. Then, we hypothesize the heterogeneous effect of the identity 
anonymity from the fact-checkers tenure perspective because crowdsourced users with different tenures 
have distinct experiences in fact-checking, making both the social presence and disinhibition effects have 
different impacts. 

Social Presence and Disinhibition Effect  

Within the crowdsourced fact-checking community, anonymizing the fact-checkers identity could reduce 
the social presence of the users. Literature has documented that user-generated content (e.g., online reviews) 
under social presence can lead to potential social benefits or reputational gains (Huang et al. 2017; Zhang 
and Zhu 2011). Thus, the loss of the social presence can decrease users' fact-checking contribution because 
they tend to gain fewer social benefits under identity anonymity. However, the countervailing mechanism 
may also exist. The loss of the social presence can make the users feel less concerned about being retaliated 
in reporting disruptive events (e.g., misinformation) on social media (Lowry et al. 2013; Wong et al. 2021). 
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Also, based on (Scott and Orlikowski 2014), identity anonymity can induce the online disinhibition effect, 
making fact-checkers feel more secure and comfortable contributing. Thus, identity anonymization can also 
increase the crowdsourced users' fact-checking contribution frequency. Accordingly, we propose two 
competing research hypotheses as follows.  

H1a: Identity anonymity reduces the crowdsourced users' fact-checking contribution frequency. 

H1b: Identity anonymity increases the crowdsourced users' fact-checking contribution frequency. 

The identity anonymity can also affect the quality of the fact-checking contributions. On the one hand, the 
loss of social presence makes fact-checker gain less from the social benefits or reputational gains. On the 
other hand, the disinhibition effect makes them tend to use the language they would not use if their identity 
were not anonymized. Therefore, because of the loss of the social presence, crowdsourced users may tend 
to produce less helpful and trustworthy fact-checking content. However, users don't need to be concerned 
about others' evaluations due to the disinhibition effect. On the contrary, they tend to freely provide 
evidence and arguments to support their opinion, making fact-checking more helpful and trustworthy (Pu 
et al. 2020). Those competing mechanisms lead us to propose the following two competing hypotheses. 

H2a: Identity anonymity makes fact-checking more helpful and more trustworthy.  

H2b: Identity anonymity makes fact-checking content less helpful and less trustworthy. 

Heterogenous Effect - Tenure  

The impact of identity anonymity on the fact-checking contribution frequency and quality can be 
heterogeneous for different types of users, especially when the users have different contribution experiences 
(e.g., with different tenure). The literature has documented the importance of individual characteristics in 
affecting the user-generated contribution quantity and quality. For example,  Chen et al. (2017) revealed 
that individual characteristics such as tenure could affect users' motivation to contribute the content 
generation in the online Q&A community. In addition, Dong et al. (2020) adapted the status theory to the 
online community. They found that users' characteristics (community status standing) moderated the 
impact of users' self-interest and prosocial motivation on the post. Also, they found that users' tenure can 
affect users' contributions. Furthermore, literature documented that individual characteristics, including 
the community tenure, affected the user's contribution to the innovation community (Yan et al. 2018). For 
example, tenure indicates different experiences of users in generating content in the online community 
(Chen et al., 2017; Dong et al., 2020).  

Since users’ tenure, indicating users’ different experience in making contribution, we anticipated the 
identity anonymity affects users’ contribution behavior differently for users with different experience for 
several reasons. First, the longer tenure means the users have existed on the platform for a longer time, 
making them gain enough social presence from contributing. Thus, the tenure can moderate the identity 
anonymity impact of moderating the role of the gained social presence. Second, the more experiences of 
contributing brought by higher level of tenure can also make users form a regular habit in contributing, 
making them generate automatic contributing behavior (Kim et al. 2005) and less sensitive to policy 
changes such as identity anonymity. Third, the more experience of contributing (e.g., longer tenure) may 
make users feel more committed to contribute (Bateman et al. 2011), which can weaken the impact of 
identity anonymity. Users having different experiences in fact-checking news may have different attitudes 
(e.g., moderating the role of perceived social presence, forming habit and commitment in contributing) 
toward identity anonymization. The experiences may magnify or weaken the social presence and online 
disinhibition effects, thus moderating the impact of identity anonymization on the fact-checking 
contribution performance. Thus, we made the following research hypotheses.  

H3a: The impact of identity anonymity on the fact-checking quantity can be moderated by the 
contributor's tenure in the community.  

H3b: The impact of identity anonymity on the fact-checking quality can be moderated by the 
contributor's tenure in the community. 
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Figure 1. Model 

Research Context and Data 

Research Context  

We utilize Twitter Birdwatch (https://twitter.com/i/birdwatch) as the context to investigate our research 
questions and research model. Twitter launched the Birdwatch program on January 25, 2021, aiming to 
address misinformation by using crowdsourced users on the platform. They advocate Twitter users fact-
check and flag the misinformation they meet on Twitter. Also, Twitter users are encouraged to write notes, 
providing informative context and explanations regarding the misinformation of a news article on Twitter. 
Furthermore, the program participants can also evaluate the quality of the fact-check notes from others by 
giving ratings such as helpfulness and trustworthiness.  

One example of fact-checking in the news article "MyPillow CEO Mike Lindell rejoins Twitter just to be re-
suspended" is put in Figure 2. Basically, the Birdwatch crowdsourced user with an anonymous note author 
name "Efficient Park Pigeon" provided the fact-checking notes in Figure 2(b) for the article in Figure 2(a). 
His fact-checking note reads as "Elon Musk ….", which is rated as helpful by other Birdwatch users. This 
fact-checking happened on May 1, 2022. Also, other users on the Twitter Birdwatch platform can rate this 
note as trustworthy and not trustworthy, which is stored in the database. 

On November 22, 2021, Twitter introduced mandatory aliases where the Twitter username was replaced by 
an alias name (like the note author "Efficient Park Pigeon" in Figure 2(b)) in the Birdwatch program. This 
allowed users to flag and write notes for misinformation without revealing their real Twitter username.6 
Users have to select an auto-generated alias (from among a few choices), which will protect and anonymize 
the users' identity, depriving from their public Twitter accounts. Also, the contribution name from the 
existing users before the policy change was replaced by their alias name. This exogenous identity 
anonymization event where all fact-checkers were made to adopt an alias instead of their Twitter username 
provides a natural experiment on how anonymity affects users’ crowdsourced contribution quantity and 
quality.  

 
6 This new function will make both the existing and new users use the auto-generated alias. 
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(a) Twitter News Article (b) Birdwatch Fact-checking Notes 

Figure 2. An Example of Fact-checking Notes on Twitter Birdwatch 

Data  

In this research, we focus on the user contribution data one month before and one month after the identity 
anonymization policy launched by the Twitter Birdwatch program. Twitter Birdwatch program is a 
community-based fact-checking of flagging misinformation on Twitter.7 Our data were drawn directly by 
the Twitter Birdwatch program from October 22, 2021, and Dec.22, 2021.8 Among our data, we found there 
are 1,291 users involved in fact-checking during this time. Also, we focus on the number of fact-checking 
notes and ratings as the contribution quantity measures and the note helpfulness ratio and trustworthiness 
ratio as the quality measures. Therefore, our data is composed of those variables shown in Table 1. To 
understand our data, we also conduct data summary statistics (shown in Table 2) and the variable 
correlation analysis (shown in Table 3). 

Variables Definitions 
Identityi It represents whether the identity of user i is anonymized. = 1, Yes; = 0, No. This is 

the exogenous shock in our model.  

Tenurei It represents the contribution tenure of user i on Birdwatch, measured by the 
number of days passed since the first contribution on Birdwatch until Nov. 22, 2021. 

Noteit It represents the number of fact-checking notes made by user i on a specific day t. 
This is a measure of the number of Twitter posts fact-checked by user i on day t. 

 
7 https://blog.twitter.com/en_us/topics/product/2021/introducing-birdwatch-a-community-based-
approach-to-misinformation 
8 We only focused one month in the main analysis. In our future study, we will also try to use two months 
before and after the policy. 
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Ratingit It represents the number of fact-checking evaluations made by user i on fact-
checking notes made by other users on a specific day t. This is a measure of how 
much user i evaluates the fact-checking effort of other users. 

Helpfulnessit It represents the ratio of the number of fact-checking notes made by user i on day t, 
which are rated as helpful by others (as a fraction of the total number of fact-
checking notes made by user i on day t). 

Trustworthyit It represents the ratio of the number of fact-checking notes made by user i on day t, 
which are rated as trustworthy by others (as a fraction of the total number of fact-
checking notes made by user i on day t). 

Table 1. Variables and Definitions 
Note: the unit of analysis of this study is a user (fact-checker) and day. In other words, all our variables are measured at the daily 
level for each user(fact-checker) in our sample. We use the ratio to measure helpfulness and trustworthiness because the count of 
the helpful and trustworthy notes can be biased toward the total number of notes per day. 

Variables Obs  Mean  Std.Dev.  Min  Max 

 Identity (1) 2,741 .44 .50 0 1 

 Tenure (2) 2,741 22.54 9.22 1 31 

 Notes (3) 2,741 1.48 1.92 1 36 

 Ratings (4) 2,741 1.82 4.93 0 92 

 Helpfulness (5) 2,741 .74 .33 0 1 

 Trustworthiness (6) 2,741 .74 .43 0 1 

Table 2. Variable Summary Statistics 

 

Variables (1) (2) (3) (4) (5) (6) 

 Identity (1) 1.00      
 Tenure (2) -0.21 1.00     
 Notes (3) -0.02 0.14 1.00    
 Ratings (4) -0.02 0.13 0.21 1.00   
 Helpfulness (5) -0.03 -0.03 -0.03 -0.03 1.00  
 Trustworthiness (6) 0.06 0.12 0.10 0.07 0.17 1.00 

Table 3. Variable Correlation Matrixes 
Note. The values in Table 3 represent the Pearson correlation coefficient. 

From Table 2, the mean value of anonymity is 0.44, indicating that 44% of observations happen after the 
identity is anonymized. The mean value of the tenure is 22.54, indicating the mean values of the users exist 
for 22.54 days, on average, before the identity anonymization policy. Table 2 also shows that the average 
number of fact-checking notes and their evaluations (ratings) is 1.48 and 1.82 daily. The average note 
helpfulness and trustworthiness ratios are both 0.74, indicating that 74% of daily notes are rated helpful, 
and 74% are rated as trustworthy, on average, respectively. From Table 3, we can know all of the variables 
considered have small correlations (the absolute coefficient is less than 0.3), following the guidelines in the 
literature (Cohen 1988).   

Estimation Strategy 

We use the regression discontinuity in time (RDiT) design to estimate the average treatment effects of 
identity anonymity on the crowdsourced fact-checking contribution frequency and quality. RDiT is a type 
of regression discontinuity (RD) design where time is the running variable (Hausman and Rapson 2018). 
RD is a widely used research design to estimate the causal effects of inventions where the assignment of the 
treatment is determined by an observed running variable (Imbens and Lemieux 2008). The RDiT 
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identification strategy fits well with our scenario and data because (1) the identity anonymity policy on the 
Twitter Birdwatch platform provides a natural/quasi-experiment invention, anonymizing all of the 
contributors' identities just on November 22, 2021; (2) the policy change date is clear and known; (3) the 
policy is discrete with perfect compliance.  

RD utilizes a quasi-experimental approach to estimate the local treatment effects. The fundamental 
principle of using RD is to find the cut-off value of an observed running variable and then organize the 
control group and treatment groups using the just below and just above neighborhoods of the cut-off point 
(Cattaneo et al. 2019; Imbens and Lemieux 2008; Lee and Lemieux 2010). The two neighborhoods around 
the cut-off point are so similar that the two groups are as good as randomly assigned. The observed running 
variable, also called as assignment variable, can be many things such as geo-location, testing scores, and 
time of an event (Kolesár and Rothe 2018). We use the identity anonymity policy time as the running 
variable in this research.  

Furthermore, RD can be sharp and fuzzy, depending on the treatment assignment (Imbens and Lemieux 
2008). The RD is sharp if the treatment is a deterministic and discontinuous function of the running 
variable. Otherwise, if the treatment is probabilistic of the function of the running variable, the RD is fuzzy. 
In this study, we use the sharp RD because the treatment status (anonymized) is deterministic and 
discontinuous regarding the running variable, time (after the policy, the treatment is assigned; before the 
policy, the treatment is not assigned). To estimate the anonymity treatment effects under RD, we capture 
the outcome trend before and after the anonymity policy. We use the polynomial regression function with 
covariates to estimate the treatment effects (Calonico et al. 2017; Calonico et al. 2014). This approach is 
general and flexible that it avoids needing to precisely capture the regression trend on either side of the 
discontinuity and the biased kernel estimators at boundaries (Imbens and Kalyanaraman 2012; McCrary 
2008). However, it needs to be careful in selecting a proper bandwidth, function form (e.g., different 
number of the polynomial orders), and kernel function (Cattaneo et al. 2019). Thus, we need to conduct a 
group of robustness checks around the selections.  

Aside from the model and parameters, there are also some issues around the selected time running variable. 
Using time as the running variable can bring the sorting problem. The subjects can purposely behave 
differently around the discontinuity point, which asks for the density test around the point (Hausman and 
Rapson 2018; McCrary 2008). The Twitter Birdwatch announced the identity anonymization policy, which 
was inherently exogenous. The current and new users on the platform will automatically anonymize their 
identity by using an automatically generated alias. Therefore, the sorting problem should not exist as the 
users could not predict the identity anonymization policy and change their behavior around the policy 
announcement time. To confirm this argument, we do a group of manipulation tests. 

Furthermore, using time as the running variable, we can also see the seasonality and autoregressive issues 
of the regression. Thus, we conduct robustness checks to deal with them. We follow the whole process of 
testing the validity of our RD (Imbens and Lemieux 2008). Furthermore, we are also interested in exploring 
the heterogeneous effect of identity anonymization. The standard RD couldn't support examining the 
moderators by including an interaction term. Thus, to test the moderation effect of the tenure, we add an 
interaction term of the tenure and anonymity policy while conducting the regression discontinuity (RD) 
analysis, following Cortes et al. (2015) and Pustejovsky (2016)    

Empirical Results 

Manipulation Test 

We first ensure the running variable (time in our study) is not manipulated that the fact-checking 
contributors enrolling in the Twitter Birdwatch program could not self-select to receive the treatment 
(identity anonymization in this research). Then, to further understand whether our collected data doesn't 
contain the running variable manipulation issue, we first checked whether the density of the running 
variable is continuous around the cut-off point by plotting the histogram of the running variable. The result 
is shown in Figure 3, where we didn't see a clear discontinuity around the cut-off point. Furthermore, we 
conduct a formal manipulation test using the rddensity STATA command (with its default setting), 
following Cattaneo et al. (2018). The results are shown in Table 4.  
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Figure 3. Density Plot of the Running Variable 

 

C = 0.000 Left of c Right of c 
Number of obs 1433 1308 

Eff. Number of obs 1044 1050 
Order est. (p) 2 2 
Order bias (q) 3 3 

BW est. (h) 23.000 23.000 

Table 4. RD Manipulation Test using Local Polynomial Density Estimation 
Note. Number of obs = 2741; Model = unrestricted; BW method = comb; Kernel = triangular; VCE method = jackknife; Running 

variable is time; 𝑇𝑇𝑞𝑞(ℎ
^
𝑙𝑙,𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐,𝑝𝑝,ℎ

^
𝑟𝑟,𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐,𝑝𝑝) = -0.6941 and p-value = 0.4876. 

 
The regression discontinuity manipulation test results reveal that it doesn't have sufficient evidence to 
argue the running variable is manipulated with the test statistic value of -0.6941 and p-value of 0.4876 (>0). 
Therefore, our data pass the manipulation test. Also, Table 4 reveals 1433 and 1308 observations in the 
control and treatment groups. Using the bandwidth as (23.000, 23.000) for an unrestricted model with q 
= 3 polynomial and polynomial order p = 2, we can get 1044 and 1050 effective samples in the control and 
treatment groups respectively. 

Estimation Results of the Main Effect 

To test our research model, we first investigate how identity anonymization affects fact-checking 
contribution quantity and quality. Following Cattaneo et al. (2019), we estimate the local causal effect of 
the treatment on the outcome variables. To visually understand how identity anonymization affects our 
different outcome variables, we plot a 4th degree polynomial fit to the entire sample. The results are shown 
in Figure 4. It indicates that identity anonymization may decrease the contributed number of notes but 
increase the ratio of the helpful and trustworthy notes. For the number of ratings, identity anonymization 
may not affect it. We conduct the RD analysis using rd STATA command to quantify the causal impact 
(Nichols 2011). To test the robustness of the results, we also set the bandwidths as one/two/three weeks 
(7/14/21 days). The results are shown in Table 5. 
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Figure 4. Fitting Plot 
 

Bandwidth  Notes Ratings Helpful note ratio Trustworthy note ratio 

7 -.867 .990 .179***  .165* 

 (.51) (.78) (.05) (0.07) 

14 -.519  -.236 .169*** .138** 

 (.29) (.65) (.03) (0.05) 

21 -.402*  -.363 .142*** .115** 

 (.19) (.58) (.03) (0.04) 

Table 5. RD Estimation Results of Identity Anonymization 
Note. * p < .05, ** p < .01, *** p < .001; Standard error is in the brackets; Estimators are in the box with standard errors in the 
parathesis. We used the default triangle kernel; We have tried the epanechnikov and uniform kernel functions (Calonico et al. 2017) 
and found robust results. 

From Table 5, identity anonymization significantly reduces the number of notes (only for using the 
bandwidth at 21 days), but increases the helpful note ratio and trustworthy note ratio. Using the bandwidth 
as seven days, the local treatment effects of the identity anonymization on the helpful and trustworthy note 
ratios are 0.179 and 0.165, indicating that anonymizing the fact-checker's identity by making them using an 
alias on the Birdwatch platform can increase the helpful note ratio by 0.179, and increase trustworthy note 
ratio by 0.165 daily, on average.  

Regarding RQ1 and H1, and H2, our empirical results confirm that identity anonymity can affect 
crowdsourced fact-checking contribution. However, our results only support the impact of identity 
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anonymization on the fact-checking quality (H2 is supported) rather than quantity (H1 is not supported). 
Though the impact on the number of notes can be significant, it is sensitive to the bandwidth selection, 
making the results not robust. And, it can increase the fact-checking quality by increasing the helpful and 
trustworthy note ratios (H2b is supported).  

There are two possible explanations for the impact of identity anonymity on the fact-checking quantity. It 
is possible that fact-checking users don't perceive the social presence and online disinhibition matter as 
affecting their contribution frequency. They contribute the fact-checking ratings and notes for other 
reasons, such as informing and spreading facts on social media rather than increasing the social presence 
or avoiding online inhibition. Thus, the anonymizing identity doesn't affect the contribution quantity. 
Besides, it may also be true that both the social presence and online disinhibition effects affect users' fact-
checking contribution quantity. But, it is likely that anonymizing the users' identity makes both effects 
countervail and make the overall impact not significant. Also, there are possible other alternative 
explanations of the identity anonymity on the fact-checking contribution quantity such as self-efficacy and 
perceived outcome effectiveness. However, the total effect of those mechanisms may mitigate with each 
other and then form a general non-impact on the fact-checking quantity. 

For the impact of identity anonymity on the fact-checking quality, the disinhibition effect should be more 
salient than the social presence effect, or only the disinhibition effect exists, making users contribute more 
helpful and trustworthy fact-checking content. That indicates that crowdsourced users may feel less 
restricted in putting more controversial evidence and useful context to support their fact-checking.  

Our results can benefit the managers of crowdsourced platforms. On the one hand, they can leverage the 
identity anonymization policy to increase users' contribution quality. But, on the other hand, they can 
implement solutions to increase the social presence (e.g., introducing communication among contributors 
such as allowing commenting on the fact-checking notes to increase the social presence effect (Pu et al. 
2020)) to increase the contribution quantity. 

To evaluate the robustness of our results, we also set different polynomial orders (from one to three) and 
used different kernel functions (triangular, epanechnikov, and uniform). The results shown in Table 6 
reveal that the impact of identity anonymization on the number of notes is not robust, but the helpful note 
and trustworthy ratios are robust across different settings. Therefore, our research findings are further 
confirmed. 

Setting Notes Helpful note ratio Trustworthy note ratio 

p (1), triangular -0.465* (0.23) 0.142*** (0.03) 0.115** (0.04) 

p (1), epanechnikov -0.448* (0.21) 0.133*** (0.03) 0.108** (0.04) 

p (1), uniform -0.427* (0.19) 0.130*** (0.03) 0.0940* (0.04) 

p (2), triangular -0.623 (0.38) 0.187*** (0.04) 0.164** (0.06) 

p (2), epanechnikov -0.591 (0.36) 0.181*** (0.04) 0.158** (0.06) 

p (2), uniform -0.544 (0.31) 0.155*** (0.04) 0.144** (0.05) 

p (3), triangular -0.894 (0.59) 0.209*** (0.06) 0.203* (0.09) 

p (3), epanechnikov -0.841 (0.56) 0.213*** (0.06) 0.204* (0.08) 

p (3), uniform -0.719 (0.50) 0.219*** (0.05) 0.191* (0.08) 

Table 6. Robustness Checks using different Polynomial Order and Kernel Function 
Note. * p < .05, ** p < .01, *** p < .001; Standard error is in the brackets; the bandwidth used for this robustness is 21 days; we test 
the polynomial order from 1 to 3 and use three different kernel functions: triangular, epanechnikov, and uniform. Other settings 
are in default using the STATA rdrobust command (Calonico et al. 2017). 

To test whether the impact of the identity anonymization on the fact-checking contribution is random rather 
than identity policy, we conduct a few falsification tests. Specifically, instead of treating the cut-off point, 
happening policy time as November 22, 2021, we selected the cut-off point as the before 20 and 10 and after 
10 and 20 days. Then, we conduct the same regression discontinuity analysis. The results are shown in Table 
7, revealing that identity anonymization doesn't affect the fact-checking contributions. Thus, the effect 
comes from identity anonymization, which is not a random effect. 
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Cut-off points Notes Helpful note ratio Trustworthy note ratio 

-20 -0.170 (0.25) 0.0755 (0.04) 0.0780 (0.05) 

-10 0.295 (0.18) -0.00213 (0.03) 0.00853 (0.04) 

10 0.284 (0.17) -0.00432 (0.03) 0.0493 (0.04) 

20 0.493 (0.28) -0.0154 (0.04) 0.0571 (0.05) 

Table 7. Falsification Tests on Different Cut-off Points 
Note. * p < .05, ** p < .01, *** p < .001; Standard error is in the brackets; the bandwidth used for this robustness is 21 days; we test 
the cut-off points among -20/-10/10/20 with other settings as default using the STATA rdrobust command (Calonico et al. 2017). 

Estimation Results of the Tenure Effect 

To investigate how the tenure of the fact-checking users' moderates the main impact, we focus on both the 
fact-checking contribution quantity and quality outcomes. Though the main impacts on the quantity are 
not significant, conducting the moderation analysis could provide mechanisms to better understand the 
identity anonymization impact. By adding the interaction term of the identity anonymization and the tenure 
into the RD analysis, we show the results in Table 8.  

 Notes Ratings Helpful note ratio Trustworthy note ratio 
Running variable 0.012* 0.023 -0.003***  0.000  

 (0.01) (0.01) (0.00) (0.00) 

Identity 0.158 -0.158 0.018  0.174**  
 (0.18) (0.44) (0.04) (0.01) 

Tenure 0.051*** 0.070*** -0.004***  0.001***  
 (0.01) (0.02) (0.00) (0.00) 

Identity*Tenure -0.020* -0.001 0.004*  -0.000  

 (0.01) (0.02) (.00) (0.00) 

Constant 0.459*** 0.475 0.795***  0.487***  

 (0.12) (0.32) (0.03) (0.05) 

Table 8. Moderation Impact of the Tenure 
Note. * p < .05, ** p < .01, *** p < .001; Standard error is in the brackets. 

The interaction of identity and tenure significantly affects the number of the notes, and the helpful note 
ratio. It indicates that the users' tenure can moderate the impact of identity anonymization on the number 
of notes, and helpful note ratio. Specifically, the longer the tenure is (the users exist in this platform longer), 
the bigger the impact of identity anonymization on the helpful note ratio. Based on the results, if the users 
exist on the platform for an additional day, the effect of identity anonymization on the helpful note ratio 
could be 0.004 higher.  

Regarding the RQ2 and research H3, we find that tenure can moderate the impact of identity anonymization 
on the fact-checking quantity and quality. However, we need to conduct further analysis to understand how 
identity anonymization affects the quantity, specifically for the number of the notes, and we only find that 
the tenure affects the impact on the helpful note ratio rather than other measures. This finding can benefit 
the fact-checking platforms which use crowdsourced fact-checking such as Twitter Birdwatch. Their 
identity anonymization policy will benefit more in improving the trustworthy note ratios if they can release 
it after they accumulate users with longer tenure.  

Discussion and Conclusion 

According to Harvard Business Review, the spread of misinformation on social media platforms (Acemoglu 
et al. 2021) has been called a crisis and needs to be fixed (Azhar 2021). Both the industry and the academy 
have been trying various methods to slow the spread of misinformation. Among them, community-based 
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crowdsourced fact-checking has been confirmed as an effective and fast method to flag misinformation and 
slow its spread.  

Our study is the first to investigate how identity anonymization affects the crowdsourced users' 
contribution, especially in the fact-checking context. We found that anonymizing users' identity will not 
affect their fact-checking frequency regarding the number of notes and the number of ratings. However, it 
does improve the contribution quality by improving the helpful and trustworthy note ratios. Those findings 
confirm the existence of the online disinhibition effect. Also, it is possible that the social presence also 
affects the user's fact-checking contribution. Because of their countervailing mechanisms, identity 
anonymization doesn't affect the fact-checking contribution frequency. However, the online disinhibition 
effect should be more salient in the contribution quality because the helpful and trustworthy fact-checking 
note ratios increase after the identity anonymity is activated. We summarize the results and findings of the 
research hypothesis testing in Table 9. Those findings reveal that crowdsourced fact-checking users do care 
about online disinhibition. They may tend to avoid checking controversial news when their identity is 
disclosed because of feeling they are retailed, which has been confirmed by Poynter reports.9    

Research Hypotheses Findings Results 
H1a: Identity anonymity reduces the crowdsourced 

users' fact-checking contribution frequency. 
Identity anonymity doesn't affect 

the contribution frequency 
Neither 

competing 
hypothesis 
supported 

 

H1b: Identity anonymity increases the crowdsourced 
users' fact-checking contribution frequency. 

Identity anonymity doesn't affect 
the contribution frequency 

H2a: Identity anonymity makes fact-checking more 
helpful and more trustworthy.  

Identity anonymity increases the 
helpful and trustworthy note 

ratios 

 
H2b 

Supported 
H2b: Identity anonymity makes fact-checking 

content less helpful and less trustworthy. 
Identity anonymity increases the 

helpful and trustworthy note 
ratios 

H3a: The impact of identity anonymity on the fact-
checking quantity can be moderated by the 

contributor's tenure in the community.  

The tenure moderates the impact 
of the identity anonymity on the 

number of the notes 

Partially 
supported 

H3b: The impact of identity anonymity on the fact-
checking quality can be moderated by the 

contributor's tenure in the community.  

The tenure moderates the impact 
of the identity anonymity on the 

helpfulness ratio 

Partially 
supported 

Table 9. Results of the Hypothesis Testing 
 

Our research makes theoretical contributions and practical implications. First, our research enriches the IS 
literature by investigating the identity anonymity among the crowdsourcing community. We are among the 
first to identify how identity anonymization affects the crowdsourced users' contribution quantity and 
quality. Second, our research also enriches the IS literature around misinformation and fact-checking. We 
are among the first to understand the crowdsourced fact-checking dynamics from the angle of identity 
anonymization and its moderation impact of the users' tenure.  

Our research also has a few practical implications. On the one hand, we bring managerial insights to the 
social media platforms. We show that the identity anonymization policy may not increase fact-checking 
users' contribution quantity, but the fact-checking quality does increase. Thus, we call for their attention to 
take some measures to increase the contribution frequency, such as increasing the social presence existence. 
On the other hand, we suggest that social media platforms aiming to adopt the community-based 
crowdsourced fact-checking consider the timing to adopt the identity anonymization policy. Based on our 

 
9  https://www.poynter.org/fact-checking/2018/these-fact-checkers-were-attacked-online-after-
partnering-with-facebook/ 
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findings, with fact-checking users having higher tenure, the benefits of the identity anonymization on the 
trustworthy fact-checking notes will be more pronounced.  

While this research explores the crowdsourced fact-checking dynamics around identity anonymization, 
many areas remain to be explored. Future studies might build on this work and focus on testing the 
underlying mechanisms of identity anonymization on the fact-checking contribution quantity and quality. 
Moreover, it deserves to explore more moderating factors from the angle of the fact-checkers' demographics 
such as gender, race, and education background or the aspect of the news categories. Those examinations 
can better establish the understanding of the dynamics of the community-based crowdsourced fact-checks. 

Future Research 

For our next step, we first tend to explore more moderating effects, focusing on factors such as the 
experience and quality of the crowdsourced fact-checkers. We will also conduct a sub-group analysis to 
understand further how identity anonymity affects the contribution quantity in different sub-groups. 
Furthermore, we may also design online lab experiments to directly measure and test the underlying 
mechanisms explaining the impact of identity anonymity. Also, to furtherly confirm our research findings 
are robust, we plan to conduct a few robustness checks. For example, we plan to enrich the selected data 
range from two months to four months. And we plan to conduct the Twitter trending topic analysis to 
remove the potential confounders of the impact of a sudden major issue during our selected time range. 
Besides, we plan to check the traffic difference before and after the policy change in order to rule out the 
possibility that the observed effects are caused by the general traffic difference. Furthermore, to firmly 
understand whether users’ fact-checking quality will be changed for the controversial news after the identity 
anonymity, we plan to conduct some fact-checking quality comparisons before and after the policy change 
on the controversial news. Finally, we plan to add some additional covariates in our next step to furtherly 
increase the validity of our research design.  
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