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Abstract 

While augmentation is commonly presented as a desirable path in AI development and 
implementation, we have not yet found a shared definition for this concept. As the verb 
“to augment” needs to be followed by a target, we raise the question: What is augmented 
with AI? Building on a literature review of the augmentation narratives in five different 
disciplines – i.e., labor economics, computer science, philosophy, management, and 
information systems – we identify eleven distinct augmentation perspectives taken by 
scholars of those fields, including the underlying theoretical concepts that indicate what 
is intended to be augmented. This paper contributes to theory by “going beyond 
augmentation as collaboration” and helping us to move “towards collaboration for 
augmentation”. 

Keywords: Augmentation, artificial intelligence, human-AI interaction, multidisciplinary 
collaboration 

Introduction 

The increased prevalence of artificial intelligence (AI) – most commonly defined as technological systems 
capable of performing functions that would require intelligence if done by humans, such as learning, speech, 
planning and problem solving (Russell & Norvig, 2016) – is expected to change the world as we know it. 
For the coming decades, AI is expected to exceed human performance in many activities, including 
“translating languages (by 2024), writing high-school essays (by 2026), driving a truck (by 2027), working 
in retail (by 2031), writing a bestselling book (by 2049), and working as a surgeon (by 2053)” (Grace et al., 
2018, p. 729). Compared to previous, not “intelligent”, technologies, AI is particular in the sense that it is 
able to learn from data and generate rules, whereas the process to generate the results often remains opaque 
to even human experts, thereby reshaping work in unique ways (Faraj et al., 2018; Gal et al., 2020; Kellogg 
et al., 2020). 

An initial reaction to the rise of AI was automation anxiety, or the fear of large-scale job-loss (Brynjolfsson 
& McAfee, 2014; Frey & Osborne, 2017). However, more recently, information systems (IS) and 
management scholars contrast this anxiety with a focus on augmentation, which includes opportunities to 
enrich human work (e.g., Raisch & Krakowski, 2020) and emphasizes the potential of human-machine 
interaction (e.g., Grønsund & Aanestad, 2020). Augmentation through human-machine interaction implies 
the need to bridge various domains such as the technical (i.e., computer science) domain of AI systems and 
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the work domain of its users. This is because AI development and implementation itself is said to require 
multidisciplinary research (Dwivedi et al., 2019) and interdisciplinary collaboration (e.g., Lebovitz et al., 
2022; Van den Broek et al., 2021). Consequently, this need for bridging disciplines, recently triggered 
scholars to call for more research that unpacks how different fields can come together (e.g., Bailey & Barley, 
2020; Faraj & Pachidi, 2021).  

However, while calls for research on the interdisciplinary nature of AI continue to grow, scholars have not 
yet questioned whether the underlying concepts used across disciplines are actually understood in the same 
way. Given the variety of disciplines that conduct research on AI and augmentation, it is very likely that the 
differences in language, methods, cultures and interests between the fields create barriers for 
communication and collaboration (Kusters et al., 2020). This leads us to wonder whether the various 
disciplines attach the same meaning to the concept of AI-based augmentation. While different disciplines 
refer to augmentation as a desirable path for AI that will ultimately benefit humans, the more fine-grained 
details behind this human-centric vision often remain unclear. In this paper, we therefore ask: What is 
augmented with AI?  

Building on a literature review of publications from the disciplines of labor economics, computer science, 
philosophy, information systems, and management, we identify distinct augmentation perspectives taken 
by scholars residing in each field. In addition, we unpack each perspective in terms of what is intended to 
be augmented and identify the underlying theoretical concepts. This paper contributes to the ICIS 
community by providing conceptual clarity for the concept of augmentation, characterizing the intended 
outcomes of augmentation (i.e., what is augmented), going beyond understanding augmentation solely as 
(human-AI) collaboration. Additionally, our analysis highlights the differences and commonalities that 
exist between the disciplines in their theorizing of augmentation. We argue that this improved 
understanding provides an important basis for interdisciplinary knowledge sharing and to move towards 
multidisciplinary collaboration for augmentation, which can help us to get to a more encompassing 
understanding of how human-centric augmentation can eventually be achieved.  

Introducing augmentation 

The verb to augment is defined as a process of making something greater, more numerous, larger or more 
intense (Merriam Webster1). In the context of IT systems, the term augmentation was coined by computer 
scientist Douglas Engelbart in 1962 in relation to the emergence of the first universal computers. He 
described augmentation as follows: 

By ‘augmenting human intellect’ we mean increasing the capability of a man to approach a complex 
problem situation, to gain comprehension to suit his particular needs, and to derive solutions to 
problems. Increased capability in this respect is taken to mean a mixture of the following: more-rapid 
comprehension, better comprehension, the possibility of gaining a useful degree of comprehension in a 
situation that previously was too complex, speedier solutions, better solutions, and the possibility of 
finding solutions to problems that before seemed insoluble. (Engelbart, 1962, p. 1) 

Since the introduction of augmentation as a concept in 1962, it has been used by scholars in a variety of 
fields and has recently gained renewed popularity with the increased attention to AI (Raisch & Krakowski, 
2020). While scholars in a variety of disciplines (e.g., computer science, economics, philosophy) have used 
augmentation in relation to technology more generally (e.g., Autor, 2015; Bostrom, 2003; Skagestad, 1993), 
information system and management scholars have especially taken an interest in the phenomenon in 
relation to AI. They contrast augmentation most typically to (labor-replacing) automation (Raisch & 
Krakowski, 2020). In this view, automation is focused on replacement of work within its existing 
boundaries at a specific point in time, whereas augmentation enables new opportunities for development 
by “starting with what humans do today and figuring out how that work could be deepened rather than 
diminished by a greater use of machines” (Davenport & Kirby, 2015, p. 60). 

Despite the popular use of the term augmentation, we fail to find a common definition. Augmentation is 
often broadly described as collaboration between humans and AI (Lebovitz et al., 2022). For example: 

 
1 https://www.merriam-

webster.com/dictionary/augment#:~:text=Definition%20of%20augment&text=1%20%3A%20to%20make%20greater%2C%20mor
e,job%20to%20augment%20her%20income  

https://www.merriam-webster.com/dictionary/augment#:~:text=Definition%20of%20augment&text=1%20%3A%20to%20make%20greater%2C%20more,job%20to%20augment%20her%20income
https://www.merriam-webster.com/dictionary/augment#:~:text=Definition%20of%20augment&text=1%20%3A%20to%20make%20greater%2C%20more,job%20to%20augment%20her%20income
https://www.merriam-webster.com/dictionary/augment#:~:text=Definition%20of%20augment&text=1%20%3A%20to%20make%20greater%2C%20more,job%20to%20augment%20her%20income
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“Augmentation means that humans collaborate closely with machines to perform a task” (Raisch & 
Krakowski, 2020, p. 193); “In augmented intelligence methods, machines are taking actions and making 
decisions in collaboration with humans i.e., there is collaborative human-machine decision making” 
(Hassani et al., 2020, p. 143); “Human–ML augmentation, where humans and technology work together to 
perform organizational tasks jointly” (Teodorescu et al., 2021, p. 2). We argue however that this description 
of collaboration does not provide us with a valid definition for AI-enabled augmentation, as it focuses on 
the mechanism through which augmentation can be achieved but not on the intended outcome of 
augmentation, i.e., what is augmented? This question was the starting point of our literature review and 
will be the focus of this paper. 

Method 

The literature selection and analysis for this paper followed an explorative and iterative process (see Figure 
1 for a complete overview of the steps taken). To get an understanding of how augmentation is described in 
the academic literature, we started with a search for articles on EBSCOhost Business Source Complete and 
on Google Scholar by using the terms “augmentation” or “augment” together with “artificial intelligence” or 
“technology” (later on adding “human” as a keyword). After a review of the abstracts of the resulting papers, 
we first selected the publications that explicitly referred to augmentation as well as AI or technology in their 
abstract. We then proceeded to read these papers diagonally and kept the papers that clearly used 
augmentation in their theorizing and provided a distinct description of the augmentation concept. This led 
us to a set of core papers that resided in five different disciplines, i.e., labor economics, computer science, 
philosophy, management and information systems. Using these core papers as our basis, we followed up 
on references and included additional papers, thereby continuously extending the reviewed material, also 
including practitioner-oriented papers, consulting reports, and management books.  

For each of the publications in our database, we then extracted descriptive quotes that attached a meaning 
to the concept of augmentation; for example, “augmentation’s potential to increase productivity, improve 
service quality, and foster innovation” (Raisch & Krakowski, 2020, p. 201). Based on the extracted 
quotations, we analyzed patterns, commonalities and nuances between the descriptions. We noticed that 
the perspective taken on augmentation varied between the different disciplines. We then categorized each 
publication according to the perspective(s) they were taking, e.g., labor augmentation, technology 
augmentation, human enhancement, cognitive extension, mutual symbiosis, hybrid intelligence. While 
there were some cases where a given augmentation perspective was taken in more than one discipline,  our 
analysis showed that each perspective was clearly dominant in one of the five disciplines, and this is where 
we have included it. Some perspectives (even across disciplines) are closely related and appear very similar 
at first sight. However, our detailed analysis of the quotations highlighted the, sometimes slight but very 
important, nuances between those perspectives and justifies how we ended up with the eleven distinct 
augmentation perspectives. 

Based on these emerging augmentation perspectives, we further expanded the literature search by 
searching for the keywords corresponding to those perspectives. For example, for “human enhancement”, 
we used the keywords “super-human” and “post-human”. This led us to include a few publications that do 
not explicitly use the term “augmentation” but that have had an important influence on how one of the 
augmentation perspectives is understood today (e.g., Ashby, 1956; Clark & Chalmers, 1998; Ihde, 1979; 
Licklider, 1960).  

Ultimately, we included 65 publications in the augmentation literature review, including 18 from computer 
science, 12 from information systems, 8 from labor economics, 20 from management and 7 from 
philosophy. From these 65 publications across five disciplines, we identified eleven distinct augmentation 
perspectives, which are described in the following section. 
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Figure 1. Process for literature selection and analysis 
 
While the differentiation between augmentation perspectives already points to the fact that the five 
disciplines refer to the concept of augmentation in a different way, using different theoretical languages, it 
did not yet fully answer our initial question – i.e., What is augmented with AI? To provide answers to this 
question, we proceeded to identify the fine-grained theoretical concepts that were underlying the different 
augmentation perspectives. To do this, we open coded the augmentation quotes to identify the theoretical 
concepts used. After several rounds of refining the codes, we ended up with thirteen underlying concepts of 
what is intended to be augmented, listed in Table 1. If we take again our earlier quote, “augmentation’s 
potential to increase productivity, improve service quality, and foster innovation” (Raisch & Krakowski, 
2020, p. 201); in this example, we deduce that this perspective on augmentation intends to augment 
productivity, business value and innovation. Figure 2 summarizes the three different layers of analysis 
taken in this literature review – Disciplines, Augmentation perspectives and Underlying theoretical 
concepts. 
 

Underlying 
theoretical 
concept 

Description Number of 
publications focusing 
their augmentation 
perspective on this 
concept (whereas most 
publications cover more 
than one concept) 

Business value Augmenting business value refers to being more effective, 
achieving better outcomes, better quality (for the customer, for the 
business…). 

13 
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Cognitive 
capacity 

Augmenting the cognitive capacity refers to enabling a superior 
cognitive processing performance – originating from the human, 
the machine, or a combined system. 

11 

Embodied 
characteristics  

Augmenting embodied characteristics refers to enabling extended 
human embodied senses and action. 

5 

Employment Augmenting employment refers to increasing the (human) labor 
share in the economy or increasing jobs. 

7 

Human mind Augmenting the human mind refers to enabling superior human 
reasoning by using technological tools as an extension. 

4 

Human species Augmenting the human species refers to significantly and lastingly 
enhancing the human condition and abilities beyond their natural 
form, leading eventually to super-humans. 

10 

Informed 
decision-making 

Augmenting informed decision-making refers to generating new 
or improved insights that allow for better informed decisions. 

15 

Innovation Augmenting innovation refers to doing something new: new 
business models, new tasks, new services… 

9 

Learned skills Augmenting learned skills refers to humans increasingly applying 
and strengthening their skills and expertise, as a result of 
technological progress, or of humans learning from technology. 

17 

Problem-solving Augmenting problem-solving refers to enabling society to solve 
complex problems in a new or improved way. 

11 

Productivity  Augmenting productivity (or efficiency) refers to doing the same 
thing faster, or doing the same with less input. 

12 

Task content & 
meaningfulness 

Augmenting task content & meaningfulness refers to changing the 
nature of human tasks, in a positive way, e.g., more abstract 
tasks, more meaningful tasks, new tasks… 

10 

Technology 
performance 

Augmenting technology performance refers to improving the AI's 
performance by having it learn from humans and the environment. 

14 

Table 1. List of the core theoretical concepts underlying augmentation (what is 
augmented) 
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Figure 2. Layers of analysis for the augmentation literature review 

Augmentation literature review 

To answer the question “what is augmented?”, in this section, we unpack the various augmentation 
perspectives and underlying theoretical concepts of the five core disciplines that discuss augmentation – 
i.e., labor economics, computer science, philosophy, information systems and management (see also Table 
2). Below, we dive deeper into each of the disciplines and their respective augmentation narratives. 

Discipline Augmentation 
perspective 

Short description of the perspective What is augmented? 
(underlying 
theoretical 
concepts) 

Labor 
economics 

Labor 
augmentation 

Labor augmentation occurs when AI complements 
(skilled) human labor and expands the demand for 
human labor in non-automated tasks. 

Employment – via: 
productivity, 
innovation, task 
content, learned skills 

Computer 
science 

Technology 
augmentation 

Technology augmentation occurs when AI is created 
as a superior (mostly autonomous) intelligence that 
can solve new complex problems. Humans might be 
kept “in the loop” as a means to enhance the 
technology’s performance. 

Problem-solving, 
technology 
performance 

Human 
enhancement 

Human enhancement occurs when AI (lastingly and 
significantly) enhances the human body and/or 
mind beyond its natural state. 

Human species 

Human- 
machine 
symbiosis 

Human-machine symbiosis occurs when AI and 
humans are combined into a tightly coupled 
cognitive system with superior cognitive and 
problem-solving capacity. 

Cognitive capacity, 
problem-solving 

Philosophy Cognitive 
extension 

Cognitive extension occurs when humans use AI 
tools to (temporarily) outsource their reasoning and 
expand their cognitive capacity. 

Human mind, cognitive 
capacity 
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Bodily extension Bodily extension occurs when humans use AI tools 
to (temporarily) outsource and expand their physical 
and sensory capacity. 

Embodied 
characteristics 

Information 
systems 

Decision 
augmentation 

Decision augmentation occurs when AI augments 
(organizational) information and decision-making 
with new insights. 

Informed decision-
making 

Human-in-the- 
loop computing 
(algorithm 
augmentation) 

Human-in-the-loop computing occurs when AI 
performance and output is improved by humans 
acting as trainers, controllers/sustainers, 
explainers... 

Technology 
performance 

Hybrid 
intelligence 

Hybrid intelligence occurs when AI and humans are 
combined to augment each other / learn from each 
other (in organizational contexts). 

Learned skills, 
technology 
performance 

Management Business 
augmentation 

Business augmentation occurs when AI enables 
organizations to create superior business value, 
efficiency and innovation. 

Business value, 
productivity, 
innovation 

Work practice 
augmentation 

Work practice augmentation occurs when AI enables 
human workers to flourish, expand their expertise 
and take on more meaningful work. 

Task content & 
meaningfulness, 
learned skills, informed 
decision-making 

Table 2. Synthesis of the augmentation literature review per discipline 

Labor economics 

Scholars in the economics discipline, and in particular labor economics, have studied the dynamics between 
technologies and human labor for many decades (e.g., Goldin & Katz, 1998; Keynes, 1930; Simon, 1965). 
Studies in this area are typically interested in the macroeconomic effects of technological progress on 
human labor – i.e., substitution versus complementarity/augmentation – and in the key drivers of these 
effects (e.g., education level, nature of the task, etcetera). When it comes to augmentation, labor economics 
takes the perspective of labor augmentation: the increase in the demand for human labor and employment 
(Acemoglu & Restrepo, 2018b; Autor, 2015; Korinek & Stiglitz, 2021). 

Studies in this field are based on an economic model where economic production output is created using 
different kinds of factors of production, mostly distinguishing between (human) labor inputs and 
(technological) capital inputs (Autor & Dorn, 2013; Autor et al., 2003). As such, technological progress can 
be labor-augmenting or capital-augmenting (Acemoglu & Restrepo, 2019; Korinek & Stiglitz, 2021). Labor-
augmenting technological progress tends to create positive employment prospects for human workers. For 
example, intelligent navigation assistants allow more humans to work as drivers and are therefore 
considered as labor-augmenting (Korinek & Stiglitz, 2021). Capital augmentation, on the contrary, focuses 
on non-human resources in the economic production model, which includes machines, materials, software, 
etcetera. Technological progress can be capital-augmenting by raising the productivity of the technology 
itself (Korinek & Stiglitz, 2021). Capital augmentation allows firms to substitute capital for tasks previously 
performed by labor (Acemoglu & Restrepo, 2018a). For example, while navigation systems are labor-
augmenting, self-driving cars can be considered capital-augmenting technological progress. This does not 
mean, however, that the demand for human labor decreases; it depends on the elasticity of the substitution 
between labor and capital (Acemoglu & Restrepo, 2018c). In fact, labor demand often increases as a result 
of capital augmentation (Acemoglu & Restrepo, 2018b). 

To contrast substitution or displacement by technology, labor economics distinguishes between two 
different (labor) augmentation effects: the productivity effect and the reinstatement effect (Acemoglu & 
Autor, 2012; Acemoglu & Restrepo, 2018a, 2018b, 2019). The productivity effect implies that, by raising the 
productivity (and therewith usually the volume) of the automated tasks, there is also an incentive to increase 
the volume of other related, non-automated (labor-intensive) tasks (Autor, 2015). As such, technologies 
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increase the value and relative employment of the labor performing those non-automated tasks (Bessen, 
2016). While the productivity effect looks at labor share in existing tasks, the reinstatement effect looks at 
how technological progress may also enable the introduction of new tasks that emerge through innovation 
(Acemoglu & Restrepo, 2019). Whereas most technologies have historically been introduced to increase 
productivity (Murray et al., 2020), they can also lead to new product or service innovations (Calvino & 
Virgillito, 2018). The reinstatement effect is thus said to drive labor augmentation by generating new, labor-
intensive, work content as a result of new innovations.  

Labor economists are also interested in determining what type of human labor – i.e., in terms of task 
content and skills – is complemented or augmented by technology (Agrawal et al., 2019), although on a very 
macro level to allow for quantitative analysis. The main theories here are the “Skill-Biased Technological 
Change” (SBTC) and the “Routine-Biased Technological Change” (RBTC) theory. The SBTC theory looks at 
a uni-dimensional and highly simplified notion of skills (corresponding to education level) and argues that 
technological progress complements mostly high-skilled (i.e., high-educated) workers (Acemoglu & Autor, 
2012). The RBTC theory goes beyond this uni-dimensional view of education level towards a multi-
dimensional view of task categorization. It categorizes tasks into routine vs. abstract and manual vs. 
cognitive (analytical or interactive), where some (routine) human tasks are substituted by information 
technology, while other (abstract) tasks are complemented by the same technology (Autor et al., 2003). 

In sum, the labor economics discipline takes one primary perspective on augmentation: the labor 
augmentation perspective, which is primarily focused on augmenting employment. This is further 
unpacked in terms of augmenting productivity, innovation, task content, and skills. 

Computer science 

The computer science discipline also has a distinct interest in augmentation. Augmentation perspectives in 
computer science range from technology-centric, i.e., technology augmentation or human-in-the-loop 
computing (e.g., Ashby, 1956; Holzinger, 2016) to human-centric, i.e., human enhancement (e.g., Bostrom, 
2008; Daily et al., 2017; Raisamo et al., 2019), with many scholars working towards a symbiosis between 
humans and technology (e.g., Gerber et al., 2020; Grigsby, 2018; Licklider, 1960). 

Scholars taking a technology augmentation perspective argue that humans have significant cognitive 
limitations that would be beneficial to overcome. They express a vision of creating superior artificial 
intelligence that is able to autonomously solve societal problems (e.g., Ashby, 1956; Skinner et al., 2014). In 
this perspective, augmentation is targeted at the technology itself, and at the ability to solve complex 
problems. The human is either disregarded or kept “in-the-loop” as a means to enhance the technology’s 
performance. We therefore understand human-in-the-loop computing as a form of technology 
augmentation. This is illustrated by Holzinger (2016, p. 119) who describes human-in-the-loop computing 
as “algorithms that can interact with agents and can optimize their learning behavior through these 
interactions, where the agents can also be human”. Examples of technology-centric augmentations are AGI 
(artificial general intelligence) projects such as DeepMind and OpenAI (Fitzgerald et al., 2020). 

There are also scholars in the computer science community that take a more human-centric approach2, 
aiming to use the potential of technology to create a new species of “humans 2.0” (Raisamo et al., 2019) or 
“posthumans” (Bostrom, 2009), “greatly exceeding the maximum attainable by any current human being 
without recourse to new technological means” (Bostrom, 2008, p. 56). This perspective is most often 
referred to as human enhancement. Scholars taking this perspective consider how technological devices 
(and even medical substances) can be integrated with the human body in order to improve or restore the 
human body and mind (Daily et al., 2017; Raisamo et al., 2019), thereby enhancing human abilities such as 
cognitive, sensory, emotional and physical abilities beyond their natural state (Alicea, 2018; Bavalier et al., 
2019; Bostrom, 2008; Xia & Maes, 2013). Augmentation, in this case, should be significant and usually 
lasting, truly altering the human species, and even aiming as far as immortality (Bostrom, 2003, 2008). 
The technology considered here is mostly invasive, being integrated into the human body (such as chips) or 

 
2 Although it might be questioned if the vision is really human-centric if it goes against what most humans would wish for their 

future: https://www.pewresearch.org/science/2016/07/26/u-s-public-wary-of-biomedical-technologies-to-enhance-human-
abilities/  
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tightly linked with the human body (such as prostheses or augmented reality glasses) (Bavalier et al., 2019; 
Daily et al., 2017; Raisamo et al., 2019). 

Finally, the human-machine symbiosis perspective describes a vision for a complementary (symbiotic) 
relationship between human and artificial intelligence (e.g., Licklider, 1960). Scholars taking a human-
machine symbiosis perspective regard humans and machines as more or less equal partners that are tightly 
coupled into a so-called cognitive unit or system (Gerber et al., 2020). This combined unit is considered as 
a thinking entity in its own right (e.g., “the resulting partnership will think” (Licklider, 1960, p. 4)). The 
primary aim is to optimize this combined system (and not the human or technology individually) to 
augment its cognitive and problem-solving capacity (Gerber et al., 2020; Grigsby, 2018; Licklider, 1960). 
To achieve this symbiotic relationship, the cognitive system needs to be designed in a closed information 
loop where both sides must learn to understand each other and “seamlessly” or even “intuitively” react to 
each other “in real time” (Grigsby, 2018; Licklider, 1960; Skinner et al., 2014). The result is that humans 
and machines become co-dependent over time (Gerber et al., 2020). Human-machine symbiosis remains 
mostly in the realm of the future. Current examples moving in this direction are augmented reality devices 
building on brain-computer interfaces.3 

In sum, the computer science discipline takes three distinct perspectives on augmentation: technology 
augmentation, human enhancement and human-machine symbiosis. The technology augmentation 
perspective focuses on augmenting problem-solving and technology performance, the human 
enhancement perspective on augmenting the human species, and the human-machine symbiosis 
perspective on augmenting cognitive capacity and problem-solving.  

Philosophy 

A third community that engages in perspectives around augmentation resides in the field of philosophy. 
Here, scholars mainly focus on two augmentation perspectives: cognitive extension and bodily extension. 

The cognitive extension thesis was popularized by Clark and Chalmers (1998), who state that artifacts in a 
person’s environment can serve as extensions of their cognitive state beyond the biological organism, thus 
not limiting the mind to what happens inside our brains (Clark & Chalmers, 1998). According to this 
perspective, humans can outsource some cognitive functions to “cognitive extenders” that are external to 
the human body (Hernández-Orallo & Vold, 2019), and thereby reach a superior reasoning and cognitive 
capacity. The emphasis here is that technologies serving as cognitive extenders are considered as tools, to 
be used by humans, and not as autonomous systems or partners of humans (as we have seen in the computer 
science literature) (Hernández-Orallo & Vold, 2019; Skagestad, 1993). Early examples of cognitive 
extenders are pen and paper, as an extension of memory (Clark & Chalmers, 1998), or the abacus as an 
extension for mathematical problem-solving (Farrow, 2017). More recent (technological) extenders are 
personal computers, mobile phones and of course AI-based applications (Hernández-Orallo & Vold, 2019; 
Skagestad, 1993). Cognitive extension is a temporary effect occurring only while using the cognitive 
extender, and that is lost when the tool is not used, thus not leading to a lasting human enhancement.  

Beyond cognitive extension, philosophers also emphasize the role of technological progress in augmenting 
the body, via bodily extension (Besmer, 2015; Hernández-Orallo & Vold, 2019; Ihde, 1979). This includes 
the extension of purely physical functions (e.g., manipulation, strength) but also sensory functions, such as 
visual processing and auditory processing (Besmer, 2015). A common example of bodily extension is the 
blind man’s stick that becomes an extension of his arm or even his vision (Merleau-Ponty, 1945). Another 
example is robotic surgery, where robotic arms, controlled by human surgeons, extend the fine motor skills 
of the surgeon’s arms and hands (Sergeeva et al., 2020). This bodily extension might lead to amplification 
(or augmentation) of some bodily characteristics but also tends to reduce others (Ihde, 1979; Kiran, 2015); 
for example, surgeons might gain in fine motor skills but lose the feeling of touch of the tissue (Sergeeva et 
al., 2020). In the bodily extension perspective, a further difference is made between extension and 
incorporation. Contrary to extension, an incorporation means that the human has integrated the technology 
into their own body schema (Besmer, 2015). If we take again the example of robotic surgery: if surgeons are 
temporarily using robotic arms to perform their surgery, this is considered a bodily extension but not an 
incorporation. The surgeon does not feel body ownership of the robotic arms (De Preester, 2011). If the 
surgeon would however use technological prosthesis attached to his or her body or even integrated in the 

 
3 https://www.frontiersin.org/articles/10.3389/fnhum.2020.00144/full  
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body, which would lead to a renewed body schema or feeling of body ownership, then it could be considered 
as enhancement rather than extension.  

In sum, the philosophy discipline distinguishes between cognitive extension and bodily extension. Whereas 
the cognitive extension perspective focuses on augmenting the human mind and cognitive capacity, the 
bodily extension targets augmenting the embodied characteristics. 

Information systems 

Information systems scholars are in one of the disciplines that engaged more recently with the 
augmentation concept, mainly driven by the increasing interest in AI and its consequences (e.g., 
Dellermann et al., 2019; Rouse & Spohrer, 2018; Teodorescu et al., 2021). From this literature, three 
different augmentation perspectives emerge: decision augmentation, human-in-the-loop computing / 
algorithm augmentation (similar to the perspective in the computer science discipline), and hybrid 
intelligence. 

In the decision augmentation perspective, the primary focus is on augmenting the information that can be 
used for better organizational decision-making (e.g., “humans and algorithms are configured to transform 
data into value-added output” (Grønsund & Aanestad, 2020, p. 3)). AI is able to learn from historic data 
and generate insights that are new or presented in a different way (Wilson & Bataller, 2015). These machine-
generated insights can help organizations improve their understanding of a particular situation (Järvelin & 
Repo, 1981). This perspective is also concerned with how humans use these new insights, integrate them in 
their decisions and create value for the organization (Grønsund & Aanestad, 2020; Lyytinen & Grover, 
2017). This goes beyond individual decision-making, looking at organizational processes and decision 
models (Lyytinen & Grover, 2017). Augmented hiring decisions (Van den Broek et al., 2021) and augmented 
loan decisions (Luong et al., 2019) are common examples of decision augmentation. 

Human-in-the-loop computing is primarily a technology-centric perspective with a particular focus on 
augmenting the performance of machine learning algorithms, also referred to as “augmenting the 
algorithm” (Grønsund & Aanestad, 2020). The main aim in the perspective is the advancement of the 
technology, but not necessarily with the objective of creating completely autonomous systems. The human-
in-the-loop dimension is a central element, where augmentation is specifically distinguished from 
automation by the fact that humans remain involved (e.g., "insights are produced with expert involvement 
(augmentation) or without it (automation)" (Van den Broek et al., 2021, p. 1575)). The key emphasis in this 
perspective (in contrast to the technology augmentation perspective in computer science) is the variety of 
active roles that humans need to take to augment AI, e.g., actively training the learning algorithm, 
sustaining it, supervising and controlling its output, and explaining the results to others (e.g., Teodorescu 
et al., 2021; Wilson & Daugherty, 2018); such tasks are referred to as “augmentation work” (Grønsund & 
Aanestad, 2020).  

On the other hand, the hybrid intelligence perspective defines augmentation as combining the strengths of 
human and artificial intelligence to achieve superior results and to allow both to continuously improve by 
learning from each other (Dellermann et al., 2019). It appears that this is similar to the human-machine 
symbiosis perspective introduced in the computer science section (in the sense that it considers humans 
and technology as real partners). However, the symbiosis perspective looks at the partnership from a 
cognitive standpoint, as a combined cognitive unit, while the hybrid intelligence perspective considers 
human and artificial intelligence more from an organizational standpoint, as distinct team members with 
different roles in the organization – e.g., the AI diagnosing cancer and the radiologist explaining the results 
to the patient (Rouse & Spohrer, 2018). The hybrid intelligence perspective thus focuses primarily on how 
combined human-machine systems enable humans and machines to co-evolve, learn from each other and 
augment each other’s “expertise” (e.g., Dellermann et al., 2019; Rai et al., 2019). In other words, the 
perspective centers around learning loops between human and artificial intelligence, where AI learns from 
humans via interactions and datasets, and humans learn from AI because it generates new insights and 
presents them in a distinct way (e.g., Benbya et al., 2020; Rouse & Spohrer, 2018). An example here would 
be radiologists using a cancer diagnosis tool that learns from the radiologists’ feedback, while at the same 
time the radiologists learn from the output of the tool which helps them become better medical 
professionals (Kim et al., 2021). 
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In sum, the IS discipline focuses on three distinct perspectives: decision augmentation, human-in-the-loop 
computing and hybrid intelligence. Decision augmentation augments informed decision-making, human-
in-the-loop computing focuses on augmenting technology performance, whereas hybrid intelligence 
enables the mutual augmentation of both the artificial intelligence (technology performance) and human 
intelligence (learned skills).  

Management 

With growing management interest in AI, the concept of augmentation has become popular in recent years 
among management scholars, especially in the fields of organization science and (digital) strategy. This 
perspective mainly functions as a contrasting, more positive narrative to the one emphasizing labor-
replacing automation anxiety (Raisch & Krakowski, 2020). In this literature, we are able to see two main 
perspectives emerging: business augmentation and work practice augmentation. 

The business augmentation perspective, driven primarily by strategy scholars, focuses on augmenting 
business value or performance (Allen & Choudhury, 2021). Superior business value can be achieved by 
augmenting the productivity/efficiency or the effectiveness/quality of existing business processes (e.g., 
Raisch & Krakowski, 2020; Ryder, 2017; Sampson, 2020; Wilson & Bataller, 2015). It can also be achieved 
by augmented innovation – for example, of products (e.g., new drug discovery enabled by AI), services (e.g., 
prediction services), business models (e.g., platform models based on smart matching). Both humans and 
AI can be considered as creators of business value, and scholars taking the business augmentation 
perspective typically compare “algorithm-augmented to self-performance” (Allen & Choudhury, 2021, p. 8). 

The work practice augmentation perspective, driven by organization science scholars, focuses on 
augmentation of tasks, skills, and the practice of decision-making in a work context. The perspective is 
human-centric; considering it important to keep humans in a superior position, and technology as tools to 
be used by humans (e.g., Hassani et al., 2020; Von Krogh, 2018). While philosophers focus on the 
individual, mostly independent of his environment, the work practice community looks at the 
organizational context and on human work in practice, while the work is being performed (Waardenburg 
et al., 2021). Scholars (and practitioners) taking this perspective emphasize that technological progress 
should allow humans to take on more meaningful and valuable tasks, as AI may take care of routine work 
(e.g., Davenport & Kirby, 2016; Plastino & Purdy, 2018; Raj & Seamans, 2019), or work that was previously 
not possible and that is newly enabled by AI’s potential (Davenport & Kirby, 2015; Sampson, 2020). They 
also note that augmentation is about human workers building on their unique strengths (complementary 
to AI) and expand their expertise by learning from the insights generated by AI (e.g., Davenport & Kirby, 
2016; Lebovitz et al., 2022; Tschang & Almirall, 2021). In addition, they focus on how human workers can 
engage with the technology, to critically judge its output and integrate it into their own decision-making, 
neither blindly accepting nor blindly refusing it (e.g., Burton et al., 2020; Lebovitz et al., 2022; 
Waardenburg et al., 2022). 

In sum, scholars in the management discipline distinguish between business augmentation and work 
practice augmentation. It appears that the business augmentation perspective focuses on augmenting 
business value (effectiveness), productivity (efficiency) and innovation, while work practice augmentation 
targets the augmentation of task content & meaningfulness, learned skills and informed decision-making.  

Discussion 

To unpack the concept of augmentation and to better understand what AI-driven augmentation will look 
like in practice, we asked: What is augmented with AI? The identification of these distinct categories of 
what is being augmented in the different disciplines has consequences for the popular understanding of 
augmentation as a “collaborative endeavor” (e.g., Akata et al., 2020). More specifically, our insights offer 
contributions to the conceptual understanding of augmentation and what this means for how augmentation 
can be achieved.  

Beyond augmentation as collaboration 

A core insight from our study is that augmentation, as of yet, is still ill-defined, and most often referred to 
as “humans and AI collaborating” (e.g., Hassani et al., 2020; Lebovitz et al., 2022; Raisch & Krakowski, 
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2020; Teodorescu et al., 2021). We argue that, while this collaboration-focused definition describes the 
mechanisms of how augmentation should be achieved, the intended outcome – or what is being augmented 
– is commonly left out. It can be expected that conceptual confusion regarding what actually will be 
augmented, will hinder further attempts to achieve augmentation. To reach greater conceptual clarity 
regarding augmentation, we unpacked the underlying theoretical concepts of AI-based augmentation that 
provide a more fine-grained and nuanced perspective on what is being augmented, ranging from technology 
performance to human skills, from problem-solving to employment, and from productivity to cognitive 
capacity. We emphasize that these underlying concepts allow us to go beyond understanding augmentation 
as collaboration to develop a common explanation per discipline.  

With our analysis, we point out that each discipline has a distinct understanding of augmentation that is 
driven by, for example, the commonly used level of analysis (e.g., labor economics is driven by large-scale 
macro-level research). These differences in meaning given to augmentation in the various disciplines have 
so far remained largely hidden from scholars engaging with this concept. This is problematic since hidden 
differences can lead to confusion when collaboration between disciplines is required or preferred.  

Towards collaboration for augmentation 

While each discipline has their own answer to what is being augmented, in general, they all strive for 
augmentation to benefit humans; be it, for example, by enhancing or extending human abilities through AI, 
by developing autonomous AI capable of solving complex societal (and therefore human) problems, by 
creating economic value and demand for human employment, or by making human work practices more 
meaningful. The overarching focus on the human also means that the perspectives we identified can 
complement each other to arrive at a more encompassing and fine-grained understanding of human-centric 
augmentation, which scholars urgently call for (Raisch & Krakowski, 2020; Teodorescu et al., 2021).  

Such a more holistic theorizing of augmentation requires knowledge sharing between the different 
disciplines. However, existing research on knowledge sharing between fields or communities already 
pointed at the need for a common language – or at least a shared understanding of the core concepts – to 
successfully transfer knowledge from one discipline to the next (e.g., Brown & Duguid, 1998; Carlile, 2004). 
The lack thereof is exactly the issue with augmentation that we point out in this paper. To build a shared 
understanding, our study offers a first step by providing conceptual clarity on augmentation per discipline.  

Beyond sharing knowledge and creating a shared understanding, a point can be made about the need for 
interdisciplinary collaboration on AI-based augmentation. AI as a field is already today considered to 
require multidisciplinary perspectives to harness all the potential that the technology has to offer while at 
the same time preventing adverse effects (e.g., Akata et al., 2020; Bailey & Barley, 2020; Dwivedi et al., 
2019; Kusters et al., 2020). With this paper, we argue that this same need for interdisciplinary collaboration 
applies to research on augmentation. Such collaborations can lead to synergies and mutual benefits between 
the fields (Kusters et al., 2020). To pursue human-centric, AI-based augmentation, organization scholars 
can take inspiration and benefit from the insights of other fields; and the same is true the other way around. 
Pursuing such an objective will require different fields with distinct professional languages to agree on, and 
collectively work towards a shared goal (Bailey & Barley, 2020). With our in-depth analysis of the meaning 
of augmentation across disciplines, we offer the first steps for developing a shared understanding (that can 
lead to shared goals) between these disciplines, thereby providing an important basis for moving towards 
interdisciplinary collaboration for augmentation.  

Limitations and future directions 

It is worth noting several boundary conditions of our study, which also open up opportunities for future 
research. For analytical clarity, which becomes even more important when performing a literature review 
that crosses disciplinary boundaries, we decided to only include papers that specifically referred to, and 
theorized, augmentation (or one of the identified augmentation perspectives). While we are convinced that 
we obtained a thorough understanding of the various perspectives on augmentation residing in each 
discipline, some works might have been left out of the review when the authors used a term other than 
augmentation to describe the same phenomenon. This also re-emphasizes the need for conceptual 
consistency, especially when the concept itself is used in multiple disciplines.  
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Also, our paper shows that scrutinizing different disciplines to understand what is being perceived as 
augmentation will help us to develop a common understanding of what is being augmented. However,  as 
we focused our paper on existing perspectives on augmentation, it emerged that all fields maintain a more 
traditional human-machine dichotomy. While we limited our analysis to the existing works, future research 
could build on the sociomateriality literature (e.g., Cecez-Kecmanovic et al., 2014; Orlikowski & Scott, 
2008; Østerlund et al., 2020) to go beyond the distinction between humans and machines to ask how such 
entanglements or apparatuses are augmented. This question is particularly relevant to IS scholars taking a 
hybrid intelligence perspective, as well as to management scholars taking a work practice augmentation 
perspective.  

In addition, in this study we mainly aimed to unpack the distinct perspectives on augmentation residing in 
the five core disciplines and pointed at the need to learn from each other to move towards interdisciplinary 
collaboration for augmentation. Yet, in this paper we did not unpack how scholars in different disciplines 
can learn from each other, nor how interdisciplinary collaboration for AI-based augmentation happens in 
practice. We encourage future research to unpack the research questions that might emerge, as well as the 
empirical processes that develop when the different disciplines come together to develop a shared 
understanding of AI-based augmentation. 

Finally, while in this study we focused on AI as an umbrella term for multiple emerging technologies, we 
agree with recent works that push for a more nuanced perspective, including the specifics of the technology 
under consideration (e.g., Huysman, 2020; Van den Broek et at., 2021; Waardenburg et al., 2022). As 
research on AI-based augmentation continues to advance, we encourage future research to open up the 
technology by being more specific about, e.g., the algorithms used, and to unpack their potentially different 
consequences for AI-based augmentation. 

Conclusion 

The differences in meaning given to augmentation between the various disciplines working on or with this 
concept have so far remained largely hidden from view, which can be problematic when sharing knowledge. 
This study offers a first step to facilitate knowledge sharing in the further development and implementation 
of AI by providing conceptual clarity on augmentation per discipline. Highlighting commonalities and 
differences between the disciplines of labor economics, computer science, philosophy, information systems, 
and management will allow scholars as well as practitioners to move towards multidisciplinary 
collaboration to advance the research, development, and implementation of AI-based augmentation.  
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