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Abstract

Recently, there has been enormous progress in coreference resolution. These recent devel-

opments were applied to Chinese, English and other languages, with outstanding results.

However, languages with a rich morphology or fewer resources, such as Arabic, have

not received as much attention. In fact, when this PhD work started there was no neural

coreference resolver for Arabic, and we were not aware of any learning-based coreference

resolver for Arabic since [Björkelund and Kuhn, 2014]. In addition, as far as we know,

whereas lots of attention had been devoted to the phemomenon of zero anaphora in lan-

guages such as Chinese or Japanese, no neural model for Arabic zero-pronoun anaphora

had been developed. In this thesis, we report on a series of experiments on Arabic coref-

erence resolution in general and on zero anaphora in particular. We propose a new neural

coreference resolver for Arabic, and we present a series of models for identifying and

resolving Arabic zero pronouns. Our approach for zero-pronoun identification and reso-

lution is applicable to other languages, and was also evaluated on Chinese, with results

surpassing the state of the art at the time. This research also involved producing revised

versions of standard datasets for Arabic coreference.
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Chapter 1

Introduction

1.1 Motivation

Natural language processing (NLP) has achieved great progress in recent years through

the use of neural networks and language models. But despite these many successes, much

of NLP research is still concentrated on English. Arabic, for instance, is the 6th most

spoken language worldwide and ranked 3rd as the most spoken native language (i.e., the

same rank as English) 1, yet the performance on Arabic of NLP models for many tasks

is lower than it is for English [Al-Ayyoub et al., 2018, Dahou et al., 2019, ElSahar and

El-Beltagy, 2015, Nabil et al., 2015]. There are a number of reasons for this. Arabic

is a morphologically rich language, requiring special preprocessing. Also, there are not

as many high-quality labelled datasets for Arabic as there are for English. And crucial

for this dissertation, Arabic is a pro-drop language (i.e., permits subject pronouns to be

dropped in certain syntactic positions) which poses challenges to NLP systems [Farghaly

and Shaalan, 2009, Shaalan et al., 2019]. As a result, while there has been interest and

progress in some areas of Arabic NLP recently (e.g., sentiment analysis [Al-Ayyoub et al.,

2019]), others have made little or no progress at all. One area of research in which not

many advances have been made is coreference resolution.

Coreference resolution is the task of determining in a body of text which mentions

refer to the same real-world entity or concept. Consider the following example:

.ايسآيفتاطحملامهأنمنيصلاربتعيوه.نيصلارازامابوأ

Obama visited China. He considers China one of the main stops in Asia.

1https://www.cia.gov/the-world-factbook/countries/world/#people-and-society
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In the example, we have several mentions that refer to entities. A typical coreference

resolution system would cluster these mentions based on their entity reference. In the

example, we have two clusters. The first refers to BarackObama, the personwho served as

the 44th president of the United States. The second refers to China, the country. Therefore,

the followingmentions Obama andHe are clustered together and the two sameword China

are put in a different cluster.

Coreference resolution is not always straightforward. The task is typically preceded

by preprocessing steps such as tokenization and mention detection. But issues often raise

while tokenizing the text for Arabic. For instance, some mentions may contain affixes and

clitics which require a morphological tokenizer. Also, Arabic is a pro-drop language that

permits dropping subject pronouns which needs to be identified because these dropped

subjects might refer to other mentions; they are known as anaphoric zero-pronoun (AZP).

For instance, the pronoun he in the previous example can be dropped as:

.ايسآيفتاطحملامهأنمنيصلاربتعي*.نيصلارازامابوأ

Obama visited China. * Considers China one of the main stops in Asia.2

The asterisk * shows the gap position of the dropped subject. Arabic native speakers

realize these dropped AZPs and to which mentions they refer to based on the sentence

context. In the example, the verb ربتعي encodes information about the gender and number

of the subject which is a masculine and singular mention, i.e Obama.

Many coreference resolution methods do not cover AZPs, because they do not have

a surface realization and they do not occur in English. However, this is a limitation for

multilingual applications, because they are common in pro-drop languages [Chen and Ng,

2016]. One of the main goals of this thesis is to study what are the requirements and chal-

lenges for building a complete coreference resolution framework that can resolve AZPs

and non-AZPs together.

Due to the importance of the task, many initiatives have been concerned with creating

coreference datasets, such as OntoNotes [Weischedel et al., 2011] and ACE [Doddington

et al., 2004]. These datasets have been used for shared tasks such as CoNLL 2011 and 2012

[Pradhan et al., 2012] and CODI-CRAC-2021 [Khosla et al., 2021]. The CoNLL-2012

shared task on coreference created a standardized version of a portion of the OntoNotes

corpus [Weischedel et al., 2011] for coreference resolution. This shared task covered three

languages: English, Chinese and Arabic. Some CoNLL-2012 participants also considered

Arabic when they evaluated their systems. However, their models reported lower results

for Arabic compared with the other two languages. We intend to explore and investi-

gate why Arabic coreference resolution has not achieved competitive results compared to

2The English sentence is grammatically incorrect, but only to show the equivalence translation of the

Arabic sentence.
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Chinese and English in CoNLL-2012, and how to overcome its problems.

In this thesis, we experiment on the modern standard Arabic (MSA) since it is stan-

dardized and has a few available datasets. Identifying and overcoming these challenges in

MSAcoreference resolutionmay providemultiple benefits, including providing a blueprint

for other morphologically rich languages, especially Semitic languages. For example,

modern Hebrew (MH) is a Semitic language and shares many linguistic proprieties with

Arabic (e.g. has a rich morphology and permits AZPs) [Kamir et al., 2002]. However, MH

does not have as many resources as MSA. As far as we know, there has been no research

study on MH coreference resolution and its AZPs. Arabic dialects suffer from the same

challenges. Arabic dialects are based on MSA and have not been investigated. Semitic

languages and Arabic dialects might benefit from our proposals and discussions.

1.2 Research Questions

The goal of this PhD is to study Arabic coreference resolution, which raises several re-

search questions:

RQ1: Is end-to-end coreference resolution feasible with the corpora of more limited

size that we have for Arabic?

The question is the main motivation of the thesis. There has been various attempts to

tackle Arabic coreference resolution. For instance, some CoNLL-2012 participants also

tried Arabic together with the two other languages (i.e. Chinese and English). But these

participants reported low results for Arabic. The main obstacle was the limited size of the

Arabic corpus, which is only 1/3 in size of the Chinese and English versions. Another

problem was the features used in these systems. Participants engineered features mainly

for Chinese or English, not for Arabic. But Arabic, Chinese and English belong to dif-

ferent families and are very different languages, especially regarding their morphological

complexity3. Even though the three languages share some characteristics, many features

are only applicable to one language. Arabic is a Semitic and morphologically rich lan-

guage which needs a system to tackle its morphological and linguistic proprieties; in fact,

Arabic is considered as one of the most difficult languages for parsing [Tsarfaty et al.,

2010]. Recent language models and end-to-end systems have addressed these issues to

some extent. BERT, for example, learns surface, semantic and syntactic features with-

out relying on expert feature designers [Jawahar et al., 2019]. End-to-end systems do not

require specialized parsers and named entity extractors for a language. But although end-

to-end systems have been shown to perform very well for NLP tasks, they are difficult to

train without large size corpora. The ability for a coreference model to perform well with-

out any hand-coded features and on a limited size corpus would thus be very appealing for

3Arabic has a complex morphology, English and Chinese have simpler morphology [Pradhan et al.,

2012].
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Arabic coreference resolution. The aim of this thesis is to explore the problem of training

recent end-to-end models on Arabic. As far as we know, there was no neural resolver

for Arabic prior to this work. In Chapter 3, we show our results and insights using the

recent neural models with various settings. We also show the current limitations and how

to tackle them.

RQ2: Can neural network models learn how to identify and resolve Arabic Anaphoric

zero-pronouns (AZPs)? And do language models encode AZP information in their layers?

AZPs are common in pro-drop languages; however, they have not been always con-

sidered in previous coreference resolution proposals, for three reasons. First, the target

language of most neural coreference models is English [White, 1985], which is not a pro-

drop language. Second, AZPs are null arguments and the focus in coreference is usually on

realized arguments [Lee et al., 2005]. Third, papers such as [Iida et al., 2015] have shown

that treating the resolution of AZPs and realized mentions separately is beneficial. Two

subtasks of AZP resolution have emerged in the literature: AZP identification and AZP

resolution. The two tasks have been investigated for languages such as Chinese, Japanese

and Spanish. However, there has been no research on these tasks for Arabic. We report

our results for AZP identification in Chapter 4 and for AZP resolution in Chapter 5. We

propose methods and evaluate on the Arabic portion of OntoNotes. However, the number

of annotated Arabic AZPs in OntoNotes is small and from a single domain, newspaper

texts. To see the efficiency of our proposed methods and if they can be generalized, we

extend our models and evaluate on Chinese AZPs (the Chinese portion has a larger num-

ber of AZPs and covers different domains). In addition, we study the effects of AZPs on

language models, an interesting area of study and related to the new field of ‘BERTol-

ogy’4. Language models learn linguistic features by masking words in the pre-training

phase. However, AZPs do not have any surface realization (they are null arguments) so

it is not possible to mask them. We provide evidence that information about AZPs is en-

coded within their context and language models learn of their existence implicitly. In fact,

these encoded features can be used in neural network to identify AZPs and resolve them

to their true antecedents. We discuss the current challenges for identifying and resolving

Arabic AZPs and how can we possibly improve the tasks.

RQ3: Can we automatically generate data for AZPs without expert annotators?

One of the main obstacles for Arabic coreference resolution is the size of the avail-

able datasets, especially for some mention types. There have been various datasets for

pronominal anaphora, such as QurAna [Sharaf and Atwell, 2012], AnATAr [Hammami

et al., 2009] and others [Seddik et al., 2015]; however, there has been little annotation of

AZPs. As far as we know, OntoNotes [Weischedel et al., 2011] is the only publicly avail-

able dataset that includes Arabic AZPs, but their total number is small. While it is possible

to annotate AZP samples manually, creating really large datasets for this task would be

4A term refers to the study of language-model components.
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expensive and time-consuming. Being able to do this annotation automatically would be

much cheaper and faster.

Chapter 6 discusses data augmentation methods we developed to find and generate

AZP samples from open text and identify their true antecedents automatically. We show

that the automatically generated data improves the results on the AZP identification and

resolution tasks. We also discuss how to generalize the augmented dataset to work for

pronominal anaphora and coreference resolution.

RQ4: (Realized) Mentions and AZPs are different in nature: mentions have surface

realizations while AZPs not (i.e. they are null arguments). Is it possible to cluster these

two types of anaphoric expressions in one learning framework?

In RQ2, we saw three reasons why AZPs have not been handled by existing corefer-

ence resolution systems. Therefore, mentions and AZPs have been handled by different

models, not jointly. Recently, however, it has been shown that it is possible to resolve

them together [Chen et al., 2021b]. Recent language models have made it possible to

learn both anaphors together because they can provide embeddings for gaps, in addition

to words and characters. In fact, we will see in Chapters 4 and 5 that BERT encodes infor-

mation about AZPs within its layers. But only a few joint models of this type have been

proposed, and only for Chinese. In Chapter 7, we apply one of these proposals to Arabic

and we also propose two methods to learn clustering mentions and AZPs together. Our

method surpasses the existing methods when we cluster the two types.

1.3 Contributions

Our contributions are in the area of Arabic coreference resolution and its applications and

include: a neural coreference resolver, models for AZP identification and AZP resolution,

data augmentation methods for AZPs, and two coreference resolution frameworks that

resolve AZPs and non-AZPs jointly.

A neural coreference resolver: starting from the neural coreference architecture of

[Lee et al., 2018], we adapt it to Arabic using AraBERT [Antoun et al., 2020], a separate

mention detector, an annealing algorithm and pre-processing techniques. We evaluate

on OntoNotes and apply various ablation settings. We analyse the errors and show the

existing limitations. In addition, we suggest different ways to progress in the area. This

is the first neural resolver for Arabic on a limited corpus size and achieves state-of-the-art

results.

Anaphoric zero pronoun detector and resolver: there has been no research on de-

veloping neural models for Arabic anaphoric zero-pronouns (AZPs) and its two sub-tasks:

AZP identification and resolution. We propose multilingual methods for the two tasks and

evaluate them onArabic and Chinese. As far as we know, we are the first to develop neural
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models for AZP resolution for Arabic, and our results surpass the state-of-the-art systems

on Chinese as well.

Automatic methods to generate anaphoric zero pronoun samples: limited corpus

data are available for Arabic coreference, and even more so for anaphoric zero pronouns.

We show five methods for generating AZP samples automatically using Wikipedia ar-

ticles. We also suggest a simple yet effective way to find AZP true antecedents. The

collected data has improved AZP two tasks.

Models for resolving zero and non-zero anaphors jointly: most existing proposals

focus on either zero or non-zero mentions. There have been very few proposals that have

considered both, and these were only evaluated on Chinese. We review their approaches

and apply one of them on Arabic. In addition, we suggest two methods for learning the

two mentions types together: a joint-learning and a pipeline. Our joint-learning approach

achieves higher results than the pipeline and the baseline when considering AZP and non-

AZPs.

1.4 Publications

• AbdulrahmanAloraini andMassimo Poesio. Cross-lingual zero pronoun resolution.

InProceedings of The 12th Language Resources and Evaluation Conference, 2020b

• Abdulrahman Aloraini and Massimo Poesio. Anaphoric zero pronoun identifica-

tion: A multilingual approach. In Proceedings of the Third Workshop on Computa-

tional Models of Reference, Anaphora and Coreference, 2020a

• Abdulrahman Aloraini, Juntao Yu, and Massimo Poesio. Neural coreference reso-

lution for arabic. Proceedings of the Third Workshop on Computational Models of

Reference, Anaphora and Coreference, 2020

• AbdulrahmanAloraini andMassimo Poesio. Data augmentationmethods for anaphoric

zero pronouns. Proceedings of the Fourth Workshop on Computational Models of

Reference, Anaphora and Coreference, 2021

• Abdulrahman Aloraini, Sameer Pradhan, and Massimo Poesio. Joint coreference

resolution for zeros and non-zeros in arabic. In Proceedings of the Seventh Arabic

Natural Language Processing Workshop, 2022

• Wateen Aliady, Abdulrahman Aloraini, Chris Madge, Juntao Yu, Richard Bartle,

and Massimo Poesio. Coreference annotation of an arabic corpus using a virtual

world game. In Proceedings of the Seventh Arabic Natural Language Processing

Workshop, 2022
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Chapter 2

Background

In this Chapter, we provide essential background on Natural Language Processing (NLP),

including some sub-tasks key to coreference such as tokenization, mention detection, and

language models in Section 2.1. We overview Arabic and its morphology in Section 2.2

and Arabic NLP in Section 2.3. We define the following tasks: coreference resolution,

anaphoric zero pronoun (AZP) identification and AZP resolution, and their related works

in Sections 2.4 and 2.5 respectively. We discuss the existing datasets relevant to the study

and show which ones we employ in Section 2.6.

2.1 Natural Language Processing

NLP involves a series of interpretive steps, which depends to some extent on the task.

Coreference resolution typically involves the following three steps:

Tokenization →Mention Detection →Coreference Resolution

Tokenization divides text into tokens which then can be passed to a mention detector

where entities are identified. Coreference resolution finds mentions that belong to the

same entity and cluster them together. There can be other steps between these three, such

as, Part-of-Speech tagging which can be useful for some mentions (e.g., anaphoric zero

pronouns). Each step has its own obstacles and tackling them is essential to achieve high

quality results.
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2.1.1 Tokenization

Tokenization is the process of segmenting text into sentences and words. It is the initial

step in NLP tasks. English, for example, is usually segmented by spaces for words and

full stops for sentences (if there are multiple sentences):

Input: Queen Mary University is situated in London.

Output: [Queen] [Mary] [University] [is] [situated] [in] [London] [.]

English is considered one of the most straightforward languages for tokenization.

However, English tokenization still faces many issues. Examples of these issues are seg-

menting abbreviated words (e.g., Mr.) and contracted words (e.g., it’s).

Tokenization is challenging for languages that do not use spaces for word boundaries

and for non-Latin alphabet languages. Tokenization can be more challenging for morpho-

logically rich languages (e.g., Arabic and Hebrew) because they express multiple levels

of information already at the word level (i.e., that also known as morphemes). These mor-

phemes should be segmented independently for analysis to understand their rule in the

sentence [Guo, 1997]. In Arabic NLP section, we will discuss how to tokenize Arabic

text properly.

2.1.2 Mention Detection

Mention detection is the task of identifying entities in text. The mention detector recog-

nizes mentions of entities in texts, whether consisting of a single token or multiple tokens.

Consider the following example:

Input: Queen Mary University is situated in London.

Output: [Queen Mary University] [London]

Mention detection is an important step formanyNLP tasks besides coreference resolution–

including, e.g., named entity recognition and relation extraction [Yu et al., 2020]. In the

past, rule-based methods were prevalent for mention detection for coreference. The Stan-

ford mention detector [Lee et al., 2013] was used in many coreference resolution systems

until the emerge of end-to-endmodels. The Stanfordmention detector uses various heuris-

tic rules to identify mentions using string match, pronoun match, and other information

as shown in Figure 2.1. Many participants in CoNLL-2012 applied the Stanford mention

detection for Arabic; however, string match sieve was the only one suitable. After the

release of the end-to-end coreference resolution system of [Lee et al., 2017], coreference

resolution proposals have started learning how to detect mention spans while learning their

coreference clusters.
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Figure 2.1: Stanford rule-based mention detector [Lee et al., 2013]

Recently, Yu et al. [2020] investigated neural mention detectors on coreference res-

olution and named entity recognition tasks. They compared three settings of mention

detectors. The first is a modified version of Lee et al.’s [2018] system. The second is a

bi-directional LSTM with a biaffine attention of Dozat and Manning [2017]. The third

uses BERT representations into a feed-forward neural network to detect mentions. They

have also shown that separating the mention detection and coreference resolution is ben-

eficial. In Chapter 3, we will show these three settings on Arabic text and also training a

separately mention detector is actually better than training it jointly with the coreference

resolution.

2.1.3 Language Models

Early language models learned word vector representations by capturing the distributed

syntactic and semantic properties, such as, Word2vec [Mikolov et al., 2013], GloVe [Pen-

nington et al., 2014], and FastText [Bojanowski et al., 2016]. However, these models

suffered many problems. One serious limitation is how these models fail to learn word

meanings based on the context. Consider the following two sentences:

I play football everyday.

The play is based on a real-life event.

The word ”play” has two completely different meanings. In the first sentence, it means

to act while in the second means a literary performance on the stage. Early models would

assign a single fixed representation for such cases. Another limitation of these early mod-

els is that they fail to represent untrained words (i.e., words that were not part of the pre-

training and also known as unknownwords). Recent pre-trained languagemodels have led

to great advances in NLP understanding, achieved state-of-the-art performances in vari-

ous NLP tasks and addressed previous limitations in early word embedding systems [Qiu
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et al., 2020]. For example, ELMo [Peters et al., 2018] proposed generating deep contextu-

alized representations based on the context. ELMo succeeded in representing words with

respect to context and semantic for general-purpose tasks; however, ELMo is used as an

additional feature and cannot be fine-tuned to a specific task [Devlin et al., 2018]. In addi-

tion, ELMo was initially pretrained solely on English which delayed NLP advancements

for many languages, including Arabic.

An alternative approach is applying languagemodels by fine-tuning them for a specific

task using a small number of examples and this has resulted in remarkable improvements

[Radford et al., 2018]. This approach pre-trains a large corpus to learn word vectors gener-

ally and language model’s parameters are optimized for a target task. However, to learn a

good quality of general representations, language models require large datasets from vari-

ous domains to learn word representations before they applied to a specific task. Also, this

requires expensive computational resources and utilizes parallelization of training which

is an important factor when working with large amounts of data. Transformers [Vaswani

et al., 2017] remedy this gap and allows for shorter training time and for concurrent re-

source processing. BERT [Devlin et al., 2018] is a recent language model that exploits

the advantage of Transformers and stacks multiple ones to learn a general-purpose repre-

sentations for words. BERT also provides a trivial approach for fine-tuning and this has

enabled massive advances to many NLP tasks, Figure 2.2 shows how BERT is applied to

other tasks.

Figure 2.2: BERT is pretrained generally then applied to specific-tasks [Devlin et al.,

2018].

There are two versions of BERT: BERT-base and BERT-large. The difference be-

tween these versions is the number of stacked Transformers and hidden units. It has been

shown that larger language models tend to learn better quality words representations [Ten-

ney et al., 2019]. BERT was initially pretrained for English in one model, and for multiple

languages in another model (Multilingual). In the next section, we look in details how

BERT works.
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BERT

BERT is a language representation model consisting of multiple stacked Transformers

[Vaswani et al., 2017]. BERT was pretrained on a large amount of unlabeled text, and

produces distributional vectors for words and contexts. BERT uses two objectives to

learn word and context representations: masked-language modeling (MLM), and next

sentence prediction (NSP). BERT is pre-trained by feeding two sentences which are sep-

arated by [SEP] tag. In MLM objective, BERT masks a few words in the input with the

tag [MASK]1. In NSP, BERT predicts whether the two sentences of input are consecutive

or not.

BERT has two modes of adaptation: feature extraction and fine-tuning. Feature ex-

traction (also called feature-based) is when BERT representations are used as they were

originally pretrained, without any further training, same way as ELMo. Fine-tuning is

the process of slightly adjusting BERT’s parameters for a target task. Feature extraction

is computationally cheaper and might be more suitable for some NLP tasks. BERT was

pre-trained on different settings, we usedMultilingual BERT-base and AraBERT [Antoun

et al., 2020] for Arabic coreference resolution, Anaphoric Zero-Pronoun identification and

resolution tasks. Also for automatically creating AZP samples.

Mutlilingual BERT has been trained on English and also on other languages. How-

ever, it has been shown that pretraining BERT for a single language tend to have better

results on NLP tasks. When pretraining multiple languages together, models learn little

data representation because of the small language specific vocabulary. The process of

training multiple languages can be beneficial for languages that share similar structure

and vocabulary [Conneau et al., 2019]. This is not the case for Arabic. Arabic is a Semitic

language and differ in morphological and syntactic structure, also letters with other lan-

guages, including Latin-based languages. There are other languages Semitic languages

that belong to the same language family as Arabic, but they use different script system

(e.g, Aramaic). Therefore, the existence of a language model pre-rained specifically for

Arabic is essential to advance in the area, as shown in AraBERT experiments. We will

talk about Arabic and its proprieties in the next section and explain the differences and

difficulties in comparison with other languages, especially, English.

2.2 Arabic

Arabic is widely spoken in the Middle East and certain parts of Africa–21 countries–and

the total number of its speakers is approximately 420 million. It is also one of the six

official languages of the United Nations. Arabic alphabet contains 28 letters, but can

be extended to 90 considering all different shapes and attached vowels [Tayli and Al-

1Devlin et al. [2018] used a 15% probability of masking each token.
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Salamah, 1990]. Arabic can refer to any of these three [Elmahdy et al., 2009]:

• Classical (Quranic) Arabic: the oldest Arabic version and used mainly in reading

or reciting religious texts.

• Modern StandardArabic (MSA): derived from the classical Arabic and differs slightly

in grammar, vocabulary and pronunciation. MSA is the current standard version of

Arabic and used in formal writing and speeches.

• Dialectal (colloquial) Arabic: the natural spoken language in day-to-day activities.

There are many dialects, one possible categorization is in Figure 2.3. Dialects differ

in their grammar structure, vocabulary and some are influenced by other languages,

such as, the influence of French and Amazigh on Algerian and Moroccan dialects

[Harrat et al., 2018]. Some dialects share many similarities with MSA and some

are very different. Dialects are not standardized. Therefore, the dialects are usually

harder to work on for NLP tasks and annotations [Zaidan andCallison-Burch, 2014].

Figure 2.3: [Habash, 2010] classifies Arabic into 6 groups: Gulf, Iraqi, Levantine, Egyp-

tian, Maghrebi, and other.

Understanding Arabic morphology is essential in Arabic NLP. Morphology is the

study of words and how they are structured [Ritchey, 1998]. Morphological basic unit

is morpheme, which is the smallest component that has a meaning in a language. For

example, the English word ”prehistoric” contains two morphemes: ”pre” and ”historic”.

Arabic is a morphological rich language that involves both orthography and syntax [Al-

thobaiti et al., 2014b]. There are three basic types of morphemes that form words:

• Stem: the core part of a word [Payne, 2006]. For example, the words ,سردم,ةسردم

ةسارد,سراد mean teacher, school, research study and scholar respectively. They

all share one stem ( سرد , to study).
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• Affixes: there are three types: prefixes, suffixes, and circumfixes. Prefixes appear

before the stem, suffixes after the stem, and circumfixes enclose the stem. Multiple

affixes can be within a word. For example, نوسردي means ”they study” and it con-

tains one circumfix. بهذي and اوبهذ are two examples of a prefix and suffix and

they mean ”he goes” and ”they went” respectively.

• Clitics: clitics are morphemes that can be linked with a stem or affixes. There

are two types: proclitics and enclitics. Proclitic morphemes appear at the begin-

ning of words. Enclitic morphemes appear at the end of words. For example,

اهنوسرديسو means ”and they will study it” and it has one proclitic and one enclitic.

The difference between affixes and clitics is that clitics are considered grammatically

independent. For example, the ending مهـ in the word مهـترايس is a clitic and it means

their, a possessive pronoun. The ending تـ in تـلاق is an affix inflection for a singular

female which means said.

English nouns can be inflected for number and some nouns are specific for a gender

(e.g., actor and actress). Arabic is more general where every noun can encode more details

about gender, number and grammatical case as the following:

• Gender: nouns can be masculine or feminine, no neural option. For example, the

word ( بلاط , male student) and the word ( ةبلاط , female student).

• Number: nouns can be singular, dual, or plural. For example, the word ( بلاط , stu-

dent), ( نابلاط , two students), and ( بالط , students). There are two types of plurals:

sound plural and broken plural. Sound plurals are formed by adding suffixes to sin-

gular nouns. For example, تاملعم , تابلاط both have the suffix تا which indicates

a sound plural for feminine nouns. The words نوملعم , نوسردم end with the suf-

fix نو a sound plural for masculine nouns. Broken plural is irregular and common

(e.g., بولق / hearts and باوبأ / doors ) .

• Grammatical cases: can be nominative, genitive, or accusative. A noun is nom-

inative when it is the subject, genitive when it is the object of a preposition, and

accusative when it is the object of a verb. Small markings are attached at the end

of the noun to show its grammatical case. For example, ( ُةسردم , ِةسردم , َةسردم )

are nominative, genitive, and accusative respectively. They all mean ”school”, but

have different pronunciation and markings at the end.

Arabic verbs can be conjugated from either trilateral or quadrilateral roots (e.g. بتك

and لزلزت ). Verbs are capable of carrying various information due to their richness in

form and meaning which are [Shaalan et al., 2015]:
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• Person: Verbs can be in the first person ( تأرقانأ , I read), second ( أرقتتنأ , you

read), or third person ( أرقيوه , he reads).

• Gender: Verbs can tell about the subject’s gender whether it is masculine ( لكأوه

, he ate) or feminine ( تلكأيه , she ate).

• Number: Verbs can be in singular, dual or plural. For example, the singular form

of the verb (to go, بهذ ) is ( بهذيوه , he goes), the dual is ( ابهذيامه , they go

), and the plural is ( اوبهذيمه , they go).

• Tense: Verbs can encode the tense whether it is in the past, present or future. For

example the verb (to go, بهذ ) in the singular first person become ( تبهذانأ ,

I went) in the past tense, in the present tense ( بهذاانأ , I go), and in the future

tense ( بهذأسانأ , I will go).

• Voice: Just like English, Arabic has two voices: active and passive. Diacritics are

used to show which voice is used. An example of active voice is ( ةكيكـلاتلكأَيه

, she ate the cake) and of passive voice is ( تلكأُةكيكـلا , the cake was eaten).

• Mood: There are four moods for Arabic verbs: indicative, subjunctive, jussive, and

energetic. Diacritical marks are placed on verbs to state which mood of the four is

used.

Because of these verbal inflections, verbs can drop subjects (i.e. null arguments) and some

of these arguments are anaphoric [Altamimi, 2015]. Another aspect of Arabic is its lexicon

size. Its lexicon size is huge 1.76 times the size of English lexicon. The main reason is the

heavy usage of clitics and affixes within Arabic words. It has been shown that the total

number of unique words is about 2.2 million words in a 600 million word corpus while

English was about 1.26 million [Alotaiby et al., 2009].

2.3 Natural Language Processing for Arabic

2.3.1 Arabic Preprocessing

Training on Arabic texts that are not preprocessed properly can suffer from sparsity (i.e.,

various forms for the sameword) and ambiguity (i.e., same form corresponding tomultiple

words). There are two reasons for these problems. First, certain letters can have different

forms, such as the letter “alif”. The letter has various forms as shown in the following

table:
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Alif variation Name Example

ا alif ةأرما / woman

أ alif with hamza دسأ / Lion

إ alif with hamza below ةربإ / Needle

آ alif with maddah ةيآ / Verse

Table 2.1: Various forms of the letter ”alif” with examples.

Many Arabic speakers use correctly and incorrectly the letter ”alif”. Alkhatib et al.

[2020] have shown that spelling error of ”alif” is prevalent in Arabic. For example, writ-

ing theword ”Lion” دسأ can bemisspelled andwritten as دسا . Even though themisspelled

word can be common and understood by native speakers, the language model would as-

sign two different representations. One for the actual correct word and another for the

misspelled one. These errors can increase sparsity and can create noise in the learning

process [Singla et al., 2014]. The second problem is the placement of diacritics on words

which are assumed to be undiacritized [Habash and Sadat, 2006]. In formal media such

as religious books, words have diacritics for every letter. However informally, Arabic

speakers usually write without diacritics which makes Arabic text highly ambiguous [At-

tia, 2008]. Arabic has five diacritics which are:

Diacritic Name Example

ُـ Dammah فحصُ / newspaper

َـ Fathah ةريزَج / Island

ِـ Kasrah حاتفِم / Key

ـْ Skoon ةسردْم / School

ـّ Shaddah مّلعم / Teacher

Table 2.2: All Arabic diacritics with some examples.

Diacritics are important and battle ambiguity in some words that have same letters

but different diacritics (e.g., دَّجلا / ”grandfather” and دِّجلا / ”seriousness” )2. However,

using diacritics can increase the lexical size dramatically. Some diacritics can also be used

together or doubled (Tanween) for special grammatical cases. Removing diacritic marks

2more of these words at https://www.alriyadh.com/1832139
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is beneficial to Arabic NLP because it decreases lexical sparsity and ambiguity [Habash

and Sadat, 2006].

Therefore, we follow the steps proposed in [Althobaiti et al., 2014a] to pre-process the

data. These steps include:

• Normalizing the various forms of the letter ”alif” ( إ,أ,آ ) to the letter .”ا”

• Removing all diacritic marks.

We show an example of an original and pre-processed sentence from OntoNotes 5.0

in Table 2.3. Pre-processing the data increases the overall performance of coreference

system with 7 percentage points more, as we will see in the coreference resolution exper-

iments, Chapter 3. We also pre-process the Arabic texts for the AZP identification, AZP

resolution, and other models, in Chapters 4, 5, 6, and 7.

Original text ِةيِبَدأَلاِةيِدقَْنلاتِالاقَملاتِائِمتَبَتكَكَِلذىلإِ

pre-processed text ةيبدالاةيدقنلاتالاقملاتائمتبتككلذىلا

Table 2.3: An example on how we pre-process Arabic text. The letter ”alif” is normalized

and all diacritic marks are removed.

2.3.2 Arabic Tokenization

Arabic text tokenization is challenging because of its complex morphology. If we try to

tokenize Arabic texts as we tokenize English, we would fail to detect crucial parts. Con-

sider for example the sentence:

Input: .اهيلإهوبأهذخأ.ةسردملاىلإدمحأبهذ

Output: ].[]اهيلإ[]هوبأ[]هذخأ[].[]ةسردملا[]ىلإ[]دمحأ[]بهذ[

Translation: [Ahmed] [went] [to] [school] [.] [His-father] [took-him] [to-it] [.]

Some Arabic morphemes are concatenated together in one word, and we represent

such cases using dash (-) in the English translation. If we follow the same approach for

English words (tokenizing based on spaces and dots) to segment Arabic text, the tokenizer

fails to segment the morphemes, such as, the possessive pronoun ( ه /his) and object pro-

noun ( اهـ /it). These morphemes should be identified individually when we employ the

mention detection and coreference resolution. An inefficient tokenizer can negatively im-

pact the results of any Arabic NLP task. Therefore, a better tokenizer would segment the

previous example as the following:

Input: .اهيلإهوبأهذخأ.ةسردملاىلإدمحأبهذ
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Output: ].[]اه[]يلإ[]هوبأ[]ه[]ذخأ[].[]ةسردملا[]ىلإ[]دمحأ[]بهذ[

Translation: [Ahmed] [went] [to] [school] [.] [father] [his]3 [took] [him] [to] [it].

There has been various proposals for Arabic text segmentation. Farasa [Abdelali et al.,

2016] and Madamira [Pasha et al., 2014] are morphological tokenizers made specifically

for Arabic. They were trained in a corpus segmented based on morphemes. Byte-Pair

Encoding (BPE) [Bostrom and Durrett, 2020], WordPiece [Wu et al., 2016] and Senten-

cePiece [Kudo and Richardson, 2018] are subword tokenizers that can detect morphemes

occasionally, but they might violate morpheme boundaries and produce misleading seg-

mentations. For pre-training language models, morpheme-based and subword tokenizers

relatively share similar performance in many NLP tasks [Abdul-Mageed et al., 2021, An-

toun et al., 2020]. It has been shown that Arabic tokenizers have high impact on mention

detection and a good quality tokenizer based on morphemes surpasses other types for

coreference resolution [Zitouni et al., 2005]. In our experiments, we use SentencePiece

and Madamira [Obeid et al., 2020] tokenizers. We applied SentencePiece in our experi-

ments in Chapters 3, 4, 5 and 7. We used Madamira tokenizer in Chapter 6 to tokenize

Wikipedia sentences.

2.3.3 Arabic Mention Detection

Mention detection for Arabic can be challenging. Because of Arabic complex morphol-

ogy, some Arabic mentions can be attached to other words (e.g., clitics). Consider the

following example:

Input: .اهيلإهوبأهذخأ.ةسردملاىلإدمحأبهذ

Output: ]اه[]ه[]ه[]ةسردملا[]دمحأ[

Translation: [Ahmed] [school] [his] [him] [it]

The first pronoun ,ه) his) and the second pronoun ( اه , it) are attached as clitics to

other words ( وبأ , father) and ( ـيلإ , to); however, the pronouns should be recognized in-

dependently. Detected mentions depend highly on how the words are segmented. There

has been very few studies dedicated for Arabic mention detection. Benajiba and Zitouni

[2010] studied four types of mention detection. First, character-level segmentation where

they segmented each letter as a token. Second, morphological-level which is tokeniz-

ing words based on their morphemes. Arabic TreeBank (ATB) segmentation is the third

type where they segmented words based on their affixes. Fourth, punctuation-level where

words were segmented based on the punctuation marks. They found that morphological-

3Arabic possessive pronoun appears at the end of its possessor word, in the example ’father’.
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level and ATB tokenizers to provide the best representations for mentions in many cases,

and themorphological-level outperformsATB segmentation inmanyNLP tasks generally.

Habash and Sadat [2006] also tried several segmentation methods and the effect of men-

tion detection on machine translation. They found Arabic Tree Bank(ATB) segmentation

detected many mentions correctly and gave better results than other methods. Benajiba

et al. [2008] applied ATB segmentation to detect mention and evaluated on named-entity-

recognition task, and reported great results. Recently, Yu et al. [2020] have proposed sev-

eral neural mention detectors and showed their ability to detect English mentions, achiev-

ing state-of-the-art results. Therefore, we decided to experiment their models on Arabic.

In Chapter 3, we show that their systems also detect accurately many Arabic mentions and

improves the coreference resolution results.

2.3.4 Arabic Language Models

Unlike English, there have been a few studies devoted to Arabic language models. There

might be two reasons. First, Arabic texts require many pre-processing steps and require

solid background knowledge of the language. Second, the number of existing clean datasets

are still small, most existing texts are from social network and they are extremely noisy.

The earliest language model that addresses these two issues is AraVec [Soliman et al.,

2017]. AraVec is a word2vec-based model that was pre-etrained on pre-processed tweets,

WorldWideWeb, andWikipedia. AraVec showed a few steps on how to prepare the texts

which helped to reduce the noise of Arabic representations. However, AraVec suffered

similarly from the same limitations that existed in the early English language models (pol-

ysemous/homonymous words and unknown words). Another attempt is the Arabic ver-

sion of FastText, but this also suffered from the same limitations as AraVec. In addition,

Arabic FastText was pretrained on noisy and un-pre-processed Arabic texts and this ex-

plains why Fasttext results fall behind AraVec in some NLP tasks [Bensoltane and Zaki,

2021]. AraBERT [Antoun et al., 2020] is an Arabic language model based on BERT.

It was pre-trained on a collection of Wikipedia and newspaper articles and it has led to

great advancement in Arabic NLP tasks. In our experiments, we apply AraBERT and also

multilingual-BERT.

2.4 Coreference Resolution

Coreference resolution is the task of grouping mentions in a text that refer to the same

real-world entity into clusters [Poesio et al., 2016] . Coreference resolution is a difficult

task that requires reasoning, context understanding, and background knowledge of real-

world entities, and has driven research in both natural language processing and machine

learning, particularly since the release of the OntoNotes multilingual corpus providing
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annotated coreference data for Arabic, Chinese and English and used for the 2011 and

2012 CoNLL shared tasks [Pradhan et al., 2012]. In addition to tokenization, which is a

general prerequisite to many NLP tasks, coreference resolution can be further divided into

two subtasks–mention detection and mention clustering–as illustrated in Figure 2.4.

Figure 2.4: The first step in coreference resolution is mention detection. The detected

mentions are underlined. The second step is mention clustering. We have two clusters

{Obama, his, he} and {Clinton, her, she}. The mention detector might identify other

words as mentions, but for simplicity we present only the mentions of the two clusters and

we do not show the tokenization step which is a pre-step.

Since the release of OntoNotes, there has been substantial research on English and

Chinese coreference, leading to a significant increase in the performance of coreference

resolvers for English. By contrast, there has been almost no research on Arabic corefer-

ence; the performance for Arabic coreference resolution has not improved much since the

CoNLL 2012 shared task, and in particular no neural architectures have been proposed–

the current state-of-the-art system remains the model proposed in [Björkelund and Kuhn,

2014].

2.4.1 Types

We offer background definitions of coreference types, and focus on the ones that were

considered as part of OntoNotes annotation4. We explain each type and provide an exam-

ple.

• Noun Phrases (NP): Any definite and indefinite NP can be coreferenced.

Input: .راوحلاةيمهأىلعددشاضيأ]وه[.باطخءاقلإبماق]نانأيفوك[

Translation: [Kofi Annan] gave a speech. [He] also emphasized on the im-

portance of dialogue.

• Verbs: Some verbs can be coreferenced.

Input: .مخضتلانموه]عافترالااذه[.ارخؤم]تعفترا[راعسألا

4Some types of anaphora were not considered in OntoNotes, such as, Bridging and Plural anaphors.
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Translation: Prices [increased] recently. [This increase] is due to inflation.

• Pronouns: Pronouns can be categorized into:

1. Overt Pronouns: In Arabic, there are three types of pronouns: subject, ob-

ject, and possessive pronouns. Subject pronouns appear as a separate mention

while object and possessive appear as an affix attached to nouns, verbs, and/or

prepositions. We show all these pronouns in Table 2.4.

2. Zero Pronouns: in pronoun-drop languages (e.g., Arabic and Italian), some

pronouns can be omitted in certain syntax positions and appear as gaps.

Input: يرارحلاسابتحالانعملكت]*[و.اسنرفةرايزبماق]شوب[

Translation: [Bush] visited France. And [he*] talked about global warm-

ing.

Subject Pronouns Object Pronouns Possessive Pronouns

انأ I يـ Me يـ My

تنأ You كـ You كـ Your

وه He هـ Him هـ His

يه She اهـ Her اهـ Her

امتنأ You (d.) امكـ You (d.) امكـ Your (d.)

امه They (d.) مهـ Them (d.) مهـ Their (d.)

نحن We انـ Us انـ Our

مه They (p., m.) مهـ Them (p., m.) مهـ Their (p., m.)

نه They (p., f.) نهـ Them (p., f.) نهـ Their (p., f.)

متنأ You (p., m.) مكـ You (p., m.) مكـ Your (p., m.)

نتنأ You (p., f.) نكـ You (p., f.) نكـ Your (p., f.)

Table 2.4: The Table shows Arabic pronouns and their English translation.

• Generic Mentions: Generic nouns that can be linked with other expressions.

Input: .داصتقالاروطتتس]تاعامتجالاهذه[.سيئرلاعمةمهم]تاعامتجا[

Translation: Important [Meetings] with the president. [These meetings] will

improve economy.

• Pre-modifiers: Modifiers are coreferenced only if they are proper nouns.
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Input: ]ةدحتملاممألا[صرحتو.برحلاذبنىلعموقت]ةدحتملاممألا[ةسايس

.يملاعلامالسلاىلع

Translation: [UN] policy condemns wars. [UN] also supports world peace.

• Temporal expressions: When a mention is about date and time, it can be corefer-

enced with other relative mentions.

Input: .رارقلاذختيس]ةرتفلاهذه[دعب.]نيتنسىلإةنسنم[عقوتملاتقولا

Translation: The expected time is [from one to two years]. After [this period]

the decision will be taken.

• Appositives: These clauses consist of attribute and head. The entire clause is con-

sidered a mention.

Input: عقوتي]وه[.يكيرمألاداصتقالارايهنإبعقوت]نامديرفريهشلايداصتقالا[

.هعبتيسملاعلانأباضيأ

Translation: [The famous economist Friedman] anticipates the US economic

collapse. [He] also anticipates that the world would follow.

Note that some expressions are not annotated as part of the coreference clusters:

• Copular verbs: Also called linking verbs. What these verbs describe are not an-

notated as part of coreference clusters.

Input: .6002ماعيفتام]وه[.روهشميداصتقاربتعي]نامديرفنوتليم[

Translation: [Milton Friedman] is a famous economist. [He] died in 2006.

In the example, the phrase ”famous economist” is not annotated as part of the coref-

erence chain of Milton Friedman since it is preceded by a copular verb.

• Small Clauses: constructed clauses and assumptions are not annotated.

Input: .ايناركوأتسيلوةيدتعملاةلودلاايسورربتعتاسنرف

Translation: France considers Russia the aggressor state not Ukraine.

Russia and the phrase the aggressor state are not coreferenced.

• Verbal Inflections: Arabic verbs can have different inflectional endings based on

the speaker/subject. These endings are not coreferenced.
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Input: .ةساردلاةيمهأىلعةعماجلاةسيئرتحرص

Translation: The university president emphasized on the importance of study-

ing.

The verb تحرص has an affix that points to the speaker, the university president, which

is a singular and female. However, this affix is not corefered with the university president.

2.4.2 Related Work

We review English and Chinese coreference resolution systems since they are the most

investigated languages and they are part of CoNLL-2012 shared task. We then review

Arabic coreference.

English: Like with other NLP tasks, most state-of-the-art coreference resolution sys-

tems are evaluated on English data. Coreference resolution for English is an active area

of research. Until the appearance of neural systems, state-of-the-art systems for En-

glish coreference resolution were either rule-based [Lee et al., 2011] or feature-based

[Björkelund and Nugues, 2011, Björkelund and Kuhn, 2014, Clark and Manning, 2015,

Fernandes et al., 2014, Soon et al., 2001]. Wiseman et al. [2015] introduced a neural

network-based approach to solving the task in a non-linear way. In their system, the

heuristic features commonly used in linear models are transformed by a tanh function

to be used as the mention representations. Clark and Manning [2016b] integrated rein-

forcement learning to let the model optimize directly on the B3 scores. Lee et al. [2017]

first presented a neural joint approach for mention detection and coreference resolution.

Their model does not rely on parse trees; instead, the system learns to detect mentions by

exploring the outputs of a bi-directional LSTM. Their system has led to a great progress

in coreference resolution and was adopted by many other proposals. Figures 2.5 and 2.6

show their end-to-end system. Lee et al.’s [2018] system is an extended version of Lee

et al. [2017] mainly enhanced by using ELMo embeddings [Peters et al., 2018], in addi-

tion, the use of second-order inference enabled the system to explore partial entity level

features and further improved the system by 0.4 percentage points. Later the model was

further improved by Kantor and Globerson [2019] who use BERT embeddings [Devlin

et al., 2018] instead of ELMo embeddings. In these systems, both BERT and ELMo em-

beddings are used in a pre-trained fashion. More recently, [Joshi et al., 2019b] fine-tuned

the BERTmodel for coreference resolution system of Lee et al. [2017], resulting in a small

further improvement. Later, Joshi et al. [2019a] introduced SpanBERT which is trained

for tasks that involve spans and combined it with Lee et al. [2017]. Using SpanBERT,

they achieved a substantial gain of 2.7% when compared with the Joshi et al.’s [2019b]

model. Wu et al. [2020] reformulated the coreference resolution task as question answer-
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ing task and achieved the state-of-the-art results by pretraining the system first on the large

question answering corpora, and then applied it to coreference resolution task.

Summary of reviewed English coreference resolution systems in Table 2.5.

MUC B3 CEAF

P R F1 P R F1 P R F1 Avg.

[Martschat and Strube, 2015] 76.7 68.1 72.2 66.1 54.2 59.6 59.5 52.3 55.7 62.5

[Clark and Manning, 2015] 76.1 69.4 72.6 65.6 56.0 60.4 59.4 53.0 56.0 63.0

[Wiseman et al., 2015] 76.2 69.3 72.6 66.2 55.8 60.5 59.4 54.9 57.1 63.4

[Wiseman et al., 2016] 77.5 69.8 73.4 66.8 57.0 61.5 62.1 53.9 57.7 64.2

[Clark and Manning, 2015] 79.2 70.4 74.6 69.9 58.0 63.4 63.5 55.5 59.2 65.7

[Lee et al., 2017] 78.4 73.4 75.8 68.6 61.8 65.0 62.7 59.0 60.8 67.2

[Lee et al., 2018] 81.4 79.5 80.4 72.2 69.5 70.8 68.2 67.1 67.6 73.0

[Fei et al., 2019] 85.4 77.9 81.4 77.9 66.4 71.7 70.6 66.3 68.4 73.8

[Kantor and Globerson, 2019] 82.6 84.1 83.4 73.3 76.2 74.7 72.4 71.1 71.8 76.6

[Lee et al., 2018] +BERT 84.9 82.5 83.7 76.7 74.2 75.4 74.6 70.1 72.3 77.1

[Lee et al., 2018] + SpanBERT 85.8 84.8 85.3 78.3 77.9 78.1 76.4 74.2 75.3 79.6

[Wu et al., 2020] + SpanBERT 85.2 87.4 86.3 78.7 76.5 77.6 76.0 75.6 75.8 79.9

Table 2.5: The Table shows some English coreference resolution systems. The used

BERT and SpanBERT are in their base version.

Figure 2.5: Finding the scores of mention spans from [Lee et al., 2017]. First layer finds

word and character embeddings and feed them into bi-LSTMnetwork. The network learns

the span representations and produces their scores.
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Figure 2.6: Finding the final score by aggregating mention span scores and their pairwise

scores from [Lee et al., 2017].

Chinese: In CoNLL-2012 shared task, most participants who evaluated their models

on English have also tried Chinese. Ming [2020] used the original BERT and skip-gram

representations in Bi-LSTM network to learn clusters. Recently, Jiang and Cohn [2022]

combined constituent trees with Lee et al.’s [2018] neural model and a Chinese BERT-base

with a whole word masking training strategy [Cui et al., 2021], achieving new state-of-

the-art for Chinese. In Table 2.6, we summarize the recent neural Chinese results.

MUC B3 CEAF

P R F1 P R F1 P R F1 Avg.

[Ming, 2020] 77.7 63.9 70.13 70.0 54.01 60.9 65.8 51.4 57.5 62.9

[Lee et al., 2018] + BERT-wwm 76.7 70.9 73.7 68.3 62.4 65.2 67.4 60.8 63.9 67.6

[Jiang and Cohn, 2022] + BERT-wwm 84.1 78.6 81.3 77.4 71.5 74.4 76.5 70.0 73.1 76.3

Table 2.6: The Table shows some Chinese coreference resolution systems. BERT-wwm

is a pre-trained BERT-base with whole word masking strategy on Chinese [Cui et al.,

2021] .

Arabic: There have been several studies of Arabic coreference resolution task. In par-

ticular, several of the systems involved in the CONLL 2012 shared task attempted Arabic

as well. li [2012] used a maximal entropy classifier with a set of surface, syntactic, and

semantic features to cluster mentions. Zhekova and Kübler [2010] proposed a memory-

based approach which finds the k nearest neighbors in the training data. Chen and Ng

[2012] employed multiple Sieves [Lee et al., 2011] where each Sieve builds on the previ-

ous Sieve, as in Figure 2.7. However, they only used ”StringMatch” Sieve for Arabic since

others did not yield any improvements. Stamborg et al. [2012] used a pairwise classifier as

well, but they increment basic features by combining them into bigram, trigram, four-gram

features. Uryupina et al. [2012] extended BART modular toolkit Versley et al. [2008] to

work with Chinese and Arabic. Björkelund and Kuhn [2014] stacked multiple pairwise

coreference resolvers and decoders to cluster mentions. Fernandes et al. [2014] proposed

a latent tree to capture hidden structure that can lead to finding coreference chains. Their
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model is the current state-of-the-art for Arabic evaluated on CoNLL2012. Their system

consists of six steps:

1. Mentions detection: detects all nouns, pronouns, named entities, and possessive

marks, and consider them possible candidates for any cluster .

2. Basic features: creates pre-defined features of lexical, syntactic, semantic and po-

sitional properties.

3. Context feature induction: increments the number of features using Entropy-Guided

Feature Induction [Fernandes and Milidiú, 2012] which conjoin the most efficient

basic features together.

4. Candidate pair generation: creates a graphG by linking all mentions to an artificial

node, and then connects mentions that appear earlier to the mentions that appear

later. Since the number of mentions can be large, Sieves are used to delete some

mentions. Features in steps 2 and 3 decide the edge weights between mentions. An

example of the created graph in Figure 2.8 (A).

5. Coreference tree learning: learns feature parameters such that they lead to the max-

imum arborescence subgraph extracted from G. An example in Figure 2.8 (B).

6. Delete the artificial node inG and its forward edges, the result is a forest graph with

a set of directed spanning trees. Each spanning tree represents a cluster.

A summary of all Arabic coreference resolution systems is shown in Table 2.7.

MUC B3 CEAF

P R F1 P R F1 P R F1 Avg.

[li, 2012] 55.60 10.77 18.05 93.34 36.17 52.14 20.95 55.45 30.41 33.53

[Zhekova and Kübler, 2010] 62.13 19.64 29.85 90.72 41.91 57.33 24.81 56.79 34.53 40.57

[Chen and Ng, 2012] 39.96 38.13 39.02 62.51 60.59 61.53 39.84 41.89 41.89 47.13

[Stamborg et al., 2012] 43.49 39.11 41.18 67.95 61.57 64.61 40.36 44.86 42.49 49.43

[Uryupina et al., 2012] 41.66 41.33 41.49 69.23 65.77 67.46 42.13 42.43 42.28 50.41

[Björkelund and Kuhn, 2014] 52.51 43.90 47.82 75.32 62.89 68.54 40.80 48.45 44.30 53.55

[Fernandes et al., 2014] 49.69 43.63 46.46 72.19 62.70 67.11 46.09 52.49 49.08 54.22

Table 2.7: Summary of Arabic coreference resolution systems

All existing proposals suffer from a few limitations. They are built-on English settings,

and many important morphological features are not considered. Also, no proposal applied

a suitable segmentation tool for Arabic text which helps to segment correctly connected

important morphems to the nouns, such as, possessive pronouns. Another important sub-

task of Arabic coreference resolution that has not been investigated is resolving anaphoric
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Figure 2.7: Example of coreference resolution sieves [Lee et al., 2013]

zero pronouns. As far as I know, no work has reported anaphoric zero pronouns in their

reports.

In early work, coreference’s two subtasks were usually carried out in a pipeline fash-

ion [Björkelund and Kuhn, 2014, Clark and Manning, 2016a,b, Fernandes et al., 2014,

Soon et al., 2001, Wiseman et al., 2015, 2016], with candidate mentions selected prior the

mention clustering step. Since [Lee et al., 2017] introduced an end-to-end neural corefer-

ence architecture that achieved state of the art by carrying out the two tasks jointly, as first

proposed by [Daume and Marcu, 2005], most state-of-the-art systems have followed this

approach. However, no end-to-end solution was attempted for Arabic. We intend to ex-

plore whether an end-to-end solution would be practicable with a corpus of more limited

size as we will see in Chapter 3.

2.5 Zero Pronouns

Empty categories provide an important source of syntactic information about the pho-

netically null arguments in pro-drop languages such as Arabic [Eid, 1983], Chinese [Li

and Thompson, 1979], Italian [Di Eugenio, 1990], Japanese [Kameyama, 1985], and oth-

ers [Bever and Sanz, 1997, Kim, 2000]. The use of empty categories started with Penn

Treebanks [Marcinkiewicz, 1994], followed by Arabic Treebank [Maamouri et al., 2004],

Chinese Treebank [Xue et al., 2005] and other Penn-style series. Empty categories are

used to represent traces, such as, movement operations in interrogative sentence, also to

represent right node raising which is a shared argument in the rightmost constituent of

a coordinate structure. Another usage of empty categories is zero-pronouns (ZP) which

are omitted pronouns in places where they are expected to be, and function as overt pro-

nouns. Anaphoric zero pronouns (AZP) are ZPs that corefer to one or more noun phrases
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Figure 2.8: An example of Fernandes et al.’s [2014] model, we have four mentions: m1,

m2, m3, m4 that appear in a text sequentially, and two clusters : {m1, m3} and {m2, m4}.

The mentions are connected with forward edges. The model calculates the edge weights

and extracts the optimal arborescence subgraph.

in a preceding text. The following example of an AZP comes from the Arabic section of

OntoNotes:

*ديري،ةيادبلانمهناذا،يلودلارمتؤمللهتسامحمدعيهشوبنعىرخألاةقرافملا..

....افلتخماعامتجا

Ironically, Bush did not show any enthusiasm for the international conference, because since the

beginning, (he) wanted to attend another conference ...

In the example, the ZP indicated with ’*’ refers to the gap position of an omitted pronoun

(InOntoNotes 5.0, ZPs are denoted as * in Arabic text, and *pro* in Chinese). The omitted

pronoun refers to a singular masculine person that has been mentioned previously, in the

example ”Bush/ شوب ”. In Arabic, we deduce the reference information from the context,

especially the verb that precedes the AZP, in the example the verb is ”wanted/ ديري ”. Since

English is not a pro-drop language [White, 1985], the AZP gap position is translated into

an overt pronoun (he). The AZP problem has inspired much research because it benefits

many natural language processing tasks such as machine translation [Mitkov and Schmidt,

1998], and coreference resolution [Mitkov et al., 2000]. Recently, there has been a great

deal of research on AZPs for Chinese [Chang et al., 2017, Kong et al., 2019, Liu et al.,

2017, Yin et al., 2017, 2018], Japanese [Shimazu et al., 2020], Korean [Jung and Lee,

2018], and other languages [Gopal and Jha, 2017, Grigorova, 2016]. A major drawback

of many existing studies is the assumption that AZP locations are given; hence, they focus

primarily on resolving AZPs to their correct antecedent. However, such assumption does

not reflect real-life applications. Another drawback is that current AZP resolution systems
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rely on language-dependent features and fail to resolve many AZPs. In addition, some

languages do not have an AZP system, one of which is Arabic. In the following, we

review zero-pronoun related works for Arabic, Chinese and also other languages.

Arabic: There have been a few studies devoted to AZPs and empty categories in gen-

eral. [Green et al., 2009] proposed a conditional-random-field (CRF) sequence classifier

to detect Arabic noun phrases, and captured ZPs implicitly. [Bakr et al., 2009] applied a

statistical approach to detect empty categories. [Gabbard, 2010] proposed a pipeline made

of maximum entropy classifiers which jointly make a CRF to retrieve Arabic empty cat-

egories. As far as we know, no previous work has considered Arabic AZP identification

and resolution.

Chinese: Converse [2006] studied AZP resolution and applied a rule-based approach

that employed Hobbs algorithm [Hobbs, 1978] to resolve ZPs in the Chinese Treebank;

however, did not attempt to automatically identify AZP. The proposal of Yeh and Chen

[2006] is another rule-based approach, for AZP resolution and also used a set of hand-

engineered rules to identify AZPs. Zhao and Ng [2007] proposed the first machine learn-

ing approach to Chinese AZPs identification and resolution, by applying decision trees

incorporated with a set of syntactic and positional features. Kong and Zhou [2010] em-

ployed a tree kernel-based approach to AZP identification and resolution. Chen and Ng

[2013] extended a previous work[Zhao and Ng, 2007] by incorporating contextual fea-

tures for AZP resolution and applied a combination of syntactic, lexical and other features

for the identification. Chen and Ng [2014] proposed unsupervised techniques to resolve

AZPs and applied a set of rules to identify AZP. Chen and Ng [2015] implemented an

unsupervised approach on the AZP resolution. Chen and Ng [2016] trained a binary clas-

sifier to identify AZP and applied a feed-forward neural network to the AZP resolution;

Yin et al. [2016] used Chen and Ng’s [2016] classifier to identify AZPs. For AZP reso-

lution, they employed an LSTM to represent AZP and two subnetworks (general encoder

and local encoder) to capture context-level and word-level information of the candidates;

Yin et al. [2017] also applied Chen and Ng’s [2016] classifier to detect AZPs and pro-

posed an improved deep memory network to resolve AZPs; and Liu et al. [2017] ap-

plied an attention-based neural network to resolve AZPs and enhanced the performance

by training on automatically generated large-scale training data. Chang et al. [2017] fo-

cused primarily on AZP identification and applied an LSTM neural-network with text

and part-of-speech information. Yin et al. [2018] also used an attention-based model, but

combined their network with Chen and Ng’s [2016] features to resolve AZPs. Yin et al.

[2019] applied the same heuristics in Chen and Ng’s [2015] system to identify AZPs and

applied a collaborative-filtering approach to resolve AZPs. Kong et al. [2019] identified

AZPs using a learning-based classifier with semantic, lexical and syntactic features, and

used coreferential chain information to improve AZP resolution.

Other languages: There has been also a great deal of research on identification and
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resolution of AZPs, particularly in Japanese [Aone and Bennett, 1995, Hangyo et al., 2013,

Iida et al., 2006, 2007, 2015, Isozaki and Hirao, 2003, Kim and Ehara., 1995, Sasano and

Kurohashi, 2011, Sasano et al., 2008, 2009, Seki et al., 2002, Yamashiro et al., 2018,

Yoshikawa et al., 2011, Yoshimoto, 1988, Yoshino et al., 2013], but also in other lan-

guages, including Korean [Byron et al., 2006, Han, 2004], Spanish [Ferrández and Peral,

2000, Rello and Ilisei, 2009], Portuguese [Rello et al., 2012], Romanian [Mihăilă et al.,

2011], Bulgarian [Grigorova, 2013], and Sanskrit [Gopal and Jha, 2017]. [Iida and Poesio,

2011] proposed the first multilingual approach for AZP resolution.

We address these challenges in Chapters 4 and 5, we also present our systems for iden-

tifying and resolving AZPs. We run our proposal on Arabic AZPs and also Chinese. Our

method shows great improvements and achieve state-of-the-art results for both languages.

2.6 A summary of the datasets used in this study

There are various anaphora datasets and some target a specific type. For example, pronom-

inal anaphora is considered to be themost widespread type [Mitkov, 1999] and has inspired

many researchers to investigate its annotation and resolution for English [Brennan et al.,

1987, Kocijan et al., 2019, Lappin and Leass, 1994, Liang and Wu, 2004, Rahman and

Ng, 2012, Webster et al., 2018]. This has also inspired many researchers to do the same

for Arabic. Hammami et al. [2009] annotated a corpus with coreference chains for Arabic

using AnaATAr, a custom-designed XML-tool. Seddik et al. [2015] annotated the Holy

Qur’an Annotated with pronominal anaphora information. Sharaf and Atwell [2012] also

annotated the Qura’an, but more than previous proposals. They annotated approximately

24,679 pronouns, the largest pronominal anaphora at present. However, previous works

only target pronouns and their overall size is relatively small, less than 200,000 words.

There are two coreference corpora with larger size and cover more mention types for Ara-

bic. The first is the Automatic Content Extraction (ACE) Doddington et al. [2004] which

has ~500,000 tokens, but mentions are restricted to seven semantic types5 and some can

be singletons (mentions that do not corefer). The second is OntoNotes [Weischedel et al.,

2011], which covers all entities and does not consider singletons, but the size is smaller

than ACE, with ~300,000 tokens. OntoNotes has been the standard for coreference res-

olution evaluation since the CoNLL-2012 shared task [Pradhan et al., 2012]. However,

its Arabic portion is small and includes a single domain (newspapser articles). Chinese

and English portions are larger and cover a wide variety of domains (e.g. telephone con-

versations, newswire, newsgroups, broadcast news, and others). This scarcity of size and

domains poses a considerable barrier to improving coreference resolution for Arabic.

5The semantic types are person, organization, geo-political entity, location, facility, vehicle, andweapon.
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2.6.1 OntoNotes

The OntoNotes project is an annotated corpus covering syntax, predicate argument struc-

ture, word senses, named entities and coreference clusters. The goal of OntoNotes project

is to ensure high accuracy with an inter-annotator agreement of (~90%). OntoNotes covers
three languages English, Chinese, and Arabic [Pradhan et al., 2012]. The corpus statistics

in Table 2.9.

Figure 2.9: OntoNotes statistics from [Pradhan et al., 2012]

From the Table, we can see English and Chinese have larger corpus size than Arabic.

The English data has 1.6 million words while Chinese has 950k, but Arabic has very small

size, 300k. This data scarcity poses a challenge for many NLP tasks, and motivates us to

see how would a coreference resolution model act under such setting. Another challenge

is Arabic anaphoric zero-pronouns which was part of OntoNotes; however, no research

proposal studied them. We can have a closer look at the Arabic portion. The data is

divided into three splits: train, development, and test. In our experiments, we used each

split for its purpose, the train for training the model, the development for optimizing the

settings, and the test for evaluating the overall performance. Detailed information about

the number of documents, sentences, and words can be found in Table 2.8.

Category Training Dev Test

Documents 359 44 44

Sentences 7,422 950 1,003

Words 264,589 30,942 30,935

AZPs 3,495 474 412

Table 2.8: Detailed statistics of Arabic portion in OntoNotes showing the number of doc-

uments, sentences, words, and anaphoric zero pronouns (AZP).

In our experiments, we used OntoNotes for several reasons. First, it is part of CoNLL-

2012 shared taskwhich has a standardized evaluationmetrics and fixed data splits for train,

dev and test. This makes our findings and results can be reproducible and comparable with

previous proposals for coreference resolution. Second, OntoNotes has AZPs annotated

which we can study for AZP resolution and identification. Third, it covers wide range of
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Figure 2.10: Distribution of mentions in CoNLL-2012 dataset the table from [Pradhan

et al., 2012]

semantic and anaphora types. We use the dataset and discuses it more with respect to each

task, in Chapters 3, 4, 5 and 7.

2.6.2 Wikipedia

Wikipedia articles can be used for various NLP tasks (e.g., text summarization) and also

for data augmentation. One of current limitations of Arabic NLP is the scarcity of dataset,

especially anaphoric zero-pronouns (AZPs). As far as we know, OntoNotes is the only

existing dataset that has labeled AZPs. This is challenging because AZPs are common

and often used instead of overt pronouns. In OntoNotes, overt pronouns make up around

29% of mentions while zero-pronouns around 11% as seen in Figure 2.10. The small

number of AZP samples can complicate the learning process for AZP systems because they

would be exposed to limited number AZP contexts. To overcome this problem, we should

have more AZP samples. Manually annotating data is costly and time-consuming for any

domain. An alternative way of creating reasonably good and cheap labeled data is using

data augmentation techniques and methods. One common way is synonym thesaurus,

using Wordnet Miller [1995]. Consider the following example:

Input: This is very interesting.

Alternative samples using Wordnet:

This is so interesting.

This is pretty interesting.

This is really interest.

In the example, the word ”very” has other synonyms in Wordnet and we can generate

more samples by replacing it with its synonyms. It is also possible to replace multiple

words, for example, replacing also ”interesting” with ”appealing”. Recently, pre-trained

languagemodels have been also used to generate samples. Kumar et al. [2020] have shown

different data augmentation methods using BERT and BART. Data augmentation using
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Wikipedia has been proven to improve many NLP tasks, such as, machine translation [Xia

et al., 2019], question answering [Yang et al., 2019], and others [Raille et al., 2020, Zhu

et al., 2022]. Another technique is using round-trip translation [Lau et al., 2015] which

is translating a sample from language to another then translating it back to the original

language. The technique helps to rephrase the words of the sample and introduces novel

words.

Wikipedia is a great source for open text and contains diverse topics. Table 2.9 shows

the number of Articles and words of Arabic Wikipedia. Therefore, we intend to apply

data augmentation techniques on Arabic Wikipedia articles to generate AZP samples, as

we will see in Chapter 6.

Wikipedia: Total number

Articles 1,028,511

Words 347,825,819

Table 2.9: Wikipedia statistics (as on 08, February, 2020)
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Chapter 3

A Neural Coreference Resolver for Arabic

In this Chapter, we will present the first Arabic neural coreference resolver trained for

Arabic. Previously, many proposals attempted Arabic as part of CoNLL-2012 shared

task. However, the results in terms of CONLL score were much lower than those for En-

glish and Chinese. Our coreference resolution system for Arabic is based on Lee et al.’s

[2018] end-to-end architecture, combined with the Arabic version of BERT and an ex-

ternal mention detector. As far as we know, this is the first neural coreference resolution

system designed specifically for Arabic, and it substantially outperforms the existing state-

of-the-art on OntoNotes 5.0 with a gain of 15.2 points CoNLL F1. We also discuss the

current limitations of the task and possible approaches that can tackle these challenges.

To provide fair comparison with previous proposals, we have not considered resolving

anaphoric zero-pronouns (AZPs). In Chapter 7, we will discuss resolving AZP and non-

AZP together.

3.1 Motivation

When one looks at the CoNLL-2012 shared task results, it is immediately obvious that the

performance on Arabic was lower than English and Chinese in gold and predicted settings

for all participants. As shown in Figure 3.1, we can see Arabic results of the top three mod-

els, alongwith Chinese and English. The top three systems did not achieve good results for

Arabic. After studying these models, we found these models were cross-lingual and many

have used features that were not applicable to Arabic. This inspired us to deep more into

the literature to see if there has been any study for Arabic coreference resolution in general

especially on OntoNotes (i.e, the largest publicly available coreference resolution corpus

for Arabic), but we have not found any. There have been a few studies who investigated
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a specific type of anaphora, pronominal anaphora [Beseiso and Al-Alwani, 2016, Bouzid

et al., 2017, Sharaf and Atwell, 2012, Trabelsi et al., 2016], but they did not not consider

other mentions (e.g. noun phrases, zero-pronouns, verb and other). Understanding the

current limitations and challenges of the task is our main motivation.

Figure 3.1: Top 3 systems in CoNLL-2012 evaluated on Arabic, Chinese, and English

under various settings [Pradhan et al., 2012].

Another motivation is the lack of neural coreference resolver for Arabic language,

in fact we are not aware of any learning-based coreference resolver for Arabic since

[Björkelund and Kuhn, 2014]. One explanation for this might simply be the lack of train-

ing data large enough for the task. Another explanation might be that Arabic is more

problematic than English because of its rich morphology, its free-word property, and its

high degree of ambiguity. We explore the first of these possibilities and suggest other

ways to mitigate the problems of the second. The task is important by itself and to other

tasks. Studying the task will help to understand the current limitations and how to over-

come them.

3.2 System Architecture

We use the Lee et al.’s [2018] system as our baseline and replace their ELMo embed-

dings with BERT following the approach of [Kantor and Globerson, 2019]. The input to

the system is the concatenated embeddings ((embt)
T
t=1) of both word and character levels.

The word-level fastText [Bojanowski et al., 2016] and BERT [Devlin et al., 2018] embed-

dings are used together with the character embeddings learned from a convolution neural

network (CNN) during training. The input is then put through a multi-layer bi-directional

LSTM to create the token representations ((xt)
T
t=1). The (xt)

T
t=1 are used together with
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head representations (hi) to form the mention representations (Mi). The hi of a mention

is calculated as the weighted average of its token representations ({xbi , ..., xei}), where bi
and ei are the indices of the start and the end of the mention respectively. The mention

score (sm(i)) is then computed by a feedforward neural network to determine the likeness

of a candidate to be mention. Formally, the system computes hi,Mi and sm(i) as follows:

αt = ffnnα(xt)

ai,t =
exp(αt)∑ei

k=bi
exp(αk)

hi =

ei∑
t=bi

ai,t · xt

Mi = [xbi , xei , hi, φ(i)]

sm(i) = ffnnm(Mi)

where φ(i) is the mention width feature embeddings. To make the task computationally

tractable, the system only considers mentions up to a maximum width of 30 tokens (i.e.

ei − bi < 30). Further pruning on candidate mentions is applied before approaching the

antecedent selection step. The model keeps a small portion (0.4 mention/token) of the

top-ranked spans according to their mention scores (sm(i)).

Next, the system uses a bilinear function to compute a light-weight mention pair scores

(sc(i, j)) between all the valid mention pairs
1. The scores are then used to select top candi-

date antecedents for all candidate mentions (coarse antecedent selection). More precisely,

the sc(i, j) are computed as follows:

sc(i, j) = M>
i WcMj

After that, the system further computes a more accurate mention pair scores between

the mentions and their top candidate antecedents sa(i, j):

P(i,j) = [Mi,Mj,Mi ◦Mj, φ(i, j)]

sa(i, j) = ffnna(P(i,j))

where P(i,j) is the mention pair representation, Mi, Mj is the representation of the an-

tecedent and anaphor respectively, ◦ denotes element-wise product, and φ(i, j) is the dis-
tance feature between a mention pair.

The next step is to compute the final pairwise score (s(i, j)). The system adds an

artificial antecedent ε to deal with cases of non-mentions, discourse-newmentions or cases

1Candidate mentions are paired with all the mentions appeared before them (candidate antecedents) in

the document.
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Figure 3.2: The proposed system architecture.

when the antecedent does not appear in the candidate list. The s(i, j) is calculated as

follows:

s(i, j) =

{
0 i = ε

sm(i) + sm(j) + sc(i, j) + sa(i, j) i 6= ε

For each mention the predicted antecedent is the one that has the highest s(i, j). An

anaphora-antecedent link will be created only if the predicted antecedent is not ε.

Additionally, the model has an option to use higher-order inference to allow the system

to access entity level information. We refer the reader to the original [Lee et al., 2018]

paper for more details. We use the default setting of [Lee et al., 2018] to do second-order

inference. The final clusters are created using the anaphora-antecedent pairs predicted by

the system. Figure 3.2 shows the proposed system architecture of our system.

3.2.1 Multilingual vs. monolingual BERT (AraBERT)

Recently, it has been shown that BERT can capture structural properties of a language,

such as its surface, semantic, and syntactic aspects [Jawahar et al., 2019] which seems

related to what we need for the coreference resolution. Therefore, we set BERT to pro-

duce embeddings for the mentions. BERT is available for English, Chinese, and there

is a version for multiple languages, called multilingual BERT 2. Multilingual BERT is

publicly available and covers a wide range of languages including Arabic. Even though

the multilingual version provides great results for many languages, it has been shown

their monolingual counterparts to achieve better. Therefore, recent research adopts the

monolingual approach to pretrain BERT, developing, e.g., CamemBERT for French [Mar-

tin et al., 2019], AlBERTo for Italian [Polignano et al., 2019], and others [Kuratov and

Arkhipov, 2019, Lee et al., 2020, Souza et al., 2019]. AraBERT [Antoun et al., 2020] is a

monolingual BERT model for Arabic which was pre-trained on a collection of Wikipedia

2https://github.com/google-research/bert
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and newspaper articles. There are two versions, AraBERT 0.1 and AraBERT 1.0, the

difference being that the latter pretrained on the word morphemes obtained using Farasa

[Darwish and Mubarak, 2016]. The two versions yield relatively similar scores in various

NLP tasks. In our experiments, we used AraBERT 0.1 because empirically it proved more

compatible with the coreference resolution system.

3.2.2 Mention Detection and Coreference resolution

Mention detection is a crucial part of the coreference resolution system, better candidate

mentions usually lead to better overall performance. As suggested by [Yu et al., 2020],

a separately trained mention detector can achieve a better mention detection performance

when compared to its end-to-end counterpart. In this work, we adapt the state-of-the-art

mention detector of [Yu et al., 2020] to aid our system. In their paper, [Yu et al., 2020]

evaluated three different architectures for English mention detection task, we use their

best settings (Biaffine MD) and replace their ELMo embeddings with BERT embeddings

in the same way we did for our coreference system3. The Biaffine MD uses contextual

word embeddings and a multi-layer bi-directional LSTM to encode the tokens. It then

uses a biaffine classifier [Dozat and Manning, 2017] to assign every possible span in the

sentence a score. Finally, the candidate mentions are chosen according to their scores.

In addition to the standard high-F1 setting, the system has a further option (high-recall)

to output top mentions in the proportion of the number of tokens, this is similar to our

mention detection part of the system. Here we use the high-recall settings of the mention

detector we modify the baseline system to allow the system using the mentions supplied

by the external mention detector.

To confirm our hypothesis that a separately trained mention detector can achieve a

better mention detection performance, we compare the mention detection performance of

our system with the separately trained mention detector. For our system, we train the

models end-to-end and assess the quality of candidate mentions before feeding them into

the mention clustering part of the system. Table 3.1 shows the comparison of both systems

in three different settings (MultiBERT (baseline), MultiBERT + Pre (multilingual BERT

and data pre-processing), AraBERT + Pre (AraBERT and data pre-processing)). As we

can see from the table, the separately trained mention detector constantly have a better

recall of up to 3% when compared with the jointly trained mention detector4.

The preliminary experiments show that by simply using the mentions generated by

the external mention detector in a pipeline setting result in a lower coreference resolution

performance. We believe this is mainly because in an end-to-end setting, the model is

exposed to different negative mention examples; hence, has a better ability to handle false

3We tried to add the fastText and character-based embeddings to the system but found they do not

improve the mention detection results
4Here we only care about the recall as the number of candidate mentions is fixed
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Algorithm 1: End-to-end annealing algorithm.

Input: Training step: N ; Candidate mentions from external mention detector:

Candidateexternal
Output: Trainable variables: W

1 n = 0;
2 while n ≤ N do

3 pipelineratio ← n/N ;

4 rand = random.random();
5 if rand ≤ pipelineratio then

6 CandidateMention← Candidateexternal;

7 else

8 Generate mention candidates Candidateend-to-end;

9 CandidateMention← Candidateend-to-end;

10 end

11 Predict antecedent for candidate mentions;

12 Compute training loss;

13 UpdateW ;

14 n← n+ 1

15 end

Models
Joint Separate

R P F1 R P F1

Baseline (MultiBERT) 85.6 24.4 38.0 88.1 25.2 39.2

MultiBERT + Pre 91.2 26.0 40.5 93.3 26.6 41.5

AraBERT + Pre 92.5 26.4 41.1 95.5 27.2 42.4

Table 3.1: The mention detection performance comparison between the separately and

jointly trained mention detectors in a high recall setting.

positive candidates. To leverage the benefits between better candidate mentions and more

negative mention examples, we introduce a new hybrid training strategy (end-to-end an-

nealing) that initially training the system in an end-to-end fashion and linearly decreasing

the usage of end-to-end approach. At the end of the training, the system is trained purely

in a pipeline fashion. The resulted system is then tested in a pipeline fashion. Algorithm

1 shows the details of our end-to-end annealing training strategy.

3.3 Experimental Setup

Since the BERT models are large, the fine-tuning approaches are more computationally

expensive: GPU/TPUs with large memory (32GB+) are required. In this work, we use

BERT embeddings in a pre-trained fashion to make our experiment feasible on a GTX-

1080Ti GPU with 11GB memory. The running time was approximately 62 hours.
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Parameter Value

bi-directional LSTM layers/size/dropout 3/200/0.4

FFNN layers/size/dropout 2/150/0.2

CNN filter widths/size [3,4,5]/50

Char/fastText/Feature embedding size 8/300/20

BERT embedding size/layer 768/Last 4

Embedding dropout 0.5

Max span width 30

Max num of antecedents 50

Mention/token ratio 0.4

Optimiser Adam (1e-3)

Training step 400K

Table 3.2: Hyperparameters for our models.

3.4 Hyperparameters

We use the default settings of [Lee et al., 2018], and replace their GloVe/ELMo embed-

dings with the fastText/BERT embeddings. Table 3.2 shows the hyperparameters used in

our system.

3.5 Results

Baseline We first evaluate our baseline system using the un-pre-processed data and the

multilingual BERT model. As we can see from Table 3.3, the baseline system already

outperforms the previous state-of-the-art system which is based on handcrafted features

by a large margin of 2.6 percentage points. The better F1 scores are mainly as a result of

a much better precision in all three metrics evaluated, the recall is lower than the previous

state-of-the-art system [Björkelund and Kuhn, 2014].

Data pre-processingWe then apply heuristic rules to pre-process the data. The goal

of pre-processing is to reduce the sparsity of the data by normalizing the letters that have

different forms and removing the diacritics. By doing so, we created a ’clean’ version of

the data. As we can see from Table 3.5, the simple pre-processing on the data achieved

a large gain of 7 percentage points when compared with the baseline model trained on

the original data. Since the pre-processing largely reduced the data sparsity, the recall

of all three matrices has been largely improved. We further compare the mention scores

of two models (see Table 3.4). As illustrated in the table, the system trained on the pre-

processed data achieved a much better recall and a similar precision when compared with

the baseline. This suggests that data pre-processing is an efficient and effective way to

improve the performance of the Arabic coreference resolution task.

Language Specific BERT EmbeddingsNext, we evaluate the effect of the language-
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Models
MUC B3 CEAFφ4 Avg.

R P F1 R P F1 R P F1 F1

[Björkelund and Nugues, 2011] 43.9 52.5 47.8 35.7 49.8 41.6 40.5 41.9 41.2 43.5

[Fernandes et al., 2012] 43.6 49.7 46.5 38.4 47.7 42.5 48.2 45.0 46.5 45.2

[Björkelund and Kuhn, 2014] 47.5 53.3 50.3 44.1 49.3 46.6 49.2 49.5 49.3 48.7

baseline (multiBert) 45.7 66.9 54.3 38.8 64.3 48.4 45.7 57.9 51.1 51.3

multiBert+pre 56.1 67.1 61.1 50.0 63.4 56.0 54.8 61.1 57.8 58.3

araBert+pre 62.3 70.8 66.3 56.3 65.8 60.7 58.8 66.1 62.2 63.1

araBert+pre+md 63.2 70.9 66.8 57.1 66.3 61.3 61.6 65.5 63.5 63.9

Table 3.3: Coreference resolution results on Arabic test set.

Models R P F1

Baseline (MultiBERT) 56.5 79.1 65.9

MultiBERT + Pre 67.4 78.8 72.6

AraBERT+Pre 70.6 79.9 75.0

AraBERT+Pre+MD 72.9 80.4 76.4

Table 3.4: Mention detection results on Arabic test set.

specific BERT embeddings. The monolingual BERT model (AraBERT) trained specifi-

cally on Arabic Wikipedia and several news corpora has been shown that it can outper-

form the multilingual BERT model on several NLPtasks for Arabic. Here we replace the

multilingual BERT model with the AraBERT model to generate the pre-trained word em-

beddings. We test our system with AraBERT on the pre-processed text, the results are

shown in Table 3.3 and Table 3.4. As we can see from the Tables, the model enhanced

by the AraBERT achieved large gains of 4.7 and 2.4 percentage points when compared

to the model using multilingual BERT on coreference resolution and mention detection

respectively. Both recall and precision are improved for all the metrics evaluated which

confirmed the finding in [Antoun et al., 2020] that AraBERT model is better suited for

Arabic NLP tasks.

External Mention Detector Finally, we use a separately trained mention detector to

guide our models with a better candidate mentions. We train a mention detector using

the same CoNLL 2012 Arabic datasets and store the top-ranked mentions in the file. We

use the top-ranked mentions from the external mention detector in a pipeline fashion,

the mentions are fixed during the training of the coreference resolution task. We use

the output of the mention detector model trained on the pre-processed data and using the

AraBERT embeddings as this model performs best over three settings we tested, as shown

in Table 3.1. In the Table, we had a high recall of correct spans which is our goal in the

mention detection5. We use the end-to-end annealing training strategy proposed in Section

5In mention detection, we had low precision because the model did not detect many FP (gold non-span

mentions).
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3.2.2 to train our model with both end-to-end and pipeline approaches. The model is then

tested in a pipeline fashion. Table 3.3 shows our results on coreference resolution, the

model enhanced by the external mention detector achieved a gain of 0.8%when compared

to the pure end-to-end model. We further compared the mention detection performance

between two models in Table 3.4, as expected the new model has a much better mention

recall (2.3%) when compared to the pure end-to-end model (araBert+pre), this suggests

our training strategy successfully transferred the higher recall achieved by the external

mention detector to our coreference system.

Overall, our best model enhanced by the data pre-processing, monolingual Arabic

BERT and the external mention detector achieved a CoNLL F1 score of 63.9% and this

is 15.2 percentage points better than the previous state-of-the-art system [Björkelund and

Kuhn, 2014] on Arabic coreference resolution.

3.6 Discussion

Coreference resolution is a difficult task, and even more for languages such as Arabic

with more limited resourced. The main challenge is the lack of large scale coreference

resolution corpora. At present there are two multilingual coreference corpora that cover

Arabic. The first is the Automatic Content Extraction (ACE) [Doddington et al., 2004]

which has ~500,000 tokens, but mentions are restricted to seven semantic types6 and some

can be singletons (mentions that do not corefer). The second is OntoNotes [Pradhan et al.,

2012], which covers all entities and does not consider singletons, but the size is smaller

than ACE, with 300,000 tokens. A summary of the two corpora is in Table 3.5. OntoNotes

has been the standard for coreference resolution evaluation since the CoNLL-2012 shared

task. However, its Arabic portion is small and this scarcity poses a considerable barrier to

improving coreference resolution.

Another challenge of the task is the absence of large pre-trained language models.

There are two versions of BERT: BERT-base and BERT-large. BERT-large integrates

more parameters to encode better representations for mentions which usually leads to a

better performance in many NLP tasks. AraBERT and multilingual BERT are pre-trained

using the BERT-base approach because BERT-large is computationally expensive. We

are not aware of any publicly available BERT-large for Arabic that we could have used

in our experiments. We surmise that a BERT-large version of Arabic can improve the

overall performance as shown in prior works [Joshi et al., 2019b, Kantor and Globerson,

2019].

6The semantic types are person, organization, geo-political entity, location, facility, vehicle, andweapon.
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Corpora Language Tokens Documents

ACE

English ~960,000 -

Chinese ~615,000 -

Arabic ~500,000 -

OntoNotes

English ~1,600,000 2384

Chinese ~950,000 1729

Arabic ~300,000 447

Table 3.5: General domain coreference resolution corpora that include Arabic.

3.7 Summary

In this Chapter we make the following contributions. First, we propose a neural corefer-

ence resolver for Arabic that achieves substantial improvements over the state of the art.

We achieved an F1 score of 63.9%, which is 15.2% higher than the previous state-of-the-

art. Second, we show the current challenges of the task. The existing datasets are small

and does not cover several mention types, and also the lack of large pre-trained language

models.

We found that a neural coreference resolver with a sophisticated languagemodel works

reasonably well on the Arabic portion of CoNLL-2012. The portion size is small com-

pared to its English and Chinese counterparts, yet the end-to-end resolver managed to

resolve many mentions correctly. This suggests the model is capable of learning under

such setting, but not enough to learn about different coreference types. We surmise that

annotating a large scale dataset with various types of anaphora can be beneficial to the

field.
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Chapter 4

Zero Pronoun Identification

In languages like Arabic, Chinese, Italian, Japanese, Korean, Portuguese, Spanish, and

many others, predicate arguments in certain syntactic positions are not realized and are

thus called zero- or null-pronouns. Identifying and resolving such omitted arguments is

crucial to machine translation, information extraction and other NLP tasks, but depends

heavily on semantic coherence and lexical relationships. In this Chapter, we propose a

BERT-based cross-lingual model for zero pronoun identification (AZP resolution will be

in the next Chapter), and evaluate it on the Arabic and Chinese portions of OntoNotes

5.0. Typically, AZP identification consists of two steps. The first is the extraction step

where potential ZP locations are extracted. The extraction procedure is based on heuris-

tics and depends on the target language structure. The second step is classification; this

determines which of the extracted candidate are AZP, excluding other, non-anaphoric ZP

(e.g., subject-movement). The classification step is more challenging because of the va-

rieties and size of the extracted candidates. We propose a multilingual approach to AZP

identification based on BERT. We evaluate on languages that differ completely in their

morphological structure: Arabic and Chinese (Arabic is morphologically rich, whereas

Chinese’s morphology is relatively simple [Pradhan et al., 2012]). Ours is the first neu-

ral network-based AZP identification model for Arabic, and it substantially surpasses the

current state-of-the-art results on Chinese.

4.1 Motivation

Anaphoric zero-pronouns (AZP) identification is the task of detecting the locations of the

omitted arguments and these detected are actually anaphoric. Much NLP work on AZP

is based on gold mentions, but models for their identification are a fundamental prereq-

56



4.2. PROPOSED MODEL

uisite for their resolution in real-life applications. Such identification requires complex

language understanding and knowledge of real-world entities. The task is crucial and pre-

cedes another task which is AZP resolution. While there has been various research studies

dedicated to Chinese, Japanese, Spanish and other, there has been none for Arabic, which

is our main motivation. Another motivation is the current limitation of existing propos-

als for other languages. They rely on language-dependent and complex features to detect

many AZP locations. These two reasons encouraged us to investigate the task of AZP

identification. We propose a general multi-lingual model that is applicable not only to

Arabic, but also to other languages. To confirm the efficiency of our method, we evaluate

on Chinese and our results achieve the state-of-the-art.

4.2 Proposed Model

To identify AZPs, context understanding and semantic knowledge of entities are essential

in Chinese [Huang, 1984] as well as in Arabic which requires, in addition, deep under-

standing of its complex morphology [Alnajadat, 2017]. Recently, it has been shown that

BERT [Joshi et al., 2019b] can capture structural properties of a language, such as its

surface, semantic, and syntactic aspects [Jawahar et al., 2019] which seems suitable for

the AZP identification task. Therefore, we use BERT to produce representations for ZP

candidates. Our model is a binary classifier that takes an automatically predicted ZP can-

didate as input, and classifies it as an AZP or not. In this section, we describe how we

represent AZP candidates, and how we create its candidates. Finally, we present the train-

ing objective, hyperparameter tuning settings and the results. In our experiments, we used

multilingual BERT-base [Devlin et al., 2018] to represent words. Multilingual BERT was

pre-trained for many languages, including Arabic and Chinese.

4.2.1 Input Representation

We represent AZPs by their surrounding context, specifically, we represent each candidate

by its VP headword and its context window of two words (left and right). Consider a

sentence with a gap candidate C at position i, so its surrounding context at positions i-2,

i-1, i+1, i+2.

sentence = (w1, w2, ...wi−2, wi−1, Ci, wi+1, wi+2, .., wn) (4.1)

We feed sentence into BERT feature extraction mode as input and it outputs embed-

dings of every word of sentence.

embeddings = BERT (sentence) (4.2)
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We extract the embeddings of the candidate position and its surrounding context. In our

experiments, BERT Tokenizer, Wordpiece [Wu et al., 2016], segmented many Arabic

words into multiple sub-tokens, each with its own embeddings. For example, the word

sleeping might be segmented into two sub-tokens sleep and ##ing. One way to repre-

sent word sub-tokens is to compute their mean; therefore, we create the function µ which

computes the mean of sub-token embeddings. We join the AZP context representations

together into a value called azp.

a1 = µ(embeddings(i−2)) (4.3)

a2 = µ(embeddings(i−1)) (4.4)

a3 = µ(embeddings(i)) (4.5)

a4 = µ(embeddings(i+1)) (4.6)

a5 = µ(embeddings(i+2)) (4.7)

azp = [a1, a2, a3, a4, a5] (4.8)

azp encodes information about the candidate context and serves as input to our clas-

sifier. It is possible to extend the AZP window to more context but we empirically find

context window of size 2 to be sufficiently effective.

layer1 = f(W1azp+ b1) (4.9)

layer2 = f(W2 layer1 + b2) (4.10)

output = f(W3 layer2 + b3) (4.11)

The binary classifier is a multi-layered perceptrons consisting of two layers and one

output layer. f is the ReLU activation function [Nair and Hinton, 2010]. Each layer in

the classifier has learning parametersW and b. The input is then classified to be either an

AZP or not.

4.2.2 Candidate Generation

Although ZPs are annotated in OntoNotes, our model works off automatically predicted

candidates. ZP locations differ in Chinese and Arabic. In Chinese, ZPs appear before a

VP node 1 while in Arabic they appear after the head of a VP node 2. An example of

Chinese and Arabic ZP locations in Figure 4.1, Chinese AZP is denoted with *pro* while

Arabic is with *. We extract Chinese ZP locations as in Zhao and Ng’s [2007] work.

1We follow the annotation guidelines as in the Penn Chinese TreeBank [Xue et al., 2005].
2There are two types of word order for Arabic: Subject-Verb-Object and Verb-Subject-Object. Both are

used and acceptable. In the annotation process, Arabic Treebank sets the Verb-Subject-Object as the official

order [Weischedel et al., 2011].

58



4.2. PROPOSED MODEL

They consider every gap before a VP node as a candidate. The number of candidates can

be large. [Kong and Zhou, 2010] showed that if a VP node is in a coordinate structure or

modified by an adverbial node, only its parent VP node is considered, thus decreasing the

number of necessary candidates. For Arabic, we consider every gap after every head of a

VP node as a candidate. A candidate is positive if it is an AZP, negative otherwise. Both

approaches result in extracting many negatives examples and a small number of positive

examples. The high imbalance between the two classes can make a model biased; we

address the problem in Section 4.3.

Figure 4.1: Chinese ZPs appear before a VP node (left), and Arabic ZPs appear after the

verb of a VP head (right).In OntoNotes 5.0, Chinese AZPs are annotated as *pro* and

Arabic AZPs as *.

4.2.3 Training Objective

The training objective of our classifier is binary cross-entropy loss:

J(θ) = − 1

N

N∑
i=1

[yi log ŷi + (1− yi) log (1− ŷi)] (4.12)

θ represents the set of learning parameters in the model. N is the number of training

data. yi is the true label of training i and ŷi its predicted label.

4.2.4 Hyperparameter Tuning

In the classifier, we employ two layers and initialize each one’s weights using Glorot and

Bengio’s [2010] method. We also add a dropout regularization between the two layers

and the output layer. We tune the hyperparameters based on the development sets. Table

5.1 shows the hyperparameter settings. We used three GPUs, each is 8GB. The training

time is approximately 12 hours.
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Figure 4.2: The effect of tuning the ratio r on recall, precision and F1 scores on the Arabic

test set.

4.3 Results

AZP identification results for Arabic are in Table 4.1, and Chinese in Table 4.2. The

training data is highly imbalanced because of the ratio of negatives examples to the positive

examples. In Arabic there are 5.6 times of negative examples compared to the positive

examples, and in Chinese the negative examples are 16.2 times compared to the positive

ones. To address this problem, we follow Zhao and Ng’s [2007] approach by changing the

ratio weight r of sampling positive examples with respect to negative examples. The value

r affects precision and recall scores. If r is high, precision increases but recall decreases.

The effect of tuning r on precision, recall and F1 scores on Arabic and Chinese are in

Figures 4.2 and 4.3 respectively. F1 scores with different variations of r are not very

significant; however, we choose r that balances between the precision and recall scores.

Prior works [Chang et al., 2017, Chen and Ng, 2013, 2014, 2016, Kong et al., 2019]

evaluate AZP identification under two settings: gold and system parse because annotation

quality can impact the number of recovering candidates in the extraction step. Gold an-

notations are available for both languages and we also automatically parse the data with

syntactic trees using the Berkeley Parser [Kitaev et al., 2018] which is a pre-trained parser

using neural networks and self-attention.

Arabic

As far as we know, there has been no published proposal on Arabic AZP identification.

Therefore, we implemented as a baseline Chang et al.’s [2017] model, which employs
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Figure 4.3: The effect of tuning the ratio r on recall, precision and F1 scores on the Chinese

test set.

sentence and Part-of-Speech information into a Bi-LSTM neural network to identify ZPs.

We set its embedding layer to the Arabic version of Fasttext [Bojanowski et al., 2016]. We

can see in Table 4.1 that our approach outperforms the baseline in both gold and system

settings with F1 scores of 68.2% and 47.0%. There is a a big gap between gold and system

parse because the automatic parser failed to recognize many VP nodes in the extraction

step. Thus, many AZP samples were not recognized for training and evaluation which

lead to a great decrease in performance. To gain additional insights into our model, we

analyzed its outputs. Themodel correctly identifiesmanyAZP cases, however, it struggles

to recognize some patterns especially AZPs that are preceded by a verb in the first person.

The errors can be attributed to the distribution of the training data. Most training AZP data

are headed by verbs in the third person, and the number of verbs in the first and second

persons is very small; thus, the model did not learn to classify many of these cases. A

corpus that include a larger distribution of such cases can help a model to learn them.

Settings 1: Gold Parse Settings 2: System Parse

R P F1 R P F1

Baseline 67.7 45.2 54.2 31.7 30.6 31.1

Our model (r=2) 60.0 78.9 68.2 38.6 60.1 47.0

Table 4.1: AZP identification results for Arabic. The highest score is in bold.
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Chinese

We compare our approach with other proposals in Table 4.2. As we can see, our approach

achieves the highest F1 scores of 69.1% and 68.7% with gold and system parse settings,

outperforming all prior proposals. The F1-score difference between our approach and the

state-of-the-art approach is 4.7% with gold parse settings and 11.3% with system parse.

The F1-score difference of gold and system settings of our approach is relatively small

(0.4%) because the Berkeley parser annotated many VP nodes correctly. We analyzed the

errors, and noticed many unidentified AZPs are located at the beginning of their samples.

These cases depend on previous sentences, and their information might have not been

encoded in the AZP input; thus, our model failed to identify them.

Settings 1: Gold Parse Settings 2: System Parse

R P F1 R P F1

[Chen and Ng, 2013] 50.6 55.1 52.8 30.8 34.4 32.5

[Chen and Ng, 2014] 72.4 42.3 53.4 42.3 26.8 32.8

[Chen and Ng, 2016] 75.1 50.1 60.1 43.7 30.7 36.1

[Chang et al., 2017] 63.5 65.3 64.4 57.2 55.7 56.4

[Kong et al., 2019] 70.1 59.4 64.3 60.2 40.2 48.2

Our model (r=10) 90.7 55.8 69.1 81.9 59.2 68.7

Table 4.2: AZP identification results for Chinese. The highest score is in bold.

4.4 Discussion

BERT representations work interestingly well on AZPs even though empty categories

have not been considered during the BERT’s pretraining. Recent works [Clark et al., 2019,

Goldberg, 2019, Jawahar et al., 2019, Kovaleva et al., 2019] have shown that BERT learns

various linguistic information such as, syntactic roles, coreference resolution, semantic

relations and others. Our experimental results suggest that these information might be

encoded in AZP contexts which make them distinctive.

Current approaches for AZP identification evaluate under two settings: gold and system

annotations because the task depends highly on the annotation quality of parse trees. In

our experiments, gold settings for both Arabic and Chinese achieve outstanding results.

In system parse, Chinese achieves results similar to its gold setting; however, Arabic does

not. The reason is that Berkeley Parser [Kitaev et al., 2018] fails to parse correctly Arabic

sentences which means many correct AZP locations are not detected in the extraction

step. A sophisticated Arabic parser can improve the overall performance for system-parse

settings.
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4.5 Summary

In this Chapter, we proposed amulti-lingual approach for detecting anaphoric zero-pronouns

(AZPs) and we evaluated on Arabic and Chinese. The task is essential to AZP resolution

which we will discuss in the next Chapter. Our contributions are the following. First,

the proposed AZP detector is the first model applied to Arabic and it can be extended to

other languages, the model achieved state-of-the-art results for Chinese. Second, we ex-

perimentally found that BERT encodes AZPs within their contexts even though they have

not been explicitly considered during pre-training.

There are a few limitations to our method possibly the main one is that the performance

relies on part-of-speech parser (e.g. an essential step to find potential candidates). A

possible future direction is to work on an end-to-end model that learn how to detect AZP

gaps without using any other tools or external knowledge.
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Zero Pronoun Resolution

In the previous Chapter, we looked at AZP identification. In this Chapter, we will look

at AZP resolution. Both AZP tasks are related to coreference resolution, as we will see

in Chapter 7. AZP resolution system finds the correct antecedent of an AZP of all the

previously mentioned candidates. We propose combining BERT representations with ad-

ditional task-related features to improve AZP resolution. Our model applies BERT fea-

ture extraction mode to produce embeddings for AZPs and their antecedents, and add

two features: same_sentence and find_distance. same_sentence feature finds whether an

AZP and a candidate appear in the same sentence or not, and find_distance computes the

word distance between an AZP and a candidate. These two features are cross-lingual and

highly related to the task because AZPs and their antecedents usually appear near each

other [Chen and Ng, 2014]. Our method is applicable to other languages; so we have also

evaluated on Chinese and achieved state-of-the-art results.

5.1 Motivation

Anaphoric zero-pronoun (AZP) resolution is the task of resolving AZPs to their true an-

tecedents. Zero-pronoun anaphora is part of coreference resolution and important to other

NLP tasks, such as, machine translation and information extraction [Mitkov and Schmidt,

1998, Mitkov et al., 2000]. One of our motivation is to understand the challenges and

problems of resolving Arabic AZPs. Another motivation is to build a framework that can

resolve AZP and non-AZP together. The models in this and previous Chapters are essen-

tial components of our two methods in Chapter 7 where we discuss resolving AZPs and

non-AZPs. These two reasons inspired us to investigate resolving AZPs. Our proposed

method can be generalized and applied to other languages, not only for Arabic. Therefore,

64



5.2. PROPOSED MODEL

we evaluate on the Chinese portion of OntoNotes and achieved state-of-the-art results.

5.2 Proposed Model

In our experiments, we used multilingual BERT-base [Devlin et al., 2018] to represent

words. Multilingual BERT was pre-trained for many languages, including Arabic and

Chinese. Consider a sentence consisting of n words and containing an AZP mention at

position i, so that its previous word is at position i-1, and the next word at i+1. Let us

assume we also have a candidatek starting at position k, and appearing before the AZP.1

There can be a number of candidates, each of which is a noun phrase.

sentence = (w1, w2, ..., wi−1, azpi, wi+1, ..., wn) (1)

candidatek ⊂ sentence (2)

We compute the positional features for every (azp, candidate) pair as follows:

- same_sentence (azp, candidate): returns 1 if an AZP and its candidate are in the same

sentence, 0 otherwise.

- find_distance (azp, candidate): finds the word distance between an AZP and its candi-

date.

s = same_sentence(azpi, candidatek) (3)

d = find_distance(azpi, candidatek) (4)

We feed sentence into BERT feature extraction mode, which produces the input’s embed-

dings. embeddings contain BERT pretrained vectors of every word in sentence.

embeddings = BERT (sentence) (5)

A word can have one representation or several based on the segment step of Tokenizer.

For example, in Figure 5.1My has only one embedding while sweetheart has two because

it has been segmented into two sub-tokens (sweet and ##heart). In 6, 7, and 5.8 equations,

the subscript of embeddings represents the word location in the sentence. µ is a function

to compute the mean of a mention representation which can made of several subtoken

1An AZP and its candidate may appear in distinct sentences. This could be specified using BERT’s

parameters ’text_a’, and ’text_b’. In such cases, however, we empirically found that we get better results

by merging the two sentences into one, and add a [SEP] token in between. Thus, we only use ’text_a’.
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embeddings 2.

a1 = µ(embeddings(i−1)) (6)

a2 = µ(embeddings(i+1)) (7)

ck = µ(embeddings(k)) (8)

To obtain a mention representation for an AZP, we compute the weighted sum of the

AZP previous word and the next word, and join them together. For every candidate, we

calculate the mean of its embeddings which then joined with the positional features. We

combine the AZP and its candidate representations to form the input to our classifier.

azp = [a1, a2] (9)

c = [ck, s, d] (10)

input = [azp, c] (11)

Our classifier consists of multiple multi-layer perceptrons (MLPs) scoring the <azp, can-

didate> pair ”input”.

layer1 = f(W1input+ b1) (12)

layer2 = f(W2 layer1 + b2) (13)

layer3 = f(W3 layer2 + b3) (14)

scoring = f(W4 layer3 + b4) (15)

f is the RELU activation function [Nair and Hinton, 2010]. layer1, layer2, layer3, and

scoring are the resolver’s layers; each has learning parameters W and b. The overall

architecture of our model and data representations are shown in Figure 5.2. In the figure,

there is one AZP and two candidates: noun phrase 1 (NP1) at position x and noun phrase

2 (NP2) at position y. We run the sentence into BERT to get their word embeddings.

AZP is represented with the mean of its previous word, and next word. Candidates are

also represented with the mean of their subtoken embeddings, and combined with their

positional features. We join each candidate representation with the AZP. We compute

<AZP, NP1> and <AZP, NP2> scores which normalized using the softmax layer.

5.3 Input representation

Consider a sentence consisting of n words and containing an AZP mention at position i,

so that its previous word is at position i-1, and the next word at i+1. Let us assume we

2In our experiments, Tokenizer segmented many Arabic text into several sub-tokens, but rarely did seg-

ment Chinese.
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Figure 5.1: The sentence ”My sweetheart is sleeping” preprocessed through Tokenizer.

Tokenizer segments words, and introduces ’[CLS]’ and ’[SEP]’ tokens. After the Tok-

enizer step, the input is fed into BERT, which outputs embeddings.

also have a candidatek starting at position k, and appearing before the AZP.
3 There can be

a number of candidates, each of which is a noun phrase.

sentence = (w1, w2, ..., wi−1, azpi, wi+1, ..., wn) (5.1)

candidatek ⊂ sentence (5.2)

We compute the positional features for every (azp, candidate) pair as follows:

- same_sentence (azp, candidate): returns 1 if an AZP and its candidate are in the same

sentence, 0 otherwise.

- find_distance (azp, candidate): finds the word distance between an AZP and its candi-

date. The word distance is normalized between 0 and 1 based on the training instances.

s = same_sentence(azpi, candidatek) (5.3)

d = find_distance(azpi, candidatek) (5.4)

We feed sentence into BERT feature extraction mode, which produces the input’s embed-

dings. embeddings contain BERT pretrained vectors of every word in sentence.

embeddings = BERT (sentence) (5.5)

Aword can have one representation or several based on the segment step of Tokenizer. For

example, in Figure 5.1My has only one embeddingwhile sweetheart has two because it has

been segmented into two sub-tokens (sweet and ##heart). In 5.6, 5.7, and 5.8 equations,

the subscript of embeddings represents the word location in the sentence. µ is a function

to compute the mean of a mention representation which can made of several subtoken

3An AZP and its candidate may appear in distinct sentences. This could be specified using BERT’s

parameters ’text_a’, and ’text_b’. In such cases, however, we empirically found that we get better results

by merging the two sentences into one, and add a [SEP] token in between. Thus, we only use ’text_a’.
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embeddings 4.

a1 = µ(embeddings(i−1)) (5.6)

a2 = µ(embeddings(i+1)) (5.7)

ck = µ(embeddings(k)) (5.8)

To obtain a mention representation for an AZP, we compute the average embeddings of

the AZP previous word and the next word, and join them together. For every candidate,

we calculate the mean of its embeddings which then joined with the positional features.

We combine the AZP and its candidate representations to form the input to our classifier.

azp = [a1, a2] (5.9)

c = [ck, s, d] (5.10)

input = [azp, c] (5.11)

Our classifier consists of multiple multi-layer perceptrons (MLPs) scoring the <azp, can-

didate> pair ”input”.

layer1 = f(W1input+ b1) (5.12)

layer2 = f(W2 layer1 + b2) (5.13)

layer3 = f(W3 layer2 + b3) (5.14)

scoring = f(W4 layer3 + b4) (5.15)

f is the ReLU activation function [Nair and Hinton, 2010]. layer1, layer2, layer3, and

scoring are the resolver’s layers; each has learning parameters W and b. After scoring

all candidates, we choose the candidate with the highest coreference score as the correct

antecedent for the AZP. The overall architecture of our model and data representations

are shown in Figure 5.2. In the figure, there is one AZP and two candidates: noun phrase

1 (NP1) and noun phrase 2 (NP2). We run the sentence into BERT to get their word

embeddings. AZP is represented with the mean of its previous word, and next word. Can-

didates are also represented with the mean of their subtoken embeddings, and combined

with their positional features. We join each candidate representation with the AZP. We

compute <AZP, NP1> and <AZP, NP2> scores which normalized using the softmax layer.

4In our experiments, Tokenizer segmented many Arabic text into several sub-tokens, but rarely did seg-

ment Chinese.
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Number of units in the first layer 3300

Number of units in the second layer 2200

Number of units in the third layer 1200

Number of training epochs 10

Learning rate 1e-5

Dropout rate 0.5

Optimizer Adam

Table 5.1: Hyperparameter settings.

5.3.1 Candidate generation

For every AZP, we consider as candidate antecedents all maximal and modifier noun

phrases (NPs) at most two sentences away, as done by [Chen and Ng, 2016, Yin et al.,

2017]. This strategy results in high recall of mentions in both Arabic and Chinese.

5.3.2 Training objective

We minimize the cross entropy error between every AZP and its candidates using:

J(θ) = −
n∑

t∈T

k∑
c∈C

δ(azp, c) log(P (azp, c))

δ(azp, c) =

{
1 if c in azp coreference chain

0 otherwise

θ = {W1,W2,W3,W4, b1, b2, b3, b4}

θ denotes the set of learning parameters. T consists of the n training instances of

AZPs, and C represents the k candidates of an azp. δ(azp, c) returns whether a candidate c

is correct antecedent of the azp. log(P(azp, c) is the predicted log probability of the (azp,

c) pair.

5.3.3 Hyperparameter tuning

We initialize the model’s parameters using Glorot and Bengio’s [2010] method. We also

add a dropout regularization between every two layers. To optimize the classifier, we use

the development sets for tuning the hyperparameters. Table 5.1 shows the used settings.

We used three GPUs, each is 8GB. The training time is approximately 12 hours.
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Figure 5.2: An example of one AZP and two candidates: NP1 and NP2. For every candi-

date, we calculate its task-specific features find_distance and same_sentence, the features

are represented as red concatenated squares. We compute the average embeddings of each

candidate and AZP surrounding words, a subtoken embedding is represented as as blue

concatenated squares. We form <AZP, NP1> and <AZP, NP2> pairs and feed them into

a classifier made of MLPs. The classifier finds their scores which then normalized using

Softmax. ⊕ is a concatenation operation.

5.4 Results

We compare our results with other published results, and with the results using BERT’s

two adaptation modes. BERT fine-tuning already has a built-in classification layer on

top of the stacked Transformers. The feature extraction mode only produces the learned

vectors and needs a framework to be trained on. To do so, we implement a bi-attentive

neural network to train feature extraction embeddings and optimize it as done in [Peters

et al., 2019] who empirically analyzed fine-tuning and feature extraction modes for a few

pretrained models, including BERT. In both modes, we train AZPs and their antecedents

without the proposed additional features.

Arabic

We report our results for Arabic in Table 5.2. Given that there was no existing ZP resolver

for Arabic, we implemented Chen and Ng’s [2016] model and used it as a baseline in our

experiments, as it features an extensive range of syntactic, positional, and grammatical

features which were then used in other systems as well [Yin et al., 2018].

However, Table 5.2 shows that these features did not work well with Arabic. We can
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Model Recall Precision F-score

[Chen and Ng, 2016] 8.1 10.1 8.9

BERT (feature extraction) 47.9 59.5 53.1

BERT (fine-tuning) 50.3 62.5 55.8

Our Model 51.8 64.4 57.4

Table 5.2: Arabic AZPs results.

think of two likely reasons for this. First, the size of Arabic OntoNotes is small, thus might

not have provided enough training data for the learning phase. Second, some of Chen and

Ng’s [2016] features might only apply for Chinese; therefore, they might have hurt the

performance rather than helped. Also, Chen and Ng’s [2016] model lacked morpholog-

ical features because Chinese morphology is considered relatively simple. In contrast,

Arabic morphology is highly derivational and inflectional, and very important for resolv-

ing ZPs. Arabic ZPs are preceded by verbs, and verbs encode information about gender,

person, and number. The context of ZPs and their antecedents share similar morphological

characteristics.

Interestingly, BERT seems to be capable of modeling these morphological connec-

tions and resolve correctly many AZPs. BERT’s feature extraction and fine-tuning modes

produce F-scores of 53.1% and 55.8%. Our model outperforms BERT both modes and

achieves an F-score of 57.4%. The incorporated features seem to help with an increase

of 1.6% compared to fine-tuning, and 4.3% to feature extraction. The average number of

candidates is 14, mostly false candidates. These findings suggest that while BERT learns

many details of a language, it might also need more information to achieve the optimal

performance.

Chinese

Our experimental results for Chinese can be seen in Table 5.3. The Chinese dataset con-

sists of 6 different categories: Broadcast News (BN), Newswires (NW), Broadcast Con-

versations (BC), Telephone Conversations (TC), Web Blogs (WB), and Magazines (MZ).

The state-of-the-art, attention-based model of [Yin et al., 2018] performs better than the

others in all categories except TC. The TC category contains many short sentences; per-

haps Yin et al.’s [2017] model struggles to learn short size inputs. Our model achieves the

best overall F-score of 63.5% outperforming all prior models in all categories except in

(NW). Specifically, our approach outperforms the current state-of-the-art F-scores in these

categories: 1.9% (MZ), 7.4% (WB), 10% (BN), 3.2% (BC), and 8.9% (TC). Feature ex-

traction and fine-tuning modes report 60.4% and 62.1% respectively. Fine-tuning process

leads to 1.7% increase than feature extraction. Our model outperforms BERT both modes

with an increase of 3.1% and 1.4% compared to feature extraction and fine-tuning modes.

The average number of candidates is 27, mostly false candidates. The results in Chinese
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NW (84) MZ (162) WB (284) BN (390) BC (510) TC (283) Overall

[Zhao and Ng, 2007] 40.5 28.4 40.1 43.1 44.7 42.8 41.5

[Chen and Ng, 2015] 46.4 39.0 51.8 53.8 49.4 52.7 50.2

[Chen and Ng, 2016] 48.8 41.5 56.3 55.4 50.8 53.1 52.2

[Yin et al., 2016] 50.0 45.0 55.9 53.3 55.3 54.4 53.6

[Yin et al., 2017] 48.8 46.3 59.8 58.4 43.2 54.8 54.9

[Liu et al., 2017] 59.2 51.3 60.5 53.9 55.5 52.9 55.3

[Yin et al., 2018] 64.3 52.5 62.0 58.5 57.6 53.2 57.3

BERT (feature extraction) 59.3 48.7 66.0 64.9 57.9 59.5 60.4

BERT (fine-tuning) 61.8 51.8 67.9 66.7 58.7 61.6 62.1

Our model 63.4 54.4 69.4 68.5 60.8 62.1 63.5

Table 5.3: Our proposed model F scores on Chinese ZPs compared with BERT twomodes

and other models.

(even in Arabic) imply that even though fine-tuning can improve ZP resolution; however,

defining more task-related features with BERT feature extraction mode can enhance AZP

resolution.

Other versions of BERTwere pretrained specifically for English andChinese. Chinese-

only BERT performs better than BERTMultilingual on Chinese texts in some NLP tasks,

according to BERT authors’ Github page5. Therefore, it might also improve the results

we obtain with Chinese, although of course adopting that model would defeat the purpose

of developing a cross-lingual model.

BERT Layers

Numerous studies show that BERT layers encode rich information about language struc-

ture [Aken et al., 2019, Goldberg, 2019, Hewitt and Manning, 2019, Jawahar et al., 2019,

Kovaleva et al., 2019]. For a specific NLP task, some layers may carry more useful in-

formation than others. In fact, layers that contain indirect information may not lead to the

optimal performance. Therefore, it is important to investigate the internal layers and find

the most transferable representation. We examined every BERT layer’s weights for our

model, and report their behaviour on Arabic and Chinese in Figure 5.3. We can see that

higher layers produce better F-scores than the lower ones. ZP context and true candidates

usually share similar morphological characteristics and semantic relationships and higher

layers seem to carry such information.

Therefore, the layers in the last half tend to be more relevant to our task than the

layers in the lower half. Generally, F-scores increase as we employ higher layers except

when we reach the last two layers. Their slight drops of F-scores might be attributed to

BERT training objectives. BERT was trained on masked language modeling (MLM) and

next sentence prediction (NSP). Since we are using BERT feature extraction mode, the

5https://github.com/google-research/bert/blob/master/multilingual.md
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F score on test set

BERT Layer(s) Chinese Arabic

Third-to-last layer 63.5 57.4

Last layer 60.9 55.2

First layer 51.2 40.7

Weighted sum of the last 4 layers 63.1 55.2

Weighted sum of all 12 layers 62.4 53.1

Table 5.4: F-scores results when we use different BERT layer(s) for token representations.

last layers were optimized on these pretrained tasks. Even though MLM and NSP helped

BERT model learn linguistic aspects in the internal and middle layers, it might have made

the last layers biased and specific to their objective goals. The third-to-last (10th layer) and

fourth-to-last (9th layer) layers achieve almost equal high F-scores in Arabic and Chinese,

but we find the third-to-last to provide more stable states. In our model, we set the third-

to-last as the base to produce embeddings for AZPs and their candidates.

We also tried combinations of layers to see if they can produce better representations for

the task. Table 5.4 reports the first, last, and third-to-last layer F-scores. We compare their

F-scores with two more settings: the weighted sum of the last 4 layers and all of 12 layers.

The weighted sum of the 4 layers results in 63.1% for Chinese and 55.2% for Arabic.

Chinese F-score decreases only 0.4% and Arabic 2.2% compared to their corresponding

third-to-last F-scores. When we calculate the mean of all 12 layers, we get 62.4% and

53.1% for Chinese and Arabic respectively. F-scores drop 1.1% for Chinese and 4.7%

for Arabic. The weighted sum of multiple layers did not seem to help improve the ZP

resolution task. In both settings, Arabic seems to be more sensitive when several layers

involved. Arabic morphology is complex and BERT layers might encode its morpheme

interactions in some parts of its layers. Some of these interactions might get lost when

multiple layers are weighted sum.

5.5 Discussion

AZP resolution was not considered in the CoNLL-2012 shared task. The main reason is

English does not have AZPs while Chinese and Arabic have; so considering AZPs would

decrease Arabic and Chinese overall performance [Pradhan et al., 2012]. However, we

believe it would have been interesting if there were tracks for coreference resolution with

and without AZPs. AZPs are common in pro-drop languages. They are also important to

other NLP tasks and reflect real-world applications. While it is possible that AZPs would

have posed a challenge to the participants, but it would have broadened our knowledge of

AZPs and paved the way for more approaches.

The existing BERTology literature focuses on sentences and words, but little research

has been dedicated to null arguments (e.g. AZPs and subject movement). Our results, in
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Figure 5.3: Arabic and Chinese F-scores when we use each of BERT layers to produce

mention embeddings. Overall, higher layers produce better representations than the lower

layers. The 10th layer led to the highest F-scores in both languages.

this and previous Chapters, showed that BERT encodes information about AZPs within its

layers; however, more investigation can help us understand how language models learn

about AZPs. In the future, we intend to study other parts of language models that can

uncover more about AZP learning. For example, attention weights capture the word re-

lations and dependency, and it would have been interesting to see which contexts encode

information the most about AZPs. Also, the effect of increasing or decreasing the number

of attention heads and Transfomers. Another interesting part to study is the output vectors.

The output vectors can tell us the overall representation of a specific word, which then we

can use to compare contexts of AZPs and non-AZPs (with overt pronouns).

5.6 Summary

In this Chapter, we proposed a cross-lingual method for AZP resolution and applied it

to Arabic and Chinese. This is the first proposal to consider Arabic AZPs and it achieves

state-of-the-art results on Chinese. Just like in the previous Chapter, we noticed that BERT

encodes information about AZPs and further BERTology investigation on AZPs and their

antecedent can shed light on BERT learning and training.

In Chapter 7, we present two methods that resolve AZPs and non-AZPs together. The

AZP resolution and identification models are essential components of the two models.

74



Chapter 6

DataAugmentation forZero PronounResolution

One of the main obstacles for Arabic coreference resolution is the size of the available

corpora. Data availability is a particular problem for Anaphoric Zero Pronouns. There

has been various works on pronominal and general-mention anaphora in Arabic; however,

there has been little for AZPs. This is because although AZPs are common [Chen and Ng,

2016], they are not always annotated in NLP corpora. There are two reasons for this. First,

AZPs have no surface realization and the focus in coreference is usually on arguments

realized on the surface [Lee et al., 2005]. Second, pro-drop languages have several types

of ZPs, not all of which are anaphoric, which can make it challenging to identify AZPs.

Therefore, the number of datasets with annotated AZPs is generally small [Konno et al.,

2020]. Human annotation is expensive, cumbersome and time-consuming. To overcome

these challenges, we investigate therefore an alternative way to create AZP samples which

is using data augmentation methods. These methods for augmenting data existing are

automatic, cheap and beneficial. In this Chapter, we use five data augmentation methods

to generate and detect anaphoric zero pronouns using open text. We use the augmented

data as additional training materials for two anaphoric zero pronoun systems for Arabic.

Our experimental results show that data augmentation improves the performance of the

two systems, surpassing the state-of-the-art results.

6.1 Motivation

As we have seen in previous Chapters, Arabic corpus size is one of the main obstacles

in coreference resolution. To mitigate this problem, there has been various proposals for

anaphora annotation, such as, QurAna [Sharaf and Atwell, 2012], AnATAr [Hammami

et al., 2009] and others [Seddik et al., 2015]; however, they focus primarily on pronomi-
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nal anaphora. There are other types of anaphora that has not received as much attention,

one of which is AZPs. As far as we know, OntoNotes is the only corpus that includes

annotated AZPs, but their total number is small. Another problem is the expensive pro-

cess of manually annotating Arabic samples. Motivated by these two reasons, we decided

to explore five methods for automatically annotating AZP samples. Another motivation

is the optional property of AZPs [Altamimi, 2015] which means we can replace the null

argument with a suitable pronoun. This feature permits to expand the augmented AZP

samples to work for pronominal anaphora or coreference resolution. Consider the fol-

lowing example from the Arabic portion of OntoNotes (in Arabic OntoNotes 5.0, ZPs are

denoted as * in Arabic text).

...افلتخماعامتجا*ديري،ةيادبلانمهناذا،يلودلارمتؤمللةتسامحمدعشوبنع...

...Bush did not show any enthusiasm for the international conference, because since the

beginning, (he) wanted to attend another conference ...

We can convert the AZP into a pronominal anaphora as the following:

...افلتخماعامتجاوهديري،ةيادبلانمهناذا،يلودلارمتؤمللةتسامحمدعشوبنع...

...Bush did not show any enthusiasm for the international conference, because since the

beginning, he wanted to attend another conference ...

We replaced the AZP gap position with the pronoun he which refers to Bush. To

know about the antecedent pronoun, we can apply the morphological analyzer of Obeid

et al. [2020] which extracts the gender, number and person of the preceding verb, in the

example is ديري . After knowing the verb proprieties (as we discussed in Chapter 2),

we know which pronoun to replace the AZP with. We can generate many samples for

the pronominal anaphora using this method. It is also possible to use the same antecedent

mention to replace the AZP gap (e.g. replacing he with Bush) which can be used for

coreference resolution.

6.2 Related Work

Data augmentation is an active research topic and has been applied in different areas of

research of NLP [Chen et al., 2021a, Feng et al., 2021]. However, there has been very

limited proposals for AZP data augmentation. Zhang et al. [2015] augmented data by re-

placing a word with its synonyms to improve text classification. Sennrich et al. [2015]

augmented data by translating a sequence from one language to another, and then trans-

lating the sequence back into the original language. The new data were used to enhance

the performance of neural machine translation models. Wang et al. [2018] examined var-

ious methods for data augmentation and proposed to randomly replace words in source
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and target languages to improve neural machine translation. Şahin and Steedman [2019]

removed dependency links and modified tree nodes to create an augmented dataset for

Part-of-Speech tagging. Gulordava et al. [2018] replaced words with other words that

share the same Part-of-Speech, morphological features, and dependency labels, to improve

subject-verb agreement models. [Feng et al., 2019] introduced a pipeline called SMERTI

which combines various data augmentation methods, such as, entity replacement, similar-

ity masking, and text in-filling. Grundkiewicz et al. [2019] used a spellchecker to augment

training data which are then used to pre-train sequence-to-sequence models. Singh et al.

[2019] introduced a cross-lingual data augmentation called XLDA, evaluated on 14 lan-

guages on a natural language inference (XNLI) benchmark and question-answering task.

XLDA replaces segments of an inputs text with its translation in other languages. [Kumar

et al., 2019] proposed DiPS, a model that generates various paraphrased sentences used

to train conversational agents and in text summarization tasks. [Andreas, 2019] proposed

rule-based data augmentation, which replaces segments of inputs that share similar con-

text to improve the training of n-gram and sequence-to-sequence language models. [Guo

et al., 2020] proposed a statistical approach called SeqMix to decide which token to use at

each position of an input, and they also provided a framework that combines several data

augmentation approaches for several NLP tasks. [Chen et al., 2020] represented datasets

as graphs and proposed methods to augment data based on graph theory for paraphras-

ing. [Ding et al., 2020] trained a language model on the linearized version of the input to

synthesize data for low-resource sequence-tagging. [Feng et al., 2020] inserted character-

level synthetic noise and word hypernyms to augment data for text generation. [Louvan

and Magnini, 2020] used a set of augmentation methods that span words and modify sen-

tences for slot filling and intent detection. [Ri et al., 2021] proposed a method to augment

ZPs (not AZPs). They delete personal overt pronouns which results in extra sentences

with no pronouns, and use them in Japanese-English translation. Other proposals investi-

gated data augmentation for neural machine translation [Gao et al., 2019, Nguyen et al.,

2019, Vaibhav et al., 2019], text classification [Anaby-Tavor et al., 2020, Jindal et al.,

2020, Kobayashi, 2018, Wei and Zou, 2019], and question-answering [Kafle et al., 2017,

Yang et al., 2019].

Data augmentation methods helped to improve various NLP tasks; however, very few

proposals [Konno et al., 2020] considered the methods for AZP tasks which was focused

on generating AZPs for resolution. We explore the direction of exploiting several data

augmentation methods for AZP resolution and identification and how they can benefit

both tasks.

6.3 Methodology

We applied the following five methods to generate AZPs:
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1. OntoNotes Patterns (ONP): AZPs may occur more frequently in the company of

certain verbs. To find the most frequent collocations, we apply the t-test on the Part-

of-Speech sequences of AZP sentences. We tried a window of one, two, and three

and we found empirically a window of two to detect many correct AZP collocations.

2. Removing SubjectMention (RSM):AZPs are dropped subjects of verbs. When an

(explicit) mention is the subject of a verb phrase, we remove the mention to obtain

an AZP sentence.

3. Masking Candidate Mentions (MCM): Also known as contextual data augmen-

tation (CDA). We mask the true antecedents of AZPs and use a language model

to find the semantically most similar words, which are then used to produce new

sentences by replacing the original word.

4. Back Translation (BT): Also known as round-trip translation [Lau et al., 2015].

The AZP examples in OntoNotes are in Arabic. We translate them into English

using the GoogleTrans API,1 and then translate them back to Arabic.

5. Changing Subject–verb Agreement (CSA): the verb in an AZP construction and

its true antecedent agree on number which can be in singular, dual, or plural form.

We change their agreement number from one form to another. For example, if the

AZP verb and its reference are in singular form, we change the verb and its reference

to dual or plural form.

Table 6.1 shows the number of collected data of each method. AZPs interpretation

involves two steps: AZP detection, and AZP resolution. The detection step finds if a

sentence has AZPs while the resolution resolves AZPs to their true antecedent. The true

antecedent might be present in the same AZP sentence or any previous sentences. In our

experiments, we decided to collect AZP samples such that each sample has two sentences:

the first has the true antecedent and the second has its AZP.While it is possible to automat-

ically create AZP samples of one sentence only (the AZP position and its true antecedent in

the same sentence), but two-sentence samples provide more context and information about

AZPs. The augmented dataset will be available at https://github.com/amaloraini/

6.3.1 OntoNotes Patterns

AZP sentences may occur more frequently in certain constructions. To find these con-

structions, we apply a window of one, two, and three tokens on the Part-of-Speeches of

AZP samples. We found a window of two (two words before an AZP and two words after

as shown in Figure 6.1) to provide many correct collocations. We count the frequencies

1https://pypi.org/project/googletrans/
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Method Training

OntoNotes Patterns (ONP) 369

Removing Subject (RSM) 1,196

Masking Candidate (MCM) 736

Back Translation (BT) 501

Changing Subject-Verb Agr. (CSA) 104

Total 2,906

Table 6.1: The number of the augmented data of each method, and their total.

of the constructions and apply the t-test score as in [Manning and Schutze, 1999] to see

how probable a construction is:

t =
x̄− µ√

s2

N

Where x̄ is the sample mean of a Part-of-Speech, and s2 is its sample variance, N is its

sample size, and µ is its distribution mean. We choose the highest five t-test scores and

apply them to large public text datasets i.e Wikipedia. We tag the sentences in Wikipedia

summary sections with their Part-of-Speech using CAMeL tools [Obeid et al., 2020] and

apply the OntoNotes constructions on each sentence except the first. When one sentence

matches a pattern, it suggests that the sentence might be an AZP. The AZP true antecedent

is usually in the first sentence of the summary section. We join the first sentence and the

detected sentence together to represent oneAZP sample, as shown in Figure 6.3. In Section

6.3.6, we discuss in details why we follow this approach and the challenges of finding the

true antecedent of an AZP.

Figure 6.1: An example of one construction of an AZP from OntoNotes. For every AZP

position, we extract the POS of two words before and two after, in order to create one

construction.

6.3.2 Removing Subject Mentions

Subject nouns or pronouns of a verb phrase might be optional. Removing these subjects

transforms a sentence into a null-subject, as shown in the following example:

زماتلارهنىلعندنلعقت

London is located on the Thames river.
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In the example, removing ’London’ from the Arabic sentence changes it into an AZP

sentence and grammatically correct. However, when the subject is removed, readers might

not know what the AZP refers unless they have access to more context i.e previous sen-

tences. Therefore, in our experiments each AZP sample has two sentences. The first

sentence contains the mention that the AZP refers to, and the second contains the AZP

gap.

6.3.3 Masking Candidate Mentions

We use the multilingual BERT2 to mask antecedents of AZPs and replace them with their

most similar semantic token. We replace the antecedent token with [MASK]3, and pre-

dict its most similar semantic word. We replace the original mention with the predicted

mention from BERT. However, even though the predicted token might be semantically

similar to the original token, it might not agree in number or gender with the AZP verb.

For example, the antecedent in the original sample can be student and BERT replaces it

with students. Such samples can distort the training for machine learning algorithms be-

cause it associates the morphemes with wrong morphological features. We address this

problem in Section 6.3.7.

6.3.4 Back Translation

Back (or round-trip) translation is used to introduce variants into the text data [Lau et al.,

2015]. It has been shown that translating a sentence from one language to another, and then

translating it back to the original language to be beneficial to some NLP tasks [Vaibhav

et al., 2019, Xie et al., 2018, Zhang et al., 2019]. Back Translation generates a paraphrased

version of the original input adding noise, such as, semantic and syntactical changes.

Therefore, we translate the Arabic samples to English, and translate them back to Ara-

bic.

6.3.5 Changing Subject–verb Agreement

AZP verb and its antecedent usually agree on number, gender, and person. We change

the verb and its antecedent number agreement from one form to another. For example,

if the number of an AZP sample is singular, we change it to dual or plural. To find and

generate verb inflections and mention number, we use CAMeL which consists of a set of

NLP tools for Arabic.

The five methods we discussed are used create AZP samples, but they are applied

differently. The first two (ONP and RSM) are used to detect AZPs on text while the

2https://github.com/google-research/bert
3[MASK] is a special token in BERT which is used for prediction.
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other three (CSA, MCM, and BT) are used to generate AZP from existing AZP samples.

Thus, we apply the two methods on the Wikipedia summary sections to initially collect

AZPs, and then use the other three to generate extra samples. An illustration of all data

augmentation methods and steps in Figure 6.2.

Figure 6.2: Overall picture of all data augmentation methods for Anaphoric Zero Pro-

nouns. We extract patterns from OntoNotes and check them on Wikipedia summary sen-

tences (ONPmethod). Removing Subject (RSM) is also applied to the summary sentences.

after collecting AZP samples, We create extra data applying MCM, BT, and CSA meth-

ods.

6.3.6 Finding the True Antecedent

An AZP refers to a preceding mention in a text. The mention can be in the same sentence

as the AZP or in previous sentences. Finding the true mention in a sentence using patterns

is not trivial because resolving AZPs involves reasoning, context, background knowledge

of real world, and deep understanding of a language characteristic, such as, its morphology

[Alnajadat, 2017]. At the beginning of the experiment, we apply the two methods (ONP

and RSM) on Arabic newspaper articles of Abu El-Khair corpus [El-Khair, 2017] to detect

AZP locations. For resolving AZPs to their antecedents, we used AZP context features

to find the true antecedent. The main features are the agreement morphemes between the

AZP verb and its antecedent. The result was we managed to identify many AZP loca-

tions successfully; however, we encountered two problems when we tried finding their

true antecedents. First, there were many mentions that share similar features as the true
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Figure 6.3: Illustration of finding AZPs using OntoNotes Patterns (ONP) and Remvoing

Subject Mnetion (RSM) on Paris, from Arabic Wikipedia. Given a Wikipedia page, we

join the first sentence with any other sentence in the summary only if they match any of

the two data augmentation methods. The extracted samples are made of the first sentence

and the matched sentences. The first sentence contains the true antecedent and the second

the AZP.

antecedent which led to many incorrect antecedent reference. Second, some locations of

the true antecedents were very far from the AZP gap.

To alleviate the above-mentioned limitations of AZP resolution, we apply the two

methods on Wikipedia articles. Every Wikipedia articles focuses on a single topic espe-

cially in the summary section. Summary sentences can contain AZPs and they usually

refer to the Wikipedia title. Therefore, we apply the five methods on the summary sen-

tences, andwe consider the title to be the true antecedent of everyAZP. The true antecedent

always appears in the first sentence i.e the title ofWikipedia page or part of it. So for every

AZP in the other sentences of the same page, they refer to the mention in the first sentence.

So each AZP sample consists of the first sentence of the Wikipedia page and the sentence

where it has the AZP. The reason why we apply the methods only on Wikipedia summary

sections because their sentences usually focus on briefly describing the entity of the page.

The sentences of other sections might have AZPs but they also include other mentions

which can make it challenging to resolve the AZPs to their true antecedent. An illustra-

tion of creating one sample from Wikipedia is in Figure 6.3. After collecting the samples

using ONP and RSM methods, we apply the other methods MCM, BT, CSA to generate

extra samples.

6.3.7 Filtering Samples

After data creation and generation, we found some samples to be grammatically incorrect

or not AZPs. For example, sometimes MCM method replaces the original antecedent of

an AZP with a mention of a different number or gender. BT method can be problematic

in some cases because it predicts the dropped subject which converts an AZP sample into

a non-AZP sample. Another problem of BT method is that the AZP verb in the original
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Category Training Dev Test

Documents 359 44 44

Sentences 7,422 950 1,003

Words 264,589 30,942 30,935

AZPs 3,495 474 412

Table 6.2: Basic statistics about AZPs in Arabic OntoNotes. The total number of AZPs is

3495, 474, and 412 for training, development, and test respectively.

sample is used to track the AZP location. If the AZP verb is translated back into another

similar verb, the AZP location can not be retrieved back. To enhance the quality of the

augmented data produced by the MCM method, we use Camel tools 4 which has a mor-

phological analyser to find the gender and number of mentions. We use the analyser to

see if the AZP verb and its antecedent agree on number and gender. For the grammatically

incorrect cases, we remove samples that do not have complete agreements. For the added

subject after the BackTranslation step, we remove the subjects in a similar way as we do

in RSM method. If the verb of the original sample is absence after the BackTranslation,

we remove the sample.

6.4 Evaluation

6.4.1 Dataset

Most existing Arabic corpora do not have AZP annotated. As far as we know, OntoNotes

5.0 is the only source that has Arabic AZPs annotated. The distribution of documents,

sentences, words and AZPs in OntoNotes are in Table 6.2.

6.4.2 AZP systems

For AZP identification, we use the model by [Aloraini and Poesio, 2020a] which is a

binary classifier that takes a candidate ZP location as input, and classifies whether it as

an AZP or not. For AZP resolution, we use the model by [Aloraini and Poesio, 2020b]

which combines BERT representations and additional task-related features of AZPS to

learn their true antecedent. We adopt their systems and apply the same settings on Arabic

AZPs. We then evaluate each method of our data augmentation for both systems to see

its effect. We then try using all the collected data, and try various binary combinations as

we will see in Section 6.5.

4https://github.com/CAMeL-Lab/camel_tools
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Original text لَاقُتنأَسَأَْبال

pre-processed text لاقتناسابال

Table 6.3: An example of how we pre-process Arabic text. We normalize all ’alif’ letters

forms, and remove all diacritics.

6.4.3 Data Preprocessing

Arabic is a morphologically rich language with a large set of morphological properties.

Arabic text can suffer from sparsity (different forms for the same word) and ambiguity

(same form for numerous words) if the text is not pre-processed. There are two reasons

for these problems. First, certain letters can have different forms which are usually mis-

spelled, such as the various forms of the letter “alif”. Second, same word can have a fully

diacritized, partially diacritized or undiacritized forms. Retaining diacritics can complex

word representation and model training [Habash and Sadat, 2006]. Pre-processing Arabic

text improves the overall performance. For example, [Aloraini et al., 2020] followed the

pre-processing steps by [Althobaiti et al., 2014a] which led to a significant improvement

in the performance of Arabic coreference resolution with an increase of 7% F1 score more

than the baseline. Therefore, we follow their steps for pre-processing text which are:

• We normalize the various forms of the letter ”alif” ( إ,أ,آ ) to the letter .”ا”

• We remove all diacritic marks on words, such that each word has its undiacritized

form.

We show an example of an original and pre-processed sentence from OntoNotes in Table

6.3.

6.5 Results

We use the systems from [Aloraini and Poesio, 2020a] and [Aloraini and Poesio, 2020b]

as baselines for AZP identification and resolution respectively. To see the effect of the

collected samples, we use their systems following the same settings. We evaluate the

augmented data of each method with different settings, and see their performance on the

precision, recall, and F1 scores.

AZP identification in Table 6.4, we train the baseline system with every data aug-

mentation method and evaluate on the test portion. We see the results vary. RSM and BT

improve the scores with an increase of +0.4 and +0.1 compared to the baseline F1 score.

ONP and CSA hurt the scores with a decrease of -0.3 and -0.7 compared to the baseline F1

score. When we train the system with all the augmented data, it outperforms the baseline
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with an increase of +0.3, but still less than when we use RSM by itself. RSM method

provides the best performance and outperforms the baseline and all other settings scores.

AZP resolution we evaluate each augmented-data method and the results are shown

in Table 6.5. Almost every data augmentation method increases the overall performance

when it is trained with CoNLL-2012 except for CSA method. ONP, RSM, MCM, and BT

increase the F1 score with +0.5, +1.6, +0.8, and +1.0 F1 scores respectively while CSA

decreases the score by -0.2, compared with the baseline’s F1 score. The best settings when

we train all the augmented data with CoNLL-2012 which results an increase of +1.8.

Combinations we also try combining two methods together to see if they can outper-

form when we use every method separately. We show the AZP identification results in

Table 6.6 and Table 6.7 for AZP resolution. As shown in the tables, some combinations

can improve the scores; however, no single combination outperforms the highest scores

in Tables 6.4 and 6.5.

6.6 Discussion

The augmented data improved the results for both AZP identification and resolution. The

improvements in scores for AZP resolution are more than AZP identification. To under-

stand the reasons, we investigated the Arabic portion of CoNLL-2012 and the outputs of

the two systems. In CoNLL-2012, we found that many AZP samples to be duplicates but

they refer to different types of mentions. The augmented data has more variance of AZP

verbs; however, many were not present in the test part which might have led the model to

associate these newly seen AZP verbs to cases that are not AZPs in the test set. We also

examined the identified and resolved AZPs, and we found several cases to be verbs or

mentions that are not subset of the training or the augmented data. Even though the data

augmentation methods we showed helped to alleviate this problem, we still need more

annotated data and explore more data augmentation methods.

Themain obstacle of ArabicAZPs is its size and quality. As far aswe know, OntoNotes

is the only existing dataset that has AZPs and their total number is small, as we can see in

Table 6.2. While data augmentation methods can mitigate the problem and improve the

results, but not by a very significant margin. We believe a large-scale and high quality

dataset can improve the results of AZP tasks.

In the future, we intend to automatically extend the augmented dataset to other NLP

tasks (e.g. pronominal resolution) by replacing the AZP with the antecedent pronoun or

the noun itself.
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Training settings
Test Evaluation

P R F1 diff

CoNLL-2012 b 60.0 78.9 68.2 -

+ ONP 59.4 79.3 67.9 -0.3

+ RSM 59.8 80.4 68.6 +0.4

+ MCM 59.6 79.8 68.2 0

+ BT 59.6 80.2 68.3 +0.1

+ CSA 59.3 78.5 67.5 -0.7

CoNLL-2012 + all 59.8 80.2 68.5 +0.3

Table 6.4: AZP identification training settings with each data augmentation technique,

and their results on the test set. b is the baseline scores [Aloraini and Poesio, 2020a]. diff

is the difference between a method’s F1 score and the baseline.

Training settings
Test Evaluation

P R F1 diff

CoNLL-2012 b 64.4 51.8 57.4 -

+ ONP 64.8 52.4 57.9 +0.5

+ RSM 65.6 53.7 59.0 +1.6

+ MCM 65.3 52.6 58.2 +0.8

+ BT 65.3 52.9 58.4 +1.0

+ CSA 64.4 51.6 57.2 -0.2

CoNLL-2012 + all 65.8 53.9 59.2 +1.8

Table 6.5: AZP resolution training settings with each data augmentation technique, and

their results on the test set. b is the baseline scores [Aloraini and Poesio, 2020b]. diff is

the difference between a method’s F1 score and the baseline.

Training settings
Test Evaluation

P R F1 diff

CoNLL-2012 b 60.0 78.9 68.2 -

+ ONP + RSM 59.6 79.7 68.2 0.0

+ ONP + MCM 59.5 79.7 68.1 -0.1

+ ONP + BT 59.8 79.8 68.3 +0.1

+ ONP + CSA 59.7 78.8 67.9 -0.3

+ RSM + MCM 59.8 79.0 68.1 -0.1

+ RSM + BT 59.8 79.8 68.4 +0.2

+ RSM + CSA 59.8 80.2 68.5 +0.3

+ MCM + BT 59.8 79.7 68.3 +0.1

+ MCM + CSA 59.7 79.7 68.2 0.0

+ BT + CSA 59.7 79.0 68.0 -0.2

Table 6.6: AZP identification training settings with different combinations of data aug-

mentation methods, and their results on the test set.
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Training settings
Test Evaluation

P R F1 diff

CoNLL-2012 b 64.4 51.8 57.4 -

+ ONP + RSM 65.3 53.7 58.9 +1.5

+ ONP + MCM 65.0 53.2 58.5 +1.1

+ ONP + BT 64.9 53.5 58.6 +1.1

+ ONP + CSA 64.6 52.7 58.0 +0.6

+ RSM + MCM 65.1 53.6 58.7 +1.4

+ RSM + BT 65.4 53.8 59.0 +1.6

+ MCM + BT 64.9 52.9 58.2 +0.8

+ MCM + CSA 65.1 53.4 58.6 +1.2

+ BT + CSA 64.6 52.4 57.8 +0.4

Table 6.7: AZP resolution training settings with different combinations of data augmen-

tation methods, and their results on the test set.
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6.7 Summary

In summary, the Chapter contributes the following:

• Various data augmentation methods to detect potential AZPs in unannotated sen-

tences, and to generate sentences containing AZPs.

• A method to automatically find the true antecedent of AZPs.

• The augmented data improve AZP identification and resolution for Arabic, and sur-

pass the current state-of-the-art results.

We also analyzed the errors of the AZP models and explained why they had failed to

resolve some samples. We also discussed a few ideas on how to expand the augmented

dataset so it works with other NLP tasks, such as, pronominal and coreference resolution.
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Chapter 7

Resolving AZPs and non-AZPs jointly

In previous chapters, we proposed methods that cluster mentions and anaphoric zero-

pronouns (AZP) separately. Early works suggested that learning both tasks can be chal-

lenging [Iida and Poesio, 2011] because AZPs cannot carry features similar to overt men-

tions, such as Part-of-Speech, word size and other surface features. Recently, however, it

has been shown that BERT can encode mention features within its representations [Jawa-

har et al., 2019]. We have also shown in Chapters 4 and 5 that BERT can encode in-

formation about AZPs within its layers. This suggests it may be possible to address the

challenges raised in earlier work. However, there have been few proposals that discussed

incorporating both types using language models in a single learning framework. In this

Chapter, we discuss two methods for clustering AZPs and non-AZPs jointly. We investi-

gate how to cluster AZPs and non-AZPs in pipeline and joint learning settings. In pipeline

fashion, we first learn how to cluster and identify mentions. Next, the pipeline learns how

to detect AZPs, which are then linked to their corresponded clusters. In a joint learn-

ing setting, AZPs have an explicit representation (using the distinguished marker *pro*).

This way, coreference resolution models would treat AZPs as any other mention when

they have a surface realization. We apply that only for the training phase. For the test

phase, we use an AZP identification model to tag AZP gaps which prepares the input for

clustering. We compare these two proposed models with a recent proposal.

89



CHAPTER 7. RESOLVING AZPS AND NON-AZPS JOINTLY

7.1 An Extended Version of the CoNLL Arabic dataset

with Anaphoric Zero Pronouns

The goal of the CoNLL-2012 coreference shared task is to learn coreference resolution

for three languages (English, Chinese and Arabic). However, AZPs were excluded from

the task even though they are annotated in OntoNotes for Arabic and Chinese. This was

because considering AZPs decreased the overall performance on Arabic and Chinese, but

not on English [Pradhan et al., 2012] (As already mentioned, English is not a pro-drop

language ). So in order to study joint coreference resolution for explicit mentions and

zero anaphors, we had to create a novel version of the CoNLL-2012 dataset in which

AZPs and all related information were included.

The CoNLL-2012 annotation layers consists of the following [Pradhan et al., 2012]:

1. Document ID: Contains the file name.

2. Part number: Some files are divided into several files and this number shows the

sentence number.

3. Word number: Word position in the sentence.

4. Word itself: This represents the tokenized token.

5. Part-of-Speech: The Part-of-speech of the word.

6. Parse bit: This is the bracketed structure broken before the first open parenthesis in

the parse, and the word/part-of-speech leaf is replaced with a *.

7. Lemma: Used to show the gold and predicate lemma.

8. Predicate Frameset ID: This is the PropBank frameset ID of the predicate in Column

7.

9. Word sense: The word sense.

10. Speaker/Author: The speaker or author name, where available. Mostly in broadcast

conversation and web log data. However, this is not available for Arabic because

all texts are extracted from newspapers.

11. Named Entities: Named entity for the word.

12. Arguments: Predicted and gold arguments.

13. Coreference: Coreference chain which can be single or multiple tokens.
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ANAPHORIC ZERO PRONOUNS

Figure 7.1: A screenshot of one of the CoNLL-2012 files, ann_0004. The 13 annotation

layers are the columns which are separated by multiple spaces.

An example of one of the CoNLL-2012 files is in Figure 7.1.

In Chapters 3 and 4, we applied AZP systems on OntoNotes Normal Forms (ONF).

They are annotated with AZPs and other mentions; however, they are not as well-prepared

as CoNLL-2012. To create a CoNLL-like dataset with AZPs, we extract AZPs from ONF

and add them to the already-existing CoNLL files. The goal of the new dataset is to

be suitable for clustering AZPs and overt mentions, and can be compared with previous

proposals that did not consider AZPs and as well as with future works that consider them.

To includeAZPs and their information (e.g., Part-of-Speech and parse tree) to CoNLL-

2012, we can use ONF. However, while adding AZPs to the clusters, we realized that

some coreference chains only exist in ONF, but not in CoNLL-2012. These are clusters

consisting of only one mention and one AZP, as in the example illustrated in Figure 7.2.

Chain 71 has two mentions, an AZP (denoted with *) and a mention. Since CoNLL-

2012 does not consider AZPs in coreference chains, this cluster would only have a single

mention (i.e. singletons) and OntoNotes is only annotated with multi-mention entities.

Our new dataset includes AZPs and become a cluster with multi-mentions; therefore, such

clusters should be included. To add them to the existing CoNLL-2012, we have to assign

them a new cluster. We thus wrote a script that automatically extracts AZPs from ONF

and adds them in CoNLL-2012 following these steps:

1. Finds all clusters that have AZPs in ONF and extracts them.

2. Each extracted AZP is either:

(a) Clustered with two or more mentions: For this case, CoNLL has already as-

signed a coreference-chain number andwe assign theAZP to the same number.

(b) Clustered with only one mention: We create a new cluster that includes the

single mention and the AZP.

3. Writes other relevant information, such as, Part-of-Speech, syntax, and all other

layers.

AddingAZPs to CoNL-2012 is beneficial to learn how to resolve themwith othermentions

or can be useful for future CoNLL-shared tasks and any other related NLP task. After
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Figure 7.2: A screenshot of OntoNotes Normal Forms (onf). Chain 71 is not considered

part of a CoNLL-2012 shared task because the cluster would become a singleton when we

remove the AZP (denoted as *).

preparing the new CoNLL dataset as discussed, we used it to train our methods. This new

version of Arabic Ontonotes will be made available with the next release of Ontonotes.1

7.2 Models

In this section, we show our methods for resolving AZPs and non-AZPs for coreference

resolution and they are advantageous for AZP resolution. Earlier proposals resolved AZPs

based on the antecedents that are in the same sentence as the AZP or two sentences away

[Aloraini and Poesio, 2020b, Chen and Ng, 2015, 2016, Liu et al., 2017, Yin et al., 2016,

2017, 2018]. However, it has been shown that learning mention coreference in the whole

document is beneficial for AZP resolution [Chen et al., 2021b]. Therefore, we apply two

different methods for resolving AZPs using clusters and coreference chains. The pipeline

resolves AZPs based on the output clusters from the coreference resolution model while

the joint learning learns how to resolve AZPs from the coreference chains, we show an

example of these two in Figure 7.3. In the example, the pipeline resolves AZPs to clus-

ters, instead of mentions and the joint learning finds the coreference chains for mentions,

including AZPs. Earlier proposals suffered from two main problems. First, they consider

a limited number of candidates (i.e mentions in two sentences away from the AZP) as pos-

sible true antecedents; however, the true antecedent might be far away from the AZP. Sec-

ond, other mentions can share salient context as the true antecedent which can introduce

more noise to the learning. Our methods mitigate these problems by considering all men-

tions in the document and employing more relevant information. The pipeline resolves

AZPs based on clusters which decreases dramatically the number of AZP candidates. The

joint learning resolves AZPs using coreference chains which incorporates broader context

for AZPs, insufficient contexts results in many errors [Chen and Ng, 2016].

1Sameer Pradhan, p.c.
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Figure 7.3: The input is a document with mentions. The asterisk * represents the AZPs in

the text. For AZP resolution, The pipeline resolves AZPs with the output clusters and the

joint learning resolves AZPs based on coreference chains.

Figure 7.4: The input without AZPs is fed into the Coreference Resolution and AZP iden-

tification models. The outputs of the two models are clusters and AZPs respectively.

Their representations are concatenated, and then their coreference information is learned

through the AZP Resolution model.
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7.2.1 Pipeline

In a pipeline setting, the inputs are the extended version of CoNLL, the one we described

in Section 7.1. Each file consists of multiple sentences and we follow the same splits in

CoNLL-2012 [Pradhan et al., 2012] for train, development and test. We initially fed the

documents for training into two models: coreference resolution and AZP identification.

We used the Arabic coreference resolution by Aloraini et al. [2020] and the proposed AZP

identification by Aloraini and Poesio [2020a]. The outputs of coreference resolutions are

clusters and each one has its own mentions. The outputs of the AZP identification are

the predicted gap positions of AZPs. The AZP resolution model by Aloraini and Poesio

[2020b] learns how to resolve the identified AZPs with their clusters. We show how we

represent the input in the following:

The input is a document with multiple sentences separated with periods, and has a total

of n words. The input does not consider AZPs initially, they are masked.

input = (w1, w2, w3, ..., wn) (7.1)

We first feed the input into the coreference resolution model which outputs the men-

tion clusters, c1, c2, to the last cluster index, k.

output_clusters = coref_res(input) (7.2)

output_clusters = (c1, c2, ..., ck) (7.3)

After finding the coreference clusters, the AZP Identification model predicts the AZP

positions in two steps 2. First, the AZP identification uses a Part-of-Speech tool to tag

words and mark gaps before verbs as potential AZPs. Second, the AZP identification

classifies these marked gaps as AZPs or not. Therefore, not every gap between words has

an AZP. For example, in (7.5) there is no AZP between the words w2 and w3, but there is

one between w1 and w2 (i.e. aj). We find AZP locations and extract their positions.

2We explained these steps in details in Chapter 4.

94



7.2. MODELS

input_with_azp = AZP_Id(input) (7.4)

input_with_azp = (w1, ai, w2, w3, ..., ak, wn) (7.5)

AZPs = (ai, ..., ak) (7.6)

ssai = same_sentence(ai, cj) (7.7)

cdai = cluster_distance(ai, cj) (7.8)

azpi = (ai_previous, ai_next, ssai , cdai) (7.9)

We follow the same representation for AZPs as Aloraini and Poesio [2020b]:

• embeddings for previous word to AZP.

• embeddings for next word to AZP.

• Whether the AZP and the candidate entity (represented either as the last mention or

first mention) are in the same sentence or not.

• The distance between the AZP and its cluster representation.

All four AZP features are concatenated, as shown in 7.8.

Clusters can be represented in different ways, including, e.g, the representation of the

first mention or the last mention. We found empirically that representing clusters with

the nearest mention to the AZP (the last added mention to the cluster) produces the best

results.

cj = {m1,m2, ...,mz} (7.10)

cj =

{
m1 the first mention to represent cj

mz the last mention to represent cj
(7.11)

Next, the AZP and cluster representations are joined together through a concatenation

layer. The variable input contains the concatenated representation of a mention pair - the

AZP and its corresponding cluster. The binary variable AZP res receives input and is 1

if the AZP and the cluster corefer. The model also outputs the final clusters.

The following equations specify how the output of the network is computed:
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input = concat(azpi, cj) (7.12)

input = [azpi, cj] (7.13)

results = AZP_Res(input) (7.14)

results = (r1, r2, ..., rs) (7.15)

The variable results consists of the final clusters of the resolved AZPs and non-AZPs. We

show the model architecture in Figure 7.4.

Original CoNLL-2012 sentence هسفنعضولايفاناك

Extended CoNLL-2012 sentence هسفنعضولايف *pro* اناك

Table 7.1: An example of how we explicitly represent AZPs.

Figure 7.5: In the train phase, the model learns how to resolve mentions and AZPs. AZPs

are represented with the *pro* tag and treated like any other mention. The test phase

predicts and tags AZPs locations. We use the model proposed by Aloraini and Poesio

[2020a] to find AZPs. The pretrained coreference resolution model is used in the test

phase to cluster mentions and AZPs.

7.2.2 Joint Learning

In the joint learning setting, the model learns to resolve AZPs by using the explicitly

represented AZP gaps. This way, AZPs would be learned as any other overt mention. In

our extended CoNLL-2012 documents, AZPs have the special identified *pro*. Table 7.1

shows an example of a CoNLL-2012 original sentence and its extended version. However,

we consider AZPs only in the training phase when we apply the coreference resolution

model. At test time, AZPs are not considered, same as in a real life application. Instead,

we use the AZP identification model by Aloraini and Poesio [2020b] to tag AZP gaps.
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After tagging, the input is ready for clustering using the trained coreference resolution

model. This is how we represent the inputs for both training and testing:

The input is a CoNLL-2012 document with many sentences that has a set of n men-

tions. A mention can be a word or an AZP tag (*pro*).

input = (m1,m2,m3, ...,mn) (7.16)

The variable input is fed into the coreference resolution (coref_res) model which out-

puts clusters. The clusters contain mentions and AZPs that refer to the same entity.

output_clusters = coref_res(input) (7.17)

output_clusters = (c1, c2, ..., ck) (7.18)

For the test phase, we assume a document is not labeled with AZP tags, which reflects

real-life applications. Therefore, we first feed input into the AZP identification (AZP_Id)

which outputs input_with_azp, that is input but with tagged AZPs. The AZP identification

is pre-trained on the train set of CoNLL-2012 to detect AZP locations.

input_with_azp = AZP_Id(input) (7.19)

input_with_azp = (w1, ai, w2, w3, ...,mn) (7.20)

After preparing input_with_azp which has words and AZP tags, we feed it into the

coreference resolution model which outputs the final clusters.

results = pretrained_coref_res(input_with_azp) (7.21)

results = (r1, r2, ..., rs) (7.22)

The variable results has the resolved AZPs and non-AZPs. We show the overall ar-

chitecture in Figure 7.5.

7.3 Other Proposals

Most existing works regard coreference resolution and AZP resolution as two indepen-

dent tasks. There have been few proposals on solving the two tasks jointly. Iida and

Poesio [2011] integrated the AZP resolver with a coreference resolution system using

an integer-linear-programming model. Kong and Ng [2013] employed AZPs to improve
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the coreference resolution of non-AZPs using a syntactic parser. Shibata and Kurohashi

[2018] proposed an entity-based joint coreference resolution and predicate argument struc-

ture analysis for Japanese. However, these works relied on language-specific features and

some assumed the presence of AZPs.

There are two end-to-end neural proposals about learning AZPs and non-AZPs to-

gether. The first is by Yang et al. [2022] who created a framework called CorefDPR. The

framework consists of four components: the input representation layer, coreference res-

olution layer, pronoun recovery layer and general CRF layer. The second proposal is by

Chen et al. [2021b]. They represent tokens and gaps using an encoder. They also pro-

posed a two-stage mechanism between AZPs and mentions. In our experiments, we only

compare our results with the latter proposal because the former only evaluated the Chi-

nese conversational speech 3 of OntoNotes. In addition, their model is also not publicly

available which makes it difficult to compare our results with theirs.

Figure 7.6: CorefDPR consists of four components: input representation layer, corefer-

ence resolution layer, pronoun recovery layer and general CRF layer [Yang et al., 2022].

7.3.1 Evaluation metrics

Coreference resolution

For our evaluation of the coreference system, we use the official CoNLL-2012 evaluation

metrics to score the predicted clusters. We report recall, precision, and F1 scores forMUC,

B3 and CEAFφ4 and the average F1 score of those three metrics.

3The TC part of the Chinese portion in OntoNotes.
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Figure 7.7: Resolving AZPs and non-AZPs in one model [Chen et al., 2021b].

AZP resolution

We evaluate AZP resolution in terms of recall, precision and F-score, following the same

metrics in Zhao and Ng [2007]:

Recall =
AZP hits

Number of AZPs in Key

Precision =
AZP hits

Number of AZPs in Response

Key represents the gold set of AZP entities in the dataset, and Response represents

the the predicted resolved AZPs. AZP hits are the reported resolved AZP positions in

Response which occur in the same position as in Key.

7.3.2 Training Objectives

Pipeline

The training objective of the AZP identification is binary cross-entropy loss, same as in

Aloraini and Poesio [2020a]:

AZP_Id_Loss(θ) = − 1

N

N∑
i=1

[yi log ŷi + (1− yi) log (1− ŷi)] (7.23)

θ is the set of learning parameters in the model. N is the number of training samples

in the extended CoNLL-2012. yi is the true label i and ŷi is its predicted label.

For the AZP resolution, the goal is to minimize the cross entropy error between every
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AZP and its antecedents, as defined in Aloraini and Poesio’s [2020b] model; however, we

resolve AZPs with clusters, instead of mentions:

AZP_Res_Loss(θ) = −
n∑

t∈T

k∑
c∈C

δ(azp, c) log(P (azp, c)) (7.24)

θ denotes the set of learning parameters. T consists of the n training instances of AZPs,

andC represents the k candidate clusters from the coreference resolution. δ(azp, c) returns

whether a candidate cluster c is the correct one for the azp, or not. log(P(azp, c) is the pre-

dicted log probability of the (azp, c) pair.

The training objective of the coreference resolution is to optimize the log-likelihood of

all correct mentions [Lee et al., 2017], as the following :

Coreference_Resolution_Loss(θ) = log

N∏
i=1

∑
ŷ∈Y(i)∩G(i)

P (ŷ) (7.25)

G represents the spans in the gold cluster that includes i.

Joint Learning

In the joint learning, we only use the (7.25) for training. AZPs are treated as any other

mention; therefore, they become part of the coreference resolution learning objective. We

also do not have to train the AZP identification model because we only use the AZP iden-

tification in the test phase and we use the pre-trained one on the original CoNLL-2012

from Aloraini and Poesio [2020a].

7.4 Results

We compare the results of the pipeline and joint learning models with the results of Chen

et al. [2021b]. We followed Chen et al. [2021b] for hyperparameter tunning, but we

changed the language model to AraBERT-base. We evaluate two tasks. First, we as-

sess the results at joint coreference resolution of both AZPs and non-AZPs. Second, we

evaluate AZP resolution only. Unlike previous proposals that resolve AZPs with their

antecedents, the AZPs of our methods and the Chen et al.’s [2021b] model are resolved

differently. The pipeline uses the output clusters, the joint learning uses the coreference

chains and Chen et al. [2021b] uses two scoring components.
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7.4.1 Resolving AZPs and non-AZPs

In Table 7.2, we see the results of resolving AZPs and non-AZPs. Chen et al.’s [2021b]

model achieves 64.2% F1 score, which is 0.7% more than the pipeline, but less than the

joint learning with 2.9%. Our joint learning approach outperforms our pipeline and Chen

et al.’s [2021b] system, achieving the best F1 average score of 67.1%.

Models
MUC B3 CEAFφ4 Avg.

R P F1 R P F1 R P F1 F1

Pipeline 62.9 70.7 66.5 57.3 65.6 61.2 61.1 64.5 62.7 63.5

Joint learning 65.2 75.5 70.0 62.6 68.3 65.3 64.8 67.7 66.2 67.1

[Chen et al., 2021b] 62.7 71.1 66.6 58.5 65.7 61.6 61.4 67.2 64.2 64.2

Table 7.2: Resolving AZPs and non-AZPs together.

7.4.2 AZP resolution

Next, we compare the AZP resolution results. For the pipeline, we used two settings to

represent clusters. First, we used the first mention in the cluster to be concatenated with

the AZP representation. Second, we used the last-added mention. Consider the following

example:

Input: Bush met Putin at a nearby airport. He discussed several topics with him.

Clusters: {Bush, He}

In the example, we can represent the George Bush cluster with Bush or He. We found that

representing clusters with the last mention provided better results.

The pipeline approach achieves an F1 score of 58.08% when using the first mention

as the cluster representation and 58.59% when using the last mention. The joint learning

provided better results with an F1 score of 59.33%. Chen et al.’s [2021b] model resolved

more AZPs correctly than the pipeline and joint learning methods, achieving an F1 score

of 59.49% which is 0.19% more than the joint learning score. It seems the two com-

ponents of Chen et al.’s [2021b] model, the Unit Score and Pairwise Score, are able to

distinguish AZPs and mentions effectively for the AZP resolution; however, for corefer-

ence resolution, they have showed the performance is better when not considering AZPs.
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Training Settings
Test Evaluation

P R F1

Pipeline (CR: first mention) 60.34 55.98 58.08

Pipeline (CR: last mention) 60.97 56.39 58.59

Joint Learning 61.41 57.40 59.33

[Chen et al., 2021b] 61.67 57.45 59.49

Table 7.3: AZP resolution results of pipeline, joint learning and Chen et al. [2021b].

7.5 Discussion

The main difference between our joint learning approach and Chen et al. [2021b] is how

AZPs are detected and learned. In our approach, we present AZPs explicitly and we clus-

ter them with other mentions, while Chen et al.’s [2021b] model learns classifying AZPs

and then clustering them with mentions in an end-to-end system. Our results appear to

confirm earlier results that considering AZP identification with end-to-end in the corefer-

ence resolution task (jointly with overt mentions) can negatively affect the performance

on the task [Chen et al., 2021b, Iida and Poesio, 2011] One possible explanation might

be the overall performance of the mention detection on non-AZPs is better than AZPs

[Chen et al., 2021b]. Chen et al. [2021b] consider every gap as a candidate AZP, which

increases the space of possible candidates and affects their detection recall. To mitigate

this problem, we use a different neural component for AZP detection. The AZP identifi-

cation that we used in both the joint learning and pipeline settings only considers gaps that

appear after verbs which limits the number of candidates. Moreover, the AZPs in the joint

learning have explicit tags which might have resulted in their correct detection, which

could be why the approach achieved better results. The main limitation of the our pro-

posed approaches is if the AZP identification fails to detect many AZPs in the test phase,

it might have dropped the evaluation of the coreference resolution and AZP resolution

dramatically.

In our experiments, we applied the BERT-base architecture of AraBERT [Antoun

et al., 2020]. We suspect that using BERT-large might improve the results even more.

In addition, pre-training BERT with annotated AZPs can be beneficial. Existing language

models (LMs) learn by masking words or perturbing their order [Qiu et al., 2020], but this

is not applicable to AZPs. Konno et al. [2021] have shown two approaches to improve

language models so they work for AZPs, first by introducing a new pre-training task and

second by a new fine-tuning technique. They showed an increased performance for AZP

resolution for Japanese. In future works, we intend to pre-train a large-scale language

model using their methods and see if it can boost the performance.
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7.6 Summary

In this Chapter, we discussed two ways to resolve AZPs and non-AZPs together. The first

approach is in a pipeline setting, and the second in a joint learning representation. The

two methods employ the proposed models in Chapters 3, 4 and 5. The joint learning out-

performed the pipeline and another approach [Chen et al., 2021b] in the joint coreference

resolution. We also discussed the challenges of these models and how we can improve

the task.
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Chapter 8

Conclusion

8.1 Summary of our Contributions

Coreference resolution is a difficult task, and even more so for languages that do not have

as many resources as English does. This research was an attempt to improving perfor-

mance on coreference resolution for Arabic, which has so far lagged behind. In this work

we made several useful contributions to Arabic coreference resolution:

In Chapter 3, we present the first neural coreference resolver for Arabic. Evaluated

on CoNLL-2012, it surpassed the previous state-of-the-art for Arabic coreference with a

substantial F1 increase of 15%. We also explained the current challenges and how we

can advance in the field.

In Chapter 4, we presented a multi-lingual approach for detecting anaphoric zero-

pronouns (AZPs) using BERT-base. We were the first to apply BERT-base for AZP iden-

tification in Arabic texts, and our model also achieved state-of-the-art results on Chinese.

In Chapter 5, we proposed a cross-lingual method to resolve AZPs with their true

(gold) antecedents. We showed that language models (e.g. BERT) learn about AZPs

implicitly, and encode this information within their layers.

We discussed the challenges of creating large datasets for relatively rare phenomena

such as AZPs in Chapter 6. We introduced five data augmentation methods that can gen-

erate samples based on open texts (e.g. Wikipedia). We apply the augmented dataset on

AZP identification and resolution tasks.

In Chapter 7, we tackled the problem of learning AZPs and non-AZPs coreference

resolution jointly. We proposed twomethods. We showed that a joint-learningmodel with

separate AZP identification outperforms a pipeline model and a pure end-to-end model.
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8.2 Revisiting our Research Questions

We have dedicated one or more Chapters to each of the four research questions introduced

at the beginning:

RQ1: Is end-to-end coreference resolution feasible with the corpora of more limited

size that we have for Arabic?

In Chapter 3, we adapted the end-to-end system of Lee et al.’s [2018] with multi-

lingual BERT [Devlin et al., 2018] to use on the Arabic portion of CoNLL-2012 [Pradhan

et al., 2012]. We achieved results better than previous proposals and improved the results

even more by using AraBERT [Antoun et al., 2020], a state-of-the-art mention detector

[Yu et al., 2020], pre-processing Arabic text and applying an annealing training strat-

egy. We achieved an average F1 score 63.9% while English and Chinese achieved 77.1%

and 67.6% respectively using similar settings (i.e, using Lee et al.’s [2018] model and

BERT-base). This is reasonable given that Arabic portion of OntoNotes is smaller than

the English and Chinese ones [Pradhan et al., 2012].

RQ2: Can neural network models learn how to identify and resolve Arabic Anaphoric

zero-pronouns (AZPs)? And do language models encode AZP information in their layers?

In Chapters 4 and 5, we proposed two neural models for AZP identification and res-

olution. As far as we know, we were the first to work on Arabic AZPs in OntoNotes 5.0

[Weischedel et al., 2011]. Our neural models are also applicable to other languages, as we

showed by evaluating them on the Chinese section of OntoNotes, achieving state-of-the-

art results.

We conducted more experiments on BERT layers and we found that BERT implicitly

encode information about AZPs in their contexts. Some layers encode more information

than others and provide better results for AZP tasks.

RQ3: Can we automatically generate data for AZPs without expert annotators?

While there are several datasets have been annotated for pronominal anaphora in Ara-

bic, none has considered annotating AZPs. As far as we know, OntoNotes is the only

publically available corpus that has annotated Arabic AZPs, and their total number is rel-

atively small.

We showed five methods for automatically generating AZP samples using Wikipedia

articles. Our augmented data helped to boost the performance of existingAZPmodels. We

have also shown possible ways to extend the augmented dataset so it works for coreference

resolution and pronominal anaphora.

RQ4: (Realized) Mentions and AZPs are different in nature: mentions have surface

realizations while AZPs not (i.e. they are null arguments). Is it possible to cluster these

two types of anaphoric expressions in one learning framework?

There have been a couple of proposals for joint AZP and non-AZPs resolution in Chi-

nese, but none for Arabic. In Chapter 7 we showed that it is possible to cluster the two
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types of mentions in one framework. We introduced two methods for resolving AZPs and

non-AZPs using BERT and neural networks, in a pipeline and joint learning settings. One

of our methods surpasses a previous proposal [Chen et al., 2021b] when evaluated on the

Arabic portion of OntoNotes.

8.3 Future Directions

This work has addressed several challenges for coreference resolution in modern standard

Arabic (MSA). We also indicated possible future directions for each of these challenges.

We hope our work sets the stage for a larger research effort in closely related areas such as

coreference resolution for Arabic dialects. Arabic dialects are based on MSA; however,

they differ in many grammatical and lexical aspects. For example, the Saudi dialect is

similar to MSA and shares many characteristics, but, Moroccan is very different (e.g.

darejah). Investigating coreference resolution for these dialects would also have practical

applications because they are widely used in social networks and on a daily basis. There

are other Semitic andmorphologically rich languages that have not been investigated, such

as, Hebrew and Amharic. These languages might encounter the same obstacles and can

benefit from our suggested solutions.

There are various applications for coreference resolution. It has been shown that coref-

erence resolution is practical for real-time conversations in dialogue processing [Xu and

Choi, 2022]. Another application ismachine translationwhere coreference chains can help

in translating nouns and pronouns correctly [Werlen and Popescu-Belis, 2017]. Corefer-

ence resolution has also been shown to be beneficial to other NLP areas [Krishna et al.,

2017, Meged et al., 2020, Pakray et al., 2011, Steinberger et al., 2007]. One of our future

plans is to add our coreference resolution and AZP systems to NLP tools, such as, CAMeL

[Obeid et al., 2020] or Stanza [Qi et al., 2020]. CAMeL and Stanza are both widely used

tools for Arabic NLP and adding our proposed models can help to combine them easily

with other NLP areas.
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