
Alma Mater Studiorum - Università di Bologna

Dottorato di Ricerca in

Automotive per una Mobilità Intelligente

Ciclo 34

Settore Concorsuale: 09/F2

Settore Scientifico Disciplinare: ING-INF/03 Telecomunicazioni

Active Control of the Acoustic Field in a Vehicle Cabin

Presentata da: Alessandro Opinto

Coordinatore Dottorato
Prof. Nicolò Cavina

Supervisore
Prof. Angelo Farina

Co-supervisori
Prof. Stefano Selleri

Prof. Riccardo Raheli

Esame finale anno 2022





Table of Contents

List of Acronyms v

List of Symbols ix

Foreword xi

Abstract xiii

I Active Noise Control Systems 1

Introduction 3

State of the Art 7

1 Adaptive Filter Estimation 11
1.1 Wiener Filter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.2 Steepest Descent Method . . . . . . . . . . . . . . . . . . . . . . . . . . 14
1.3 Least Mean Square Algorithm . . . . . . . . . . . . . . . . . . . . . . . 16

2 Reference Scenario 23
2.1 Simulation Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.2 Performance Indicators . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.3 Best Reference Signals Grouping . . . . . . . . . . . . . . . . . . . . . . 31

3 FeedForward Schemes 35
3.1 Multiple Reference MIMO System . . . . . . . . . . . . . . . . . . . . . 35

i



ii Table of Contents

3.2 Numerical Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.2.1 SISO . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.2.2 MISO . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.2.3 MIMO . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

4 FeedBack Schemes 51
4.1 Adaptive FB Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

4.1.1 Standard FxLMS . . . . . . . . . . . . . . . . . . . . . . . . . . 52
4.1.2 Modified FxLMS . . . . . . . . . . . . . . . . . . . . . . . . . . 55

4.2 Fixed FB Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
4.2.1 Review of Control Theory . . . . . . . . . . . . . . . . . . . . . 58
4.2.2 Considered Fixed FB Controller . . . . . . . . . . . . . . . . . . 59

5 Types of Input Signals 65
5.1 Synthetic Tonal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
5.2 Experimentally Acquired Signals . . . . . . . . . . . . . . . . . . . . . . 66

5.2.1 Sedan . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
5.2.2 Hybrid compact car . . . . . . . . . . . . . . . . . . . . . . . . . 67

6 Numerical Results 69
6.1 Scenarios . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
6.2 Pure Delay as a Secondary Path . . . . . . . . . . . . . . . . . . . . . . 70
6.3 Sedan Secondary Path . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
6.4 Headrest Chair Secondary Path . . . . . . . . . . . . . . . . . . . . . . 78

6.4.1 8th order Secondary Paths . . . . . . . . . . . . . . . . . . . . . 80
6.4.2 4th order Secondary Paths . . . . . . . . . . . . . . . . . . . . . 83
6.4.3 Simulation Results . . . . . . . . . . . . . . . . . . . . . . . . . 86

Appendix on ANC 95
A Further Mathematical Derivation of FF System . . . . . . . . . . . . . 95
B Further Numerical Results on FF ANC Systems . . . . . . . . . . . . . 97

B.1 SISO ANC . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
B.2 MISO ANC . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
B.3 MIMO ANC . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100



Table of Contents iii

C Further Mathematical Derivation of FB System . . . . . . . . . . . . . 101
D Wiener Filter for FB ANC System . . . . . . . . . . . . . . . . . . . . 103
E Further Numerical Results on FB ANC Systems . . . . . . . . . . . . . 108

E.1 Adaptive SISO ANC . . . . . . . . . . . . . . . . . . . . . . . . 109
E.2 Adaptive MIMO ANC . . . . . . . . . . . . . . . . . . . . . . . 111
E.3 Adaptive CICO ANC . . . . . . . . . . . . . . . . . . . . . . . . 113

Conclusions on ANC Systems 117

II Virtual Microphone Technique 119

Introduction 121

State of Art 123

7 ANC with VMT 125
7.1 Fixed Control Filter . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
7.2 Adaptive Control Filter . . . . . . . . . . . . . . . . . . . . . . . . . . . 133

8 Observation Filter Estimation 135
8.1 Causality Issue . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
8.2 Considered Algorithms . . . . . . . . . . . . . . . . . . . . . . . . . . . 137

8.2.1 Least Mean Square (LMS) . . . . . . . . . . . . . . . . . . . . . 141
8.2.2 Recursive Least Squares (RLS) . . . . . . . . . . . . . . . . . . 142
8.2.3 Minimum Mean Square Error (MMSE) . . . . . . . . . . . . . . 143

8.3 Robustness Testing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147

9 Experimental Results 151
9.1 Performance Indicators . . . . . . . . . . . . . . . . . . . . . . . . . . . 152
9.2 Indirect Measurements . . . . . . . . . . . . . . . . . . . . . . . . . . . 153

9.2.1 Synthetic Response . . . . . . . . . . . . . . . . . . . . . . . . . 153
9.2.2 Experimental Response . . . . . . . . . . . . . . . . . . . . . . . 161

9.3 Direct Measurements . . . . . . . . . . . . . . . . . . . . . . . . . . . . 172
9.3.1 Sedan . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 173



iv Table of Contents

9.3.2 Luxury car . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 181
9.3.3 Subcompact car . . . . . . . . . . . . . . . . . . . . . . . . . . . 185

10 Microphone Virtualization by Neural Networks 201
10.1 Neural Network Background . . . . . . . . . . . . . . . . . . . . . . . . 202
10.2 TCN Architecture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 205
10.3 Considered TCN Model . . . . . . . . . . . . . . . . . . . . . . . . . . 208
10.4 Obtained Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 212

10.4.1 Single Training . . . . . . . . . . . . . . . . . . . . . . . . . . . 212
10.4.2 Mixed Training . . . . . . . . . . . . . . . . . . . . . . . . . . . 213

Appendix on VMT 215
F Decomposition of Microphone Signals . . . . . . . . . . . . . . . . . . . 215
G Further Results on VMT with Indirect Measurements . . . . . . . . . . 217

G.1 Synthetic Responses . . . . . . . . . . . . . . . . . . . . . . . . 218
G.2 Experimental Responses . . . . . . . . . . . . . . . . . . . . . . 221

H Further Results on VMT with Direct Measurements . . . . . . . . . . . 226
H.1 Sedan . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 226
H.2 Luxury car . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 230
H.3 subcompact car . . . . . . . . . . . . . . . . . . . . . . . . . . . 234

Conclusions on VMT 239

Bibliography 243

Acknowledgments 251



List of Acronyms

AD Automatic Differentiation
ANC Active Noise Control

BBPF Broad Band-Pass Filter
BPF Band-Pass Filter

CAN Controller Area Network
CICO Combined Input - Combined Output
CNN Convolutional Neural Network

DC Direct Current
DNN Deep Neural Network
DSP Digital Signal Processor

EOC Engine Order Cancellation

FB FeedBack
FCN Fully Convolutional Network
FE Filtered Error
FF FeedForward
FIR Finite Impulse Response
FxLMS Filtered-x Least Mean Square

v



vi List of Acronyms

GPU Graphical Processing Unit

IMC Internal Model Control

KPI Key Parameter Indicator

LMS Least Mean Square
LPF Low-Pass Filter

MIMO Multiple Input - Multiple Output
MISO Multiple Input - Single Output
MMSE Minimum Mean Square Error
MSE Mean Square Error

NBPF Narrow Band-Pass Filter
NN Neural Network
NR Noise Reduction

OF Observation Filter

RBW Resolution BandWidth
ReLU Rectified Linear Unit
RLS Recursive Least Squares
RMT Remote Microphone Technique
RNC Road Noise Cancellation
rpm Revolution Per Minute

SIMO Single Input - Multiple Output
SISO Single Input - Single Output
SPL Sound Pressure Level
SVD Singular Value Decomposition



List of Acronyms vii

TCN Temporal Convolutional Network

VMT Virtual Microphone Technique

WGN White Gaussian Noise





List of Symbols

English Letters

symbol description

d, D monitoring microphone disturbing signal, transform of d
e, E monitoring microphone error signal, transform of e
f frequency
fc central frequency of octave band filter bank
j, J reference signal index, number of reference signals
k, K loudspeaker index, number of loudspeakers
m, M monitoring microphone index, number of monitoring microphones
n discrete-time epoch
o, O observation filter impulse response, transform of o
p, P primary path impulse response at monitoring microphone, transform of p
s, S secondary path impulse response at monitoring microphone, transform of s
T input/output transfer function
u unknown audio wave
v, V virtual microphone index, number of virtual microphones
w, W control filter impulse response, transform of w
x, X reference signal, transform of x
y, Y anti-noise signal at monitoring microphone, transform of y

ix



x List of Symbols

Greek Letters

symbol description

α positive constant to prevent division by zero for LMS algorithm
Γ effective cancellation
δ, ∆ virtual microphone disturbing signal, transform of d
ε error signal between virtual microphone signal and its retrieved version
η theoretical cancellation
ϑ dilation factor for TCN
λ leakage-factor
µ step-size parameter
ξ, Ξ virtual error microphone signal, transform of ξ
π, Π primary path impulse response at virtual microphone, transform of π
ρ regularization factor for MMSE algorithm
% neuron for NN
σ, Σ secondary path impulse response at virtual microphone, transform of σ
Υ MSE evaluated on error signal ε[n]

χ cost function
ψ, Ψ anti-noise signal at virtual microphone, transform of ψ
ω angular frequency



Foreword

This thesis describes the research activity carried on during the PhD program in “Auto-
motive Engineering for Intelligent Mobility” and is focused on the analysis and design
of Active Noise Control (ANC) systems for automotive applications. This work was
supported by ASK Industries S.p.A., Reggio Emilia, Italy.

xi





Abstract

In this thesis, a thorough investigation on acoustic noise control systems for realistic
automotive scenarios is presented. The thesis is organized in two parts dealing with
the main topics treated: Active Noise Control (ANC) systems and Virtual Microphone
Technique (VMT), respectively.

The technology of ANC allows to increase the driver’s/passenger’s comfort and
safety exploiting the principle of mitigating the disturbing acoustic noise by the super-
position of a secondary sound wave of equal amplitude but opposite phase. Performance
analyses of both FeedForwrd (FF) and FeedBack (FB) ANC systems, in experimental
scenarios, are presented. Since, environmental vibration noises within a car cabin are
time-varying, most of the ANC solutions are adaptive. However, in this work, an ef-
fective fixed FB ANC system is proposed. Various ANC schemes are considered and
compared with each other. In order to find the best possible ANC configuration which
optimizes the performance in terms of disturbing noise attenuation, a thorough re-
search of Key Parameter Indicator (KPI), system parameters and experimental setups
design, is carried out.

In the second part of this thesis, VMT, based on the estimation of specific acoustic
channels, is investigated with the aim of generating a quiet acoustic zone around a
confined area, e.g., the driver’s ears. Performance analysis and comparison of various
estimation approaches is presented. Several measurement campaigns were performed in
order to acquire a sufficient duration and number of microphone signals in a significant
variety of driving scenarios and employed cars. To do this, different experimental
setups were designed and their performance compared. Design guidelines are given to
obtain good trade-off between accuracy performance and equipment costs. Finally, a
preliminary analysis with an innovative approach based on Neural Networks (NNs) to
improve the current state of the art in microphone virtualization is proposed.

xiii





Part I

Active Noise Control Systems
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Introduction

In the last decades, due to the technological improvements and the consequent in-
crease in the number of equipments, such as engines, blowers, fans and compressors,
noise control systems have become a hot research topic in the automotive industry.
For the medium-and high-frequency disturbing signals, the problem of noise mitiga-
tion within the car cabin is normally approached via “passive” mitigation methods,
e.g., by introducing acoustic absorption materials. However, these solutions may be
ineffective for the low-frequency disturbing audio wave [1, 2]. To improve comfort,
Active Noise Control (ANC) systems are being currently developed. The idea behind
ANC is to cancel the unwanted (primary) noise source by emitting an anti-noise (sec-
ondary) of equal amplitude and opposite phase such that the residual noise is reduced
as much as possible by the superposition principle [3–5]. Depending on the presence
of a reference signal, we can distinguish between a FeedForward (FF) and a FeedBack
(FB) ANC system. The FF ANC system operates in the presence of reference con-
trol signals, typically obtained by accelerometers placed in crucial positions of the car
structure, loudspeakers emitting the anti-noise, and microphones, referred to as error
microphones, within the cabin, employed to constantly monitor the residual noise per-
ceived by the driver and the passengers. On the other hand, the FB ANC systems,
that are based on the Internal Model Control (IMC) architecture [6], in the absence
of reference signals, try to cancel the overall noise in the cabin by using the error
microphone signals as references.

Since acoustic noise sources and the environment are time-varying, ANC must be
adaptive. The most common solution is to employ a transversal filter using the Least
Mean Square (LMS) algorithm [1]. The system will thus adjust the filter coefficients to
attempt proper setting of the physical filters between the loudspeakers and the error
microphones. Ideally, at the error microphones we therefore obtain residual errors that

3



4 Introduction

approach zero.
In this context, the aim of reference signals in the FF ANC systems is to pick up the

unwanted noise component. Therefore, the use of reference signals can be seen as an aid
to predict what is listened by the error microphones [1]. This means that a necessary
condition to have noise cancellation is that the reference signals have to be correlated
with the unwanted noise component. When the number of employed reference signals is
larger than one, the ANC system is referred to as multi-reference. ANC systems can be
classified on the basis of the number of used loudspeakers and microphones as Single
Input - Single Output (SISO), Multiple Input - Single Output (MISO) or Multiple
Input - Multiple Output (MIMO). More precisely, in a SISO system we have a single
loudspeaker and one microphone. In a MISO system, we have multiple loudspeakers
and one single microphone. By employing multiple loudspeakers and more than one
microphone, we finally obtain a MIMO system.

The goal of this Part I is the design and performance analysis of digital signal pro-
cessing algorithms suited for the acoustic control in the cabin of a car. In the first part
a thorough investigation of the system performance of FF ANC in automotive environ-
ments in the case of SISO, MISO, and MIMO scenarios is given. In particular, multiple
reference signals are employed and investigated in order to find a specific reference or
a grouping of references which maximize the performance. System performance is as-
sessed in terms of Sound Pressure Level (SPL), i.e., the sound level perceived by the
driver and/or passengers. Moreover, in order to investigate how the noise cancellation
performs in time, the spectrogram is considered. Since in the car environment the noise
sources are usually dominated by low frequencies, we expect that the noise cancellation
will occur in the range 20–500 Hz.

Similarly to the FF case, in the FB approach adaptive LMS-based solutions have
been analyzed. Systems were evaluated in terms SPL of the perceived audio, both its
spectrum and time-domain sliding window values. Moreover, the problem of the design
of a fixed FB controller is tackled. Unlike adaptive solutions, such controllers do not
track the audio dynamics, but try to perform “static” cancellation. We hope that FB
systems may complement FF ones for narrow band noise components not present in
the reference signals. We expect that, the FB ANC system, due to the lack of reference
signals may allow to cancel additional narrow-band components of the incoming noise.

Part I is structured as follows. The ANC problem is stated in Chapter 1 in terms of

PhD in Automotive Engineering for Intelligent Mobility



Introduction 5

the optimal Wiener solution and the adopted LMS algorithm. Chapter 2 summarizes
the simulation setup and specifics implemented in our simulations. In Chapter 3, the
FF ANC system is analyzed for the SISO, MISO and MIMO schemes. The considered
solutions for FB ANC system, either adaptive or fixed, are presented in Chapter 4. In
Chapter 5, considered input signals for the analyzed FB ANC schemes are presented.
Simulation results are presented in Chapter 6 and organized according to the considered
secondary path. In particular, three types of secondary paths were taken into consid-
eration: modeling pure delays, representing a realistic cabin of a car and describing the
behavior of the headrest of a chair. The obtained results are discussed in Sections 6.2,
6.3 and 6.4 respectively. Conclusions and future work are finally discussed.

Univerity of Bologna and University of Parma





State of the Art

The history of ANC started in 1936 thanks to the first patent of noise control system
invented by Paul Lueg, a doctor of philosophy and medicine, who worked also as a
physicist [7]. The idea of Paul Lueg was to mitigate sinusoidal tones in ducts by phase-
advancing the wave and canceling arbitrary sounds in the region around a loudspeaker
by inverting the polarity. In the early 1950s, the electrical engineer Lawrence Jerome
Fogel concentrated his efforts to develop the first noise cancellation headphone in the
aviation field [8]. This system was originally created to protect the pilot’s hearing
system from the disturbing sound of the plane engines. Between 1956 and 1957, Willard
Meeker, leader of the Air-Force Research Laboratory, known for the introduction of
earmuffs and earplug in the pilot’s helmet as a passive noise mitigation, in order to
improve pilot’s comfort, decided to develop a new headset in which also the ANC
system was implemented [9].

In the mid ’80s, a significant technology improvement in the ANC field was achieved,
thanks to the contribution of Dr. Amar Bose, the founder of Bose Corporation. In
fact, in 1989, the first headphones with ANC system by Bose, the so-called “Bose
Aviation Headset X” were made available commercially [10]. Similarly, one of the
main Bose competitor, the German production company Sennheiser developed the
“LHM 45 NoiseGard”, the world’s first pilot’s headset with ANC to receive FAA-TSO
certification (Technical Standard Order of the Federal Aviation Administration) for
Lufthansa airlines [11]. From here on, several companies started to develop and sell
headphones with ANC system.

As described, first developments on the active noise canceling field were pursued in
both the army and civil aviation fields by employing pilot’s helmets. We had to wait
until the early ’90s to have the first ANC system in the automotive scenario. In fact, in
1992, the English car manufacturer Lotus developed the first Road Noise Cancellation
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8 State of the Art

(RNC) system featured in the Nissan Bluebird [12]. Several years later, in 2009, Lotus
started a collaboration with Harman Cardon in order to develop new RNC and Engine
Order Cancellation (EOC) systems [13]. Nowadays, in the automotive field, the main
goal of commercial ANC solutions is to cancel the most important engine harmonics.

Within the car cabin, different kinds of disturbing audio sources are present, such
as the rolling of the wheel on the asphalt, wind-noise and engine noise [14]. Each
of these audio waves has peculiar intrinsic acoustic characteristics that depend on
several physical and environmental conditions, such as the car speed, the presence
or not of passengers, the temperature and so on. The wind-noise component, e.g.,
becomes predominant above 100 km/h and it is generally broadband (50–500 Hz) [1].
Conversely, the sound produced by the internal combustion engine is usually tonal and
the fundamental frequency f0 can be evaluated as follows

f0 =
rotation speed ·# of cylinders

60 ·# of cycle
[Hz]

where the rotation speed is in Revolution Per Minute (rpm). Hence, for instance, under
the assumption of a 4 stroke engine with 2 cylinders, which fires each cylinder only
once every two crank revolutions (i.e., # of cycle = 2), and 6000 rpm, the fundamental
frequency is f0 = 100 Hz [15]. Based on the characteristics of the unwanted disturbing
audio field, it is therefore possible to distinguish between broad and narrow-band ANC
systems. It is worth noting that, narrow-band disturbing noise, since their periodicity is
usually preserved, to deal with narrow-band noises is easier than broad-band ones. On
the other hand, the assumption of periodic noise in the automotive environment is not
typically satisfied. In fact, most of the times, the car cabin is affected by time-varying
noises. For this reason, using adaptive ANC strategies, e.g., the Filtered-x Least Mean
Square (FxLMS) algorithm, is often preferable with respect to fixed ones [3, 16].

With the aim of aiding the ANC system to mitigate the disturbing signals, sensors,
e.g., microphones or accelerometers, can be installed in strategic positions of the car
structure in order to acquire reference signals. As alternative, since the main vibration
contribution propagating within the car cabin is due to the speed of the car, reference
signals can be directly obtained by the tachometer, the Controller Area Network (CAN)
bus or the ignition circuit of the car. When this strategy is considered, we talk about
FF ANC system.

PhD in Automotive Engineering for Intelligent Mobility



State of the Art 9

When reference signals are not available, the knowledge of the error microphone
signals can be exploited to synthesize them. Since the error microphone signals have
to be fed back to the Digital Signal Processor (DSP) for signal synthesis purposes, this
scheme is called FB. The adaptive FB ANC systems are based on the IMC architecture
and when the reference reconstruction is performed they are equivalent to the FF
ones [6].

Based on the nature and the number of acoustic fields to be controlled by active
mitigation systems, different ANC schemes may be employed. A SISO system may be
sufficient to reduce periodic acoustic waves. On the other hand, MIMO systems may
be introduced in order to weaken different disturbing signals in more than one position.
Multiple loudspeakers can be employed to reduce disturbing waves in a single position,
yielding a MISO ANC system. Finally, the Single Input - Multiple Output (SIMO)
ANC system, not widely use due to physical limitations, exploits one loudspeaker to
create several zones of silence for multiple error microphones.

Univerity of Bologna and University of Parma





Chapter 1

Adaptive Filter Estimation

The goal of this chapter is to illustrate the most common techniques for adaptive filter
parameter estimation, since they represent a fundamental pillar in ANC systems [17].

The rest of this chapter is structured as follows. The main concepts on the Wiener
filter are discussed in Section 1.1. An adaptive Wiener filter, based on an iterative
approach named steepest-descent algorithm is presented in Section 1.2. Finally, in
Section 1.3 the LMS method is derived.

1.1 Wiener Filter

Consider the block diagram in Fig. 1.1, where the causal time-invariant filter W (z)

such that the error signal e[n] is minimized with respect to the output of a given filter
P (z) is desired. This means that W (z) can be interpreted as an estimate of P (z).

P (z)
x[n]

W (z)

+
−

d[n]

y[n]

e[n]

Figure 1.1: System model: filtering estimation scheme.
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12 Chapter 1. Adaptive Filter Estimation

Assume a real filter input x[n] ∈ R and a low-pass Finite Impulse Response (FIR)
filter P (z). The error signal is defined as the difference between the so-called desired
output d[n] and the filter output y[n], i.e.1

e[n] = d[n]− y[n] . (1.1)

The Wiener filter applies the Minimum Mean Square Error (MMSE) criterion so that
the error signal is minimized in the mean square sense. The cost function to be mini-
mized, denoted as χ, is known as mean-squared error, and is defined as

χ = E
{
e2[n]

}
(1.2)

where E {·} denotes the statistical expectation.

Consider now a transversal filter as shown in Fig. 1.2 with N taps and weights
wi, i = 0, 1, ..., N − 1. Let us define the following N -length column vectors2: the input
vector

x[n] = [x[n], x[n− 1], ..., x[n−N + 1]]>

and the weight vector
w = [w0, w1, ..., wN−1]>

being > the transpose operator. The filter output y[n] is

y[n] =
N−1∑

i=0

wix[n− i]

and can be also expressed in a more compact form as

y[n] = w>x[n] = x>[n]w . (1.3)

1 The error signal could be equivalently defined as e[n] = y[n] − d[n], as also customary in the
literature on adaptive filtering, provided the following derivation is consistently developed.

2In the remainder of this report, lowercase and uppercase bold letters denote vectors and matrices,
respectively.

PhD in Automotive Engineering for Intelligent Mobility



1.1. Wiener Filter 13

z−1
x[n]

z−1
x[n− 1]

z−1· · · x[n−N + 1]

×× ×× ××w0 w1 wN−1

+

+

y[n]

d[n]e[n]

−

Figure 1.2: Transversal filter with N taps.

By substituting (1.3) into (1.1), one has

e[n] = d[n]−w>x[n] = d[n]− x>[n]w .

Using (1.2), the cost function χ can be written as

χ = E{e2[n]}
= E{

(
d[n]−w>x[n]

) (
d[n]− x>[n]w

)
}

= E{d2[n]} −w>E{x[n]d[n]} − E{d[n]x>[n]}w + w>E{x[n]x>[n]}w . (1.4)

The following cross-correlation vector can be defined:

p = E{x[n]d[n]} = [p0, p1, ..., pN−1]>

where pi = E{x[n− i]d[n]} for i = 0, 1, ..., N−1. The following auto-correlation matrix
can also be defined:

R = E{x[n]x>[n]} =




r0,0 r0,1 · · · r0,N−1

r1,0 r1,1 · · · r1,N−1

...
... . . . ...

rN−1,0 rN−1,1 · · · rN−1,N−1




where ri,j = E{x[n− i]x[n− j]} for i, j = 0, 1, ..., N − 1. R is obviously symmetric, as

Univerity of Bologna and University of Parma



14 Chapter 1. Adaptive Filter Estimation

R = R>. Therefore, (1.4) can be rewritten in a more compact form as

χ = E{d2[n]} − 2w>p + w>Rw (1.5)

in which the fact that w>p = p>w was exploited. In order to minimize (1.5), we can
setup the following minimization problem:

∂χ

∂wi
= 0 i = 0, 1, ..., N − 1

or, equivalently,
∇χ = 0 (1.6)

being 0 the all-zero column vector of size N and ∇ the gradient defined as the column
operator

∇ ,
[
∂

∂w0

,
∂

∂w1

, ...,
∂

∂wN−1

]>
.

By plugging (1.5) into (1.6), one has

∇χ = 2Rw − 2p = 0 (1.7)

which leads to
Rw = p . (1.8)

Equation (1.8) is referred to as Wiener-Hopf and its solution, known as Wiener-Hop
solution, is

w0 = R−1p (1.9)

where w0 denotes the optimal tap weight vector. Equation (1.9) represents the filter
tap weight vector which minimizes the mean square error.

Note that the auto-correlation matrix R has to be invertible to make (1.9) valid.

1.2 Steepest Descent Method

In the previous section, the optimum tap weights of a transversal Wiener filter was
found by directly solving the Wiener-Hopf equation (1.8). An alternative method
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1.2. Steepest Descent Method 15

is represented by an iterative search, through the well-known steepest descent algo-
rithm [3, 18].

The steepest descent algorithm is based on the gradient iterative method and can
be implemented by following this procedure:

1. start with an initial guess of the parameters to be optimized

2. find the gradient of the cost function with respect to these parameters at the
present point

3. update the parameters by taking a step in the direction of the negative gradient

4. repeat steps 2. and 3. until no further significant changes are observed in the
parameters.

To implement this method, consider again Fig. 1.2 and (1.7). Following the above
procedure, the recursive equation to update the filter tap weight vector at the k-th
iteration (k = 1, 2, ...) is

w[k + 1] = w[k]− 1

2
µ∇kχ (1.10)

where µ is a positive scalar parameter known as step-size which controls the con-
vergence speed of the algorithm, ∇k denotes the gradient at time step k, and w[k] =

[w0[k], w1[k], ..., wN−1[k]]> denotes the time-varying tap weight vector. Substituting (1.7)
into (1.10) one obtains

w[k + 1] = w[k]− 1

2
µ∇kχ

= w[k]− µ (Rw[k]− p)

= (I− µR) w[k]− µp (1.11)

where I is the identity matrix of size N ×N . Equation (1.11) represents the filter tap-
weight update equation. It can be proved that convergence is guaranteed if 0 < µ <

2/λmax where, λmax , max
i=0,1,...,N−1

λi, being λi the eigenvalues of the auto-correlation

matrix R [17].
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z−1
x[n]

z−1
x[n− 1]

z−1· · · x[n−N + 1]

× × ×
w0[n] w1[n] wN−1[n]

+

+

y[n]

d[n]e[n]

−

Figure 1.3: Transversal adaptive filter with time-varying weights.

1.3 Least Mean Square Algorithm

The main drawback of previous methods is the time-invariant assumption on the filter.
Unfortunately, in general, the tap weights are time-varying. For this reason, another
method, which takes into account the time-varying nature of a filter, is the LMS
algorithm.

The LMS algorithm adapts the filter tap weights by continuous observation of its
input x[n] so that the mean square error E{e2[n]} is minimized. From a practical
point of view, LMS can be seen as a stochastic implementation of the steepest descent
algorithm in a convex problem. In this section, the standard LMS algorithm for a
transversal adaptive filter is derived. Moreover, two modified versions of the standard
LMS, namely Normalized and Leaky LMS, are described.

Standard LMS

Let us consider the transversal adaptive filter in Fig. 1.3. The main difference between
the Wiener solution and LMS is in the cost function. In fact, if in Section 1.1 the cost
function is χ = E{e2[n]}, it is here substituted by its instantaneous estimate

χ̂[n] = e2[n] . (1.12)
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1.3. Least Mean Square Algorithm 17

By adapting (1.10) to the cost function (1.12) the following update recursion is ob-
tained:

w[n+ 1] = w[n]− 1

2
µ∇ke

2[n] . (1.13)

The i−th element of the gradient of the squared error signal is evaluated as follows:

∂e2[n]

∂wi
= 2e[n]

∂e[n]

∂wi

= 2e[n]
∂

∂wi
(d[n]− y[n])

= −2e[n]
∂y[n]

∂wi

= −2e[n]
∂

∂wi

N−1∑

`=0

w`x[n− `]
︸ ︷︷ ︸
6=0 only when `=i

= −2e[n]x[n− i] i = 0, 1, ..., N − 1

in which the independence between wi and d[n] and the fact that the derivative of the
sum in the 4−th line is non-zero for l = i, only, was exploited. In a vectorial form, one
can compactly write:

∇e2[n] = −2e[n]x[n] . (1.14)

Now, by substituting (1.14) into (1.13) one finally obtains the filter tap weight update
recursion of the LMS algorithm3

w[n+ 1] = w[n] + µe[n]x[n] . (1.15)

LMS Convergence

In Section 1.2, the convergence of the steepest descent method is mentioned, stating
that it is guaranteed only for a specific range of the step-size parameter µ. In this
subsection, the proof of the LMS convergence is derived.

Let us consider the update equation (1.15) and focus on the term e[n]. Assume
that the optimum tap weight vector w0 is considered. By using (1.1), the error signal

3Had the definition of error signal in Footnote 1 been used, (1.13) would have obviously shown a
minus sign in its right-hand side.
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18 Chapter 1. Adaptive Filter Estimation

can be rearranged as follows:

e[n] = d[n]− y[n]

= d[n]− x>[n]w[n]

= d[n]− x>[n]w[n]− x>[n]w0 + x>[n]w0

= d[n]− x>[n]w0 − x>[n] (w[n]−w0)

= e0[n]− x>[n]a[n] (1.16)

where e0[n] , d[n]− x>[n]w0 is the estimation error obtained with the filter optimum
tap weights and a[n] , w[n] − w0 is the weight error vector with respect to the
optimum. Thus, by substituting (1.16) into (1.15) and subtracting w0 one has

a[n+ 1] = w[n+ 1]−w0

= w[n]−w0 + µ
(
e0[n]− x>[n]a[n]

)
x[n]

= a[n] + µe0[n]x[n]− µx[n]x>[n]a[n]

=
(
I− µx[n]x>[n]

)
a[n] + µe0[n]x[n]

which represents the tap weight update equation in terms of the vector a. By taking
the expectation of both sides, one obtain

E{a[n+ 1]} = E{
(
I− µx[n]x>[n]

)
a[n]}+ µ

︸ ︷︷ ︸
= 0 by orth.

E{e0[n]x[n]}
= E{a[n]− µx[n]x>[n]a[n]}
= E{a[n]} − µE{x[n]x>[n]}E{a[n]}
= (I− µR)E{a[n]} (1.17)

where, since the principle of orthogonality, which states that the optimal estimation
error and the input data samples to a Wiener filter are orthogonal (uncorrelated),
has been exploited. In particular, the third step of (1.17) exploits the independence
assumption, which asserts that the present observation samples x[n] are independent
from the past observations x[n − 1],x[n − 2],... This assumption allows us to write
E{x[n]x>[n]a[n]} = E{x[n]x>[n]}E{a[n]}. Using an eigenvalue decomposition, the
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1.3. Least Mean Square Algorithm 19

auto-correlation matrix R can be written as4

R = QΛQ> (1.18)

where Q is a square unitary matrix whose columns are the orthonormal eigenvec-
tors of R and Λ is a diagonal matrix which contains the corresponding eigenvalues
λ0, λ1, ..., λN−1. Now, substituting (1.18) into (1.17), leads to

E{a[n+ 1]} =
(
I− µQΛQ>

)
E{a[n]}

=
(
QQ> − µQΛQ>

)
E{a[n]}

= Q (I− µΛ) Q>E{a[n]} . (1.19)

By left-multiplying both sides of (1.19) by Q>, one gets

Q>E{a[n+ 1]} =
︸ ︷︷ ︸

I

Q>Q (I− µΛ) Q>E{a[n]}

which can be simplified as

a′[n+ 1] = (I− µΛ) a′[n] (1.20)

having defined a′[n] , Q>E{a[n]}. This vector a′[n] represents the average error weight
vector a[n], but for a rotation introduced by the unitary matrix Q>. Since a rotation
preserves the amplitude, the convergence of the average error vector in terms of a′[n]

can be studied.

In a scalar form, (1.20) becomes

a′i[n+ 1] = (1− µλi) a′i[n] i = 0, 1, ..., N − 1 . (1.21)

4Since R is a correlation matrix, it is symmetric and non negative definite. As a consequence,
its eigenvalues are non negative and its eigenvectors can be selected as orthonormal. Under these
conditions, the eigenvalue decomposition (1.18) is also interpretable as a special case of Singular
Value Decomposition (SVD) [17].
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20 Chapter 1. Adaptive Filter Estimation

Starting with initial values a′0[0], a′1[0], ..., a′N−1[0], (1.21) can be expressed as

a′i[1] = (1− µλi) a′i[0]

a′i[2] = (1− µλi) a′i[1]

= (1− µλi) (1− µλi) a′i[0]

= (1− µλi)2 a′i[0]

which, in general, becomes

a′i[n] = (1− µλi)n a′i[0], i = 0, 1, ..., N − 1 . (1.22)

Equation (1.22) implies that a′[n] convergences to zero if and only if

|1− µλi| < 1, i = 0, 1, ..., N − 1

or, equivalently,

0 < µ <
2

λi
, i = 0, 1, ..., N − 1 .

This leads to a constraint for the step-size parameter µ to guarantee LMS convergence
as

0 < µ <
2

λmax

.

Normalized LMS

Besides having a convergence that depends on the step-size parameter, the standard
LMS algorithm is sensitive to a scaling of its input. To cope with this issue, a variant
referred to as Normalized LMS algorithm, can be derived. Let us consider the following
tap weight update recursion

w[n+ 1] = w[n] + µ[n]e[n]x[n] (1.23)

which differs from (1.15) only in the fact that the step-size parameter µ[n] is now time-
varying [19]. In order to derive a time variant step-size, the key idea is to consider the
one-step forward error defined with respect to the tap weights at the next time step
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1.3. Least Mean Square Algorithm 21

n+ 1 as:
e+[n] = d[n]−w>[n+ 1]x[n] . (1.24)

By substituting (1.23) in (1.24), one has

e+[n] = d[n]− (w[n] + µ[n]e[n]x[n])> x[n]

= d[n]−w>[n]x[n]− µ[n]e[n]x>[n]x[n]

= e[n]− µ[n]e[n]x>[n]x[n]

=
(
1− µ[n]x>[n]x[n]

)
e[n] .

Minimizing (e+[n])
2 with respect to µ[n] yields

∂ (e+[n])
2

∂µ[n]
=

∂

∂µ[n]

(
1− µ[n]x>[n]x[n]

)2
(e[n])2

= −2
(
1− µ[n]x>[n]x[n]

) (
x>[n]x[n]

)
(e[n])2 .

Equating to zero and solving with respect to µ[n], one obtain

µ[n] =
1

x>[n]x[n]

which gives us the step-size value which minimizes the mean square value of the one-
step forward error e+[n] at time step n. Equation (1.23) can be, therefore, rewritten
as

w[n+ 1] = w[n] +
1

x>[n]x[n]
e[n]x[n]

in which the step-size parameter is selected to be proportional to the inverse of the
instantaneous signal energy x>[n]x[n]. However note that, if the instantaneous signal
energy becomes very small, the fraction diverges. In order to cope with this issue, the
following modified recursion is usually adopted

w[n+ 1] = w[n] + µ̃
x[n]

α + x>[n]x[n]
e[n] . (1.25)

being µ̃ the new step-size parameter which controls the convergence and α a positive
constant, small enough when compared with x>[n]x[n].
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22 Chapter 1. Adaptive Filter Estimation

Leaky Normalized LMS

The last LMS-based method here described is called Leaky Normalized LMS algorithm.
This method is the one used in this project. As previously mentioned, since the cost
function is quadratic, the LMS algorithm solves a convex problem. From a geometrical
point of view, the LMS solution is a recursive approach to find the vertex position of a
paraboloid, by moving step by step in the space of the tap weights, starting from the
past position.

Under certain conditions, the updated filter coefficients w[n+1] should exhibit less
correlation with the past ones. In this case, a parameter that weights the past filter
coefficient values, named leakage factor, is introduced in the LMS strategy. In this
sense, the leakage factor allows to weight the past differently, e.g., for λ < 1 the tap
weights at time n+ 1 have lower dependence on the past step n. The leaky normalized
LMS update recursion is written as

w[n+ 1] = λw[n] + µ̃
x[n]

α + x>[n]x[n]
e[n] . (1.26)

where λ ∈ [0, 1] is the leakage factor. Note that for λ = 1, (1.26) reduces to (1.25). For
λ < 1, the weights are updated accounting for reduced memory on their past values.
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Chapter 2

Reference Scenario

In this chapter, the reference scenario and the considered setup for the simulation-
based analysis are reported. The rest of this chapter is organized as follows. In Section
2.1, the simulation setup and the used measurements obtained from a car interior are
presented. System performance indicators are presented in Section 2.2. Finally, in
Section 2.3 the best grouping of the reference signals is shown.

2.1 Simulation Setup

A general block diagram of single reference FF SISO ANC system with FxLMS algo-
rithm is shown in Fig. 2.1. The filter P (z), the so-called primary path, represents the
physical path between the vibration (captured by the accelerometer) and the perceived
audio (captured by the error microphone). Its output d[n] is usually referred to as de-
sired output, since it represents the signal to be detected. Similarly, at the output of
the adaptive filter W (z), the so-called anti-noise signal y[n] is given. The purpose of
audio signal y[n], emitted by the loudspeaker, is to cope with the interior noise of the
cabin perceived by the error microphone. However, we have to take into account the
physical path between the loudspeaker and the error microphone. This is referred to
as secondary path and is denoted by the block S(z). Hence, at the error microphone,
the acoustic sum of signals d[n] and y′[n] is obtained.

A detailed mathematical derivation of a multiple reference FF MIMO ANC system
with FxLMS algorithm is presented in Section 3.1.
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Figure 2.1: Block diagram of single reference adaptive FF SISO ANC system.

The considered signals come from an experimental measurement campaign per-
formed by ASK on a realistic car interior, i.e., that of a sedan (class D). In the fol-
lowing, J , K and M denote the number of reference signals, loudspeakers and mi-
crophones respectively. All signals are acquired with a sampling frequency of 48 kHz
and down-sampled to 3 kHz for a time duration of about 82.22 seconds, i.e., 246679

samples. Six reference signals (J = 6), i.e. xj[n] = [xj[n], xj[n− 1], ..., xj[n−N + 1]]>

for j = 1, 2, ..., J , were recorded by accelerometers fixed at crucial positions of the
car structure, obtaining thus a multi-reference scenario. In particular, the considered
crucial positions are the front and rear car body and front suspensions. Since the
identification of the desired output improves if more than one reference is available,
it is expected that the greater the number of reference signals, the larger the noise
cancellation effect. The number of possible combinations of references is

6∑

k=1

(
6

k

)
= 6 + 15 + 20 + 15 + 6 + 1 = 63

since only 6 combinations are possible to arrange the six reference signals one by one,
15 are possible to arrange two references at a time (1-2, 1-3, 1-4,...,5-6), and so on. Two
(M = 2) error microphones are considered. They are binaural microphones placed by
the driver’s left and right ears to capture the perceived audio. Two loudspeakers (K =

2) are taken into account; this yields four (KM) possible combinations of secondary
paths when a full MIMO ANC system is considered. Accordingly, a secondary path
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2.2. Performance Indicators 25

matrix can be defined as

S(z) =

[
S11(z) S12(z)

S21(z) S22(z)

]
} S1(z)

} S2(z)

where the first subscript denotes the error microphone and the second one identifies
the loudspeaker, so that the row vectors S1(z) and S2(z) identify the secondary paths
related to the first and the second error microphone, respectively.

In order to analyze the behavior of the considered secondary paths, the magnitude
frequency responses, the impulse responses, and the group delays against frequency of
these four filters are shown in Fig. 2.2 for S11(z) and S12(z) and in Fig. 2.3 for S21(z) and
S22(z). In particular, the identification of the secondary paths is performed by using
an adaptive approach, i.e., by means the LMS algorithm, with white noise as input
signal. More details on the adopted estimation method can be found in Section 6.4
(see Fig. 6.13). From these figures, we can observe that, in the frequency-domain,
secondary paths are low-pass filters well approximated with about 240 taps and a gain
in the frequency range going from 20 Hz to the cut-off frequency about 520 Hz. The
band-pass is therefore about 500 Hz and in this bandwidth there may be a strong
distortion. By observing the impulse response of S11(z) we can note that the filter has
an accumulate delay of about 6–7 ms, since the first peak occurs after 18–22 samples.
In this context, the group delay together with the impulse response give us information
on the time of flight of the audio signal. In these figures, the insets show the group
delay in the band-pass [0.2 0.52] kHz. For example, in Fig. 2.2, first column relative to
microphone 1 and loudspeaker 1, the group delay is about 25 samples, in agreement
with the impulse response. For the sake of clarity, Tabs. 2.1 and 2.2 summarize the
adopted nomenclature and the values of the LMS parameters used in our simulations,
respectively. Simulations are performed by means of properly designed Simulink-based
models and scripts.

2.2 Performance Indicators

The obtained numerical results are compared in terms of the following performance
measures:
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Figure 2.2: Left side: magnitude frequency response (a), impulse response (c) and
group delay against frequency (e) of the secondary path between speaker 1 and left
error microphone. Right side: magnitude frequency response (b), impulse response (d)
and group delay against frequency (f) of the secondary path between speaker 2 and
left error microphone.
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Figure 2.3: Left side: magnitude frequency response (a), impulse response (c) and
group delay against frequency (e) of the secondary path between speaker 1 and right
error microphone. Right side: magnitude frequency response (b), impulse response (d)
and group delay against frequency (f) of the secondary path between speaker 2 and
right error microphone.
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Table 2.1: Adopted nomenclature.

Nomenclature Description

J Number of reference signals

K Number of loudspeakers

M Number of error microphones

xj[n] Column vector of j-th reference signal

dm[n] m-th desired output

em[n] m-th error microphone signal

yk[n] k-th anti-noise signal

y′m[n] m-th output signal

Table 2.2: LMS parameters.

Parameter Value

Algorithm type Leaky Normalized LMS

Number of taps 100

Step-size parameter µ̃ = 10−4

Leakage factor λ = 1

• Average SPL and spectrogram of disturbance signal d[n] and error e[n].

• Spectral coherence CX,d between reference signals {xi[n]} and microphone one.

• Effective cancellation Γ (f).

These parameters are detailed in the following subsections.

Sound Pressure Level

To understand the acoustic impact of the ANC system, it is of interest to determine
the SPL of the acoustic signal at the error microphone (acquired in Volts). The SPL or
acoustic pressure level is a measurement of the effective sound pressure of a mechanical
wave with respect to a reference sound source [20]. A logarithmic measure of the SPL
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Figure 2.4: Block diagram for SPL spectral analysis.

spectrum is given by

SSPL
? (f) = 20 log10

(
p(f)

p0

)
[dB] (2.1)

where ? can be either d[n] or e[n], p(f) is the sound pressure in a specified Resolution
BandWidth (RBW) centered at frequency f , measured in µPa, and p0 is the reference
sound pressure [20]. The RBW used in this analysis is 6 Hz. The most common
reference sound pressure in air is p0 = 20 µPa which is considered as the threshold of
human hearing [21]. Figure 2.4 depicts a block diagram representing the conversion
of both error signal and desired output. Signals in Volts, namely e[V][n] and d[V][n],
are firstly scaled by a conversion factor p1 that takes into account to the sensitivity of
the microphone and then by p0. At the output of the “Reference SPL” block, signals
e[SPL0][n] and d[SPL0][n] are passed through the A-weighting filter. The A-weighting
filter accounts for the perceived sensitivity of the human ear [22]. The sound pressure
level weighted by the A-weighting filter is measured in dBA/Hz. Finally the block “SPL
spectral analysis” estimates the relevant SPL spectrum values according to (2.1). The
time-averaged SPL spectrum can be calculated by the pspectrum MATLAB function
which evaluates the power spectrum SSPL

? (f).

Furthermore, pspectrum allows to evaluate the spectrogram of the audio signal. The
spectrogram is a visualization of the intensity of a sound as a function of frequency
and time. It is usually depicted as a heat map [23] by varying the color according to
the increase/decrease of the power spectrum.

Spectral Coherence

The spectral coherence between a set of reference signals X[n] = [x1[n],x2[n], ...,xj[n]]>

and desired output d[n] gives us information on how much the signal d[n] is correlated
with the reference signals. As a consequence, it measures the amount of noise that
can be canceled and, more important, in which frequency range the cancellation is
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1
CX,d(f)

η(f) [dBA]

0

Figure 2.5: Theoretical cancellation η(f) as a function of spectral coherence CX,d(f).

expected to be effective. The spectral coherence is defined as [24]

CX,d(f) =
P †Xd(f)P−1

XX(f)PXd(f)

Pdd(f)
(2.2)

where, PXX(f) and Pdd(f) are the power spectral densities of the matrix input signals
X[n] and d[n], respectively, PXd(f) is their cross power spectral density, and † denotes
the hermitian operator. Note that CX,d(f) ∈ [0, 1], i.e., if CX,d(f) = 0 the signals are
uncorrelated, whereas if CX,d(f) = 1 they are highly correlated. These operations can
be performed by the MATLAB function mscohere.

This measure can be used to evaluate the theoretical cancellation η(f) that gives us
an upper bound on the noise cancellation. The theoretical cancellation is equal to [25]

η(f) , −10 log10 [1− CX,d(f)] [dBA] . (2.3)

The idea behind (2.3) is that if CX,d(f) = 0, η(f) reduces to zero, and there is no
cancellation. Conversely, if CX,d(f) = 1 (the signals are perfectly correlated), η(f)→
+∞, obtaining a theoretically infinite cancellation. Fig. 2.5 shows the behavior of the
theoretical cancellation η(f) versus the spectral coherence CX,d(f) according to (2.3).

Effective Cancellation

Since the auditory perception is extremely subjective, a main task of an ANC system
is to find a fair performance indicator. To this end, we define the effective cancellation
Γ (f) as the difference between the average SPL spectrum of the desired signal SSPL

d (f)
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and that of the error signal SSPL
e (f), i.e.,

Γ (f) , SSPL
d (f)− SSPL

e (f) [dBA] . (2.4)

If Γ (f) < 0, the ANC system is worsening the performance since the anti-noise power
is higher than the power of the desired output. Conversely, if Γ (f) > 0 the ANC
system is working properly, since it is canceling the desired output.

Alternatively, in certain circumstances, as we shall see later, it may be useful to an-
alyze this parameter in the linear domain. In this case, the parameter can be evaluated
as

Γlin(f) ,
10

SSPL
d (f)

20

10
SSPL
e (f)

20

.

The effective cancellation Γ (f) in (2.4) can be compared with the theoretical cancel-
lation expressed η(f) in (2.3) [25].

2.3 Best Reference Signals Grouping

As previously stated, we have 63 possible combinations for arranging the six reference
signals in order to get good performance. In our analysis, the best grouping for a given
value of J , i.e., J = 1, 2, 3, ..., 6, is obtained for the maximum average cancellation.
The average cancellation is defined as

Γ , 20 log10

(
1

γf

∫ fmax

fmin

Γlin(f) df

)
(2.5)

where γf is the measure of the frequency interval of our interest defined as γf =

fmax − fmin, being, in our case, fmin = 20 Hz and fmax = 520 Hz. Suppose that for
J = 2 the reference signals which show the best average of Γ (f) were references x1, x3;
then we write the best grouping as G2 : [x1, x3]. For the same G2, we also evaluate
the absolute maximum value of Γ (f) and the corresponding frequency as an additional
performance measure.

A different approach was adopted for the evaluation of the minimum. In fact, for
each grouping, we firstly pick up the contiguous frequencies in which Γ (f) experiences
the largest number of local minima and then we average such local minimum values.
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Let us suppose that for J = 2 the reference signals which show the largest number of
contiguous minima of Γ (f) in the frequency range γf,min were references x2, x6; then
we write the worst grouping as W2 : [x2, x6].

For W2 we evaluate a “coherent” average of the local minima in the corresponding
γf,min and consider only that grouping and value as the minimum. This approach
allows us to discard negative spikes in a specific frequency range and consider a larger
frequency range in which then ANC system is worsening the performance.

Figure 2.6 shows an example which summarizes the evaluation of average, absolute
maximum and minimum of Γ (f). In particular, the green curve depicts Γ (f) for
the best grouping G2, and the dashed blue line depicts its average value Γ . The
absolute maximum Γmax = 6.82 dBA is obtained at 208.5 Hz and the absolute minimum
Γmin = −0.42 dBA at 137.75 Hz. The orange curve shows Γ (f) in case of the “worst”
grouping W2. The negative lobes (Γ (f) < 0) for both curves are highlighted in gray.

Only the widest negative lobe relative to W2 is considered for the evaluation of the
minimum. Within γf,min = [432, 520] Hz, the average of SPL is evaluated as follows

Γmin = 20 log10

(
1

γf,min

∫

f∈γf,min

Γlin(f) df

)
.

Note that our analysis is based on absolute frequencies. Since they depend on the con-
sidered frequency resolution, this analysis may be extended to sub-band of frequencies,
as proposed in [26].
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Figure 2.6: Example of average, absolute maximum and minimum evaluation for find-
ing the best grouping of reference signals.
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Chapter 3

FeedForward Schemes

In this chapter, the main results on multiple reference FF ANC schemes are presented.
The chapter is organized as follows. For the sake of compactness, the mathematical
background is given only for the multiple reference MIMO FF ANC system in Sec-
tion 3.1. Hence, the SISO and MISO schemes can be considered as special cases of the
MIMO one, having K = M = 1 and K 6= 1,M = 1, respectively. Numerical results
are presented in Sections 3.2.1, 3.2.2 and 3.2.3 for the SISO, MISO and MIMO ANC
system, respectively

3.1 Multiple Reference MIMO System

In this section, the adaptive FF MIMO ANC scheme description is given. This system,
depicted in Fig. 3.1, is referred to as FxLMS for the reasons explained in the following
discussion.

The physical channels between the vibrations captured by the J accelerometers and
the audio waves perceived by the error microphones, can be represented by FIR filters
with transfer function P(z). At the m-th error microphone, the signal dm[n]5 can be
described as a sum of discrete convolutions between the J reference signals {xj[n]} and

5The disturbing signal is usually referred to as desired output, since it represents the signal to be
detected.

35



36 Chapter 3. FeedForward Schemes
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Figure 3.1: Discrete-time block diagram of multiple reference FF MIMO ANC system
with FxLMS algorithm.

the Q-length filter impulse responses, as

dm[n] =
J∑

j=1

Q−1∑

q=0

xj[n− q]pjm[q] =
J∑

j=1

x>j [n]pjm

where pjm = [pjm[0], pjm[1], ..., pjm[Q− 1]]> represents the impulse response vector
from the j-th reference signal to the m-th disturbing signal, with Z-transform specified
by the jm-term of the matrix response filter P(z) of size J ×M and > denotes the
transpose operator. Similarly, the output of the N -length adaptive filter W(z),6 the
anti-noise signal emitted by the k-th loudspeaker yk[n] is obtained as

yk[n] =
J∑

j=1

N−1∑

`=0

xj[n− `]wjk`[n] =
J∑

j=1

w>jk[n]xj[n] (3.1)

where
xj[n] = [xj[n], xj[n− 1], ..., xj[n−N + 1]]> (3.2)

and the control filter coefficient vector is defined as

wjk[n] = [wjk0[n], wjk1[n], wjk0[n]..., wjk,N−1[n]]> (3.3)

6Since this adaptive filter is time varying, the notation W(z) is misleading. We retain this notation
under the assumption of slow time variation.
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which denotes the impulse response vector at the n-th time-epoch of the adaptive filter
from the j-th reference signal to the k-th loudspeaker signal. The aim of the anti-noise
signal yk[n], emitted by the k-th loudspeaker, is to cope with the interior noise of the
cabin perceived by the error microphones. The physical acoustic channels between
loudspeakers and error microphones are referred to as secondary paths and can be
described by set of low-pass FIR filters S(z). Hence, the signal y′m[n] is obtained by
the sum of all the anti-noise signals emitted by the K loudspeakers and filtered by the
corresponding secondary paths. Mathematically, one gets

y′m[n] =
K∑

k=1

yk[n]⊗ smk[n] (3.4)

=
K∑

k=1

H−1∑

h=0

smk[h]yk[n− h]

=
K∑

k=1

H−1∑

h=0

smk[h]
J∑

j=1

N−1∑

`=0

xj[n− `− h]wjk`[n− h]

where smk[n] identifies the impulse response of the secondary path Smk(z) from the k-th
loudspeaker to the m-th error microphone of length H and ⊗ denotes the convolution
operator. Finally, at the m-th error microphone, the acoustic sum of the disturbing
audio wave dm[n] and its noise-cancellation signal y′m[n] is obtained, as

em[n] = dm[n] + y′m[n] . (3.5)

The aim of the LMS algorithm is to estimate the tap-weights of the control filter in order
to minimize a suitable cost function in the mean square sense. Since the LMS input
is a filtered version of the reference signals, this algorithm is known in the literature
as Filtered-X-LMS. For a MIMO system, the relevant cost function to be minimized is
defined as the sum of the squared error signals coming from the M error microphones.
Mathematically, one obtains

ξ[n] =
M∑

m=1

e2
m[n] . (3.6)
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The gradient of (3.6) with respect to the proper tap-weights is calculated as

∇ξ[n] = ∇
M∑

m=1

e2
m[n] = 2

M∑

m=1

em[n]∇em[n] . (3.7)

The elements of the gradient of the m-th error microphone signals are

∂em[n]

∂wjki
=

∂

∂wjki
(dm[n] + y′m[n])

=
∂

∂wjki

(
K∑

k′=1

H−1∑

h=0

smk′ [h]yk′ [n− h]

)

=
∂

∂wjki

[
K∑

k′=1

H−1∑

h=0

smk′ [h]

(
J∑

j′=1

N−1∑

`=0

xj′ [n− `− h]wj′k′`

)]

= smk[n]⊗ xj[n− i]
= x′jkm[n] (3.8)

where under the assumption of perfect secondary path estimation, i.e., Ŝmk(z) =

Smk(z), x′jkm[n − i] = xj[n − i] ⊗ ŝmk[n] = xj[n − i] ⊗ smk[n] for m = 1, 2, ...,M

and i = 0, 1, ..., N − 1. By defining

x′jkm[n] =
[
x′jkm[n], x′jkm[n− 1], ..., x′jkm[n−N + 1]

]>

= [ŝmk[n]⊗ xj[n], ŝmk[n]⊗ xj[n− 1], ..., ŝmk[n]⊗ xj[n−N + 1]]>

and substituting (3.8) into (3.7) it is possible to compactly write

∇ξ[n] = 2
M∑

m=1

em[n]x′jkm[n]

for j = 1, 2, ..., J and k = 1, 2, ..., K. Now, remembering that the steepest descent
algorithm is defined as (1.10), the tap-weight recursion of the leaky normalized LMS
algorithm for a MIMO system is

wjk[n+ 1] = λwjk[n]− µ̃
M∑

m=1

em[n]
x′jkm[n]

α + x′>jkm[n]x′jkm[n]
. (3.9)
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Unlike the weight-update equations in Chapter 1, the update term in (3.9), has a minus
sign because the error (3.5) is now defined with a plus sign.

Further mathematical background on FF ANC system can be found in Appendix A.

3.2 Numerical Results

In this section, numerical results on the FF ANC schemes are presented. For the
sake of compactness, only the left error microphone is here considered. In particular,
for all schemes, only the best grouping with one, three, five and six references, i.e.,
J = 1, 3, 5, 6, are considered according to the procedure described in Section 2.3.
Further results can be found in Appendix B.

3.2.1 SISO

The SISO ANC system employs one error microphone and one loudspeaker for the
anti-noise emission. Hence, only the secondary path S11 described in Section 2.1 is
employed in these simulations.

Fig. 3.2 shows the SPL spectra as a function of frequency for the best grouping
with J = 1 (a), J = 3 (b), J = 5 (c) and J = 6 (d). It is possible to observe that
the SPL values of the green curve, which denotes the sum of the interior car noise plus
the anti-noise, is almost always below the audio signal level of the interior car noise
shown by the red curve, regardless the number of reference signals. This shows that
noise cancellation is effective. Moreover, the higher the number of active reference
signals, the better the performance. In fact, the best performance occurs for J = 6.
As expected, the noise cancellation is effective within the range 200–450 Hz.

Figure 3.3 shows the average Γ (2.5), the maximum Γmax and minimum Γmin of
effective cancellation Γ (f) (2.4) in dBA for the best grouping. The average and max-
imum of Γ (f) increase according to J , whereas the minimum of Γ (f) decreases with
J . In particular, the FF ANC system experiences a peak cancellation Γmax around
208–210 Hz. This frequency range can be associated with the noise caused by the
cavity modes of the tire rolling on the asphalt [5, 25]. The frequency range in which
we have the smallest cancellation, i.e., the smallest Γmin goes from 435 to 513 Hz. In
particular, with more than 3 reference signals, the SISO system approximately yields
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Figure 3.2: SPL spectra of d[n] and e[n] in case of SISO ANC system for the best
grouping of reference signals with J = 1 (a), J = 3 (b), J = 5 (c) and J = 6 (d).

the same minimum in this frequency range.

In Fig. 3.4, the effective cancellation Γ (f) (2.4) and theoretical cancellation η(f)

are shown, respectively, as functions of frequency, for the best groupings with J = 1 (a),
J = 3 (b), J = 5 (c) and J = 6 (d). The larger the number of available reference signals,
the greater the amount of noisy spectrum that can be canceled. This is noticeable by
observing how the theoretical cancellation improves. The gap between theoretical and
effective cancellation is due to the presence of the secondary path. Although this gap
in some frequency range is remarkable, it is important to note how at about 210 Hz the
two curves are quite similar to each other. This means that, even in the presence of the
secondary path, we are able to cancel the noise in this frequency range almost as much
as in theory. Finally, in Fig. 3.5 the spectrogram is shown both in the case of ANC
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Figure 3.3: Average (a), maximum (b) and minimum (c) cancellation Γ (f) as functions
of J in case of SISO ANC system.

system ON for J = 6 and OFF. It is easy to observe how the noise components around
200–250 Hz are perfectly canceled during the whole simulation time. Furthermore, it
is appreciable how the noise is somewhat attenuated also in other frequency ranges,
e.g., 50–150 Hz and 400–410 Hz, after the first 35 seconds of simulation.
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Figure 3.4: Comparison between theoretical cancellation η(f) and effective cancellation
Γ (f), as a function of frequency, in case of SISO ANC system for the best grouping of
reference signals with J = 1 (a), J = 3 (b), J = 5 (c) and J = 6 (d).

3.2.2 MISO

The spectrum of the desired output (in red) and error signal (in green) are shown
in Fig. 3.6 for J = 1 (a), J = 3 (b), J = 5 (c) and J = 6 (d) for the case of
MISO FF ANC system with 2 loudspeakers and 1 microphone, i.e., K = 2 and M =

1. The SPL spectrum values of the error signal decrease for increasing number of
reference signals, showing a good noise cancellation. Note that, in this case, just three
reference signals are sufficient to achieve the best cancellation. Figure 3.7 shows the
main measures of Γ (f), namely the average Γ , absolute maximum Γmax and minimum
Γmin and corresponding frequencies. It can be observed that, even if the absolute
maximum is achieved employing only two reference signals, the average performance
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Figure 3.5: Spectrogram of the error microphone signal when the SISO FF ANC system
is switched OFF (left) and ON (right) for J = 6.

increases for increasing number of the references, as expected. Furthermore note that
by using few signal references, in this case, the minimum is concentrated around 300–
350 Hz, whereas it occurs in the range 430–520 Hz for larger number of reference
signals.

The comparison between theoretical and effective cancellation η(f) and Γ (f) as a
function of frequency is shown in Fig. 3.8 for J = 1 (a), J = 3 (b), J = 5 (c) and
J = 6 (d). In agreement with the above discussion, it is possible to observe that, for
J = 3, Γ (f) almost fits η(f) in the frequency. The spectrogram plots are depicted in
Fig. 3.9. It is possible to observe that, similarly to the SISO case, the main canceled
noise contributions are around the tire cavity mode frequency range [1,5]. However, by
employing the MISO system, we are able to cancel a wider noise spectrum compared
to the SISO case.

The corresponding spectrogram analysis of the left error microphone signal when
the MISO FF ANC system is switched OFF (left) and ON (right) with J = 6 reference
signals is shown in Fig. 3.9.
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Figure 3.6: SPL spectra of d[n] and e[n] in case of MISO ANC system for the best
grouping of reference signals with J = 1 (a), J = 3 (b), J = 5 (c) and J = 6 (d).
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Figure 3.7: Average (a), maximum (b) and minimum (c) cancellation Γ (f) as functions
of J in case of MISO ANC system.
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Figure 3.8: Comparison between theoretical cancellation η(f) and effective cancellation
Γ (f), as a function of frequency, in case of MISO ANC system for the best grouping
of reference signals with J = 1 (a), J = 3 (b), J = 5 (c) and J = 6 (d).
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Figure 3.9: Spectrogram of the error microphone signal when the MISO FF ANC
system is switched OFF (left) and ON (right) for J = 6.
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3.2.3 MIMO

In Figs. 3.10 and 3.11 the SPL spectra and the theoretical/effective cancellation com-
parison for a MIMO ANC system, i.e., by employing K = M = 2, for the best grouping
of reference signals with J = 1 (a), J = 3 (b), J = 5 (c) and J = 6 (d) is shown, respec-
tively. One can observe that the low frequencies, i.e., 20–120 Hz are well mitigated. A
maximum of cancellation, in the range 200–220 Hz is exhibited.

For both error microphones, in Fig. 3.12 the main measures, i.e., average Γ (a),
maximum Γmax (b) and minimum Γmin (c), of the effective cancellation Γ (f) for the
best grouping and the corresponding frequencies are shown. Note that the left error
microphone has, on the average, better performance than the right one. Contrary to
the previous cases, by increasing the number of signal references no improvements are
exhibited. For both microphones, the absolute maximum points are set around 200–
220 Hz. The minima are concentrated within 300–400 Hz regardless of the considered
error microphone.

For the sake of completeness, the spectrogram plots for left error microphone when
the MIMO ANC system is OFF and ON by using J = 6 reference signals, are shown in
Fig. 3.13. Note that the cancellation peak is always present during the whole simulation
time.

Univerity of Bologna and University of Parma



48 Chapter 3. FeedForward Schemes

100 200 300 400 50025

30

35

40

45

50

f [Hz]

S
P
L
S
p
ec
tr
u
m

[d
B
A
/H

z]

J = 1

ANC OFF

ANC ON

(a)

100 200 300 400 50025

30

35

40

45

50

f [Hz]

S
P
L
S
p
ec
tr
u
m

[d
B
A
/H

z]
J = 3

ANC OFF

ANC ON

(b)

100 200 300 400 50025

30

35

40

45

50

f [Hz]

S
P
L
S
p
ec
tr
u
m

[d
B
A
/H

z]

J = 5

ANC OFF

ANC ON

(c)

100 200 300 400 50025

30

35

40

45

50

f [Hz]

S
P
L
S
p
ec
tr
u
m

[d
B
A
/H

z]

J = 6

ANC OFF

ANC ON

(d)

Figure 3.10: SPL spectra of d[n] and e[n] in case of MIMO ANC system for the best
grouping of reference signals with J = 1 (a), J = 3 (b), J = 5 (c) and J = 6 (d).
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Figure 3.11: Comparison between theoretical cancellation η(f) and effective cancel-
lation Γ (f), as a function of frequency, in case of MIMO ANC system for the best
grouping of reference signals with J = 1 (a), J = 3 (b), J = 5 (c) and J = 6 (d).
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Figure 3.12: Average (a), maximum (b) and minimum (c) cancellation Γ (f) as func-
tions of J for both left (L) and right (R) error microphones in case of MIMO ANC
system.
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Figure 3.13: Spectrogram of the left error microphone signal when the MIMO FF ANC
system is switched OFF (left) and ON (right) for J = 6.

PhD in Automotive Engineering for Intelligent Mobility



Chapter 4

FeedBack Schemes

The first part of this report is dedicated to the implementation and analysis of FF
ANC systems. It is shown that the prior knowledge of the reference signals, acquired
by accelerometers positioned in the car structure, allows significant benefits in terms of
noise cancellation. However, it is known that when reference signals are unavailable or
they are incoherent with respect to the error microphone signals, the FF ANC system
is ineffective [27,28]. For this reason, it may be preferable to employ a FB ANC system.
In fact, due to the lack of reference signals, the FB ANC system tries to cancel the
disturbing audio noise in the overall frequency spectrum.

It is possible to distinguish FB ANC systems based on the algorithm implemented
in the feedback loop; in particular, the adaptive approaches such as FxLMS or Modified
FxLMS or fixed ones based on control theory. The general FB MIMO ANC system
is shown in Fig. 4.1. For adaptive approaches, the idea is to synthesize reference
signal(s) by using the error microphone signal(s). In this sense, the FB ANC schemes
differ with respect to the FF ones only in the absence of primary path(s) and reference
signals. In particular, dm[n] refers to the m-th desired output, em[n] to the m-th error
microphone signal, Smk(z) to the secondary path from the k-th loudspeaker to the
m-th error microphone and filter Kmk(z) indicates a generic feedback controller which
operates under a certain algorithm. In this chapter, several FB schemes implementing
different filters Kmk(z) are discussed.

The rest of this chapter is organized as follows. The mathematical derivation of
adaptive FB ANC systems is presented in Section 4.1. In Section 4.2, a fixed controller
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+

em[n]

S(z)

dm[n]

y′m[n]

Set of MK
Controllers

K(z)
(Fixed or Adaptive)

yk[n]

n

6 K 6 M

6 M

6
M

Figure 4.1: General block diagram of the FB MIMO ANC system.

for the SISO FB ANC system is proposed.

4.1 Adaptive FB Systems

In this section, a description of the considered adaptive FB ANC systems is given.
Similarly to the FF ANC system, in Section 4.1.1, the “standard” FxLMS approach is
derived for a FB scheme, whereas, in Section 4.1.2, a different version of this algorithm,
known as Modified-FxLMS or Delayless-FxLMS, is presented. Note that, for the sake
of generality, in this section only MIMO systems, both for standard and modified LMS,
are considered.

In Appendix E further numerical results on adaptive FB ANC systems can be
found. Moreover, in Section E.3, a special case of MIMO FB system, the so-called FB
Combined Input - Combined Output (CICO) system is analyzed.

4.1.1 Standard FxLMS

The block diagram of the standard FxLMS scheme [3] for an adaptive FB MIMO
ANC system is depicted in Fig. 4.2, in which the controller K(z) has been highlighted.
Following the literature [3], the disturbance signals dm[n] are referred to as desired
outputs since they represent the signals to be detected. The error microphone signal
em[n] is expressed as in (3.5). Similarly, at the m-th error microphone, signal y′m[n] is
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Figure 4.2: Block diagram of the standard FxLMS for an adaptive FB MIMO ANC
system.

expressed in the definition of (3.4), i.e.,

y′m[n] =
K∑

k=1

yk[n]⊗ smk[n] m = 1, 2, ...,M . (4.1)

In Fig. 4.2, the block S(z) performs the operation (4.1) with elements Smk(z). Unlike
the FF system, where reference signals are available, here they have to be estimated. By
inverting (3.5), a set of reference signals {xj[n]}, as close as possible to the noise sources,
can be synthesized. The block Ŝ(z) performs an identical operation with elements
Ŝmk(z), which denote estimates of Smk(z), whereas the block {Ŝmk(z)} performs an
element-wise filtering operation in which each input signal xj[n] is filtered by Ŝmk(z)

yielding the output x′jkm[n], as defined in the following derivation.

For reference signals derivation starting from the error microphone ones, let us
invert (3.5), such that the desired output is expressed as

dm[n] = em[n]− y′m[n] .

The goal is to synthesize a reference signal xm[n] as close as possible to dm[n]. This
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can be done by estimating the desired output as

xm[n] = em[n]− ŷ′m[n] m = 1, 2, ...,M (4.2)

where at the m-th error microphone the estimated anti-noise signal at the output of
the estimated secondary path ŷ′m[n] is defined as

ŷ′m[n] =
K∑

k=1

yk[n]⊗ ŝmk[n]

where ŝmk[n] is the impulse response of the estimated filter Ŝmk(z). One can note
that the main difference between the FB MIMO scheme of Fig. 4.2 and the FF MIMO
scheme depicted in Fig. 3.1 is the presence of the blocks

{
Ŝmk(z)

}
and Ŝ(z), based

on the same elements, one used for FxLMS algorithm (as in FF system) and one for
reference signal reconstruction purposes.

The input signal of the k−th loudspeaker yk[n] can be written as

yk[n] =
M∑

j=1

N−1∑

`=0

xj[n− `]wjk`[n] =
M∑

j=1

xj[n]w>jk[n] (4.3)

having defined the reference signal vector xj[n] and the impulse response at the n−th
time epoch of the adaptive filter from the j−th reference signal to the k−th loudspeaker
wjk[n] as in (3.2) and (3.3), respectively. Note that, unlike the FF ANC system, where
the number of available reference signals was J , here it is constrained by the number
of error microphones, i.e., J = M .

A limit of this system is given by the delay introduced by the secondary paths. In
fact, if the secondary paths introduce too large delays in the system, the reconstruction
of the reference signals xj[n] exhibits a lag with respect to the current dm[n] which
may compromise the noise cancellation considerably. For this reason, it is preferable
to employ a FB ANC system in case of tonal inputs, e.g., the noise produced by the
car engine, where a lag of a multiple of the period is not effective.

Once the reference signals xm[n] are given, the update weight equation of the LMS
algorithm follows the same mathematical steps already given in Section 3.1 for the
case of a FF system. Hence, the update equation for a leaky normalized LMS FB
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Figure 4.3: Block diagram of the modified FxLMS for adaptive FBMIMO ANC system.

MIMO ANC system, under the assumption of perfect secondary path estimation, i.e.,
ŝmk[n] = smk[n], is equal to the expression given in (3.9).

4.1.2 Modified FxLMS

In this section, the mathematical derivation of the modified FxLMS scheme is reported.
This scheme, proposed for the first time in [29], has been widely employed for ANC
purposes because of its benefits in terms of convergence speed [5].

In Section 1.3, the LMS algorithm and its convergence is discussed, highlighting
how the step-size parameter µ̃ plays an important role for the convergence of the algo-
rithm. Therefore, in order to avoid problems related to the stability of the adaptation
algorithm, µ̃ has to be set properly. In particular, due to the length of the system (in
terms of tap weights) and the delay introduced by the secondary path, the step-size
parameter is usually set to a very small number, e.g., between 10−4 and 10−5. This
leads to a slow convergence of the standard FxLMS algorithms. The aim of the Modi-
fied FxLMS is to improve the convergence speed thanks to a more accurate estimation
of the error signal.

The block diagram of the modified FxLMS for a MIMO system is depicted in
Fig. 4.3. By comparing the modified FxLMS scheme in Fig. 4.3 with the standard one
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in Fig. 4.2, one can notice that the two schemes are essentially the same except for
the presence of a second filter W̃(z), which is a proper rearrangement of the top filter
W(z), as detailed in the following. This part is highlighted in the dashed red area.

The error signal at the m-th microphone is

em[n] = dm[n] + y′m[n]

= dm[n]+
K∑

k=1

yk[n]⊗ smk[n]

= dm[n]+
K∑

k=1

smk[n]⊗
M∑

j=1

M∑

`=0

xj[n− `]wjk`[n] m = 1, 2, ...,M

where the synthesized reference signal xj[n], j = 1, 2, ...,M is, expressed as in (4.2).
The input of the bottom filter W̃(z) is the filtered version of the reference signal xj[n]

according to the theory of the FxLMS algorithm.

The output am[n] of the bottom adaptive filter W̃(z) can be expressed as

am[n] =
K∑

k=1

M∑

j=1

N−1∑

`=0

x′jkm[n− `]wjk`[n]

=
K∑

k=1

H−1∑

h=0

ŝmk[h]
M∑

j=1

N−1∑

`=0

xj[n− `− h]wjk`[n] . (4.4)

It is worth noting that the signal am[n] is basically an estimate of the signal y′m[n]. In
fact, under the assumption of perfect secondary path estimate, i.e., ŝmk[n] = smk[n],
one obtains

y′m[n] =
K∑

k=1

smk[n]⊗
M∑

j=1

N−1∑

`=0

xj[n− `]wjk`[n]

=
K∑

k=1

ŝmk[n]⊗
M∑

j=1

N−1∑

`=0

xj[n− `]wjk`[n]

= ŷ′m[n]
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=
K∑

k=1

M∑

j=1

N−1∑

`=0

xj[n− `]wjk`[n]⊗ ŝmk[n]

=
K∑

k=1

M∑

j=1

N−1∑

`=0

H−1∑

h=0

ŝmk[n]xj[n− h− `]wjkl[n− h]

' am[n] .

where the final approximation holds under the assumption of quasi-static weights of
the adaptive filter: wjk`[n − h] ' wjk`[n].7 From (4.4), by adding the reference signal
xm[n] to am[n], an estimate of the error signal is obtained

bm[n] = am[n] + xm[n] .

Similarly to standard FxLMS, the input of the LMS block is, in this case, the estimate of
the error signal bm[n]. Therefore, the tap weight equation (3.9), derived in Section 3.1,
still holds for the modified FxLMS with em[n] replaced by bm[n].

4.2 Fixed FB Systems

Unlike classic adaptive solutions discussed in the previous sections, a fixed FB controller
for ANC purposes is here presented. The idea is to design a filter with a fixed frequency
behavior, which does not track instantaneous variations in the audio signals. Such a
controller may be of potential interest, since it can be used to cancel in a given frequency
range. Note that further mathematical derivation of the FB system and the Wiener
solution as an alternative fixed FB ANC system are discussed in Appendices C and D,
respectively.

The rest of this section is organized as follows. In Section 4.2.1, a brief review
on control theory, needed for the derivation of the fixed controller, is given. In Sec-
tion 4.2.2, the considered fixed FB controller is described.

7For a linear time varying filter cascaded with a linear time invariant one, the commutative property
does not hold. In Fig. 4.3, the order of filtering to obtain y′m[n] and am[n] from xj [n] is exchanged.
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Figure 4.4: Block diagram of a fixed FB ANC system.

4.2.1 Review of Control Theory

In Fig. 4.4, a general fixed FB control system is depicted. In particular, the filter
S(z) represents the secondary path (also known as plant in control theory) and the
controller K(z) represents a fixed filter. From Fig. 4.4, the error signal is calculated as

e[n] = d[n] + y′[n]

= d[n] + y[n]⊗ s[n]

= d[n] + e[n]⊗ h[n]⊗ s[n] (4.5)

where h[n] is the impulse response of the fixed filterK(z). By performing the Z−transform
of (4.5), one gets

E(z) = D(z) + E(z)K(z)S(z) .

Rearranging terms, one has,
E(z) = T (z)D(z) (4.6)

where T (z) identifies the transfer function8 between the input d[n] and the output
signal e[n] which can be expressed as

T (z) =
1

1−K(z)S(z)
.

8In control theory and systems, T (z) is usually referred to as sensitivity function, since it gives us
information on how much the disturbances are influenced by the feedback.
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For the sake of simplicity and following the literature, the mathematical derivations
are formulated in continuous time in terms of Fourier transform F{·}. Extending the
Fourier domain to the Z-domain is then straightforward. Therefore, (4.6) becomes

E(jω) = T (jω)D(jω) (4.7)

being T (jω) the frequency domain version in continuous time of the transfer function
T (z) defined by analogy as

T (jω) =
1

1−K(jω)S(jω)
.

In the literature, several and different approaches were proposed for designing the con-
troller K(z), such as the so-called mixed-sensitivity H∞ control method [30], based in
the Hardy-space, which is used for ANC purposes [31–33]. The idea behind H∞ is to
express the control problem as an optimization one. Once the mathematical optimiza-
tion is solved, a synthesized controller with guaranteed performance is obtained. The
objective of H∞ control design is to find a controller K(z) such that the H∞ norm of
the transfer function T (jω) is minimized. The H∞ norm is calculated as

‖T (jω)‖∞ = sup
ω
σmax (T (jω))

where σmax is the maximum singular value of the transfer function T (jω).

Similarly to the H∞ control method, H2 and a combination of the aforementioned
control methods, the so-called H2/H∞ was proposed and analyzed in [34]. In case of
adopting the H2 control method, the H2 norm of the transfer function T (jω) is defined
as

‖T (jω)‖2
2 =

1

2π

∫ ∞

−∞
tr {T ∗(jω)T (jω)}

where tr {·} is the trace operator and ∗ denotes the conjugate operator.

4.2.2 Considered Fixed FB Controller

A simplified and intuitive solution of fixed FB controller was considered for our MATLAB-
based simulator. More precisely, a slightly different version of the controller proposed
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Figure 4.5: Frequency band division for a band-pass filter (top) and for a low-pass
filter (bottom).

in [35] was implemented and it is here discussed.
The so-called waterbed effect says that a noise attenuation over a certain frequency

range causes a noise amplification outside that considered bandwidth [36]. In order
to cope with this effect, the idea behind [35] is to design a filter K(jω), such that
the open-loop transfer function K(jω)S(jω) behaves like a Band-Pass Filter (BPF) or
Low-Pass Filter (LPF) within the attenuation frequency range and is such that the
closed-loop transfer function is flat outside that range.

The frequency bandwidth can be thus divided into attenuation band ΩAtt, around
the energy peaks of the disturbance signal, and amplification bands ΩAmp, otherwise.
For stability purposes, in order to avoid discontinuities in the open-loop transfer func-
tion at the border of attenuation and amplification bands, a proper interpolation func-
tion R(jω) in the so-called transition bands ΩTran may be inserted. The frequency
bandwidth can be thus divided into attenuation bands, transition bands and amplifi-
cation bands, as shown in Fig. 4.5.

The overall controller design procedure can be summarized as follows.

1. Define a initial filter H0(jω) either LPF or BPF.

2. Design an interim control filter F (jω) in order to flatten the closed-loop transfer
function in the amplification bands.

3. Design arches of raised cosine R(jω)S(jω) in the transition bands.
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4. Design the resulting control filter K(jω) and convert it to discrete-time as K(z).

The objective of ANC systems is to reduce, in magnitude, the output signal e[n]. From
(4.7), in order to have noise reduction, one needs |T (jω)| < 1. On the other hand, if
|T (jω)| > 1, the noise is amplified. Following the procedure of fixed controller design
detailed above, a filter H0(jω), is defined as

H0(jω) =





jωAp
wp
Qp

(jω)2+jω
ωp
Qp

+ω2
p

if BPF

Ap
jω 1

ω0
+1

if LPF

where, for a BPF, Ap = H0(jωp) is the magnitude at the center frequency, wp = 2πfp is
the peak cancellation angular frequency, fp the peak cancellation frequency, Qp = fp

Bw

the quality factor and Bw the BPF bandwidth. For a LPF, Ap = H0(0) is set. For
compactness, in the following we use the symbol ωp to denote 0 for a LPF.

It is possible to calculate a-priori the maximum noise attenuation achievable over
the noise attenuation band Ωatt going from ωstart

att to ωend
att , i.e., Ωatt =

[
ωstart

att , ωend
att

]
.

Hence, the Noise Reduction (NR) η(ω) is defined as

η(ω) = −20 log10 |T (jω)|

= −20 log10

∣∣∣∣
1

1−H(jω)S(jω)

∣∣∣∣

= 20 log10 |1−H(jω)S(jω)| ω ∈ Ωatt . (4.8)

The larger noise reduction η(ω), i.e., the smaller T (jω), the greater the noise cancel-
lation. By evaluating (4.8) at wp one can find the value of Ap given a desired value of
η(ωp). This yields

η(ωp) = 20 log10 |1− ApS(jωp)| . (4.9)

Note that (4.9), for BPF, has two roots and the correct solution in terms of Ap is
selected such that the following condition is satisfied

|S(jω)H0(jω)| > 1 ω ∈ Ωatt

where H0(jω) is the initial filter computed with the corresponding Ap. As previously
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mentioned, a flat magnitude response is set over the amplification bands. For the whole
set of bands

Ωamp =





[
ωstart

amp,1, ω
end
amp,1

]
∪
[
ωstart

amp,2, ω
end
amp,1

]
for BPF

[
ωstart

amp , ω
end
amp

]
for LPF

the corresponding average noise amplification level ν, in dB, can be calculated a

ν =
1

Bamp

∫

ω∈Ωamp

20 log10

1

|1−H0(jω)S(jω)| dω ,

where Bamp is the overall size of the noise amplification band Ωamp. Using the Bode’s
sensitivity integral [37] defined as

∫ +∞

0

20 log10 |T (jω)| dω = 0

the following expression can be derived

ν =
1

Bamp

∫

ω∈Ωamp

20 log10

1

|1−H0(jω)S(jω)| dω

=
1

Bamp

∫

ω∈Ωamp

20 log10 |T (jω)| dω

=
1

Bamp



∫ ∞

0

20 log10 |T (jω)| dω
︸ ︷︷ ︸

=0

−
∫

ω∈Ωatt

20 log10 |T (jω)| dω




= − 1

Bamp

∫

ω∈Ωatt

20 log10 |T (jω)| dω

=
1

Bamp

∫

ω∈Ωatt

20 log10 |1−H0(jω)S(jω)| dω .

Note that if |1−H0(jω)S(jω)| is constant for ω ∈ Ωamp, then it equals 10−ν/20.
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The magnitude of the transfer function T (jω) should be

|T (jω)| = 1

|1− F (jω)S(jω)|
= |1− F (jω)S(jω)|−1

= 10
ν
20 ≥ 1 ω ∈ Ωamp .

As a simplification (see [35]), the filter F (jω), in the amplification bands Ωamp, is
defined as

F (jω) =
1− 10−

ν
20

|S(jω)| e
jφF (ω) ω ∈ Ωamp

where φF (jω) is the phase of the filter, defined starting from

φF (ω) = ∠H0(jω) ω ∈ Ωamp

by the following procedure. From control theory we know that for stability reasons
and in order to flatten the noise amplification in the corresponding bands, the phase
limit of the open-loop frequency response must satisfy

`π − θ < arg [S(jω)F (jω)] < `π + θ ω ∈ Ωamp ` = 0, 2, 4, ... (4.10)

where θ is evaluated from the open-loop Nyquist plot and is equal to

θ = arccos

(
1− 10−

ν
20

2

)
.

If the constraint in (4.10) is not satisfied, a phase lead/lag can be introduced in the
phase of F (jω).

In order to get a smoother response between amplification and attenuation bands,
arches of raised cosine, in the magnitude of the filter, could be inserted within the
transition bands, i.e., Ωtran,i =

[
ωstart

tran,i, ω
end
tran,i

]
for i = 1 or i = 1, 2 for LPF and BPF,

respectively. Therefore, similarly to the amplification bands, the filter is defined as

Ri(jω) = |Ri(jω)| ejφRi (ω) ω ∈ Ωtran,i
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where the magnitude

|Ri(jω)| = bi +
1

2
(ai − bi)

{
1 + cos

[
π

(
ωi − ωai
ωbi − ωai

)]}
ω ∈ Ωtran,i (4.11)

and the phase φRi(ω) is set to be linear. In particular, for stability, a junction between
the amplification band(s) and the attenuation band is properly done, both for the
magnitude and the phase.

If a BPF is adopted, in (4.11), one has

a1 =
∣∣F1(jωend

amp,1)
∣∣ and ωa1 = ωend

amp,1

b1 = |H0(jωstart
att )| and ωb1 = ωstart

att

a2 =
∣∣H0(jωend

att )
∣∣ and ωa2 = ωend

att

b2 =
∣∣F2(jωstart

amp,2)
∣∣ and ωb2 = ωstart

amp,2 .

Similar considerations hold for the LPF.
Finally, the interim filter can be written as

K(jω) =





F (jω) 0 < ω < ωend
amp,1 and ωstart

amp,2 < ω < ωend
amp,2

R1(jω) ωstart
tran,1 < ω < ωtran,1

end

H0(jω) ωstart
att < ω < ωatt

end

R2(jω) ωstart
tran,2 < ω < ωend

tran,2

.

Following the fourth point of the procedure mentioned above, a design of the fil-
ter is thus performed in order to get a controller K(jω). The MATLAB function
fdesign.arbmagnphase was used for this task. In particular,

• fdesign.arbmagnphase(n,b,f,h) for Finite Impulse Response (FIR) filter

• fdesign.arbmagnphase(na,nb,f,h) for Infinite Impulse Response (IIR) filter

where n identifies the filter order, b the number of bands, nb and na numerator and
denominator orders respectively, f the frequency vector, and finally h identifies the
complex frequency response values.

Once the filter K(jω) is evaluated, it can be converted into K(z) in the fixed con-
troller shown in Fig. 4.4.
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Chapter 5

Types of Input Signals

In this chapter, the input signals considered for our simulations are presented. More
precisely, as a preliminary experiment, synthetic tonal input signals, shown in Sec-
tion 5.1, are employed. Subsequently, in Section 5.2, a set of experimental microphone
acquisitions is presented.

Due to the absence of reference signals, a FB ANC system tries to cancel the
perceived audio signal in the overall spectrum, exploiting the feedback of the error
signal for reference signal synthesis purposes. This means that the system performance
is strongly dependent on the nature of the input signal. For instance, a reconstruction
of a fast time-varying input signal implies negligible loop delay in the system. As a
consequence, FB ANC systems are better suited for tonal signal cancellation (e.g., the
noise caused by the engine speed). In the following subsections, a brief description on
the synthetic and experimental input signals for the considered simulations is given.

5.1 Synthetic Tonal

As previously mentioned, FB ANC works efficiently when the input signal is tonal or,
at least, with a limited number of narrow-band components. Therefore, two types of
input signals were synthesized:

• Sum of sinusoids.

• Narrow-band filtered white noise.
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Figure 5.1: SPL spectra of synthesized tonal input signals for error microphone 1 and
2. (a) sum of sinusoids and (b) narrow-band filtered white noise.

In particular, in case of sum the sinusoids, the input signal is

d[n] =
3∑

i=1

Ai cos

(
2πfin

fs
+ φi

)

with arbitrary amplitudes Ai = 1, 0.6, 0.8, frequencies fi = 150, 250, 500 Hz and phases
φi = 0, 1, 2 rad for i = 1, 2, 3 respectively. For both types, the sampling frequency is
fs = 3 kHz. The considered pass-band center frequencies for filtered white noise input
signal are 200 and 270 Hz with a bandwidth of few Hz (10–20 Hz). The SPL spectra of
the considered tonal input signals are depicted in Fig. 5.1 for both error microphones.
Three independent sinusoids are included, and two different very narrow-band filters
are employed for filtering the white noise.

5.2 Experimentally Acquired Signals

For our simulations, two types of experimentally acquired input signals, obtained in a
sedan and in a hybrid compact car (class C), are discussed in the following.

5.2.1 Sedan

The SPL spectra of employed input signal are shown in Fig. 5.2 for the error micro-
phones 1 and 2. These experimental signals, sampled at 3 kHz, come from a measure-
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Figure 5.2: SPL spectra of experimental error microphone signals in sedan for error
microphones 1 and 2.

ment campaign performed by ASK Industries in a sedan and are the same used and
shown in Section 3.2 for FF ANC systems. In particular, a manikin equipped with
binaural microphones was placed in the passenger’s seat.

5.2.2 Hybrid compact car

In Fig. 5.3, the spectra of the last considered input signal is depicted for the error
microphones 1 and 2. In this case, the employed car for this experimental measurement
campaign, performed by ASK Industries, is a hybrid compact car.

The setup consists of binaural microphones inserted in a manikin placed at the
driver’s seat and is used for recording, for about 18 seconds, the noise produced by
the hybrid compact car in idle engine conditions with about 800–900 rpm. The used
sampling frequencies fs are 3 kHz and 6 kHz. However, only fs = 3 kHz is considered
for our analysis. This signal is representative of a roughly tonal input, where the
harmonics are caused by the rotations of the engine. Note that the spectra in Fig. 5.3
are those of roughly periodic signals with a fundamental frequency of about 28 Hz, i.e.,
that of the idle engine. Due to this periodicity, this signal is potentially interesting
to be employed for ANC purposes in FB schemes. Moreover, in order to improve the
system performance and cast it in a realistic scenario, filtered versions of these signals,
within the band 80–400 Hz, with SPL spectra depicted in Fig. 5.4, are employed and
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the relevant system performance analyzed.
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Figure 5.3: SPL spectra of experimental error microphone signals in hybrid compact
car.
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Figure 5.4: SPL spectra of filtered version of the recorded error microphone signals in
hybrid compact car.
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Chapter 6

Numerical Results

In this chapter, numerical results for the FB ANC schemes considered in Chapter 4
are presented and discussed. The chapter is structured as follows. Simulation sce-
narios and performance indicators are presented in Section 6.1. Numerical results are
organized based on the secondary paths employed in the simulations. More precisely,
in Section 6.2 the secondary paths are assumed to be pure delays. In Section 6.3,
the secondary paths are the same as those presented in Chapter 2, i.e., those from
the experimental measurements performed by ASK in the sedan. Finally, a new ex-
perimental setup is considered in Section 6.4, composed by two loudspeakers and two
microphones positioned in the headrest of an office chair. In all the cases with adaptive
approach, numerical results are obtained by using a value of the step-size parameter
which approximately maximizes the overall system performance.

6.1 Scenarios

The FB ANC systems described in Chapter 4 are simulated, namely, SISO and MIMO
scheme. Further results and for SISO and MIMO systems is provided and the analysis
of the so-called CICO scheme, as a valid alternative to the MIMO system, is presented
in Appendices E.1, E.2 and E.3, respectively. Moreover, as explained in Chapter 4,
it is possible to distinguish the systems based on the type of controller K(z) that is
implemented, i.e., adaptive or fixed approaches. The SISO FB ANC system, unlike the
MIMO one, is analyzed for both the adaptive and fixed approaches. The considered
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Table 6.1: Considered scenarios for FB ANC systems.
PPPPPPPPPScheme

S(z)
Delay Sedan Headrest Chair

SISO � � � � �
MIMO � � �

Sedan input signal — hybrid compact car input signal — Sedan and filtered hybrid compact
car input signal — hybrid compact car and filtered hybrid compact car input signal — Filtered
white noise input signal — � Fixed ANC Approach — � Adaptive ANC Approach.

scenarios and relative input signals are summarized in Table 6.1.

Similarly to FF ANC systems in Section 2.2, system performance is assessed in
terms of SPL spectra measured in dBA relative to p0 = 20 µPa with a RBW of 6 Hz.
Moreover, in order to analyze the ANC system performance under a different viewpoint,
sliding window SPL values of disturbance and error signals are also measured. For a
pressure signal p[n], the sliding window SPL value (in dBA) is defined as

Lp[n] = 10 log10

1

Lp2
0

L∑

`=1

p2[n− `] (6.1)

where L is the considered window length.

6.2 Pure Delay as a Secondary Path

In this case, we consider the schemes of Chapter 4 with S(z) = z−n0 , i.e., a pure delay
of n0 samples. By considering the fixed approach, (4.9) becomes

η = 20 log10

∣∣1− Ape−jωτ
∣∣ (6.2)

where e−jωτ is the Fourier transform of a delay τ = n0/fs, being n0 the delay in number
of samples.9 Therefore from (6.2), it is possible to find Ap for a given noise attenuation

9For a single sample delay, one has n0 = 1. Since the sampling frequency is fs = 3 kHz, τ = 0.33 ms
results.
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Figure 6.1: SPL spectra for SISO adaptive FB ANC system for OFF and ON cases
and left error microphone with sedan input signal.

goal η from

10
η
20︸︷︷︸

=ηlin.

=
∣∣1− Ape−jωτ

∣∣

ηlin. = |1− Ap cos(ωτ) + j sin(ωτ)|
η2

lin. = A2
p − 2Ap cos(ωτ) + 1

and solving with respect to Ap.

In Fig. 6.1, the SPL spectra are shown as a function of frequency for FB ANC
system ON and OFF. The results are relative to the case of the adaptive approach for
a SISO system with sedan input signal of error microphone 1. We can immediately
notice that a significant noise cancellation occurs at low frequencies. In the high
frequency regime (e.g., 750–1500 Hz), the green curve is above the red one denoting
a degradation of performance. This is mostly due to the narrow-band behavior of the
FxLMS algorithm that always works around the frequency range in which the peak
energy occurs. However, note that at high frequencies, the SPL spectrum values are
significantly lower than at low frequencies. For this reason, the noise amplification, at
high frequency can be neglected.

In Fig. 6.2, the SPL spectra are shown as a function of frequency for a MIMO
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Figure 6.2: SPL spectra of the MIMO adaptive FB ANC system. (a) Left and (b)
right error microphone with the sedan input signal.

FB ANC system. For this simulation, S11(z) = S11(z) = z−1 and S12(z) = S21(z) =

0.5z−2 to emulate different lengths of direct and cross paths. Even if unrealistic, these
secondary paths enable to assess the cancellation performance limit. The left (a) and
right (b) error microphones are considered. As expected, the obtained results show
considerable performance degradation with respect to the SISO case. In fact, it is
possible to observe that the presence of the double channel yields a reduced noise
cancellation. However in the low frequency regime, we may note a peak cancellation
of about 8 dB.

It can be observed that at fs = 3 kHz we cannot afford a delay greater than 1 sample
(results are not shown for conciseness). This implies that, under the assumption of a
speed of sound vs = 343.8 m/s measured at 21◦C, the length between the positions of
error microphone and the loudspeaker must be lower than about 11.46 cm.

Numerical results of SPL spectra as a function of frequency for fixed SISO ANC
when the system is OFF and ON, for error microphone 1, are reported in Fig. 6.3.
Three types of FIR filters were considered: Narrow Band-Pass Filter (NBPF), in the
left side in solid black, LPF in the right side in solid green and Broad Band-Pass
Filter (BBPF), in the right side in dashed blue. Both the NBPF and the BBPF work
around the peak frequency fp = 215 Hz. It is possible to notice that, similarly to a
reference signal in a FF ANC system, the NBPF works very efficiently around fp and
performance is not degraded outside this frequency range. On the right hand-side of
Fig. 6.3 a comparison between broad-band and low-pass filter is given. The pass-bands
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Figure 6.3: SPL spectra with the SISO fixed FB ANC system OFF and ON. Narrow-
band FIR filter (a) and comparison between low-pass and broad-band FIR filter (b)
for left error microphone with the sedan input signal.

are set from 100 to 800 Hz and from 0 Hz to 800 Hz for BBPF and LPF, respectively.
Significant noise cancellation occurs within the pass-band frequency range both for
LPF and BPF filter. In particular, LPF is optimal with respect to the BBPF since it
guarantees best performance (about 10 dB) without any significant degradation.

6.3 Sedan Secondary Path

In this section, the obtained results related to the sedan secondary path are presented.
Both SISO and MIMO FB ANC systems are analyzed for the adaptive approach with
sedan and filtered hybrid compact car input signal.

In Fig. 6.4, the SPL spectra of a SISO adaptive FB system is depicted as a function
of frequency, for the ANC system OFF and ON. More precisely, the numerical results
are related to the case of filtered hybrid compact car input signal for left (a) and right
(b) error microphones.

The input signal is very different with respect to the previous results, and the
system performance, as expected, is considerably worse, due to the delay introduced
by the secondary path of the sedan. The considered secondary paths, in fact, introduce
delays of about 18 samples in the direct path and about 22 samples in the cross paths
(see Figs. 2.2 and 2.3). For a sampling frequency fs = 3 kHz and a temperature of
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Figure 6.4: SPL spectra with ANC OFF and ON for a SISO adaptive FB ANC system.
(a) Left and (b) right error microphone with the hybrid compact car input signal.

0 250 500 750 1000 1250 1500
−100

−80

−60

−40

−20

0

20

40

60

f [Hz]

S
P
L
S
p
ec
tr
u
m

[d
B
A
/H

z]

0 100 200 300 400 500
20

25

30

35

40

45

50

55

60

(a)

ANC OFF

ANC ON

0 250 500 750 1000 1250 1500
−100

−80

−60

−40

−20

0

20

40

60

f [Hz]

S
P
L
S
p
ec
tr
u
m

[d
B
A
/H

z]

0 100 200 300 400 500
20

25

30

35

40

45

50

55

60

(b)

ANC OFF

ANC ON

Figure 6.5: SPL spectra with ANC OFF and ANC ON for a MIMO adaptive FB ANC
system. (a) Left and (b) right error microphone with the sedan input signal.

21◦C, the distance between loudspeakers and error microphones is equal to 206.28 cm
and 252.12 cm for the direct and cross paths, respectively. From the previous analysis,
we know that the FB system cannot tolerate such a high delay. Moreover, the input
signal may be significantly time-varying making the task more complicated.

The SPL spectra of the FB MIMO ANC system for the sedan input signal are
shown in Fig. 6.5 for left (a) and right (b) error microphone. It is possible to observe
that the system does not exhibit good performance since the green line curve, relative
to the ANC system ON, is almost always overlapped with the red one, which refers to
the ANC system OFF. Even in this case the input signal is changing too fast over time
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Figure 6.6: SPL spectra with ANC OFF and ANC ON for a MIMO adaptive FB ANC
system. (a) Left and (b) right error microphone with the filtered white noise input
signal.

and the too large delay introduced by the secondary paths makes reconstruction of the
reference signal infeasible. The few noise attenuation instances are always nullified by
corresponding amplification ones.

With the aim of testing the FB ANC system in the best possible condition, a tonal
input signal is now employed. In particular, the filtered version of white noise, depicted
in Fig. 5.1 (b), is used as the input of the MIMO system. The corresponding results,
in terms of SPL spectra versus frequency, are reported in Fig. 6.6 for the left (a) and
right (b) error microphones . Note that, for this specific simulation, A-weighting was
not performed, i.e., the vertical axis is expressed in dB instead of dBA, always relative
to p0 = 20 µPa and with RBW of 6 Hz. The peaks around 190 Hz and 270 Hz are
well mitigated. This result proves that if the disturbance signal is tonal, the FB ANC
system well performs despite the secondary paths introduce significant delays in the
loop. Similar considerations can be drawn by considering, as input signal, the sum of
sinusoids depicted in Fig. 5.1 (a), and for this reason, performance is not reported.

Figure 6.7 shows the SPL spectra versus frequency for the MIMO adaptive FB
ANC system. The employed input signal, in this case, is the filtered version of the
hybrid compact car. This signal presents sundry peaks and, for this reason, is suited
for a comparison with the standard one (i.e., the input signals shown in Fig. 5.3). It
is possible to observe that the noise is slightly mitigated by the system. As observed
before, the error microphone 2 experiences a better noise cancellation. The peak noise,
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Figure 6.7: SPL spectra with ANC OFF and ANC ON for a MIMO adaptive FB ANC
system. (a) Left and (b) right the filtered version of the hybrid compact car input
signal.

around 115 Hz, in fact, is properly canceled (about 5 dB of noise cancellation). By
considering the left error microphone, the peak cancellation is about 2 dB. However,
the system is not performing well since the noise is never canceled except for that
region.

For the SISO system, the so-called Filtered Error (FE) approach was also imple-
mented. During our test session, in fact, it was observed that limiting “offline” the
bandwidth of the input signal assures some benefits in terms of noise cancellation but
is unrealistic from the implementation viewpoint. In this context, with “offline” we
mean that the input signal is band limited before running the simulation.

The idea of FE FB is to perform this bandwidth limitation in the control loop. Let
us suppose to have a perfect knowledge of the frequency value on which the maximum
energy of the noise signal is concentrated and let us call this frequency fpeak. It is
possible to exploit this information by filtering the error signal at fpeak and feeding
back this error signal to the LMS algorithm block. In other words, the purpose of FE
FB is to obtain a peak cancellation only around fpeak and, in this way, to avoid the
noise amplification out of the considered band.

The block diagram of the FE FB is depicted in Fig. 6.8, where the aim the NBPF
V (z) at the output the error signal is to select a frequency range around fpeak as
previously described. For consistency, the same filter V (z) is placed at the output of
the filter Ŝ(z) for the reconstruction of the reference signal. If it is desirable to have
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Figure 6.8: Block diagram of FE FB for SISO FB ANC system.

noise cancellation in more than one peak frequency, it is possible to implement a set
of narrow-band filters (in parallel with each other) as described later.

The SPL spectra are shown as a function of frequency, for FE FB in Figs. 6.9 and
6.10 for a SISO FB ANC system. In particular, Fig. 6.9 refers to the case of one BPF
with a pass band from 92 Hz to 132 Hz, whereas Fig. 6.10 refers to the case of two
BPFs from 92 Hz to 132 Hz and 360 Hz to 385 Hz.
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Figure 6.9: SPL spectra with the SISO adaptive FE FB ANC system OFF and ON.
(a) Left and (b) right error microphone for one filter and filtered version of hybrid
compact car input signal.
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Figure 6.10: SPL spectra with SISO adaptive FE FB ANC system OFF and ON.
(a) Left and (b) right error microphones for two filters and filtered version of hybrid
compact car input signal.

For both systems, the employed input signal is the filtered hybrid compact car one.
The filtered version of the feedback of the error is operating correctly, and, the noise is
mitigated in both systems. In particular, it is possible to observe that the right error
microphone experiences a better noise cancellation with respect to the left one, as it
was also observed in the previous analysis. By considering the right error microphone
and the two filters FE FB case, we may note a noise cancellation of about 6 dB and 3

dB for the first and the second peak respectively.

6.4 Headrest Chair Secondary Path

It was observed that the delay introduced by the secondary path has a significant
impact on system performance. In order to cope with this issue, it is needed to reduce
the distance between error microphones and loudspeakers.

Hence, in collaboration with ASK Industries, an experimental setup composed by
an office chair equipped with two loudspeakers and two microphones was realized.
In particular, the two loudspeakers were placed in the headrest of the chair and the
microphones at the edge of the headrest. The geometrical configuration is depicted in
Fig. 6.11, being (a) the front view and (b) the top view.

In Fig. 6.12 the pictures of the prototype are shown. This setup was developed in
the listening room of ASK Industries in order to measure the corresponding secondary
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Figure 6.11: Geometrical configuration of the proposed headrest chair: (a) front view
and (b) top view.

Figure 6.12: Prototype of chair equipped with loudspeakers and microphones within
the headrest.

paths Smk(z).

In particular, the estimation of the secondary paths were performed by using an
LMS algorithm with white noise as input signal at sampling frequency fs = 3 kHz.
The block diagram of the secondary path estimation procedure is depicted in Fig. 6.13.

The audio signal emitted by the loudspeakers is generated at a sampling frequency
of 3 kHz, up-sampled to 48 kHz and filtered with a LPF with a cut-off frequency fs/2.
At the error microphones, the “received” signal is sent to an anti-aliasing LPF (cut-off
frequency set to fs/2) and then down-sampled to fs = 3 kHz. Finally, in order to avoid
the Direct Current (DC) component, a high-pass filtering with cut-off frequency at 5

Hz is performed. The error signal, which is given by the subtraction of the convolution
of white noise with the secondary path and the output of the high-pass filter, is fed
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Figure 6.13: Block diagram of the secondary path estimation. The dashed red line
identifies the estimated channel.

back the LMS filter in order to update the estimate of the secondary paths.

Two versions of secondary paths estimation were performed based on the type of
anti-aliasing filter employed, namely, 8th order IIR LPF with cut-off frequency of 750

Hz and 4th order IIR BPF with a pass-band going from 90 Hz to 390 Hz. For the sake
of simplicity, therein they are called 8th ord. and 4th ord. secondary paths and are
described in Sections 6.4.1 and 6.4.2, respectively.

6.4.1 8th order Secondary Paths

Magnitude frequency response, impulse response and group delay against frequency
graphs of the 8th order headrest chair secondary paths, sampled at fs = 3 kHz, are
shown in Fig. 6.14 and Fig. 6.15 for the error microphones 1 and 2, respectively. It is
possible to observe that, in the frequency domain, the filters show a band-pass behavior
with a cut-off frequency of 750 Hz. Note that the direct channels (S11(z) and S22(z))
exhibit a gain greater than that of the cross channel (S12(z) and S21(z)). By observing
the impulse response, we can note that the filters are represented by 300 taps. In
particular, the direct channels introduce a delay of about 4.67 ms, since the response
peaks at about the 14−th sample, and the cross channels a delay of about 15 samples
corresponding to 5 ms. Furthermore, note that, within the bandwidth of interest, i.e.,
100–750 Hz, the group delays are about 12–15 samples, in agreement with the delays
estimated by the impulse responses.
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Figure 6.14: Left side: magnitude frequency response (a), impulse response (c) and
group delay against frequency (e) of the 8th order secondary path between loudspeaker
1 and left error microphone. Right side: magnitude frequency response (b), impulse
response (d) and group delay against frequency (f) of the 8th order secondary path
between loudspeaker 2 and left error microphone.
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Figure 6.15: Left side: magnitude frequency response (a), impulse response (c) and
group delay against frequency (e) of the 8th order secondary path between loudspeaker
1 and right error microphone. Right side: magnitude frequency response (b), impulse
response (d) and group delay against frequency (f) of the 8th order secondary path
between loudspeaker 2 and right error microphone.
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6.4.2 4th order Secondary Paths

Magnitude response, impulse response and group delay graphs of the 4th order headrest
chair secondary paths, sampled at fs = 3 kHz, are shown in Fig. 6.16 and Fig. 6.17
for left and right error microphones, respectively. The magnitude responses of the
secondary paths show a band-pass behavior with a high-frequency cut-off about 700 Hz.
Note that the direct acoustic channels, namely S11(z) and S22(z), exhibit a greater gain
with respect to the cross acoustic channels, namely S12(z) and S21(z). In particular,
by looking at the impulse response, we may observe that the direct channels introduce
delays of about 9-10 samples and the cross channels delays of 10–11 samples. At a
sampling frequency fs = 3 kHz, these correspond to delays of 3–3.33 ms and 3.33–3.67

ms, respectively. Similar considerations can be drawn by looking at the corresponding
group delays.

Univerity of Bologna and University of Parma



84 Chapter 6. Numerical Results

0 0.25 0.5 0.75 1 1.25 1.5
−60
−50
−40
−30
−20
−10

0

10

20

f [kHz]

M
ag
n
it
u
d
e
[d
B
]

|S11(f)|

(a)

0 0.25 0.5 0.75 1 1.25 1.5
−60
−50
−40
−30
−20
−10

0

10

20

f [kHz]

M
ag
n
it
u
d
e
[d
B
]

|S12(f)|

(b)

0 30 60 90 120 150 180 210 240 270 300
−0.6

−0.4

−0.2

0

0.2

0.4

0.6

0.8

1

Samples

A
m
p
lit
u
d
e

s11[n]

(c)

0 30 60 90 120 150 180 210 240 270 300
−0.3

−0.2

−0.1

0

0.1

0.2

0.3

0.4

0.5

0.6

Samples

A
m
p
lit
u
d
e

s12[n]

(d)

0 0.25 0.5 0.75 1 1.25 1.5
−1500

−1000

−500

0

500

1000

1500

2000

f [kHz]

S
am

p
le
s

0.1 0.2 0.3 0.4 0.5 0.6 0.7
−20

0

20

40

(e)

−dφ11
dω

0 0.25 0.5 0.75 1 1.25 1.5
−1500

−1000

−500

0

500

1000

1500

f [kHz]

S
am

p
le
s

0.1 0.2 0.3 0.4 0.5 0.6 0.7

−20

0

20

40

(f)

−dφ12
dω

Figure 6.16: Left side: magnitude frequency response (a), impulse response (c) and
group delay against frequency (e) of the 4th order secondary path between loudspeaker
1 and left error microphone. Right side: magnitude frequency response (b), impulse
response (d) and group delay against frequency (f) of the 4th order secondary path
between loudspeaker 2 and left error microphone.
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Figure 6.17: Left side: magnitude frequency response (a), impulse response (c) and
group delay against frequency (e) of the 4th order secondary path between loudspeaker
1 and right error microphone. Right side: magnitude frequency response (b), impulse
response (d) and group delay against frequency (f) of the 4th order secondary path
between loudspeaker 2 and right error microphone.

Univerity of Bologna and University of Parma



86 Chapter 6. Numerical Results

Table 6.2: Considered filter parameters.

Left Error Microphone

fp [Hz] η(ωp) [dB] ΩAtt/2π [Hz] ΩAmp/2π [Hz]

BPF 1 112 13 [107, 119] [0, 106] ∪ [120, fs/2]

BPF 2 141 6 [138, 142] [0, 139] ∪ [143, fs/2]

BPF 3 198 10 [192, 202] [0, 184] ∪ [210, fs/2]

BPF 4 226 6 [220, 230] [0, 216] ∪ [234, fs/2]

BPF 5 375 6 [368, 383] [0, 367] ∪ [384, fs/2]

Right Error Microphone

fp [Hz] η(ωp) [dB] ΩAtt/2π [Hz] ΩAmp/2π [Hz]

BPF 1 112 13 [107, 119] [0, 106] ∪ [120, fs/2]

BPF 2 198 10 [192, 202] [0, 184] ∪ [210, fs/2]

BPF 3 226 6 [220, 230] [0, 216] ∪ [234, fs/2]

BPF 4 298 10 [281, 302] [0, 287] ∪ [308, fs/2]

BPF 5 375 6 [368, 383] [0, 367] ∪ [384, fs/2]

6.4.3 Simulation Results

The results for the case of 8th ord. and 4th ord. secondary paths are presented in this
section.

Simulation Results – 8th ord. Secondary Paths

The secondary paths are employed with the left or right loudspeaker/microphone pairs
active one at a time. Magnitude frequency responses of the secondary paths, are
depicted in Figs. 6.14 and 6.15. The corresponding simulation parameters are shown
in Table 6.2. For all the considered simulations, the quality factor is set to Qp = 30.
The length of the filter K(z) is set to N = 100, that, at fs = 3 kHz, corresponds to an
impulse response duration of approximately 33 ms.

The SPL power spectra in dBA/Hz for the case of a narrow BPF centered at
fp1 = 112 Hz, are depicted in Fig. 6.18 for the left (a) and right (b) error microphones.
The noise is well mitigated since the green line (ANC ON) is below the red one (ANC
OFF), yielding a noise attenuation, around fp1 of 4.28 dB and 4.21 dB for the left
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Figure 6.18: SPL power spectra for ANC OFF and fixed SISO FB ANC ON with the
hybrid compact car input signal for left (a) and right (b) error microphones. Single-
band attenuation at 112 Hz is considered.

and right microphones, respectively. For both microphones, we may observe a slight
deterioration around 130 and 160 Hz, which can be considered negligible since its
power level is much less than the overall noise level within the cabin. Therefore, it is
possible to conclude that the ANC system operates effectively. Same considerations can
be drawn by looking at the corresponding sliding window SPL performance depicted
in Fig. 6.19. For both error microphones, the noise is nicely mitigated during the
simulation time.

In order to implement a multi-band noise cancellation behavior, a set of LF narrow
BPFs can be used. A set of central frequencies are selected based on the peak energy
perceived by each microphone, as summarized in Table 6.2.

The SPL power spectra for the multi-band ANC system OFF and fixed SISO ANC
ON for the left and right error microphones are depicted in Fig 6.20. The left error
microphone exhibits a maximum peak cancellation of 4.25 dB at 197 Hz. Regarding
the right error microphone the corresponding maximum noise attenuation is 4.18 dB
at 112 Hz. Note that, for the left microphone, cancellation around the peak at 141

Hz does not occur. Moreover, the filter causes a noise amplification around 170 Hz.
However for both microphones, performance can be considered satisfactory since the
noise peaks are mitigated.

Similar remarks can be made by observing the sliding window SPL in Fig. 6.21 for
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Figure 6.19: Sliding window SPL against time for ANC OFF and fixed SISO FB ANC
ON with the hybrid compact car input signal for the left (a) and (b) error microphones.
Single-band attenuation at 112 Hz is considered.
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Figure 6.20: SPL power spectra for ANC OFF and fixed SISO FB ANC ON with
the hybrid compact car input signal. (a) Left and (b) error microphones. Multi-band
attenuation is considered.
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Figure 6.21: Sliding window SPL against time for ANC OFF and fixed SISO FB ANC
ON with the hybrid compact car input signal. (a) Left error microphone is diamond-
marked and (b) right error microphone is circle-marked. Multi-band attenuation is
considered.

both microphones. As previously observed, due to the amplification around 170 Hz,
the performance for the left microphone is worse than that for the second one. The
right error microphone, in fact, exhibits a maximum and an average cancellation equal
to 2.13 dBA and 1.72 dBA, respectively, against 1.85 dBA and 1.38 dBA for the first
one.

The SPL spectrum analysis for a SISO adaptive FB ANC system with the hybrid
compact car input signal, for the left error microphone, is shown in Fig. 6.22. It is
possible to note that at low-frequency, the system is not working since the two curves
overlap with each other. This is due to two reasons: first, the magnitude response of
the secondary path in that range is very low and second, the A-weighting of the two
curves reduces significantly the difference between each other. However, even if we
consider the pass-band region, going from 100 to 750 Hz, the system is not working
properly since, similarly to what we observed in Fig. 6.5, also here, the cancellation
noise, occurring in a certain frequency range, is nullified by an amplification occurring
at different frequencies.

Similar considerations can be carried out for the MIMO case shown in Fig. 6.23.
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Figure 6.22: SPL spectra with ANC OFF and ANC ON for a SISO adaptive FB ANC
system for the left error microphone with the hybrid compact car input signal.

However, by considering the right error microphone, it is possible to observe that three
main peaks around about 110 Hz, 195 Hz and 220 Hz are mildly mitigated. The filtered
hybrid compact car input signal was employed for the last simulation. In Fig. 6.24, the
SPL spectra of the MIMO adaptive FB ANC system for left and right error microphone
is shown. As previously mentioned, limiting the bandwidth of the input signal yields
some benefits in terms of noise cancellation. In fact, we can note that, for both error
microphones the main noise peak components are well mitigated. It is important to
highlight that, similarly to what we observed for FF ANC systems in Part I, the FB
system is able to cancel the noise peak around 200 Hz by 9 dB and 5 dB, for left
and right error microphone, respectively. The other noise components experience noise
cancellation from 2 to 4 dB within all the considered bandwidth. Furthermore, noise
amplification is negligible since the signal energy is much less than the noise level
within the cabin. For such reasons, these results are remarkable and this system may
be taken in consideration for a real implementation in the automotive context.

Simulation Results – 4th ord. Secondary Paths

The SPL spectra of MIMO and FE-MIMO FB ANC systems for the left and right
error microphones are shown in Fig. 6.25 and compared with the SPL spectra in the
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Figure 6.23: SPL spectra with ANC OFF and ANC ON for a MIMO adaptive FB
ANC system. (a) Left and (b) right error microphones with the hybrid compact car
input signal.
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Figure 6.24: SPL spectra with ANC OFF and ANC ON for a MIMO adaptive FB
ANC system. (a) Left and (b) right error microphones with the filtered version of the
hybrid compact car input signal.
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Figure 6.25: SPL power spectra for ANC OFF and ANC ON with standard MIMO
and FE-MIMO FB ANC systems. (a) Left and (b) right error microphones.

absence of ANC. Note that the FE-MIMO is the MIMO version of the FB ANC system
depicted in Fig. 6.8.

Four frequencies, corresponding to peak power of the disturbance signals, are con-
sidered for the filter V (z) of the FE-MIMO system, namely 112 Hz, 197 Hz, 225 Hz
and 375 Hz.

It is possible to observe that a band-limited and tonal input signal may facilitate
the system operation, showing some benefits in terms of noise cancellation. Especially
for the right microphone, the MIMO system (green curve), shows that the main noise
peak components, about 112, 200 and 230 Hz, are mitigated up to 2 dB. In these
specific frequencies, the performance of the left error microphone is worse with respect
to the right one, however, within the range 240–340 Hz, some noise mitigation occurs.
Note that in all the considered cases mitigation of the peak around 375 Hz is ineffective
due to the the low gain exhibited by the secondary paths, as shown in Figs 6.16 and
6.17. Similar performance is obtained by the FE-MIMO ANC system (dotted blue
curve). However, in this case, noise amplification zones are completely avoided and a
peak cancellation up to 6 dB is obtained (see the peak at 112 Hz). Only for the left
error microphone the peak around 375 Hz is mitigated.

The sliding window SPL performance of the MIMO, FE-MIMO, SISO and ANC
system OFF for the left and right error microphones is shown in Fig. 6.26. Note that
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Figure 6.26: Sliding window SPL against time for ANC OFF and ANC ON with
standard MIMO, FE-MIMO and SISO FB ANC systems. (a) Left and (b) right error
microphones.

the sliding window SPL is calculated as described by (6.1).

Note that the SISO system is obtained with (M = K = 1). Therefore, for the left
error microphone the employed disturbance signal and the acoustic channel are d1[n]

and S11(z), respectively. Similarly, for the right error microphone they are d2[n] and
S22(z).

The input signal lasts about 18 seconds, but, in order to exclude the initial tran-
sient period, the first 2 seconds are discarded. Measurement time therefore lasts about
16 seconds. For both error microphones, the sliding window SPL performance of the
MIMO ANC system (triangle-marked green curve) is always better compared to ANC
OFF (solid red curve). This behavior shows that, within the considered bandwidth and
over the entire simulation time, an appreciable noise cancellation occurs. In particular,
the left error microphone exhibits an average and maximum peak noise cancellation of
about 0.29 dBA and a 0.79 dBA respectively. System performance is better for the right
error microphone which shows an average noise cancellation of about 1.13 dBA and a
maximum of 2.42 dBA. Similar performance, with larger gain in terms of noise cancel-
lation, is obtained by the FE-MIMO ANC system (dotted blue curve). More precisely,
for the left error microphone, the average and the maximum peak noise cancellation
is 1.44 dBA and 2.81 dBA, respectively. Regarding the right error microphone, the
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considered values are 1.42 dBA and 3.19 dBA. Finally, for the SISO FB ANC system
(diamond-marked black curve), it is possible to conclude that the performance for the
left error microphone is not appreciable. Slightly better performance in terms of noise
cancellation is obtained for the right error microphone. In particular, the average and
the maximum peak noise cancellation is 0.13 dBA and 0.38 dBA, respectively.
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Appendix on ANC Systems

A Further Mathematical Derivation of FF System

In this Appendix, the transfer function between the input and the output of the SISO
FF ANC system is derived.

P pzq
xrns

pSpzq

LMS
x1rns

wrns

Spzq
yrns

`

y1rns

erns

W pzq

drns

n

Figure A.1: Block diagram of the single reference SISO FF ANC system.

Let us consider a single-reference FF ANC system as depicted in Fig. A.1. Under
ideal condition (i.e., P (z) = z0 = 1), a perfect correlation between the reference signal
x[n] and the desired output d[n], i.e., d[n] = x[n], is obtained. The error signal can be
written as

e[n] = d[n] + y′[n]

= d[n] + x[n]⊗ w[n]⊗ s[n]

= d[n] + d[n]⊗ w[n]⊗ s[n]

= d[n]⊗ (δ[n] + w[n]⊗ s[n]) . (A.1)
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By the using Z-transform, (A.1) can be written as

E(z) = D(z) [1 +W (z)S(z)] .

Hence, the overall transfer function T (z) between the input signal d[n] and the output
signal e[n] becomes

T (z) =
E(z)

D(z)
= 1 +W (z)S(z) .

In order to analyze the behavior of the control filter W (z), from Fig. A.1 the error
signal in z-domain is

E(z) = D(z) + Y ′(z)

= X(z)P (z) + Y (z)S(z)

= X(z)P (z) +X(z)W (z)S(z)

= X(z) [P (z) +W (z)S(z)]

The idea is to achieve zero level of the error signal. Hence, setting deterministically
E(z) = 0, one obtains

P (z) = −W (z)S(z)

and the optimal control filter is

W opt(z) = −P (z)

S(z)
. (A.2)

Equation (A.2) says that, the ideal optimal adaptive filter W opt(z) has to be simul-
taneously proportional to the primary path P (z) and inversely proportional to the
secondary path S(z).
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B Further Numerical Results on FF ANC Systems

For a more exhaustive analysis, further numerical results on the Feed Forward ANC
schemes are here reported. This appendix is structured as follows. The SPL spectra
and the comparison analysis between theoretical and effective cancellation relative to
the SISO, MISO and MIMO FF ANC systems, not considered in the previous sections,
are reported in Sections B.1, B.2 and B.3, respectively. Note that only the left error
microphone is considered. Similar considerations can be drawn for the right one.
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B.1 SISO ANC
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Figure B.1: SPL spectra of d[n] and e[n] in case of SISO ANC system for the best
grouping of reference signals with J = 2 (a), J = 4 (b).
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Figure B.2: Comparison between theoretical cancellation η(f) and effective cancella-
tion Γ (f), as a function of frequency, in case of SISO ANC system for the best grouping
of reference signals with J = 2 (a), J = 4 (b).
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B.2 MISO ANC
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Figure B.3: SPL spectra of d[n] and e[n] in case of MISO ANC system for the best
grouping of reference signals with J = 2 (a), J = 4 (b).
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Figure B.4: Comparison between theoretical cancellation η(f) and effective cancel-
lation Γ (f), as a function of frequency, in case of MISO ANC system for the best
grouping of reference signals with J = 2 (a), J = 4 (b).
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B.3 MIMO ANC
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Figure B.5: SPL spectra of d[n] and e[n] in case of MIMO ANC system for the best
grouping of reference signals with J = 2 (a), J = 4 (b).
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Figure B.6: Comparison between theoretical cancellation η(f) and effective cancel-
lation Γ (f), as a function of frequency, in case of MIMO ANC system for the best
grouping of reference signals with J = 2 (a), J = 4 (b).
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C Further Mathematical Derivation of FB System

The behavior of the system in Fig. 4.2 can be better understood by resorting to an
analysis in the Z-domain. For the sake of convenience, the mathematical derivation is
given for a SISO system, but can be extended to a MIMO one. The Z−transform of
the error microphone signal can be written as

E(z) = D(z) + Y ′(z) = D(z) + Y (z)S(z) . (C.1)

From (4.3), one can express the input signal to the loudspeaker as

Y (z) = X(z)W (z) . (C.2)

Thus, by substituting (C.2) into (C.1) and imposing zero error E(z) = 0, one gets

D(z) +X(z)W (z)S(z) = 0 −→ W opt(z) = − D(z)

X(z)S(z)
(C.3)

where W opt(z) denotes the optimal filter. If the secondary path is perfectly estimated,
i.e., Ŝ(z) = S(z), one obtains

X(z) = E(z)− Ŷ ′(z) = E(z)− Y (z)Ŝ(z) = E(z)− Y (z)S(z)︸ ︷︷ ︸
Y ′(z)

= D(z) . (C.4)

Hence, (C.3) becomes

W opt(z) = − ��
�D(z)

��
�X(z)S(z)

= − 1

S(z)
. (C.5)

Eq. (C.5) states that the optimal filter W opt(z) has to be the inverse of the secondary
path. If the secondary path is a pure delay, W opt(z) is an anti-causal filter anticipating
the delay effect of the secondary path, which is clearly not physically realizable.
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Under ideal conditions, from (C.4) we have X(z) = D(z). This yields

E(z) = D(z) +X(z)W (z)S(z)

= D(z) +D(z)W (z)S(z)

= D(z) [1 +W (z)S(z)] .

The overall transfer function T (z) of the FxLMS ANC system from input signal d[n]

to error signal e[n] can be thus expressed as

T (z) =
E(z)

D(z)
= 1 +W (z)S(z) .

Note that the transfer function of the FB ANC system is equivalent (except for the
change of sign) to that of the FF ANC system highlighted in Appendix A.
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D Wiener Filter for FB ANC System

In this appendix the Wiener filter solution for fixed FB ANC system is presented. In
the first part, the mathematical derivation is presented, then, in the second part the
main numerical results are shown and discussed.

Let us consider a SISO fixed FB ANC system as shown in Fig. D.1.

+

e[n]
S(z)

d[n]

y′[n]

Ŝ(z)

+

W (z)

ŷ′[n]

d̂[n]

y[n]

−
+

Figure D.1: Block diagram of fixed FB ANC system

The error signal e[n] can be written as

e[n] = d[n] + y′[n]

= d[n] + y[n]⊗ s[n]

= d[n] + d̂[n]⊗ w[n]⊗ s[n] (D.1)

where the reconstructed reference signal d̂[n] is equal to

d̂[n] = e[n]− ŷ′[n]

= e[n]− y[n]⊗ ŝ[n]

= e[n]− d̂[n]⊗ w[n]⊗ ŝ[n] . (D.2)

By passing to the Z-domain, (D.1) and (D.2) become

E(z) = D(z) + D̂(z)W (z)S(z) (D.3)
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and

D̂(z) = E(z)− D̂(z)W (z)Ŝ(z) (D.4)

respectively. Solving, (D.4) becomes

D̂(z) =
E(z)

1 +W (z)Ŝ(z)
. (D.5)

Now, by plugging (D.5) into (D.3) one gets

E(z) = D(z) +
E(z)

1 +W (z)Ŝ(z)
W (z)S(z) . (D.6)

Finally, rearranging (D.6), the input/output transfer function G(z) can be expressed
as

T (z) =
E(z)

D(z)
=

1 +W (z)Ŝ(z)

1 +W (z)
(
Ŝ(z)− S(z)

) . (D.7)

Under the assumption of perfect estimation of the secondary path, i.e, Ŝ(z) = S(z),
(D.7) reduces to

T (z) = 1 +W (z)S(z)

hence the error signal can be written as

E(z) = D(z) +D(z)W (z)S(z) . (D.8)

Through the inverse Z-transform, (D.8) can be expressed as

e[n] = d[n] + d[n]⊗ w[n]⊗ s[n]

= d[n] +
(
w>d[n]

)
⊗ s[n]

= d[n] +
(
d>[n]w

)
⊗ s[n] (D.9)

where the length-N column vectors of the desired signal and tap weights are defined
as d[n] = [d[n], d[n− 1], ..., d[n−N + 1]]> and w = [w0, w1, ..., wN−1]>, respectively.
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Assuming a pure delay of n0 samples as secondary path, the impulse response s[n] can
be written as

s[n] = δ[n− n0]

being δ[·] the Kronecker-delta. Hence, (D.9) becomes

e[n] = d[n] + w>d[n− n0]

= d[n] + d>[n− n0]w .

Similarly to Subsection 1.1, a cost function χ can be defined and evaluated as follows

χ = E
{
e2[n]

}

= E {e[n]e[n]}
= E

{[
d[n] + d>[n− n0]w

]> [
d[n] + d>[n− n0]w

]}

= E
{
d2[n]

}
︸ ︷︷ ︸

σ2
d

−2E
{
d[n]d>[n− n0]

}
︸ ︷︷ ︸

b>

w + w> E
{
d[n− n0]d>[n− n0]

}
︸ ︷︷ ︸

A

w

= σ2
d − 2b>w + w>Aw .

Now, by setting the gradient of the cost function∇w (χ) equal to zero, theWiener-Hopf
solution for the considered FB scheme is equal to

w0 = −A−1b .

In particular, we can express the length-N vector b as

b = E {d[n]d[n− n0]} =




r[n0]

r[n0 − 1]
...

r[n0 −N + 1]
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where r[m] = E {d[n]d[n−m]} and the N ×N matrix A as

A = E
{
d[n− n0]d>[n− n0]

}
=




r[0] r[1] · · · r[N − 1]

r[−1] r[0] · · · r[N − 2]
...

... . . . ...
r[−N + 1] r[−N + 2] · · · r[0]



.

The elements of vector b and matrix A can be estimated as a temporal correlation on
a window from the index N0 to N1. Therefore, r[m] can be expressed as

r[m] = E {d[n]d[n−m]} ' 1

N1 −N0

N1−1∑

n=N0

d[n]d[n−m]

for 0 ≤ m ≤ N−1, N < N0 and N1 ≤ NB, where NB is the last sample in the available
sequence. Note that, by symmetry, one has r[−m] = r[m].

Numerical Results

In this section, the numerical results of the fixed FB Wiener solution are shown.

The SPL spectra for a SISOWiener FB ANC system with the sedan input signal, for
the error microphone 1, are shown in Fig. D.2. Note that the green curve, representing
the SPL spectrum for the ANC system ON, is almost flat over the considered frequency
range.

A comparison in terms of Wiener filter length N is shown in Fig. D.3(a). It is
possible to observe that the system performance is almost the same regardless the
filter length.

Finally, a comparison between the fixed approach performed by the Wiener filter
and an adaptive approach performed by LMS algorithm, is shown in Fig. D.3(b). We
can note that even for several step-size values, the Wiener solution is always optimal
with respect to the LMS one if we restrict to the frequency range of interest.
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Figure D.2: SPL spectra with ANC OFF and ANC ON for a SISO Wiener FB ANC
system for error microphone 1 with the sedan input signal.
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Figure D.3: SPL spectra with ANC OFF and ANC ON for different filter length for
a SISO Wiener FB ANC system for error microphone 1 with the sedan input signal
(a). SPL spectrum comparison between fixed ANC system (Wiener filter) and adaptive
ANC system (LMS algorithm) for error microphone 1 in case of sedan input signal (b).
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E Further Numerical Results on FB ANC Systems

In this appendix, further numerical results on adaptive FB ANC systems are presented.
In particular, simulation results for the SISO and MIMO ANC systems are shown in
Section E.1 and E.2, respectively. Finally in Section E.3, the so-called Combined
Input-Combined Output (CICO) adaptive FB ANC scheme is derived and system
performance is compared with respect to the MIMO one.

Note that the sliding window SPL (in dBA) for a signal p[n] was defined in (6.1)
and is reported here for convenience

Lp[n] = 10 log10

1

Lp2
0

L∑

`=1

p2[n− `]

where p0 = 20 µPa, and A-weighting filtering is considered. In our simulations, L =

3000 samples, which corresponds to 1 second at fs = 3 kHz.
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E.1 Adaptive SISO ANC
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Figure E.4: Sliding window SPL against time for a SISO adaptive FB ANC system.
(a) Left and (b) right error microphones with a filtered version of hybrid compact car
input signal and sedan as secondary path.
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Figure E.5: Sliding window SPL against time for a SISO adaptive FE FB ANC system.
(a) Left and (b) right error microphones in case of one filter, a filtered version of hybrid
compact car input signal and sedan secondary path.
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Figure E.6: Sliding window SPL against time for a SISO adaptive FE FB ANC system.
(a) Left and (b) right error microphone in case of two filters, a filtered version of hybrid
compact car input signal and sedan secondary path.
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E.2 Adaptive MIMO ANC
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Figure E.7: Sliding window SPL against time for a MIMO adaptive FB ANC system.
(a) Left and (b) right error microphones with the hybrid compact car input signal and
sedan as secondary path.
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Figure E.8: Sliding window SPL against time for a MIMO adaptive FB ANC system.
(a) Left and (b) right error microphones with a filtered version of hybrid compact car
input signal and sedan as secondary path.
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Figure E.9: Sliding window SPL against time for a MIMO adaptive FB ANC system.
(a) Left and (b) right error microphones with the hybrid compact car input signal and
headrest chair as secondary path.
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Figure E.10: Sliding window SPL against time for a MIMO adaptive FB ANC system.
(a) Left and (b) right error microphones with a filtered version of hybrid compact car
input signal and headrest chair as secondary path.
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Figure E.11: Block diagram of the adaptive CICO FB ANC system.

E.3 Adaptive CICO ANC

In this section, a special case of the FB MIMO scheme, the CICO system is discussed.
This system, considered in [38], was presented as an effective alternative to MIMO
FB system, since it guarantees a significant saving in terms of the system complexity,
while maintaining good noise cancellation performance. In particular, in [38] an ANC
system for office environment is considered. For this purpose, the headrest of an office
chair, equipped with two loudspeakers and two error microphones, is employed in order
to obtain a quiet zone around the head of the seated person.

In Fig. E.11, a block diagram of the adaptive CICO FB ANC system is depicted.
The main difference with respect to the scenarios previously considered is the error
signal which feeds the LMS algorithm. In a CICO system, in fact, instead of having
K different signals, only one signal feeds the K loudspeakers. The LMS algorithm is
therefore driven by etot[n], which is equal to

etot[n] =
M∑

m=1

em[n]

=
M∑

m=1

(dm[n] + y′m[n]) . (E.10)
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For each error microphone, the error signal can be expressed as

em[n] = dm[n] + y′m[n]

= dm[n]+
K∑

k=1

H−1∑

h=0

smk[n− h]
N−1∑

`=0

x[n− `]w`[h] .

From (E.10), the synthesized reference signal x[n] is

x[n] = etot[n]−
M∑

m=1

ŷ′m[n]

= etot[n]−
M∑

m=1

K∑

k=1

ŝmk[n]

︸ ︷︷ ︸
stot[n]

⊗y[n]

= etot[n]− y[n]⊗ ŝtot[n]

where ŝtot[n] identifies the estimate of the overall impulse response from the loudspeak-
ers to the combination of error microphones. Similarly to the MIMO case, the input
signal of the LMS algorithm is the filtered version of the reference signal x[n] such that

x′[n] = x[n]⊗ ŝtot[n] .

This means that, for a CICO FB ANC system, the leaky normalized FxLMS update
equation becomes

w[n+ 1] = λw[n]− µ̃etot[n]
x′[n]

ε+ x′>[n]x′[n]

being

x′[n] =




x′[n]

x′[n− 1]
...

x′[n−N + 1]




=




ŝtot[n]⊗ x[n]

ŝtot[n]⊗ x[n− 1]
...

ŝtot[n]⊗ x[n−N + 1]



.

For the sake of clarity, Fig. E.12 shows a diagram in which the block representing
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Figure E.12: Expanded block diagram of the adaptive CICO FB ANC system in the
case with M = 2.

the secondary path Stot(z) is expanded for a 2×2 CICO FB ANC system. It is possible
to observe that, similarly to the MIMO case, a CICO system still employs M error
microphones and K loudspeakers, but the loudspeakers are fed by the same signal y[n]

and the LMS is driven by etot instead of em[n]. This means that the CICO system is
equivalent to a SISO system trying to cancel the signal d1[n] + d2[n] be means of the
overall error signal e1[n]+e2[n]. The equivalent SISO representation of a CICO system
is depicted in Fig. E.13.
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Figure E.13: Equivalent SISO representation of a CICO FB ANC system.

Univerity of Bologna and University of Parma



116 Further Numerical Results on FB ANC Systems

Adaptive MIMO ANC vs adaptive CICO ANC
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Figure E.14: SPL spectrum comparison between adaptive MIMO FB ANC system and
adaptive CICO FB ANC system. (a) Left and (b) right error microphones with the
filtered version of hybrid compact car input signal and sedan as secondary path.
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Conclusions on ANC Systems

In Part I, a thorough investigation on FF and FB ANC schemes in automotive appli-
cations is presented.

The goal of the ANC system is to reduce the perceived audio noise by properly
estimating the primary path between the reference signals and the error microphones.
Starting with a mathematical derivation of the FF Wiener filter in Chapter 1, the
multiple reference MIMO FxLMS-based solution is formulated in Chapter 2. The
simulations are performed using MATLAB and Simulink with realistic measurements.
Three types of multi-reference FF ANC systems are designed and analyzed, depend-
ing on the considered numbers of loudspeakers and error microphones, namely SISO
(Section 3.2.1), MISO (Section 3.2.2), and MIMO (Section 3.2.3). Six reference signals
are employed with the best groupings, which show the best average performance, are
discussed. Obtained results are assessed in terms of SPL, both for the desired output
and error signals, effective cancellation (also compared with the theoretical one), and
spectrograms when ANC system is ON and OFF. Results show how the main noise
component around 200–220 Hz, due to the cavity modes of a rolling tire, is properly
canceled in all the considered scenarios. Moreover, the MISO scenario allows us to
cancel noise in a wider spectrum with respect to the SISO one due to the inherent
system diversity. Finally, the MIMO system is able to control the perceived noise at
more than one position, at the expense of reduced peak noise cancellation.

Chapter 4 is dedicated to the mathematical derivation for adaptive and fixed FB
ANC system. In particular, both for adaptive and fixed FB ANC system, three types
of schemes are implemented, i.e., Standard FxLMS and Modified FxLMS and in Sec-
tion 4.1 and LPF, NBPF and BBPF in Section 4.2, respectively. Chapter 5 is dedicated
to the presentation of the considered input signals for the FB ANC systems. Numerical
results, shown in Chapter 6, prove that the main limit of FB ANC system is the delay
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introduced by the secondary paths. To cope with this issue an experimental headrest
chair is set-up as presented in Section 6.4. The reduced distance between loudspeakers
and microphones improves the system performance. Furthermore, it is shown that the
FB ANC system exhibits performance improvements for a very narrow-band or tonal
signal disturbance. However, in case of adaptive FB MIMO ANC system with filtered
hybrid compact car input signal, results are quite encouraging since the main noise
components are canceled.
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Part II

Virtual Microphone Technique
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Introduction

Part I of this thesis is dedicated to a deep investigation on the performance of FF and
FB ANC systems for the case of SISO, MISO and MIMO schemes. In particular, the
anti-noise signals, emitted by the loudspeakers, are synthesized by employing both the
adaptive approach, i.e., the LMS algorithm and the fixed one.

Although these systems, for several reasons, are different from each other, they
share the same operating goal: cancel the disturbance noise at the error microphone
level. If on one hand, the error microphone positioning can be optimized in order to
maximize the noise cancellation performance, in the automotive industry, microphone
placing is usually constrained by the car producer, so that physically reaching the
desired quiet zone may be very complicated. It is therefore possible to distinguish
between the physical error microphone that is employed to monitor to the incoming
noise, usually referred to as monitoring microphone, and the virtual microphone, that
is the physical region in which the noise cancellation is targeted, e.g., in our case, near
the driver/passenger’s ears.

In the literature, this approach is known as Virtual Microphone Technique (VMT)
also known as Remote Microphone Technique (RMT) [39–41]. The idea behind of VMT
is to reconstruct the virtual microphone signals by exploiting the monitoring ones. In
principle, in fact, when ANC with VMT is employed, it is possible to minimize the
disturbing audio waves at the virtual locations. To do this, the accurate estimation
of the physical acoustic channels between monitoring and virtual microphones, usually
referred to as Observation Filter (OF), is needed. It is expected that, the larger
the number of monitoring microphones employed to virtualize a position, the better
the observation filter estimation accuracy. In the literature several algorithms are
proposed [39, 42] and employed in the automotive context [43, 44]. The performance
investigation on the accuracy of the OF estimation, when single and several monitoring
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microphones are employed to virtualize single and multiple positions in realistic and
experimental automotive scenarios, represents the topic of this Part II.

The rest of this part is organized as follows. The mathematical background on the
ANC algorithms with OF are presented in Chapter 7. Chapter 8 is dedicated to the
adopted algorithms for the OF estimation.

The synthetic and experimental measurements for virtual microphone acquisition
in realistic conditions and their corresponding experimental results are shown in Chap-
ter 9. In Chapter 10, a new possible approach to improve the current state of the art
in microphone virtualization, based on Temporal Convolutional Network (TCN), is
studied. Finally, concluding and remarks are drawn.
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State of Art

Microphone virtualization, also known in the literature as VMT, part of a general fam-
ily of Virtual Sensing Techniques [45,46], is used to tackle the problem of attenuating
acoustic noise in scenarios in which the monitoring microphone cannot be placed at
the target quiet zone location. For example, for ANC applications in automotive sce-
narios, the users are preferably not required to wear headsets, therefore the monitoring
microphones have to be placed in locations near the target quiet zone. Additionally,
employing beam-forming algorithms [47], it is possible to configure the system to make
use of multiple monitoring microphones placed around multiple target quiet zones [48].

Microphone virtualization is usually based on the extraction of observation filters,
used to process the audio captured by physical microphones to obtain the estimated
audio propagating in the target quiet zone, which is then fed to the ANC system for
noise cancellation. However, observation filters have to be extracted off-line, and there-
fore they are only able to model stationary channels. For this reason, the system may
be sub-optimal if the actual channel is time-varying. In particular, in the automotive
scenario, the channel may change depending on the user head movement, and on some
environmental driving conditions, e.g., the presence of a passenger.

Additionally, another limitation of microphone virtualization is the spatial aliasing
that affects the system at high frequencies as the distance increases. The virtual micro-
phone accuracy is bound by a distance-bandwidth trade off, since the higher frequencies
of the sound at the target quiet zone are hard to predict if the monitoring microphones
are too far. In order to obtain the highest accuracy, the monitoring microphones have
to be placed the closest possible to the target quiet zone. In a recent work, these
issues were successfully avoided by substituting the monitoring microphones with laser
doppler vibrometers (LDVs), which precisely capture the vibrations at the user ear [49].
This optical microphone setup is not bound by distance since the laser beam captures
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the vibration directly on the surface of the ear. However, this setup is rather expensive
and requires the use of reflective tape to be placed on the ear, which is comparable to
the case of requiring the user to wear a headset or headphones.

Solutions based on the geometric arrangement of physical and virtual microphones,
can be found in [50]. Similarly to the estimation of the observation filter, that requires
a training stage in which physical transducers have to be placed at the desired quiet
zone, the use of the so-called additional filter, was proposed in [51,52]. The idea behind
this method is to perform the ANC at the desired quiet zone, i.e., minimize the virtual
error microphone signal, and to train an additional filter in order to identify (to train)
the acoustic paths between the reference signals and the monitoring microphones once
the virtual error microphone signals are minimized. Then, during the control phase,
the estimated additional filter is kept fixed and the FxLMS minimizes the difference
signal between the monitoring microphone and the additional filter output.
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Chapter 7

ANC with VMT

The goal of this chapter is to describe the operating scheme of the ANC system with
VMT. In particular, the analysis is focused on the fixed and adaptive control filter
derivation for the anti-noise signal in Sections 7.1 and 7.2, respectively. The observation
filter is assumed to be known.

Before the mathematical derivations, in this context, it is necessary to make some
clarifications on the adopted nomenclature. In general, in order to virtualize one vir-
tual error microphone, one or more than one monitoring (physical) error microphones
can be employed. Consequently, it is also possible to use one single monitoring mi-
crophone for several virtual microphones or several monitoring microphones in order
to virtualize more than one virtual error microphones. System performance, in terms
of estimation accuracy, increases when several physical microphones are employed in
order to virtualize a fixed number of virtual positions. Hence, in the context of micro-
phone virtualization, the acronyms SISO, MISO and MIMO will be used to identify the
number of loudspeakers (input) and the number of physical monitoring microphones
(output). The number of virtual microphones, instead, will be specified in terms of
number of quiet zones, i.e., one quiet zone for one virtual error microphone, multiple
quiet zones for several virtual error microphones.

For the sake of simplicity, the following mathematical background is only presented
for the case of a single quiet zone, single reference, SISO ANC system. However, the
derivations can be easily extended to MISO and MIMO systems.
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Figure 7.1: Block diagram of a single quiet zone, single reference, SISO fixed ANC
system with VMT.

7.1 Fixed Control Filter

A general single quiet zone, single reference, SISO fixed ANC system with VMT is
depicted in Fig. 7.1. For the sake of clarity, the arrows directed to the monitoring
microphone are drawn in black and the arrows directed to the virtual microphone are
depicted in violet.

The unknown signal u[n] is the source disturbance noise to be canceled. This
vibration is detected by the accelerometer, placed in a crucial position of the car
structure, and filtered by the A(z) block. At the output, reference signal x[n], which can
be considered as an informative transformation of the disturbance noise, is obtained.

Signal u[n] propagates into the car cabin and is perceived by both monitoring and
virtual error microphone. Filter P (z) is the primary path that represents the physical
channel between the vibration and the monitoring microphone. Similarly, it is possible
to define the primary path between the disturbance noise and the virtual microphone,
i.e., the filter Π(z). Their outputs, d[n] and δ[n], are the respective disturbance signals
we wish to control.

Desired signals can be respectively expressed as
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d[n] =

Q−1∑

q=0

u[n− q]p[q] = u[n]⊗ p[n]

δ[n] =

Q′−1∑

q=0

u[n− q]π[q] = u[n]⊗ π[n]

where p[n] and π[n] are the impulse responses of the filters P (z) and Π(z) with filter
lengths Q and Q′, respectively.

From Fig. 7.1, the block S(z) identifies the acoustic channel between loudspeaker
and monitoring microphone (secondary channel), instead, the block Σ(z) represents
the secondary path associated to the virtual microphone. At the output of these filters,
signals y′[n] and ψ′[n] are obtained as discrete convolutions as

y′[n] =
H−1∑

h=0

y[n− h]s[h]

=
H−1∑

h=0

s[h]
N−1∑

`=0

x[n− `− h]w`

=
(
w>x[n]

)
⊗ s[n]

and

ψ′[n] =
H′−1∑

h=0

y[n− h]σ[h]

=
H′−1∑

h=0

σ[h]
N−1∑

`=0

x[n− `− h]w`

=
(
w>x[n]

)
⊗ σ[n]

where s[n] and σ[n] are the impulse responses of the filters S(z) and Σ(z) with lengths
H and H ′, respectively, and N the control filter length.

At the monitoring microphone level, two audio signals are added to each other,
namely the disturbance d[n] and the filtered anti-noise y′[n]. Therefore, the error
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signal is
e[n] = d[n] + y′[n] . (7.1)

Similarly, at the virtual microphone, the error ξ[n] is defined as

ξ[n] = δ[n] + ψ′[n] . (7.2)

The error signal in (7.2) should be minimized in order to get noise cancellation at the
virtual microphone location. However, since ξ[n] is unknown, this error signal can be
only estimated. By inverting (7.1), an estimate of the disturbance d̂[n], can be written
as

d̂[n] = e[n]− ŷ′[n]

= e[n]−
H−1∑

h=0

ŝ[h]
N−1∑

`=0

x[n− `− h]w`

= e[n]−
(
w>x[n]

)
⊗ ŝ[n]

where ŝ[n] is the impulse response of the estimated secondary path between the loud-
speaker and monitoring microphone Ŝ(z), and ŷ′[n] is its output. Once d̂[n] is obtained,
it is possible to retrieve the estimate of the disturbance at the virtual microphone,
namely δ̂[n]. Mathematically, one gets

δ̂[n] =
I−1∑

i=0

d̂[n− i]o[i]

= d̂[n]⊗ o[n]

where o[n] is the impulse response of the so-called observation filter O(z) of length I
which represents the physical channel between the monitoring and virtual microphone.
From Fig. 7.1, the anti-noise signal y[n] is filtered by the estimated version of the
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secondary path. This yields

ψ̂′[n] =
H′−1∑

h=0

y[n− h]σ̂[h]

=
H′−1∑

h=0

σ̂[h]
N−1∑

`=0

x[n− `− h]w`

=
(
w>x[n]

)
⊗ σ̂[n]

where σ̂[n] is impulse response of the estimated secondary path Σ̂(z) of length H ′.
Hence, the estimated version of (7.2) becomes

ξ̂[n] = δ̂[n] + ψ̂′[n]

= δ̂[n] +
(
w>x[n]

)
⊗ σ̂[n] . (7.3)

The idea of microphone virtualization is to pursue ξ̂[n] = ξ[n] = 0. Several algo-
rithms, e.g., the MMSE algorithm, can be employed in order to achieve this goal. The
cost function to be minimized is

χ[n] = E
{
ξ̂[n]ξ̂>[n]

}
. (7.4)

By rewriting (7.3) one gets

ξ̂[n] = δ̂[n] + ψ̂′[n]

=
I−1∑

i=0

d̂[n− i]o[i]+
H′−1∑

h=0

σ̂[h]
N−1∑

`=0

x[n− `− h]w`

=
I−1∑

i=0

d̂[n− i]o[i]+
N−1∑

`=0

w`

H′−1∑

h=0

σ̂[h]x[n− `− h]

= o>d̂[n]+
N−1∑

`=0

r[n− `]w`

= o>d̂[n] + w>r[n] (7.5)
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where the signal r[n] and vector d̂[n] are respectively defined as

r[n] =
H′−1∑

h=0

x[n− h]σ̂[h]

= x>[n]σ̂

= σ̂>x[n]

and
d̂[n] =

[
d̂[n], d̂[n− 1], ..., d̂[n− I + 1]

]>
.

In particular, the reference signal vector x[n], the secondary path vector σ̂ and the
vector r[n] are respectively defined as

x[n] = [x[n], x[n− 1], ..., x[n−H ′ + 1]]
>

σ̂ = [σ[0], σ[1], ..., σ[H ′ − 1]]
>

r[n] = [r[n], r[n− 1], ..., r[n−H ′ + 1]]
>
.

Hence, by plugging (7.5) into (7.4), one obtains

E
{
ξ̂[n]ξ̂>[n]

}
= E

{(
o>d̂[n] + w>r[n]

)(
o>d̂[n] + w>r[n]

)>}

= E
{

o>d̂[n]d̂>[n]o + o>d̂[n]r>[n]w + w>r[n]d̂>[n]o + w>r[n]r>[n]w
}

= o>Cd̂d̂o + o>Crd̂w + w>Cd̂ro + w>Crrw (7.6)

in which the cross- and auto-correlation matrices are defined as

Cd̂r = E
{

r[n]d̂>[n]
}

Crd̂ = E
{

d̂[n]r>[n]
}

Cd̂d̂ = E
{

d̂[n]d̂>[n]
}

Crr = E
{
r[n]r>[n]

}

By minimizing (7.6) with respect to the tap-weight vector w and setting its gradient
equal to zero, one gets

2Cd̂ro + 2Crrw = 0 (7.7)

having exploited the fact that Cd̂r = C>
rd̂
.
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The solution of (7.7) is
wopt = −C−1

rr Cd̂ro .

A normalization factor ρ can be introduced in order to prevent the division by zero.
Thus, the optimum filter tap-weight vector which minimizes the cost function χ̂[n] is

wopt = − [Crr + ρIH′ ]
−1 Cd̂ro (7.8)

where IH′ is the identity matrix of size H ′ ×H ′.
Equation (7.8) says that the optimal solution depends on the auto-correlation ma-

trix of vector r[n] and the cross-correlation between d̂[n] and r[n]. The cross-correlation
matrix can be estimated as follows, assuming joint stationarity of all the signals

Cd̂r = E
{

r[n]d̂>[n]
}

= E








r[n]

r[n− 1]
...

r[n−H ′ + 1]




[d̂[n], d̂[n− 1], ..., d̂[n−H ′ + 1]]





= E





r[n]d̂[n] · · · r[n]d̂[n−H ′ + 1]

r[n− 1]d̂[n] · · · r[n− 1]d̂[n−H ′ + 1]
... . . . ...

r[n−H ′ + 1]d̂[n] · · · r[n−H ′ + 1]d̂[n−H ′ + 1]





=




g[0] g[1] · · · g[H ′ − 1]

g[−1] g[0] · · · g[H ′ − 2]
...

... . . . ...
g[−H ′ + 1] g[−H ′ + 2] · · · g[0]




where

g[m] = E
{
r[n]d̂[n−m]

}

' 1

N1 −N0

N1−1∑

n=N0

r[n]d̂[n−m]

Univerity of Bologna and University of Parma



132 Chapter 7. ANC with VMT

with 0 ≤ m ≤ H ′ − 1, H ′ < N0 and N1 ≤ NB, being NB the length of the available
observation of r[n].

Similarly, the auto-correlation matrix can be estimated as

Crr = E
{
r[n]r>[n]

}

=




f [0] f [1] · · · f [H ′ − 1]

f [−1] f [0] · · · f [H ′ − 2]
...

...
. . .

...
f [−H ′ + 1] f [−H ′ + 2] · · · f [0]




where

f [m] = E {r[n]r[n−m]}

' 1

N1 −N0

N1−1∑

n=N0

r[n]r[n−m] .

Finally, an interesting analogy of the virtual microphone ANC system with the
standard FF ANC can be made. The virtual microphone ANC system, in fact, differs
from the FF one only for the error signal to be minimized. As previously mentioned,
the idea is to have ξ[n] = 0. From Fig. 7.1, by passing to the z−domain, one gets

Ξ(z) = ∆(z) + Ψ′(z)

= U(z)Π(z) + Y (z)Σ(z)

= U(z)Π(z) +X(z)W (z)Σ(z)

= U(z) [Π(z) + A(z)W (z)Σ(z)] . (7.9)

Thus, by equating (7.9) to zero one obtains

Π(z) + A(z)W (z)Σ(z) = 0

and its solution is
W opt = − Π(z)

A(z)Σ(z)
. (7.10)

Neglecting the filter A(z), (7.10) says that the ideal optimal control filter W opt(z) has
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ŷ′[n]
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+

δ̂[n]
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ψ′[n]

δ[n]
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Virtual
microphone
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microphone

n
Σ̂(z)

LMS

ξ̂[n]

w[n]

W (z)

x′[n]

Figure 7.2: Block diagram of a single quiet zone, single reference, SISO adaptive ANC
system with VMT.

to be simultaneously proportional to the primary path Π(z) and inversely proportional
to the secondary path Σ(z). By comparing this solution with that of a standard FF
ANC system in (A.2), it is possible to conclude that the equations are the same except
for the considered primary and secondary path, i.e., Π(z) and Σ(z) instead of P (z)

and S(z), respectively.

7.2 Adaptive Control Filter

A general single quiet zone, single reference SISO adaptive ANC system with VMT is
depicted in Fig. 7.2.

In the standard adaptive ANC systems based on the FxLMS algorithm, the cost
function to be minimized is the square of the instantaneous error signal e[n]. However,
the aim of ANC system with VMT is to cancel the disturbance noise in a different
position with respect to the monitoring microphone, i.e., that of the virtual one. Thus,
in this case, the FxLMS algorithm has to be driven by the estimated error signal at
the virtual microphone.
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134 Chapter 7. ANC with VMT

In an adaptive filter approach, the anti-noise y[n] and the time-varying tap-weight
vector w[n] can be written as in (3.1) and (3.3) for J = K = 1. The cost function χ[n]

to be minimized with respect to the tap-weight filter w[n] is the instantaneous squared
error

χ[n] = ξ̂2[n] .

Similarly to the derivation in Section 3.1, its gradient can be calculated as follows

∂χ[n]

∂wi
=
ξ̂2[n]

∂wi

= 2ξ̂[n]
ξ̂[n]

∂wi

= 2ξ̂[n]
∂

∂wi

(
δ̂[n] + ψ̂′[n]

)

= 2ξ̂[n] [σ̂[n]⊗ x[n− i]]
= 2ξ̂[n]x′[n− i]

where x′[n− i] = σ̂[n]⊗ x[n− i] for i = 1, 2, ..., N − 1.
By defining

x′[n] = [x′[n], x′[n− 1], ..., x′[n−N + 1]]
>

= [σ̂[n]⊗ x[n], σ̂[n]⊗ x[n− 1], ..., σ̂[n]⊗ x[n−N + 1]]>

the tap-weight recursion of the leaky normalized FxLMS algorithm for a SISO ANC
system with VMT becomes

w[n+ 1] = λw[n] + µ̃
x′[n]

α + x′>[n]x′[n]
ξ̂[n] .
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Chapter 8

Observation Filter Estimation

In this chapter, the main concepts on the observation filter estimation are discussed.
In Section 8.1, the filter causality issue is presented. Then, in Section 8.2, the main
mathematical background of the adopted observation filter estimation algorithms, by
means multiple monitoring microphones for multiple quiet zones are derived. More
precisely, the observation filters are estimated for the LMS, Recursive Least Squares
(RLS) and MMSE algorithm, in Sections 8.2.1, 8.2.2 and 8.2.3, respectively. Finally,
in Section 8.3, the problem on the robustness of the observation filter under virtual
microphone mismatch and road scenario mismatch are discussed.

8.1 Causality Issue

As mentioned in Chapter 7, the aim of the observation filter is to retrieve the signal
δ̂[n] (unknown) from the signal d̂[n] (estimate of d[n]). In order to analyze the behavior
of the observation filter it may be convenient to operate in the z-domain.

At the virtual microphone level, the error signal ξ[n] can be expressed as in (7.9),
repeated here for convenience

Ξ(z) = ∆(z) + Ψ′(z)

= U(z) [Π(z) + A(z)W (z)Σ(z)] . (8.1)
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Similarly, the estimated error signal ξ̂[n] becomes

Ξ̂(z) = ∆̂(z) + Ψ̂′(z)

= D̂(z)O(z) + Y (z)Σ̂(z)

= [E(z)− Y ′(z)]O(z) +X(z)W (z)Σ̂(z)

=
{
U(z)

[
P (z) + A(z)W (z)

(
S(z)− Ŝ(z)

)]}
O(z) + U(z)A(z)W (z)Σ̂(z) . (8.2)

Under the assumption of perfect estimation of secondary paths, i.e., Ŝ(z) = S(z) and
Σ̂(z) = Σ(z), (8.2) reduces to

Ξ̂(z) = U(z) [P (z)O(z) + A(z)W (z)Σ(z)] . (8.3)

Hence, by subtracting (8.3) from (8.1), and setting the result equal to zero, one gets

Ξ(z)− Ξ̂(z) = U(z) [Π(z)− P (z)O(z)] = 0 . (8.4)

The solution of (8.4) is thus

Oopt(z) =
Π(z)

P (z)
. (8.5)

Equation (8.5) says that the observation filter has to be proportional to the primary
path Π(z) and inversely proportional to the P (z). Unfortunately, since the primary
paths are unknown, (8.5) can only be considered as a theoretical solution to which an
observation filter has to tend in order to obtain good estimation performance.

From a computational viewpoint, an issue of the theoretical solution (8.5) is rep-
resented by the inversion of the primary path P (z). At the same time, a problem of
system causality may cause significant performance degradation. Let us suppose that
the primary path Π(z) introduces a delay larger than the primary path P (z). This
means that the disturbance noise is first perceived by the monitoring microphone and
secondly by the virtual one. This yields a causal observation filter O(z) and the com-
putational complexity is exclusively due to the inversion of the primary path P (z). On
the contrary, if the disturbance noise is first perceived by the virtual microphone, e.g.,
due to the car cabin geometry, in order to compensate for this delay the observation
filter should anticipate the signal, which is obviously physically impossible.

PhD in Automotive Engineering for Intelligent Mobility



8.2. Considered Algorithms 137

In order to cope with this limitation, a delayed observation filter OD(z) can be
introduced such that its output can be written as

I−1∑

i=0

d[n− i]oD[i] = δ̂[n− n0]

being n0 the delay in samples. In fact, this allows to retrieve the signal δ̂[n − n0],
i.e., δ̂[n] but for a delay n0. The delayed observation filter OD(z) can be estimated by
adopting both fixed and adaptive approaches as will be discussed in Section 8.2.

Since an introduction of a too high delay may cause significant system performance
degradation, to find a good value of the delay n0 may not be trivial. One approach may
be the evaluation of distance between monitoring and virtual microphone, e.g., if the
microphone-to-microphone distance is 15 cm, and a sampling frequency of fs = 48 Hz
is used, a reasonable delay is n0 = 21 samples by using the speed of sound v0 = 343.8

m/s in air at 20◦C. However, since a sound propagating inside the cabin of a car is
usually reflected several times, this solution may not be sufficient.

An approach based on trial and error can be considered in order to account for
possible significant non-causal components of the observation filter impulse response
to be included [53].

Similar to the microphone-to-microphone distance evaluation method, another ap-
proach is the estimation of the delay spread of the primary paths by analyzing their
impulse responses. Although this measure is unconventional and imprecise, hereinafter
it will be used in order to identify a causal and non-causal system. Explicitly, if the
peak of the impulse response of P (z) arrives before that the maximum peak of Π(z),
the system is considered “causal”. On the contrary, if the maximum peak of the impulse
response of P (z) arrives after that the maximum peak of Π(z), the system is considered
“non-causal”. A simplified example of causal and non-causal systems by observing the
impulse responses of the primary paths is depicted in Figs. 8.1(a) and (b), respectively.

8.2 Considered Algorithms

In this section, the considered algorithms for the OFs estimation are presented.
Similarly to what occurs for the estimation of secondary paths, a preliminary iden-
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Figure 8.1: Simplified example on determining the causality of the system: (a) causal
system, (b) non-causal system.

P (z)

u[n] Observation
Filter
O(z)

Π(z)

d[n] δ̂[n]

δ[n]

Figure 8.2: General block diagram of environmental audio signals acquired by single
monitoring and single virtual microphone and reconstruction by observation filter.
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P(z)

u[n]
Observation

Filters

Π(z)
Set of V
z−n0

dm[n]

6
M

δv[n]

6
V

+

δ̂v[n]

6
V

δv[n− n0]

6
V

εv[n]

6
V

+

−

Figure 8.3: General block diagram of environmental audio acquired by monitoring and
virtual microphones and their reconstructions by delayed observation filters .

tification stage in which a physical microphone is momentarily placed at the virtual
microphone position is required for observation filter estimation purposes. This es-
timation is performed “off-line”, i.e., when the ANC system is OFF. This yields the
anti-noise signal equal to zero, i.e., y[n] = 0. Thus, the block diagram depicted in
Figs. 7.1 and 7.2 reduces to Fig. 8.2. From this viewpoint, it is trivial to observe that
the observation filter O(z) must tend to (8.5) in order to have δ̂[n] = δ[n].

When multiple virtual and monitoring microphones are considered, the block di-
agram becomes 8.3. Note that, for the sake of simplicity, only the scenario in which
multiple microphones are employed in order to virtualize several quiet zones is con-
sidered. Moreover, due to particular geometrical car cabin characteristics, a delay of
n0 samples, introduced in the sequence of the virtual microphone signals, is always
required. For this reason, the notation for the delayed observation filter OD(z) it is
simply substituted by O(z).

From Fig. 8.3, the unknown environmental audio signal u[n] propagating within
the car cabin is acquired by M monitoring and V virtual microphones. The physical
acoustic channels between the vibration source and the microphones are referred to
as primary paths and modeled by FIR filters with transfer functions P(z) and Π(z)

as mentioned in Chapter 7. Hence, the m-th monitoring and v-th virtual microphone
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Figure 8.4: Block diagram for the reconstruction of virtual microphone signals by
observation filters estimated by means of the LMS algorithm.

signals can be respectively expressed as

dm[n] =

Q−1∑

q=0

u[n− q]pm[q] = u[n]⊗ pm[n] (8.6)

δv[n] =

Q′−1∑

q′=0

u[n− q′]πv[q′] = u[n]⊗ πv[n] (8.7)

where pm[n] and πv[n] are the m-th and v-th impulse responses associated to P(z) and
Π(z) with lengths Q and Q′, respectively.

The aim of the observation filters is to retrieve the V virtual microphone signals
from the M monitoring ones. Thus, at the output of the observation filter, the recon-
structed version of the v-th virtual microphone δ̂v[n] is obtained. A set of V delays
of n0 samples is introduced in the set of the virtual microphone signals to account for
the causality issue previously discussed. Thus, at the v-th virtual microphone, sig-
nal δv[n − n0] is obtained as shown in Fig. 8.3. Finally, the v-th error signal can be
expressed as

εv[n] = δv[n− n0]− δ̂v[n] . (8.8)
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8.2.1 Least Mean Square (LMS)

The LMS block diagram for observation filter estimation is depicted in Fig. 8.4. The
disturbing signal u[n] feeds the primary paths P(z) and Π(z), yielding the signals
dm[n] and δv[n], for the m-th monitoring and v-th virtual microphones as expressed
in (8.6) and (8.7). Then, the v-th error signal can be written as (8.8).

In particular, the retrieved version of the v-th virtual microphone signal is

δ̂v[n] =
M−1∑

m=0

(
I−1∑

i=0

ovmi[n]dm[n− i]
)

=
M−1∑

m=0

d>m[n]ovm[n]

=
M−1∑

m=0

o>vm[n]dm[n]

where the input vector is defined as

dm[n] = [dm[n], dm[n− 1], ..., dm[n− I + 1]]> (8.9)

where I is the observation filter length and

ovm[n] = [ovm0[n], ovm1[n], ..., ovm,I−1[n]]> (8.10)

is the impulse response vector at the n-th time epoch of the adaptive filter from the
v-th virtual microphone signal to the m-th monitoring one. In the LMS algorithm,
the cost function is approximated by the instantaneous estimate of the squared error
signal. Then, for the v-th virtual microphone, one gets

∇ξv[n] = ∇ε2
v[n] (8.11)

and the `-th element of the stochastic gradient of this cost function is evaluated as
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follows

∂ε2
v[n]

∂ovm`
= 2εv[n]

∂εv[n]

∂ovm`

= 2εv[n]
∂

∂ovm`

(
δv[n− n0]− δ̂v[n]

)

= −2εv[n]
∂

∂ovm`

[
M∑

m′=1

(
I−1∑

`′=0

dm′ [n− `′]ov′m′`′
)]

= −2εv[n]dm[n− `]

in which the independence between ovm` and δv[n] and the fact that the partial deriva-
tive of the double sum is different from zero if and only if v′ = v, m′ = m and `′ = `

were exploited. Thus, in vectorial form it is possible to compactly write (8.11) as

∇ε2
v[n] = −2εv[n]dm[n] .

Finally, the tap-weight update equation of the leaky normalized LMS algorithm for
the observation filter associated to the m-th monitoring and v-th virtual microphone
at the n-th time epoch is obtained. Adopting a leaky normalized LMS as discussed in
Section 1.3, the recursion is

ovm[n+ 1] = λovm[n] + µ
dm[n]

α + d>m[n]dm[n]
εv[n] . (8.12)

8.2.2 Recursive Least Squares (RLS)

Differently from the LMS algorithm, presented in Section 8.2.1, which minimizes the
mean square error, the aim of RLS algorithm is to recursively find the coefficients which
minimize the linear least squares cost function related to the input signals [17]. The
corresponding block diagram is the same of what was shown in Fig. 8.4 where, in this
case the block “Set of VM RLS” is present instead of the LMS one.

The most significant advantage exhibited by this algorithm is its extremely fast
convergence at the expense of a high computational complexity.
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Figure 8.5: Block diagram for the reconstruction of virtual microphone signals by
observation filters estimated by means of the MMSE algorithm.

The RLS algorithm is implemented by the following mathematical steps:

1. k[n] = β−1B[n−1]u[n]
1+β−1u>[n]B[n−1]u[n]

2. δ̂v[n] = ovm>[n− 1]u[n]

3. εv[n] = δv[n− n0]− δ̂v[n]

4. ovm[n] = ovm[n− 1] + k>[n]εv[n]

5. B[n] = β−1B[n− 1]− β−1k[n]u>[n]B[n− 1]

where β is the reciprocal of the forgetting factor, k[n] is the gain vector at step n and
B[n] is the inverse covariance matrix at step n.

8.2.3 Minimum Mean Square Error (MMSE)

The block diagram for the estimation of the observation filters by means of the MMSE
algorithm is depicted in Fig. 8.5. The reconstructed version of the v-th virtual micro-
phone signal can be expressed as

δ̂v[n] = d′>[n]o′v

= o′>v d′[n]
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where the vectors of the monitoring microphone signals and impulse responses of the
observation filters are defined as

d′[n] =
[
d>1 [n],d>2 [n], ...,d>m[n], ...,d>M [n]

]>

o′v =
[
o>v1,o

>
v2, ...,o

>
vm, ...,o

>
vM

]> (8.13)

in which the vectors dm[n] and ovm were previously defined in (8.9) and (8.10). Note
that, since the vector of the impulse responses is now time-independent, the index n
in (8.13) has been dropped.

The mean square value of the v-th error signal εv[n] can be evaluated as follows

E
{
εv[n]ε>v [n]

}
= E

{(
δv[n− n0]− δ̂v[n]

)(
δv[n− n0]− δ̂v[n]

)>}

= E
{(
δv[n− n0]− o′>v d′[n]

) (
δv[n− n0]− o′>v d′[n]

)>}

= cδv − c>d′δvo
′
v − o′>v cd′δv + o′>v Cd′d′o

′
v

= cδv − 2c>d′δvo
′
v + o′>v Cd′d′o

′
v (8.14)

where cδv = E {δ2
v [n− n0]} denotes the mean square value of the v-th virtual mi-

crophone signal, cd′δv = E {d′[n]δv[n− n0]} identifies the cross-correlation vector be-
tween the monitoring microphone vector and the v-th virtual microphone signal and
Cd′d′ = E

{
d′[n]d′>[n]

}
represents the auto-correlation matrix of monitoring micro-

phone vector. By minimizing (8.14) with respect to the v-th observation filter tap-
weights by equating its gradient to zero, one gets

o′v = [Cd′d′ + ρIMI ]
−1 cd′δv (8.15)

where ρ is the regularization factor introduced in (7.8) since the auto-correlation matrix
may be ill-conditioned [53, 54] and IMI denotes the identity matrix of size MI ×MI.
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The cross-correlation vector cd′δv can be expressed as

cd′δv = E








d1[n]

d2[n]
...

dM [n]



δv[n− n0]





= [gv1[0], gv1[1], ..., gv1[I − 1], ..., gvM [0], gvM [1], ..., gvM [I − 1]]> . (8.16)

Similarly to [55], the element gvm[t] can be estimated as a temporal correlation on a
window of length N1 −N0, i.e.,

gvm[t] = E {dm[n− t]δv[n− n0]}

' 1

N1 −N0

N1−1∑

n=N0

dm[n− t]δv[n− n0] (8.17)

where 0 ≤ t ≤ I − 1 ≤ N0 for v = 1, 2, ..., V and m = 1, 2, ..,M . The auto-correlation
matrix Cd′d′ is defined as

Cd′d′ = E
{
d′[n]d′>[n]

}

= E








d1[n]d>1 [n] d1[n]d>2 [n] · · · d1[n]d>M [n]

d2[n]d>1 [n] d2[n]d>2 [n] · · · d2[n]d>M [n]
...

... . . . ...
dM [n]d>1 [n] dM [n]d>2 [n] · · · dM [n]d>M [n]








. (8.18)
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From (8.18), it is possible to define the square matrix R`k of size I × I as follows

R`k = E
{
d`[n]d>k [n]

}

= E








d`[n]

d`[n− 1]
...

d`[n− I + 1]




[dk[n], dk[n− 1], ..., dk[n− I + 1]]





=




rlk[0] rlk[1] · · · rlk[I − 1]

rlk[−1] rlk[0] · · · rlk[I − 2]
...

... . . . ...
rlk[−I + 1] rlk[−I + 2] · · · rlk[0]



. (8.19)

Similarly to (8.17), the element r`k[t] can be estimated as a temporal correlation over
the window length N1 −N0 such as

r`k[t] = E {d`[n]dk[n− t]}

' 1

N1 −N0

N1−1∑

n=N0

d`[n]dk[n− t]

in which 0 ≤ t ≤ I − 1 ≤ N0 for r, l = 1, 2, ...,M . In particular, the following
symmetry property between the signals dk[n] and d`[n] is valid under the assumption
of cross stationarity

rk`[t] = E {dk[n]d`[n− t]}
= E {dk[n+ t]d`[n− t+ t]}
= E {d`[n]dk[n+ t]}
= r`k[−t] . (8.20)
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Thus, the matrix R`k in (8.19) can be written as

R`k =




r`k[0] r`k[1] · · · r`k[I − 1]

rk`[1] r`k[0] · · · r`k[I − 1]
...

... . . . ...
rk`[I − 1] rk`[I − 2] · · · r`k[0]



. (8.21)

Finally, by exploiting the property in (8.20) and collecting the definitions in (8.21)
and (8.18), the auto-correlation matrix Cd′d′ in (8.15) can be written as

Cd′d′ =




R11 R12 · · · R1M

R21 R22 · · · R2M

...
... . . . ...

RM1 RM2 · · · RMM




=




R11 R12 · · · R1M

R>12 R22 · · · R2M

...
... . . . ...

R>1M R>2M · · · RMM



. (8.22)

From a practical viewpoint, the evaluation of (8.22) can be implemented by eval-
uating only the diagonal matrices and the upper (or lower) triangular ones. In fact,
considering for example M = 4, the following structure arises

Cd′d′ =




A E F G

E> B H I

F> H> C J

G> I> J> D




where the blocks are solely indicative of the matrix structure.

8.3 Robustness Testing

In the previous sections, the issues due to the observation filter estimate were ana-
lyzed. In the following section, robustness of estimated observation filter under virtual
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Figure 8.6: Geometrical setup of a car seat headrest: (a) top view, (b) head shift from
top view.

microphone and road scenario mismatch is addressed.

As mentioned in Section 8.2, observation filter estimation is performed off-line, i.e.,
when the ANC system is OFF. This means that, during this estimation phase, signals
dv[n] and δv[n] are acquired by physical microphones placed at monitoring and virtual
locations, respectively. A quiet zone around the driver’s ears is often preferable, e.g.,
by employing a manikin equipped with two binaural microphones.

Let us consider a car seat headrest as depicted in Fig. 8.6(a) equipped with a
monitoring microphone, namely M2 and a binaural microphone (employed as a virtual)
placed at the right manikin’s ear, namely V2. This setup yields a single quiet zone
SISO ANC system with monitoring and virtual microphones M2 and V2, respectively.
Once the observation filter impulse response estimation is performed, e.g., by adopting
one of the approaches described in Section 8.2, this impulse response is implemented
in block O(z) of Fig. 7.2 remaining stable and immutable. Let us suppose now that,
while the car is running and the ANC system is ON, the driver’s head has a shift of ±a
from the initial position as depicted in Fig. 8.6(b). Due to the head shift, the channel
between monitoring and virtual microphones is changed. Is the observation filter O(z)

previously estimated sufficiently robust to this shift? How much is the maximum head
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shift that can be dealt with the by the system with negligible performance degradation?
This is a key analysis if the distance between monitoring and virtual microphones
becomes larger, e.g., when the monitoring microphone is not positioned by the headrest.

Finally, in order to test the observation filters estimation accuracy, a robustness
test under road mismatch is considered. More precisely, the observation filters are
estimated in a particular driving/road scenario, e.g., constant or variable speed, rough
or smooth asphalt, and then they are employed in a different one.
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Experimental Results

Results on estimation of the observation filter are presented in this chapter. In Sec-
tion 9.1, system performance indicators are defined. Numerical results are organized
according to the acquisition method of monitoring microphone signal d[n] and virtual
microphone signal δ[n]. In particular, we distinguish between “indirect” and “direct”
measurements.

In the indirect measurement procedure, presented in Section 9.2, since the virtual
microphone signal δ[n] is not available, it is obtained by filtering an input signal (re-
alistic measurement or white gaussian noise) through an FIR filter, that can be both
synthetic (see Section 9.2.1) and experimental (see Section 9.2.2). The observation
filter estimation is performed by applying the MMSE and LMS approach.

On the contrary, in the direct measurement procedure, the virtual microphone
signal δ[n] is available, i.e., by previous signal acquisitions based on employing micro-
phones positioned in the desired region. Section 9.3 is dedicated to this case.

In particular, numerical results are organized based on the considered measurement
setup, i.e., sedan (class D), luxury car (class S) in Sections 9.3.1 and 9.3.2, respectively.
Finally, in Section 9.3.3, results on two experimental setups are presented. For all the
considered cases, numerical results on the robustness of the observation filter estimation
under road mismatch are shown in the corresponding section. Note that, both the
virtualization of a single quiet zone performed by a single monitoring microphone and
multiple quiet zones by means multiple monitoring microphones are considered.
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9.1 Performance Indicators

The obtained results are assessed in terms of the following performance measures:

• Average SPL of virtual signal δ[n], its reconstructed version δ̂[n] and the corre-
sponding error ε[n].

• Spectral coherence CD,δ between monitoring microphones and the virtual ones.

• Sliding window SPL Lp[n] of disturbance signal δ[n] and error signal ξ[n] (only
when ANC system is ON).

• Mean Square Error (MSE) Υ evaluated on error signal ε[n] normalized with
respect to the input one δ[n].

Average SPL and spectral coherence measures were previously defined in Sec-
tion 2.2. More precisely, in order to investigate the physical limitations of the con-
sidered empirical setups, a preliminary measurement on the spectral coherence be-
tween monitoring and virtual microphones can be pursued. The higher the spectral
correlation between such signals, the easier the observation filter task, the better the
performance on the estimation accuracy. For the v-th virtual microphone signal δv[n]

and a matrix of monitoring microphone signals D = [d1[n],d2[n], ...,dM [n]]>, the mul-
tiple spectral coherence CD,δv(f) is defined as in (2.2). The sliding window SPL (in
dB) is defined in (6.1).

The accuracy of the observation filter estimation is assessed in terms of MSE nor-
malized with respect to the mean square value of the input signal. For the v-th virtual
microphone, the normalized MSE, in dB scale, is defined as

Υv = 10 log10

N−1∑
n=0

ε2
v[n]

N−1∑
n=0

δ2
v [n− n0]

= 10 log10

N−1∑
n=0

(
δv[n− n0]− δ̂v[n]

)2

N−1∑
n=0

δ2
v [n− n0]

[dB] (9.1)
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where N indicates the time window length (in samples) for MSE evaluation. Ideally,
when the reconstructed signal δ̂v[n] equals the target one δv[n − n0], the error signal
εv[n] tends to zero and the MSE Υv → −∞ consequently. Moreover, to have an efficient
performance indicator over the whole frequency band, the MSE may be evaluated for
1- and 1/3-octave bands. This means that the error and input signal in (9.1) are decom-
posed into octave and fractional-octave sub-bands. In this context, it is important to
say that the observation filter parameters, i.e., the length I, the delay n0, the step-size
µ, leakage factor λ in (8.12) and the regularization factor ρ in (8.15) are empirically
set in order to maximize the OF estimation accuracy in terms of MSE.

9.2 Indirect Measurements

In this section, the results of the so-called indirect measurements are presented. In
this case, since the virtual microphone signals are not available, they are synthesized
starting from the monitoring ones. This scenario can be considered as a preliminary
stage in which we have to cope with the lack of such realistic measurements and for
these reasons the main most important results are presented only.

9.2.1 Synthetic Response

An analysis of observation filter estimation performance with the use of synthesized
primary path filters is presented here. These numerical results can be considered
as a starting point in order to move to a more realistic and complicated setup with
experimental primary path filters.

9.2.1.1 Fixed Approach: MMSE

The considered system is a single quiet zone, based on multiple references as depicted
in Fig. 7.2.Hence, results on ANC system with VMT are presented. The OF estimation
is performed by employing the fixed approach, i.e., the MMSE method, as described
in Section 8.2.3.

The input signal d[n] is provided by an experimental measurement campaign per-
formed by ASK Industries on a realistic car interior, i.e., that of the sedan, presented
in Section 2.1. Two binaural microphones, placed by the diver’s left and right ears,
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Table 9.1: Table on employed microphone signal (causal system).

δ[n]

CASE 1 d[n− 1]

CASE 2 d[n]⊗ ϕ[n]

Table 9.2: Summary table on employed microphone signal (non-causal system).

δ[n]

CASE 1 d[n]

CASE 2 d[n+ 1]⊗ ϕ[n]

were employed, yielding, thus, two audio signal records for the left and right micro-
phones. The sampling frequency fs was set to 3 kHz. Six reference signals (J = 6), i.e.,
xj[n] = [xj[n], xj[n− 1], ..., xj[n−N + 1]]> for j = 1, 2, ..., J , were recorded by three
accelerometers fixed at crucial positions of the car structure. The input signal δ[n] is
obtained starting from d[n] (both for the left and right microphones). More precisely,
two versions of input signal δ[n] are considered as summarized in Table 9.1, where ϕ[n]

is the impulse response of the considered FIR filter.

As one can observe, both for CASE 1 and CASE 2, the input signal δ[n] can be
considered as a filtered (and delayed) version of the input signal d[n]. In CASE 1,
the delay introduced on δ[n] is of one sample with respect to d[n]. When CASE 2 is
considered, the presence of a main echo is taken into account by following FIR filter
Φ(z)

Φ(z) = 0.7 + 0.5z−3 . (9.2)

This correspondence between d[n] and δ[n] can be evaluated also in terms of primary
paths P (z) and Π(z). In fact, one can observe that for CASE 1, the primary path Π(z)

is Π(z) = P (z) · z−1 whereas, when CASE 2 is considered, Π(z) = P (z) · Φ(z). Note
that, both cases are examples of causal systems, since Π(z) introduces a delay greater
than P (z).

An introduction of the anticipating filter z+1 can be considered in order to obtain
a non-causal system. The non-causal counter part of the setup shown in Table 9.1 can
be thus summarized as in Table 9.2.
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Table 9.3: Summary table of the considered setups for the fixed observation filter
estimation approach with indirect measurements.

Experiment Scenario Case
System

Causality
Delay n0
[sample] S(z) Σ(z)

1
1

1 YES 0
Sedan

S(z) · z−1
2 Headrest chair

2
2

2 YES 0
Sedan

S(z) · z−1
2 Headrest chair

3
1

1 NO 1
Sedan

S(z) · z−1
2 Headrest chair

4
1

2 NO 1
Sedan

S(z) · z−1
2 Headrest chair

Two types of secondary paths, i.e., the acoustic channel between the loudspeak-
ers and monitoring microphones, were considered. They are the so-called “sedan” and
“Headrest Chair” secondary paths shown in Sections 2.1 and 6.4, respectively. The
secondary paths from the loudspeakers to the virtual error microphone, referred to as
Σ(z), are a one sample delayed version of S(z), i.e., Σ(z) = S(z) · z−1. The combi-
nation of all these setups can be arranged in Table 9.3. For the sake of compactness,
only Experiment 1 with Scenario 1 is here considered. Results on Experiment 4 with
Scenario 2 are presented in Appendix G.1.1. Similar considerations can be drawn on
the remaining experiments.

In Fig. 9.1(a), the impulse responses of observation filter oopt[n] and its estimate
o[n], obtained through (8.15) for the CASE 1 of Table 9.1, are shown. In fact, the
orange triangle-marked impulse response, denoting the estimate is quite similar to the
blue one. Since the filter to be estimated is a pure delay, the magnitude response is
flat (see Fig 9.1(b)). However, an important clarification on the employed setup is
here needed. By looking at Fig 9.1(b), one can immediately notice that above 750 Hz
the magnitude frequency response |O(f)| of the estimated filter (orange) grows slowly,
then falls down. This behavior is due to the employed input signal in this observation
filter estimation experiment, that is the input signal d[n] obtained from the acquisition
on sedan. The energy contributions of this signal above 750 Hz are very low, and
the observation filter can not be consequently well determined. However, since the
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Figure 9.1: Impulse (a) and (c) and magnitude (b) and (d) frequency responses of the
optimal observation filter and its estimate for simulation setup CASE 1 and CASE 2,
respectively.

secondary paths introduce an anti-aliasing filter with a cut-off frequency at 750 Hz,
this inaccuracy on the estimate does not compromise the performance when the ANC
system is ON.

Similar considerations can be drawn by observing Fig. 9.1 that represents the im-
pulse (c) and the magnitude responses (d) for the CASE 2 setup as summarized in
Table 9.1. The filter to be estimated is that expressed in (9.2), and, also in this case,
it is possible to conclude that the estimation is very well performed.

The SPL spectra as a function of frequency for the single quiet zone, multiple
reference SISO ANC when the system is OFF and ON for left and right virtual error
microphones are shown in Figs. 9.2(a) and (b), respectively. These results refer to
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Figure 9.2: SPL spectra for a multi-reference single-quiet-zone SISO system for ANC
OFF and ANC ON with optimal and estimated observation filter for Experiment 1
and Scenario 1. Left (a) and right (b) virtual error microphones.

Experiment 1 and Scenario 1 as indicated in Table 9.3. In particular, the SPL spectra
for ANC ON is plot both for the case of optimal observation filter Oopt(z) (green
curve) and for the estimated observation filter O(z) (blue dotted curve). One can easily
notice that, for both virtual error microphones, the maximum peak noise cancellation
is experienced around 208–215 Hz, that is the frequency range in which the spectral
coherence between disturbance and reference signals is very high, as shown in Part I.
This particular frequency range refers to the noise caused by the cavity modes of the
tire rolling on the asphalt [5,26]. Moreover it is possible to observe that within 100 Hz
a weak noise cancellation is performed for both microphones, whereas only the left one
experiences a good cancellation within 250–400 Hz. Finally, by comparing the green
curve with the blue dotted one, it is possible to conclude that the observation filter
estimation is very accurately performed, since the two curves are overlapped with each
other for the whole frequency range.

Sliding window SPL plots against time for left and right virtual error microphones
are shown in Figs. 9.3(a) and (b), respectively. For both virtual error microphones,
the noise is nicely mitigated and, during the simulation time, the cancellation seems
to increase. It is possible to appreciate that the observation filter estimation was well
performed.
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Figure 9.3: Sliding window SPL against time for a multi-reference single-quiet-zone
SISO system for ANC OFF and ANC ON with optimal and estimated observation filter
for Experiment 1 and Scenario 1. Left (a) and right (b) virtual error microphones.

9.2.1.2 Adaptive Approaches: LMS & RLS

In this section, numerical results obtained with an adaptive observation filter estimation
are presented, considering both LMS and RLS algorithms. The employed scheme for
these simulations is therefore the one shown in Fig. 8.4.

Differently from the previous analysis, in which observation filter estimation is
performed starting from synthesized signals d[n] and δ[n], here the primary paths P (z)

and Π(z) are supposed to be available. Thus, desired outputs d[n] and δ[n] are obtained
by filtering white gaussian noise input signal u[n] with the corresponding synthesized
primary paths. Sampling frequency was set to fs = 48 kHz. Results can be arranged
according to the employed setup as detailed in Tab. 9.4.

For all the considered cases, the employed parameters for LMS and RLS algorithms
are reported in Tab. 9.5. The ANC system is supposed to be OFF, and the accuracy
of observation filter estimation is assessed only in terms of MSE Υ. An exhaustive
and empirical search of the optimum delay n0 which optimizes system performance is
conducted. For the sake of compactness, only the so-called Case 2 is here presented.
Further numerical results are shown in Appendix G.1.2.

This setup refers to a system with primary paths P (z) and Π(z) that are the same
of Case 1 but inverted, as shown in Table 9.4. This yields a non-causal system. The
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Table 9.4: Summary table of the considered setups for adaptive observation filter
estimation approaches with indirect measurements.

Name P (z) Π(z)
System

Causality
Filter

Length I

Case 0 1 0.8z−1+0.5z−4+0.3z−5+
0.1z−8 + 0.01z−10

YES 50

Case 1 0.8z−1+0.5z−4+0.3z−5+
0.1z−8 + 0.01z−10

0.75z−2 + 0.6z−3 +
0.4z−5 + 0.1z−7 + 0.05z−9

YES 50

Case 2 0.75z−2 + 0.6z−3 +
0.4z−5 + 0.1z−7 + 0.05z−9

0.8z−1+0.5z−4+0.3z−5+
0.1z−8 + 0.01z−10

NO 300

Table 9.5: Employed LMS and RLS algorithm parameters.

LMS

Step-size µ = 0.4

Forgetting factor λ = 1

RLS

Forgetting factor λ = 1

Initial input variance estimate 0.1

observation filter length I was set equal to 300 taps.
MSE performance plots against delay n0 are depicted in Fig. 9.4(a). For both algo-

rithms, the curves constantly slow down for increasing delay, achieving an interesting
flat region within the delay range 75–250 samples. However, outside this range the per-
formance rapidly deteriorates to 0 dB of MSE for delay range within 350–500 samples.
The convergence graph of the algorithms, shown in Fig. 9.4(b), demonstrates that the
RLS algorithm converges more rapidly than the LMS one, as already observed.

Impulse responses for a delay nopt
0 = 125 samples for both proposed algorithms are

shown in Fig. 9.5.
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Figure 9.4: MSE against delay n0 in samples for LMS and RLS algorithms (a). Algo-
rithm convergence speed against simulation time for the case of best delay nopt

0 = 125
samples (b).
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Figure 9.6: Representative scheme of acquired secondary paths on mid-size SUV . Blue
and orange arrows denote left and right channels, respectively.

9.2.2 Experimental Response

In this section numerical results on the estimation of the observation filter obtained
by employing the experimental primary path filters are discussed. In particular, only
the adaptive scheme depicted in Fig. 8.4 was employed for observation filter estimation
purposes. White Gaussian Noise (WGN) was used as input signal u[n] with a sampling
frequency fs = 48 kHz. Disturbance signals d[n] and δ[n], thus, are filtered versions of
input signal u[n] by transfer functions P (z) and Π(z), respectively.

Results can be arranged according to the primary paths P (z) and Π(z), obtained
from experimental measurements performed by ASK Industries on a mid-size SUV
(class J) and in a test garage.

Since this analysis is focused only on the observation filter estimation performance,
the ANC system is turned OFF.

9.2.2.1 Mid-size SUV

The results obtained from mid-size SUV measurements are discussed in this section.
In Fig. 9.6, the geometrical setup of acquired measurements on the mid-size SUV is
depicted. The setup is composed of an array of 24 loudspeakers, spaced by 2.5 cm from
each other, placed inside the cabin of the car about 65 cm from the driver’s seat. Two
binaural microphones, namely V1 and V2, are placed at left and right driver’s ears,
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Table 9.6: Summary table of the considered simulation setups for mid-size SUV exper-
imental filters.

Name P (z) Π(z)
System

Causality
Filter Length

I
Delay n0

Case 1 SV1,K1(z) SM1,K1(z) YES 100, 200, ..., 600 0, 25, ..., 600

Case 2 SM1,K1(z) SV1,K1(z) NO 100, 200, ..., 600 0, 25, ..., 600

respectively. Finally, two microphones are positioned at the left and right edges of the
headrest, i.e., M1 and M2, respectively. The distance between binaural and headrest
microphones is about 15 cm, that, at a sampling frequency fs = 48 kHz and under
the assumption of a speed of sound vs = 343.8 m/s measured at 21◦C, corresponds to
about 21 samples of delay.

The acquisition method of the acoustic channels between loudspeakers and micro-
phones is the same as that described in Section 6.4, i.e., through the LMS algorithm.
These channels are therefore secondary paths, but in this case they are employed as
primary paths. The left channels from speaker K1 (blue arrows in Fig. 9.6) were em-
ployed for these simulations, namely, SV1,K1(z) and SM1,K1(z). The considered setups
are summarized as in Table 9.6. For the sake of simplicity, only Case 2 is here ana-
lyzed. The corresponding results for the Case 1 setup are shown in Appendix G.2.1.
The MSE measure varies according to the observation filter length I and the delay n0.

In order to have a simplified overview on performance, a MSE heat color map
against filter length and delay is depicted in Figs. 9.7 (a) and (b) for LMS and RLS
algorithms, respectively10. The larger the MSE value, the warmer the color. For
both considered algorithms, the blue area is large, exhibiting remarkable performance
improvements. However, in order to obtain a sufficiently good observation filter estima-
tion, at least 600 filter tap weights are needed. By observing Fig. 9.8(a) it is possible to
say that, for I = 600, the best delay which minimizes the MSE curves (about −11 dB)
is nopt

0 = 325 samples. Note that the MSE curves decrease according to the increase
of delay and, once the minimum is reached, performance gradually degrades. Conver-
gence speed plot, that is shown in Fig. 9.8(b) for both algorithms, exhibits a non-zero
residual error, which substantiates the moderate MSE performance. The correspond-

10Note that, in the heat map grid, the MSE value is not continuous, but quantized (12 levels).
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Figure 9.7: MSE heat color map against observation filter length I and delay n0 in
samples for LMS (a) and RLS (b) algorithms for the Case 2 with mid-size SUV exper-
imental responses.

ing impulse responses are shown in Fig. 9.9(a) and (b) for LMS and RLS algorithms,
respectively.

9.2.2.2 Garage Testing

Obtained results regarding the experimental setup employing primary paths acquired
in the test garage, are presented in this section. The considered setup is shown in
Fig. 9.10. Similarly to the mid-size SUV responses, an array of 24 loudspeakers spaced
by 4.5 cm to each other, is positioned at a height of 163 cm from the ground. At
the same height, but 100 cm far from the loudspeakers, an array composed of 60

microphones is positioned. Each microphone is spaced by 2.5 cm from each other.
In order to have a fair comparison with respect to the mid-size SUV case, only the
channels between loudspeaker K24 and microphones M1 and M7, namely S1,24(z) and
S7,24(z), are considered. In fact, since the distance between M1 and M7 is 15 cm,
the same delay of about 21 samples is introduced into the system. The same channel
acquisition methodology of the mid-size SUV case is employed for these simulations.

The considered setups are summarized as in Table 9.7. For the sake of compactness,
the Case 2, i.e., the non-causal system, is considered. Results on the Case 1 are shown
in Appendix G.2.2.

The MSE heat color map against filter length and delay for the P (z) = S1,24(z)

and Π(z) = S1,24(z) is shown Figs. 9.11(a) and (b) for LMS and RLS algorithms,
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Figure 9.8: MSE against delay n0 in samples for LMS and RLS algorithms and obser-
vation filter length I = 600 (a). Algorithm convergence speed against simulation time
for I = 600 and delay nopt

0 = 325 samples (b). Case 2 with mid-size SUV experimental
responses.
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Figure 9.9: Impulse responses of the observation filter estimated by employing LMS
(a) and RLS (b) algorithms for the I = 600 samples and best delay nopt

0 = 325 samples.
Case 2 with mid-size SUV experimental responses.
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Figure 9.10: Representative scheme of acquired secondary paths in garage testing. Blue
arrows denote the considered secondary paths.

Table 9.7: Summary table of considered simulation setups for garage experimental
filters.

Name P (z) Π(z)
System

Causality
Filter Length I Delay n0

Case 1 S7,24(z) S1,24(z) YES 100, 200, ..., 600 0, 25, ..., 600

Case 1 S1,24(z) S7,24(z) NO 100, 200, ..., 600 0, 25, ..., 600
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Figure 9.11: MSE heat color map against observation filter length I and delay n0

in samples for LMS (a) and RLS (b) algorithms for the Case 2 with garage testing
experimental responses.

respectively. Note that, once again, a filter length I = 600 samples is needed to
achieve good system performance.

The MSE behavior against delay in samples, for an observation filter O(z) with
a length I = 600, is presented in Fig. 9.12(a) for LMS and RLS algorithms. Best
performance is obtained for nopt

0 = 25 samples, that corresponds to about 0.52 ms
of delay regardless of the algorithm strategies. Moreover, note that an almost flat
behavior is obtained within the range 300–575 samples of delay. An almost constant
residual error for both the considered algorithms can be observed in the convergence
speed plot against simulation time in Fig. 9.12(b) for the a filter length I = 600 and a
delay n0 = 25 samples.

The corresponding impulse responses of estimated observation filter for the best
setup are shown in Figs. 9.13(a) and (b) for LMS and RLS algorithms, respectively.
Note that both algorithms converge to an almost equal filter, where it is possible to
distinguish the direct sound and the reflected one delayed by about 350 samples.
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Figure 9.12: MSE against delay n0 in samples for LMS and RLS algorithms and obser-
vation filter length I = 600 (a). Algorithm convergence speed against simulation time
for I = 600 and delay nopt

0 = 25 samples (b). Case 2 with garage testing experimental
responses.
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Figure 9.13: Impulse responses of observation filter estimated by employing LMS (a)
and RLS (b) algorithms for the I = 600 samples and best delay nopt

0 = 25 samples.
Case 2 with garage testing experimental responses.
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Figure 9.14: Block diagram of mid-size SUV experimental responses setup for OF
robustness under virtual microphone mismatch.

9.2.2.3 Microphone Mismatch

Numerical results on observation filter robustness under virtual microphone mismatch
are presented in this section. Observation filter estimation is adaptively performed by
employing LMS and RLS algorithms. With the aim of saving space, only the mid-
size SUV experimental responses are shown. Numerical results for the garage testing
experimental responses can be found in Appendix G.2.3.

The considered setup is depicted in Fig. 9.14. Primary paths P (z) and Π(z), de-
noted by black arrows, are represented by the channels S59,1(z) and S53,1(z), respec-
tively. On the contrary, the blue dashed arrows identify the virtual microphone mis-
match cases. Hence, it is possible to define the new primary path Π′(z) represented by
the channels Si,1(z), with i = 59, 58, ..., 47 to test the OF estimation robustness under
microphone mismatch. Setup parameters can be summarized as in Table 9.8.

The MSE Υ is plotted against microphones for different sub-bands, and shown in
Fig. 9.15. In particular, the error signal is narrow-band filtered by 7 approximately
equally spaced sub-bands in logarithmic scale (the first and last sub-bands are not to
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Table 9.8: Summary table of considered setup parameters for mid-size SUV OF esti-
mation robustness under virtual microphone mismatch.

Description Value

Observation filter length I = 600

Sampling frequency fs = 48 kHz

Speaker K1

Delay n0 = 25 samples

Primary path (for monit. mic.) P (z) = S59,1(z)

Monitoring microphone signal d[n] = u[n]⊗ p[n] = u[n]⊗ s59,1[n]

Primary path (for virt. mic.) Π(z) = S53,1(z)

Virtual microphone signal δ[n] = u[n]⊗ π[n] = u[n]⊗ s53,1[n]

Primary path (for virt. mic. mismatch) Π′(z) = Si,1(z), with i = 59, 58, ..., 47

Mismatched virtual microphone signal δ′[n] = u[n]⊗ π′[n] = u[n]⊗ si,1[n]

M59 M58 M57 M56 M55 M54 M53 M52 M51 M50 M49 M48 M47
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Figure 9.15: MSE Υ per sub-band against virtual error microphones tag number
(M53 → −∞ since δ′[n] = δ[n]) with mid-size SUV experimental responses.
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scale). The dotted-black thick line represents the Υ curve within the overall considered
spectrum. In this sense, the dotted-black line can be considered as a weighted average
line with respect to the other sub-bands. It is possible to observe that best performance
is obtained for the frequency range 0–400 Hz. The green curve, in fact, is always
below the curves relative to other sub-bands, achieving the minimum Υ value (about
−20 dB) when a mismatch with M56 is employed, i.e., Π′(z) = S24,56(z) instead of
Π′(z) = S24,53(z). Note that this microphone mismatch corresponds to a head shift
of 7.5 cm. As expected a small head shift corresponds to better performance. When
Π′(z) = Π(z), namely when Π′(z) = S24,53(z), Υ tends to −∞ since δ′[n] = δ[n].
Note that Υ deteriorates with the increase of frequency. This result demonstrates that
the observation filter is quite robust to a virtual microphone mismatch for very low
frequency ranges; instead it is very weak for high frequency ranges, e.g., above 1600

Hz. Moreover, one can notice that the curves are not symmetric with respect to the
distance shift, e.g., for M54, the Υ value is different with respect to the value obtained
for M52 and so on.

An average value of Υ with respect to the considered microphones for all the sub-
bands is calculated as

Υ = 10 log10

(
1

Mtot

Mtot∑

i=1

10
MSEi
10

)
[dB]

where, Mtot = 12 since the microphone M53 was neglected. This analysis gives us
information on the sensitivity of the observation filter estimation to the frequency on
average with respect to considered microphones. The corresponding bar plot of Υ

against frequency sub-band is shown in Fig. 9.16.

As previously mentioned, it is possible to observe that best performance is obtained
for 0–400 Hz. For increasing frequency, the performance degrades yielding the worst
one for 12800–24000 Hz. Surprisingly, one can notice that, the average Υ level for the
400–800 Hz window is slightly smaller with respect to 800–1600 Hz. This result may
be explained by the fact that some channels may present holes in the spectrum in that
frequency range deteriorating performance significantly. For this reason, in Fig. 9.16,
a logarithmic trend line is drawn in (dotted-black line). The logarithmic trend line,
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Figure 9.16: Average of Υ with respect to the virtual error microphones against sub-
band (M53 is not considered) with mid-size SUV experimental responses.

that is calculated as
y = 5.9478 ln(x)− 9.3864

confirms what was previously observed.
Finally, a bar plot with the corresponding trend lines of Υ averaged with respect to

the symmetric microphones against the considered sub-bands is depicted in Fig. 9.17.
As expected, best performance is obtained for low frequency range windowing and
few centimeters of microphone mismatch. Green and yellow bars, in fact, exhibit
minimum values of Υ for all the considered sub-bands. One can note that, only for
the sub-bands 400–800 Hz and 800–1600 Hz, the Υ values increase with increasing
microphone distance mismatch. However, similarly to what was previously said, the
corresponding trend lines show the correct curve behavior as frequency increases.
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Figure 9.17: Average of Υ with respect to equidistant virtual error microphones against
sub-band with mid-size SUV experimental responses. Dashed curves denote corre-
sponding trend lines.

9.3 Direct Measurements

In this section, experimental results on the observation filter estimation accuracy are
presented and discussed. As previously mentioned, in this case, the virtual microphone
signals are acquired by microphones formerly placed at the desired virtual microphone
positions.

During these about 2 years of work in which several experimental setups and pa-
rameter configurations were investigated, an extensive campaign of numerical results
was obtained, yielding a very large amount of study cases. For this reason, only part
of these results is here discussed and presented. For the sake of compactness, in fact,
a performance comparison of observation filter estimation by LMS and MMSE algo-
rithms is presented.

Obtained results are organized according to the considered experimental setups,
namely, sedan, luxury car and subcompact (B-segment) car in Sections 9.3.1, 9.3.2
and 9.3.3, respectively. More precisely, the most relevant case, consisting of a set of
monitoring microphones employed in order to virtualize two positions, is presented in
this section for each experimental setup. Note that, for all the considered cases, the
ANC system is always OFF, hence, numerical results are assessed only in terms of
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Figure 9.18: Timeline of the simulations.

quality of the observation filter estimation.
Further numerical results on the OF estimation accuracy with direct measurements

can be found in Appendix H.
The considered timeline of the simulations is depicted in Fig. 9.18. Microphone

signal acquisition starts at T start
rec. = 0 seconds. The estimation of the observation

filter is performed according to the adopted algorithm, as described in Chapter 8,
within the so-called training period Ttrain. = T end

train. − T start
train. seconds. This means that,

during the training period, when LMS algorithm is adopted, the algorithm continuously
adapts the impulse response of the observation filter based on the time-varying input
signal, in order to try to minimize the mean square error. When the fixed algorithm
is employed, the training period is used to estimate the vector and matrix according
to (8.16) and (8.18), respectively; the observation filter impulse response is computed
according to(8.15) and set at the end of this training period. Then, the observation
filter is freezed and tested within the so-called validation period Tvalid. = T end

sim. − T start
valid.

for the same recorded microphone signals. In particular, for the training and validation
periods, the same time duration, equal to the 50% of the overall simulation time Tsim.,
is spent. Note that, to have more reliable measurements, the first and last portion of
the recordings is discarded, yielding thus a simulation time Tsim. < Trec..

9.3.1 Sedan

The considered signals are obtained from an experimental measurement campaign per-
formed by ASK on a realistic car interior, i.e., that of the sedan. A representative
scheme of the monitoring and virtual microphone positions is shown in Fig. 9.19. Two
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Figure 9.19: Representative scheme of monitoring and virtual microphones within
the sedan. Considered monitoring and virtual microphones in red and blue dashed-
rectangles, respectively.

monitoring microphones are positioned at the roof and headrest of the car for the
driver’s seat. Similarly, at the passenger’s position, two monitoring microphones are
placed at the car internal handle and headrest. Both for the driver and passenger,
two binaural microphones located at the left and right ears, are employed in order to
acquire the virtual signals δ[n]. The car is run on the road in order to acquire the
interior noise of the cabin perceived by the microphones. Note that, for the sake of
compactness, only the driver’s seat measurements are here considered and analyzed,
as depicted by red and blue dashed rectangles in Fig. 9.19.

Disturbing signals were acquired while running the car on two types of road: rough
and smooth asphalt. In Figs. 9.20(a) and (b), the picture of the installation of mon-
itoring microphones at the driver and passenger positions are shown, respectively. A
picture of the considered rough and smooth roads is shown in Figs. 9.20(c) and (d),
respectively. Sampling frequency, was set to 48 kHz. However, with the aim of reduc-
ing the computational complexity, a resample operation was performed on the signals
yielding fs = 12 kHz. Based on the asphalt type and on the car speed, four differ-
ent driving scenarios were considered, namely, Rough 40, Rough Variable, Smooth 90

and Smooth Variable as summarized in Tab. 9.9. For the sake of compactness only
scenarios Rough Variable and Smooth 90 are here presented. Corresponding results
for the other scenarios are shown in Appendix H.1.
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Figure 9.20: Sedan pictures of monitoring and virtual microphone position for driver
(a) and passenger (b). Road type pictures: rough (c) and smooth (d).

Table 9.9: Summary table of the road type for sedan direct measurements.

Tag Name Description

Rough 40
Driving on rough asphalt at a constant speed of 40 km/h.
Signal acquisition duration: about 80 [s].

Rough
Variable

Driving on rough asphalt at a variable speed. Signal acquisition
duration: about 120 [s].

Smooth 90
Driving on smooth asphalt at a constant speed of 90 km/h.
Signal acquisition duration: about 120 [s].

Smooth
Variable

Driving on smooth asphalt at a variable speed. Signal
acquisition duration: about 120 [s].

The spectral coherence between the head and roof monitoring microphones and the
left virtual one for the Rough Variable and Smooth 90 driving scenario are shown
in Fig. 9.21(a) and (b), respectively, in which, for VMT physical limitations, only
the intervals from 0 to 1000 Hz are depicted. For both scenarios, it is possible to
observe that spectral coherence decreases with increasing frequency and, except for
some peak values around 400 Hz and 600 Hz, the main contribution is within 300

Hz. This analysis suggests that the performance of the observation filters is physically
limited by the considered microphone positions and may be not sufficiently effective
for frequencies higher than 400 Hz.

The impulse responses of the observation filters estimated during the Ttrain. pe-
riod by means of the LMS algorithm are depicted in Figs. 9.22(a) and (b) for Rough
Variable and Smooth 90, respectively. The corresponding responses for the MMSE
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Figure 9.21: Spectral coherence between head and roof monitoring microphone signals
and the left virtual one for sedan measurements for Rough Variable (a) and Smooth
90 (b) driving scenarios.

algorithm are shown in Figs. 9.22(c) and (d). In particular, o1[n] identifies the es-
timated observation filter impulse response associated to the acoustic channel from
the roof monitoring microphone and the left virtual one, whereas o2[n] those from the
headrest one. By comparing the two estimation approaches, it is possible to note that
both the observation filter length and the delay n0 are different regardless the driving
scenario. In fact, the length which minimizes the MSE of error signal ε[n], calculated
over the validation period, is I = 700 and I = 1500 samples for LMS and MMSE,
respectively. Similarly, the optimal delay is set to nopt.

0 = 100 and nopt.
0 = 200 as can

be observed by the peaks of the impulse responses depicted in Fig. 9.22. By comparing
the two approaches, one can notice the difference in terms of amplitude; the impulse
response amplitude associated to the MMSE algorithm is almost 10 times larger than
the LMS one. This effect may produce a higher SPL of the reconstructed virtual mi-
crophone signal Sδ̂(f) for all the frequency range. Moreover, by considering the MMSE
approach, some energy contributions are still present at the beginning and at the end
of the impulse responses. This may be due to a too short filter length.

The SPL spectra for Rough Variable and Smooth 90 driving scenarios with a
driver’s left microphone virtualization by means two monitoring microphones placed
at the roof and of the driver are shown in Figs. 9.23(a) and (b) for the LMS algorithm
and (c) and (d) for the MMSE observation filter estimation, respectively. In particular,
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Figure 9.22: Impulse response of estimated observation filter O(z) for driver roof and
driver head monitoring microphones and driver’s left virtual microphone by means of
the LMS algorithm for Rough Variable (a) and Smooth 90 (b) and MMSE algorithms
for Rough Variable (c) and Smooth 90 (d) driving scenarios.
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Figure 9.23: SPL spectra of δ[n], δ̂[n] and ε[n] for driver roof and driver head moni-
toring microphones and driver’s left microphone virtualization by means of the LMS
algorithm for Rough Variable (a) and Smooth 90 (b) and the MMSE algorithm for
Rough Variable (c) and Smooth 90 (d) driving scenarios.

the red line identifies the target signal, i.e., the virtual signal δ[n], the blue one refers
to its reconstructed version δ̂[n] and the error signal ε[n] is depicted in green. For all
the considered cases, both algorithms show good performance at low frequency regime,
i.e., below 200 Hz, since the blue line almost overlaps with the red one. However,
it is possible to note that the LMS algorithm is not effective above 250 Hz since the
reconstructed signal has basically no energy contribution in this range regardless of the
driving scenario. On the other hand, the MMSE exhibits slightly better performance
also up to 400 Hz, limit beyond which the observation filter is no longer effective. This
analysis suggests that the MMSE algorithm exhibits significant performance gain with
respect to its competitor.
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Figure 9.24: MSE against frequency sub-band: comparison between observation filter
estimation approaches for Rough Variable (a) and Smooth 90 (b) driving scenarios.

In order to confirm this fact, a MSE analysis of error signal ε[n] can be performed.
The normalized MSE comparison between LMS, depicted in transparent bars, and
MMSE, in solid bars, for the reconstruction of the driver’s left virtual microphone
is shown in Figs. 9.24(a) and (b) for Rough Variable and Smooth 90 driving sce-
narios, respectively. By analyzing the bar plot it is possible to conclude that both
algorithms perform well in the low frequency range, obtaining basically the same MSE
values within 0–100 Hz. Performance degrades with increasing frequency, however
the MMSE outperforms the LMS algorithm above 200 Hz, indicating that the fixed
approach is better. By observing the solid bars in Fig. 9.24, as a consequence of lim-
ited computational precision, especially for Smooth 90 driving scenario, performance
degradation is exhibited in the high-frequency regime, i.e., above 1600 Hz. However,
since the main energy contribution in the car cabin noise is within low-frequency range
(0–500 Hz), this deterioration does not impact the overall system performance. More-
over, one can notice that this degradation is due to the intrinsic characteristic of the
estimation approach and it is experienced only in some specific driving scenario (see
the Appendix H.1).

Finally, in order to investigate the observation filter estimation accuracy, a robust-
ness test for driving scenario mismatch is performed. More precisely, the observation
filters are estimated, by means of the adaptive and fixed approaches, using, in a case,
the microphone signals of the Rough Variable, and in another, the Smooth 90 driv-
ing scenarios, then these estimates are tested on different input signals deriving from
recordings on remaining driving scenarios. Note that, since the time window in which
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Figure 9.25: MSE against frequency sub-band: comparison between observation filter
estimation approaches using the entire duration of Rough Variable (a) and Smooth
90 (b) for driving scenario mismatch.

the MSE evaluation is performed is different, the MSE values for the matched case
are slightly different with respect to those shown in Figs. 9.24 for Rough Variable

and Smooth 90 scenarios, respectively. The corresponding result in terms of MSE is
shown in Figs. 9.25(a) and (b) by comparing the adaptive and the fixed observation
filter estimation approaches. In general, it is possible to observe that the MMSE algo-
rithm better performs with respect to the LMS one, regardless of the driving scenario
mismatch.

As expected, for both algorithms and driving scenarios, the MSE deteriorates ac-
cording with increasing frequency, however, it is possible to note that the LMS is not
effective above 200 Hz. One cane notice that in several sub-bands the matched case,
e.g., Smooth 90 vs Smooth 90, shows a performance worse than the cross ones, regard-
less the considered estimation approach. This unexpected result may be explained by
the fact that signals associated with other driving scenarios may occasionally match
the observation filter characteristics and achieve better performance in the specific fre-
quency range. Moreover, even in this case, it is possible to observe that performance
deteriorates in the high-frequency regime, showing positive values of MSE. However,
this behavior can be ignored since it occurs in a negligible frequency range as previously
mentioned.
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Table 9.10: Summary table on driving scenarios for luxury car measurements.

Tag Name Description

Smooth Driving on smooth asphalt at a variable speed 60–90 km/h.

Rough Driving on rough asphalt at a variable speed 60–90 km/h.

Traffic
Driving on variable asphalt in traffic condition at a variable speed
30–60 km/h.

Figure 9.26: Representative scheme of monitoring and virtual microphones within the
luxury car. The tags “SQ” identify the monitoring microphones. The blue and orange
dashed-line rectangles identify the considered virtual and monitoring microphones po-
sitions analyzed in this report, respectively.

9.3.2 Luxury car

Experimental results on the luxury car measurements are shown in this section. The
acquisition of microphone signals was performed by ASK Industries on luxury car for
about 130 seconds with a sample rate of 48 kHz. With the aim of reducing computa-
tional complexity, microphone recordings were down-sampled by a factor Kfactor = 4,
yielding a sample rate of 12 kHz. The driver and three passengers, each one equipped
with binaural microphones, allowed to acquire the disturbing audio in the running car
in three different driving scenarios: Smooth asphalt, Rough asphalt and variable as-
phalt in Traffic condition as summarized in Tab. 9.10. A representative scheme of
the monitoring and virtual microphone positions is shown in Fig. 9.26. In particular,
the tag name of the virtual microphones are labeled in this way: the first letter (“F”:
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Table 9.11: Summary table on considered scenario for luxury car spectral coherence
analysis.

Tag Name Microphone Tag # of microphones

D1 SQ3 1

D2 SQ3+SQ4 2

D3 SQ3+SQ4+SQ5 3

D4 SQ3+SQ4+SQ5+SQ6 4

front - “R”: rear) indicates the position of the person within the car, the second letter
indicates the side of the person (“L”: left - “R”: right) and the last one (“L”: left - “R”:
right) identifies the left/right binaural microphone.

Monitoring microphones were labeled as SQ3, SQ4, SQ5 and SQ6 and are installed
near the roof grab handle, one for each car door, as depicted in Fig. 9.26. Monitoring
microphones were highlighted by orange dashed-line boxes, wheres the virtual one is
depicted in blue. One can notice that, due to the lack of monitoring microphones,
in this setup, the right binaural virtual microphone of the driver, namely FL_R, was
employed as monitoring one.

For the sake of compactness, only results for the Smooth road scenario are presented.
Further numerical results on different road scenarios can be found in Appendix H.2.

Similarly to what was performed for sedan, a spectral coherence analysis between
the monitoring microphones and the driver’s left virtual one can be carried out. In
particular, in order to investigate the positioning and the number of the available mon-
itoring microphones, namely SQ3, SQ4, SQ5 and SQ6, that are needed to effectively
virtualize a position, four different scenarios were considered as shown in Tab. 9.11
(see also Fig. 9.26 as aid). The spectral coherence results for the Smooth road scenario
are depicted in Fig. 9.27, in which only the first 1000 Hz are shown. Except for some
specific peaks, e.g., about 550 Hz and 650 Hz, the coherence degrades with increasing
frequency and, as expected, the main coherence contribution is within low-frequency
range, i.e., 0–300 Hz. Moreover, it is possible to note that the larger the number of
monitoring microphones, the higher the coherence. In fact, best performance is ob-
tained by employing four monitoring microphones, i.e., tag name D4. However, due
to the significant distance of the monitoring microphones from each other and con-
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Figure 9.27: Spectral coherence between monitoring microphone signals and the left
virtual one for luxury car measurements, for the Smooth driving scenario.

sequently between them and the virtual microphone, it is possible to conclude that,
unfortunately, even by using all available monitoring microphones, this type of micro-
phone configuration cannot be effective above 300 Hz for an ANC application with
VMT. For this reason, the observation filter estimation is performed by employing
SQ3 and FL_R as monitoring microphones in order to virtualize FL_L, as previously
mentioned. Observation filter estimation was performed employing only the LMS al-
gorithm.

The estimated impulse responses of the acoustic channels from SQ3 and FL_R
monitoring microphones to the virtual one (FL_L) by using the LMS algorithm are
depicted in Fig. 9.28(a) for the Smooth road scenario. In particular, o1[n] identifies
the observation filter impulse response between the SQ3 and FL_L microphone and
o2[n] the remaining channel, i.e., between FL_R and FL_L. It is possible to observe
that the optimal filter length and the delay which maximize the MSE performance are
I = 300 and nopt.

0 = 100 samples. One can notice that, even in this case, at the end of
the impulse responses, energy contributions are present.

In Fig. 9.28(b), the corresponding SPL spectrum is shown. Good estimation perfor-
mance is obtained at very low-frequency, since the reconstructed version of the virtual
signal (in blue) almost overlaps with the target one (in red). This effect is emphasized
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Figure 9.28: Observation filter estimation results for luxury car experimental measure-
ments for Smooth driving scenario. Driver’s left binaural microphone virtualization by
means of monitoring microphone SQ3 and virtual microphone FL_R by employing the
LMS algorithm. Impulse responses of observation filters estimated for the best delay
nopt.

0 = 100 (a). SPL spectra of target signal δ[n], its reconstructed version δ̂[n] and
their difference ε[n] (b).

by the error signal depicted in green. As previously suggested by the spectral coherence
analysis, unfortunately, microphone virtualization becomes unfeasible above 200 Hz.

System performance in terms of normalized MSE as a function of 1-octave frequency
bands is shown in Fig. 9.29 (a). This investigation confirms what was observed in the
previous SPL analysis. The virtual microphone reconstruction is effective only in a very
low-frequency regime, up to −16 dB of MSE within 0–100 Hz. Performance rapidly
decreases with frequency increasing; a deterioration of almost 11 dB is obtained in the
next octave band, i.e., 100–200 Hz.

As previously noticed in the algorithms performance comparison for the sedan mea-
surements, we may expect that by employing the MMSE approach, overall system
performance improves achieving microphone virtualization in a wider band. However,
since the goal of this setup is to try to have a preparatory guideline on the monitoring
microphone position and number, a MMSE performance investigation is beyond the
scope of this setup.

For the sake of completeness, a robustness observation filters test is performed
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for driving scenario mismatch. More precisely, the acoustic channels are estimated by
using the Smooth driving scenario microphone recordings and, after the training period,
the observation filters are employed to virtualize the same position with Rough and
Traffic driving scenario monitoring microphone signals as input. The corresponding
normalized MSE performance is presented in Fig. 9.29(b). Note that, even in this
case, since the window length of MSE evaluation is different, the MSE values do not
coincide with what is observed in Fig. 9.29(a) when the matched case is considered.
As expected, the matched case performs better than the cross ones. In general, it is
possible to conclude that observation filter estimation is robust up to 200 Hz, since
obtained results for the cross case are comparable with the matched ones.
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Figure 9.29: MSE against frequency sub-band for luxury car experimental measure-
ments for Smooth driving scenario (a) and road mismatch (b).

9.3.3 Subcompact car

The following microphone signals are obtained in an experimental measurement cam-
paign performed on a subcompact car (class B) running on a smooth asphalt of a closed
path at a variable speed from 60 km/h to 90 km/h. In particular, the considered closed
road trip was made moving away and coming back with respect to our university office
in Parma, yielding thus Forward and Return scenarios, respectively. The trip lasts
about 5 minutes with a distance of about 5.4 km per way, as it can be observed by the
road map depicted in Fig. 9.30 for Forward (a) and Return (b) scenarios. The ratio-
nale is to estimate the observation filters in one of these two ways and to test them
in the remaining one. In fact, although the roads are quite similar with each other,
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(a) (b)

Figure 9.30: Road map for subcompact car measurements on smooth asphalt in a ring
road at variable speed 60–90 km/h. Moving away (Forward) (a) and coming back
(Return) (b) with respect to the university office in Parma.

weather conditions, during the recordings, changed significantly (it was raining during
Forward trip and only cloudy during Return). This weather event may be very useful
in order to effectively check the robustness of the observation filters under unmatched
conditions.

Microphone signals were acquired by using a well-known professional portable
multi-track field recorder with 8 channels, namely ZOOM F8 produced by ZOOM
CORPORATION [56]. The sampling frequency was set to 48 kHz. Since in principle
the larger the number of employed monitoring microphones the easier the observation
filter task and the better the virtual microphone estimation, the purpose of these mea-
surements is to collect a large number of monitoring microphone signals. In particular,
six monitoring microphones were installed within the car cabin. Based on their po-
sitioning, two setups were distinguished, namely Roof and Headrest, as presented in
Section H.3.1 and H.3.2, respectively. Moreover, these measurements and the following
analysis may be useful to those who are interested in VMT in automotive scenario. In
fact, a pragmatic and heuristic approach on positioning and the number of monitoring
microphones is suggested in order to effectively virtualize a specific position. These
two specific setups (Roof and Headrest) were considered since they are representative
of main applications of interest. In particular, for the Roof setup, monitoring micro-
phones were installed at the sun visor and at the roof to evaluate the effectiveness of
an array placed above a car occupant’s head. Such an array can be effectively placed
inside the car structure. Similar considerations may be of interest for the Headrest

setup, since a microphone array around the occupant’s head can be inserted into the
seat headrest. Note that, for both setups, the microphone signals are relative to the
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driving scenario previously mentioned and depicted in Fig. 9.30.

The purpose of following results is to obtain an effective performance comparison
between adaptive and fixed observation filter estimation methods in experimental se-
tups. In particular, implementation guidelines are proposed to obtain a good trade-off
between estimation accuracy and material costs. Thus, pragmatic and heuristic ap-
proaches on positioning and on the minimum number of monitoring microphones that
are needed in order to effectively virtualize a specific position, are suggested.

In this case, microphone signals are resampled, from a sampling frequency initially
set to 48 kHz, to 6 kHz. For both considered setups, the observation filter estimation is
performed by using the Return scenario, instead the Forward one for test robustness.
Moreover, the normalized MSE analysis now is carried on both in 1- and 1/3-octave
bands. Further information on the signal decomposition can be found in Appendix F.

This section is organized as follows. In Section 9.3.3.1, the so-called Roof setup
is presented and numerical results are discussed. Similarly, the Headrest setup is
considered in Section 9.3.3.2. Further obtained results by employing these two setups
can be found in Appendix H.3.

9.3.3.1 Roof Setup

The Roof setup consists of a total of six monitoring microphones installed at the cabin
roof and at the driver’s sun visor. The remaining two channels of the ZOOM F8
were used for the acquisition of the virtual microphone signals around the driver’s
left and right ears. Fig. 9.31 shows the pictures of the microphone installation within
the car cabin. For this setup, free-field Brüel&Kjær microphones for measurements
in transport-noise with a sensitivity of 31.6 mV/Pa were employed. In particular,
microphones number 1 and 2, depicted in yellow in Fig. 9.31(a), were installed just
below the headrest at the maximum possible height. Microphones number 3, 4, 5, 6, 7
and 8, depicted in blue in Fig. 9.31(b), were used as monitoring ones. More precisely,
microphones number 3 and 4 were placed at the left and right side of the driver’s sun
visor, respectively, whereas microphones number 5, 6, 7 and 8 were positioned at the
roof of the car, from left to right, respectively.

In Fig. 9.32, a top view representative scheme with the considered distance between
microphones for the Roof setup is depicted.
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(a) (b)

Figure 9.31: Microphone installation within the car interior for the Roof setup. Virtual
microphones at the driver’s headrest (a) and placement of monitoring microphones at
the driver’s sun visor and roof (b).
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Figure 9.32: Representative scheme (top view) of microphone positioning for the Roof
setup: in yellow and blue, virtual and monitoring microphones, respectively.
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Table 9.12: Summary of the considered scenarios for subcompact car experimental
measurements and Roof setup.

Scenario Microphone tag # of microphones

A 3, 4
2

B 5, 6

C 3, 4, 5, 6
4

D 5, 6, 7, 8

E 3, 4, 5, 6, 7, 8 6

In this section, numerical results are discussed for the left virtual position only, i.e.,
driver’s left ear. However, similar conclusions can be drawn also for the right one as
shown in Appendix H.3.1.

With the aim of finding the positioning and the number of monitoring microphones
that minimize the MSE values, five different scenarios can be identified, as summarized
in Tab. 9.12. In particular, in order to virtualize the driver’s left ear, scenarios A and
B employ only two monitoring microphones placed at the sun visor and at the roof
above the driver’s head, respectively (see Fig. 9.31 and 9.32). For scenarios C and
D, four monitoring microphones, positioned at the sun visor and at the roof near the
driver’s position and only at the roof are used, respectively. Finally, in scenario E, all
six available monitoring microphones are employed.

Figure 9.33 shows spectral coherence of monitoring and left virtual microphone
signals for each considered scenario within the frequency range 0–1000 Hz. As expected,
coherence degrades with increasing frequency. Moreover, the larger the number of
employed monitoring microphones, the better the performance. However, it is possible
to observe that, up to 400 Hz, significant coherence levels are exhibited regardless the
considered scenario. By comparing the performance for a fixed number of monitoring
microphones, one can notice that, placing two transducers at the roof, i.e., scenario B, is
potentially more effective than positioning them at the driver’s sun visor (scenario A).
This may be due to the reduced distance between monitoring microphones and virtual
one. When four monitoring microphones are considered, the transducers installation
at the roof (scenario C) improves the performance with respect to positioning them
at roof and sun visor (scenario D). Finally, as expected, when six microphones are

Univerity of Bologna and University of Parma



190 Chapter 9. Experimental Results

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

f [kHz]

C
D
,δ
1
(f
)

Scenario Mics. tag # of mics.

A 3, 4
2

B 5, 6

C 3, 4, 5, 6
4

D 5, 6, 7, 8

E 3, 4, 5, 6, 7, 8 6

Figure 9.33: Spectral coherence per scenario for the subcompact car experimental
measurements and Roof setup between monitoring microphone signals and the driver’s
left virtual one.

available, i.e., scenario E, best performance is obtained.

Performance comparison between adaptive (transparent color bars) and fixed (solid
color bars) observation filter estimation, in terms of normalized MSE against 1-octave
sub-bands is shown in Fig. 9.34 for each considered scenario, where fc denotes the
center frequency. By fixing the number of employed monitoring microphones, perfor-
mance shows what was previously suggested, i.e., scenario B performs better than A.
Similar MSE values are obtained in scenarios C and D. Although, slight improvement is
achieved when monitoring microphones are placed near the driver’s position, e.g., sce-
nario C gains almost 1 dB for all the sub-bands, this analysis suggests that placing the
transducers at the roof is however a good trade-off. Finally, scenario E performs better
than the other ones. By comparing the observation filter estimation approaches, it is
possible to conclude that the MMSE algorithm shows significant improvement with
respect to the LMS one for all the octave bands regardless the considered scenario.
Thus, in general scenarios B, C and E are picked up as the best ones among those with
the same number of monitoring microphones.

For these three selected scenarios, a deeper investigation in terms of 1/3-octave bands
was performed as depicted in Fig. 9.35. Similar conclusions of the previous analysis can
be drawn. In general, it is possible to state that, with respect to the LMS approach,
a gain up to 6 dB is achieved when MMSE is employed. Best performance is obtained
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25
.1

2

31
.6

3

39
.8

2

50
.1

2

63
.1

79
.4

4

10
0

12
5.

89

15
8.

49

19
9.

53

25
1.

19

31
6.

23

39
8.

11

50
1.

19

63
0.

96

79
4.

33

10
00

12
58
.9

15
84
.9

19
95
.3

25
11
.9

0

−3

−6

−9

−12

−15

−18

−21

−24

−27

−30

fc [Hz]

M
S

E
Υ

1
[d

B
]

Scenario mics. tag LMS MMSE

B 4, 5

C 3, 4, 5, 6

E 3, 4, 5, 6, 7, 8

Figure 9.35: Performance comparison in terms of normalized MSE as a function of
1/3-octave bands of adaptive (LMS) and fixed (MMSE) observation filter estimation
approaches at the driver’s left virtual position for the best scenarios, selected among
those with the same number of monitoring microphones, with the subcompact car
experimental measurements and Roof setup.
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Figure 9.36: SPL spectra of δ[n] and ε[n] for the best scenarios, selected among those
with the same number of monitoring microphones, for the driver’s left microphone
virtualization by means of the MMSE algorithm with subcompact car experimental
measurements and Roof setup.

within the low-frequency range and MSE deteriorates with increasing frequency. How-
ever, one can notice that significant improvements with respect to the previous setups
presented in Sections 9.3.1 and 9.3.2, are achieved since observation filter estimation
is effective in a wider band.

The corresponding SPL spectrum in shown in Fig. 9.36 for the MMSE observation
filter estimation. In particular, the SPL spectrum of the target signal δ[n], in red, and
of the error signal ε[n] for scenarios B (gray), C (cyan) and E (green) is shown. Note
that, the x-axis is in log-scale. As previously observed, since the lower the SPL level
of the error signal, the better the performance, best behavior is achieved within the
low-frequency range.

Finally, the robustness test of the observation filter estimation accuracy for road
mismatch is performed for both virtual microphones, i.e., driver’s left and right ear.
The results are depicted in Fig. 9.37 in terms of normalized MSE against 1/3-octave band
for the MMSE approach for scenarios B, C and E. The estimation accuracy deteriorates
with increasing frequency. Conversely, performance improves when a large number of
monitoring microphones is used. One can notice that the right virtual microphone
shows slightly better performance with respect to the left one. This behavior may be
explained by the fact that, since the main noise components in the car interior is given
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Figure 9.37: Performance comparison in terms of normalized MSE measured over
the entire duration of recorded signals as a function of 1/3-octave bands with MMSE
observation filters estimation at the driver’s left and right virtual positions for the best
scenarios selected among those with the same number of monitoring microphones, for
road mismatch with subcompact car experimental measurement and Roof setup.

by window noise (left side of the driver), the left virtual microphone signal can be more
noisy, complicating thus, the estimation task.

Table 9.13 summarizes the considered scenarios (see also Figs. 9.31 and 9.32).

9.3.3.2 Headrest Setup

Pictures of the microphone installation for the Headrest setup are shown in Figs. 9.38.
A Sennheiser manikin positioned at the front passenger’s seat was equipped with two
binaural microphones, with a sensitivity of 10 mV/Pa, inserted within the manikin’s
ears in order to collect the perceived virtual microphone signals, as shown in yellow
in Fig. 9.38(a). Monitoring microphones were symmetrically positioned around the
perimeter of the headrest as can be seen, in blue, in Fig. 9.38(b). In particular, from
passenger’s left to right sides, microphones number 3 and 8 were placed at the base of
the headrest, microphones number 4 and 7 at half height of the headrest, as depicted in
the Figs. 9.38. Finally, microphones number 5 and 6 were installed above the headrest,
respectively. Note that the employed monitoring microphones are the same as those
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Table 9.13: Summary on the considered scenarios in experimental Roof setup. The
employed parameters for LMS and MMSE algorithms are also shown.

Scenario M
Microphone LMS MMSE

Tag n0 I n0 I

A
2

3,4 175 750 200 750

B 5,6 100 500 75 500

C
4

3,4,5,6 100 500 200 1500

D 5,6,7,8 100 500 200 1500

E 6 3, 4, 5, 6, 7, 8 200 500 200 1500

(a) (b)

Figure 9.38: Microphone installation within the car interior for the Headrest setup.
Virtual microphones at the passenger’s ears and monitoring microphones at the sides of
the headrest (a). Monitoring microphones positioned around the passenger’s headrest
perimeter (b).
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(a) (b)

Figure 9.39: Representative scheme of microphone positioning for the Headrest setup.
In yellow and blue virtual and monitoring microphones, respectively. Front view (a),
top view (b).

used in the Roof setup. A simplified representation of the considered Headrest and
the corresponding microphone tags is depicted in Fig. 9.39(a) front and (b) top view.

The following results only refer to the passenger’s right ear, since it represents
the position of main interest for the reasons previously explained. For the sake of
completeness, Appendix H.3.2 is dedicated to the results on the left virtual microphone.

Six scenarios are considered in order to optimize the performance in terms of number
and microphone positioning on the passenger’s headrest. Considered scenarios are

Table 9.14: Summary of the considered scenarios for subcompact car experimental
measurements and Headrest setup.

Scenario Microphone tag # of microphones

A 3, 8
2B 4, 7

C 5, 6

D 3, 4, 7, 8
4

E 4, 5, 6, 7

F 3, 4, 5, 6, 7, 8 6
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Figure 9.40: Spectral coherence per scenario for the subcompact car experimental
measurements and Headrest setup between monitoring microphone signals and the
passenger’s right virtual one.

summarized in Tab. 9.14 (see Figs. 9.38 and 9.39 as aid). Per each scenario, spectral
coherence for the right virtual microphone is depicted in Fig. 9.40 within the first
1000 Hz. It is possible to easily observe that better performance with respect to the
Roof setup is obtained thanks to the reduced distance between monitoring and virtual
microphones. In fact, appreciable coherence level is exhibited up to 600 Hz and 1000 Hz
when four and six monitoring microphones are employed, respectively. By comparing
scenarios with fixed number of monitoring microphones, it is possible to conclude that
when two transducers are used, best performance is achieved by positioning them at
half-height of the headrest (scenario B). If four microphones are available, a good
installation setup is represented by scenario E, i.e., positioning them at half-height
and above the headrest. Finally, as expected, best performance is obtained when six
monitoring microphones are employed (scenario F).

Results on the normalized MSE against 1-octave bands for LMS and MMSE ob-
servation filter estimation algorithms are depicted in Fig. 9.41. Significant wide-band
performance is exhibited by the MMSE algorithm with respect to the LMS one. In
fact, MSE dB values are doubled, e.g., at 1000 Hz when scenario F is considered. This
means that the MMSE is the best observation filter estimation approach. In general,
it is possible to identify the best scenarios as B, E and F for two, four and six available
monitoring microphones.
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scenarios with subcompact car experimental measurements and Headrest setup.
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Figure 9.42: Performance comparison in terms of normalized MSE as a function of
1/3-octave bands of adaptive (LMS) and fixed (MMSE) observation filter estimation
approaches at the passenger’s right virtual position for the best scenarios, selected
among those with the same number of monitoring microphones, in the Headrest setup.

For these scenarios, further numerical results in terms of normalized MSE against
1/3-octave bands can be found in Fig. 9.42. The MMSE approach shows significant
improvements with respect to the fixed one, e.g., almost three times better (in dB) up
to 400 Hz, regardless the scenario. Wider band improvements are also obtained with
respect to the Roof setup. Similar conclusions can be drawn by observing Fig. 9.43. In
fact, the SPL spectrum of the error signal is always lower than the target up to 1000

Hz.
Finally, by comparing Roof and Headrest setups, it is possible to observe that the

observation filter performs well in a wider-band when the monitoring microphones are
installed at the headrest, since it is effective almost up to 1000 Hz. It is thus clear
that an ANC system with VMT can be efficiently realized by implementing a headrest
setup similar to this [57].

As in Table 9.13, optimal values of n0 and I are listed in Table 9.15.
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Figure 9.43: SPL spectra of δ[n] and ε[n] for the best scenarios, selected among those
with the same number of monitoring microphones, for the passenger’s right microphone
virtualization by means of the MMSE algorithm with subcompact car experimental
measurements and Headrest setup.

Table 9.15: Summary on the considered scenarios in experimental Headrest setup.
The employed parameters for LMS and MMSE algorithms are also shown.

Scenario M
Microphone LMS MMSE

Tag n0 I n0 I

A
2

3,8 150 500 75 1000

B 4,7 150 500 75 750

C 5,6 125 500 200 1000

D
4

3,4,7,8 150 500 75 750

E 4,5,6,7 125 500 75 750

F 6 3, 4, 5, 6, 7, 8 150 500 75 750
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Chapter 10

Microphone Virtualization by Neural
Networks

The observation filter estimation by means of LMS/RLS or MMSE algorithm is a
simple yet effective approach, that is however intrinsically constrained by limitations:
these methods assume that the primary paths, P (z) and Π(z) are linear, stationary
channels. Moreover, the virtualization task is also hindered by the distance between
monitoring and the virtual microphones.

For this reason, the use of a Neural Network (NN) may be considered as an alterna-
tive to the traditional methods that may be worth investigating. In fact, unlike linear
filters, the main advantages of a NN is the possibility to model complex non-linear and
non-stationary channels. Especially in the automotive environment, where the acoustic
channels are strongly time-varying, e.g., due to the car speed, this capability may have
the potential to improve microphones virtualization performance.

Thanks to the recent popularity of deep learning techniques in visual contexts,
significant interest in the sound processing field toward machine learning frameworks
has emerged [58, 59]. The Deep Neural Network (DNN) can be trained to perform
complex operations through supervised learning [60]. The network adjusts a set of
weights using the mechanism of back-propagation, in order to find solutions to problems
which would be otherwise hard to achieve, e.g., due to the difficulty of defining an
accurate model. In the acoustic field, NNs have been successfully employed in several
applications, such as acoustic modeling, speech and sound event recognition and music
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202 Chapter 10. Microphone Virtualization by Neural Networks

classification. Motivated by the success of these works, a deep neural network based
on the TCN architecture [61], trained for the purpose of multi-channel microphone
virtualization is discussed. The work here presented can be regarded as a preliminary
investigation on the subject can be found in [62].

This chapter is organized as follows. In Section 10.1, the main fundamentals on
NNs are introduced. In Section 10.2, the considered TCN architecture for microphone
virtualization is presented. Finally, Section 10.4 presents the main obtained numerical
results on microphone virtualization through TCN.

10.1 Neural Network Background

In general, NN are compositions of units called neurons, denoted as %, which get
activated through connections weighted by parameters w, usually called weights. The
activations are also conditioned on non-linear functions denoted as ς which act as gates,
letting information through depending on the input value.

Non-linear functions are used to “activate” certain neurons which are associated
with meaningful patterns based on which the network produces its results. Neurons
can be disposed in layers l, allowing a network to process iteratively the information
provided by previous neurons for increasing depth. The combination of an appropriate
set of weights and activations in a sufficient amount of layers allows the NN to detect
certain patterns in the input data, which are used to produce the target output. As
example, in Fig. 10.1, a three-layer neural network in shown, in which the output of
the j-th neuron of the `-th layer, i.e., %`j can be written as

%`j = ς



ι(`−1)∑

i=1

w`ij%
(`−1)
i + b`j


 (10.1)

where ι(`−1) denotes the total number of neurons in layer (`− 1), ς identifies the non-
linear activation function, w`ij represents the weight associated to the connection be-
tween the %(`−1)

i to the neuron %`j and b`j denotes the bias term. The network is trained
to optimize the coefficients w`ij and b`j for all the connected neurons at every layer.

Several functions can be used for activation and the most relevant are:
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Figure 10.1: Example of neural network with fully connected layers. Each neuron %`j
is the result of weighted connections from all the neurons of the previous layer.

• Sigmoid function: S(x) = 1
e−x+1

• Hyperbolic tangent function: tanh(x) = ex−e−x
ex+e−x

• Rectified Linear Unit (ReLU): ReLU(x) = max(0, x)

• leaky ReLU: leakyReLU(x, 0.01) = max(0.01x, x)

Each activation function presents different advantages, but generally the reasoning
behind the choice of which one to use is based on the measured performance of the
network. For instance, the ReLU activation function gained popularity as it showed
great performance in the training of very deep networks due to its resistance to the
problem of vanishing gradients [63].

In order to properly tune the parameters of a network, the optimal route in su-
pervised learning (training a neural network employing references of the target output
data) is to proceed through the principle of gradient descent. An error function is a
measure of the distance between the true value and its predicted one, differentiable
with respect to its inputs. The error function is applied at the output of the neural
network and its gradient is computed with respect to all the parameters in the network.
The aim of a training procedure is to adjust these parameters in order to minimize the
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error function for all the possible inputs, which means searching its global minimum
point in the space of all the parameters. This yields a problem of gradient descent
in P-dimension, where P is the total number of parameters. The learning rate of the
algorithm has to be regulated in order to avoid that the algorithm gets stuck in local
minimum points. Traditionally, the calculation of derivatives can be carried out in two
was: by numerical differentiation or by symbolic differentiation. The alternative, de-
riving from a more general family of techniques called Automatic Differentiation (AD),
is represented by the back-propagation algorithm, which is a more efficient method to
calculate derivatives [64].

Mini-batch training is an optimization procedure for the training process of NNs and
consists in using a group (batch) of input data samples for a single training iteration,
instead of employing individual samples in separate iterations. The main motivation
behind this procedure is that reducing the number of iterations may speed up the
training procedure. The procedure works correctly if the input data has elements
similar enough to each other to bring the same contributions to the gradients during
training: under this condition, using mini-batches accelerates the convergence to the
desired set of parameters without degrading the resulting network performance [64].

In 1980, in the image processing scenario, the concept of Neocognitron was in-
troduced [65], yielding the so-called Convolutional Neural Network (CNN). Instead
of using fully connected layers in which each neuron processes a single input image
pixel, a 2-dimensional convolutional layer of weights was introduced. Convolutional
layers apply the convolution operation between the input data and a filter of trainable
weights. The discrete convolution operation for 2-dimensional arrays is defined as

y[a, b] = x[a, b]⊗ h[a, b] =
∞∑

`=−∞

∞∑

n=−∞
x[`, n]h[a− `, b− n]

where x[a, b] is the input, h[a, b] denotes the trainable filter and y[a, b] the output. The
use of convolutional layers in deeper networks and the use of Graphical Processing
Unit (GPU) to perform very fast matrix multiplications, ultimately allowed CNN to
become the best performing and most popular solution for image classification in recent
years [66].

Convolutional layers are generally defined by their filter size and their number of
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feature maps [67]. A feature map represents a significant feature extracted through
a dedicated filter, meaning that for a specified number of feature maps, the network
will train an equal number of sets of weights. These feature maps are then combined
through further convolutions, to learn more complex representations of the data. For
a sufficiently deep network, after a sufficient number of training cycles, the neurons
will learn to produce a significant representation of the input data through the feature
maps.

10.2 TCN Architecture

TCNs were first introduced by Lea et al. in 2016 [68] and perform convolutions in the
time domain. The TCN architecture is considered to be a Fully Convolutional Network
(FCN) and typically are composed of several convolutional layers and a final dense
layer. When FCNs were introduced in the image analysis and processing domain, the
aim was to perform pixel-wise semantic segmentation. Contrarily to traditional CNNs,
in which the size of the dense layers imposes limitations on the input picture, FCNs
perform the classification task pixel by pixel without fixed constraints on the picture
size.

Vanishing Gradients Vanishing gradients are a problem that affects the training of
neural networks. Several effective solutions were proposed to attenuate their negative
effects [69, 70]. During the training period, the gradients of the error function with
respect to all the network weights are calculated through back-propagation, starting
from the output and proceeding backwards. The problem of vanishing gradients arises
when the calculated derivatives are very small, since the resulting gradient may be-
come very close to zero as it back-propagates. Since the amount by which a weight is
adjusted during back-propagation is proportional to the value of the derivative, van-
ishing gradients may slow down or even block the process of weight optimization of
layers located at superficial levels, saturating thus the learning process earlier than
convergence to an acceptable set of weights is achieved. Non-linear activations are the
main cause of vanishing gradients since they present intervals where their derivatives
are very close to 0.

As an example, let us consider the sigmoid activation function ς(x) = 1/e−x + 1
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Figure 10.2: Example of vanishing gradients effect in case of sigmoid activation func-
tion.

whose derivative is
ς ′(x) =

e−x

(e−x + 1)2
.

In Fig. 10.2, the sigmoid activation function ς(x) and its gradient ς ′(x) are shown as a
function of the variable x. It is possible to observe that when the sigmoid reaches the
saturation level, its gradient tends to vanish.

Residual Blocks The concept of residual blocks was introduced in CNN image clas-
sifiers to counteract the phenomenon of vanishing gradients; in fact, the deeper the
neural network, the larger the number of vanishing gradients events [71]. To cope with
this issue, the so-called residual blocks can be introduced. A residual block can be
described as a stuck of layers that are in built in such a way the output of one layer is
added to another layer that is in the block of deeper layer.

Considering a dense layer as expressed in (10.1), the output of the layer with the
residual blocks can be written as

%`j = ς



ι(`−1)∑

i=1

w`ij%
(`−1)
i + b`j


+ %

(`−1)
i .

An intuitive block diagram of a skip connection for a single neuron is shown in Fig. 10.3.
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f(%)%
(`−1)
i

+

skip connection

%`i

Figure 10.3: Skip connection for a single neuron.

Using a standard module of CNN, the so-called “skip connection” allows the gradient
to back-propagate to lower layers through the addition of the input, that, since it is
not conditioned on %, it is not subject to the risk of vanishing.

Dilated Convolutions In convolutional networks, the receptive field rf of a neuron
can be defined as the region of the input space that affects the value of that neuron.
In the scope of TCNs, the receptive field represents the memory of the input samples
based on which the network produces its outcome. Hence, the larger the receptive fields
the larger the memory of the network. Increasing the size of the convolutions allows to
increase the size of the receptive fields, but it may incur to exhaustively long training
time. TCNs, therefore, are based on small, increasingly dilated convolutions, operated
at different layers in a pyramidal structure. The dilated convolution operation, in the
1D domain, can be defined as follows

y[n] = x[n]~ h[n] =
+∞∑

m=−∞
x[m]h[n− ϑm]

where ~ denotes the dilated convolution operator and ϑ is the dilation factor which
depends on the network depth. Exploiting this mechanism, lower layers can capture the
relationship between closer samples, while deeper layers can capture the relationship
between farther samples.

Skip Connection Since the data extracted by the network is propagated from the
bottom blocks to the top blocks of the pyramidal structure representing the TCN, there
is the possibility that at higher layers the network drops some of the features learned
at lower layers, which may contain relations between closer samples.

To ensure that all layers are considered equally, skip connections can be used instead
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Figure 10.4: Schematic example representing a TCN using skip connections.

of extracting the output from the top layer. These connections are a secondary output
of each residual block, and they are used to allow each layer to provide the extracted
features without losing significance and combine them in a unified feature map, based
on which the output sequence is produced. Notice that these are different from the
residual connections, which are instead used for the purpose of bypassing the non-
linearities in back-propagation to avoid the problem of vanishing gradients. In Fig. 10.4,
skip connections are used to combine the output of all the 8 residual blocks in a single
feature map, which is then passed through a ReLU activation and a convolution block
to produce the output sequence.

10.3 Considered TCN Model

In this section, a description of the model considered in this work is provided.
The residual block model describes the core operations performed by the considered

TCN at a layer level. Figure 10.5 represents a residual block at layer `. The input of
the residual block is the output of the previous block (at layer `− 1). The input of the
first residual block (at layer ` = 1) is directly the input data. The block is composed
of two dilated convolutions, namely conv`A and conv`B, with dilation factor ϑ = 2`−1 ,
with different parameters.

The weights associated with convA at layer ` are denoted as wAkj[n], where n is
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Figure 10.5: Representative scheme of the residual block employed in the considered
model.

the temporal index (along the filter size dimension), k represents the associated input
channel and j identifies the associated feature map. A similar procedure is used for
convB by substituting the index B in place of A. At the output one obtains

convA
(
%(`−1)[n]

)
=

K∑

k=1

w`Akj[n]~ %(`−1)
k [n] + bAj[n]

convB
(
%(`−1)[n]

)
=

K∑

k=1

w`Bkj[n]~ %(`−1)
k [n] + bBj[n] .

These convolutions are followed by a gated activation function, which is obtained as
the term-by-term product of the two non-linearities ςt(x) = tanh(x) and ςs(x) = S(x)

applied to the results of the convA and convB operations, respectively. The combination
of the convolutions and gated activation is therefore denoted by the residual signal r`,

r` = ςt
(
convA

(
%(`−1)[n]

))
� ςs

(
convB

(
%(`−1)[n]

))
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Figure 10.6: Schematic example representing the considered TCN model using skip
connections.

where � denotes the element-wise multiplication operator.
At this point, the input %(`−1) is added to r`. Since dimensional mismatch issues

may be occur, an optional resizing convolution operation (convr) is performed, yielding

%`j = convr
(
%

(`−1)
j

)
+ r` .

The same kind of resizing convolution can be used at the skip connection which
propagates the residual information at the output of the block for the same reason:
residuals extracted at different layers may have a different dimensionality if the feature
size is set to be layer-dependent. In this work the feature size at each layer is kept
constant.

As previously mentioned in Sec. 10.2, skip connections carry out the features ex-
tracted from the residual blocks and average them together into a single feature map.

In Fig. 10.6, the considered system is shows. The sum is followed by two units
composed of a ReLU activation function and a convolution. The first unit is used
to expand the feature map into a feature map of higher dimension in order to train
the system to recognize a larger number of features, whereas the second unit is used
to compress the feature map to fit the dimensions of the desired output, that is the
number of target virtual microphones V . These convolutions are not dilated.

The TCN model just described was implemented through the MATLAB® pro-
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gramming language version 2020b, with the following additional Toolboxes:

• Audio Toolbox Version 2.3

• Communications Toolbox Version 7.4

• DSP System Toolbox Version 9.11

• Deep Learning Toolbox Version 14.1

• Parallel Computing Toolbox Version 7.3

• Signal Processing Toolbox Version 8.5

• Statistics and Machine Learning Toolbox Version 12.0.

The model hyperparameters of the network can be defined as the variables that control
the learning process. In the considered model, the most relevant hyperparameters are:

• Number of TCN layers

• Feature size

• Total number of training epochs

• Initial learning rate

• Learning rate drop factor

• Filter sizes in the convolution operations.

In Tab. 10.1, the adopted hyperparameters of the considered TCN are summarized.
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Table 10.1: Summary of the adopted hyperparameters of the TCN.

Parameter Valued

Number of TCN layer 10

Feature size at each layer 100

Number of maximum training epoch 5

Initial learning rate 5 · 10−3

Learning drop factor 0.25

Filter size for dilated convolutions 2

Filter size for resizing convolutions 1

Expanding convolution feature size 256

Compressing convolution feature size 1

10.4 Obtained Results

Numerical results on microphone virtualization performed by using the TCN described
in Section 10.3, are shown in this section. The input microphone signals are those of
the sedan described in Section 9.3.1, yielding four different driving scenarios, namely,
Rough 40,Smooth 90, Rough Variable and Smooth Variable.

A comparison is drawn between the roof monitoring microphone near the driver
seat position and the corresponding driver headrest microphone. The result, in terms
of MSE, is shown in Fig. 10.7. Intuitively, since the headrest monitoring microphone is
located closer to the ear, it exhibits slightly better performance when employed for the
virtualization task. For this reason, in the following tests, the headrest microphone is
considered.

10.4.1 Single Training

The MSE of the simulation carried on in the four driving scenarios, training the models
separately for each scenario, is shown in Fig. 10.8(a). The corresponding SPL analysis,
for the Smooth 90 driving scenario is presented in Fig. 10.8(b). In particular, for the
sake of clarity, only the frequency range of the first 1000 Hz is shown. It is possible to
observe that, around 150–300 Hz the TCN achieves good performance.
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Figure 10.7: MSE performance for the TCN model in Smooth 90 scenario, using the
roof (orange) or the headrest (blue) monitoring microphone, with the models trained
separately for each driving scenario.

10.4.2 Mixed Training

The results of the simulation carried on training the models with all the considered
driving scenarios at once are shown in Fig. 10.9. In particular, the MSE analysis for all
the driving scenarios and the SPL for the Smooth 90 one only, are shown in Figs. 10.9(a)
and (b), respectively. The results are approximately similar to the previous case, with
the TCN introducing no improvements with respect to the linear model. Apparently,
there were no significant improvements with the use of a TCN with respect to the
case of individual trainings. Since the ASK data-set is very limited in size (the total
duration is around 6 minutes and 40 seconds), it is possible that the network is not
converging to a different result with respect to the linear filter because there is too
little data for a sufficient training.

Univerity of Bologna and University of Parma



214 Chapter 10. Microphone Virtualization by Neural Networks

0

−3

−6

−9

−12

−15

M
S

E
Υ

[d
B

]

Rough 40
Smooth 90
Rough Variable
Smooth Variable

(a)

0 100 200 300 400 500 600 700 800 900 1000
30

40

50

60

70

80

90

100

f [Hz]

S
P
L
S
p
ec
tr
u
m

[d
B
A
/H

z]

Smooth 90

Sδ(f)

Sε(f)

(b)

Figure 10.8: MSE analysis of TCN models with the sedan experimental measurements,
with the models trained separately for each driving scenario.
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Figure 10.9: MSE analysis of TCN models with the sedan experimental measurements,
with the models trained on all driving scenario.
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F Decomposition of Microphone Signals

Decomposition of microphone signals has been performed by using the MATLAB object
octaveFilterBank. This function decomposes a signal into octave or fractional-octave
sub-bands. In particular, a band is defined as an octave (1-octave sub-bands) when the
highest frequency is two times the lowest one. Hence, it is possible to define a one-third
(1/3-octave sub-bands) band when the upper frequency of the band equals the lower
one multiplied by the cube root of two. Octave-band and fractional octave-band filters
are commonly used to mimic how humans perceive sound. By considering the central
frequency of an octave band fc, the octave band edges fmin and fmax can be calculated
by

fc =
√

2fmin =
fmax√

2
.

In our MSE sub-band analysis, signals in (9.1), have been decomposed into 1- and 1/3-
octave bands by using filter banks as depicted in Fig. F.1. The sampling frequency is
set to 6 kHz and the considered frequency range goes from 22 to 3000 Hz. The central
frequencies fc of these filters are shown in Tab. F.2

Table F.2: Central frequency fc of filter bank for signal decomposition into 1- and
1/3-octave bands.

Bandwidth Central frequencies fc [Hz]

1-octave band 31.63, 63.1, 125.9, 251.19, 501.19, 1000, 1995.27

1/3-octave band
25.12, 31.63, 39.82, 50.12, 63.1, 79.44, 100, 125.9, 158.49, 199.53,
251.19, 316.23, 398.11, 501.19, 630.96, 794.33, 1000, 1258.93,
1584.9, 1995.27, 2511.89
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Figure F.1: Magnitude frequency response of filter bank for signal decomposition into
1-octave (a) and 1/3-octave bands (b).
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G Further Results on VMT with Indirect Measure-

ments

Further numerical results on the observation filter estimation performed by a single
monitoring microphone to virtualize one quiet zone with indirect measurements (vir-
tual microphone signal is synthesized starting from the monitoring one) are presented
in this Appendix. In particular, results are organized based on the type of filtering
that is applied to the monitoring microphone signal to obtain the virtual one, namely,
synthetic and experimental responses, reported in Sections G.1 and G.2. More pre-
cisely, Section G.1 is divided into two subsections based on OF estimation approach,
i.e., fixed and adaptive, in Sections G.1.1 and G.1.2, respectively. Further results on
mid-size SUV and garage testing experimental responses are shown in Sections G.2.1
and G.2.2, respectively. Finally, in Section G.2.3, numerical results on the robustness
under microphone mismatch for the case of garage testing experimental responses are
shown.
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G.1 Synthetic Responses

G.1.1 Fixed Approach: MMSE
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Figure G.1: SPL spectra for a multi-reference single-quiet-zone SISO system for ANC
OFF and ANC ON with optimal and estimated observation filter for Experiment 4
and Scenario 2. Left (a) and right (b) virtual error microphones.
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Figure G.2: Sliding window SPL against time for a multi-reference single-quiet-zone
SISO system for ANC OFF and ANC ON with optimal and estimated observation filter
for Experiment 4 and Scenario 2. Left (a) and right (b) virtual error microphones.
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G.1.2 Adaptive Approaches: LMS & RLS
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Figure G.3: MSE against delay n0 in samples for LMS and RLS algorithms (a). Al-
gorithm convergence speed against simulation time for the case of best delay nopt
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Figure G.4: Impulse responses of observation filter estimated by employing LMS and
RLS algorithms for the case of best delay nopt

0 = 0 samples.
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Figure G.5: MSE against delay n0 in samples for LMS and RLS algorithms (a). Al-
gorithm convergence speed against simulation time for the case of best delay nopt
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Figure G.6: Impulse responses of observation filter estimated by employing LMS and
RLS algorithms for the case of best delay nopt

0 = 0 samples.
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G.2 Experimental Responses

G.2.1 Mid-size SUV
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Figure G.7: MSE heat color map against observation filter length I and delay n0

in samples for LMS (a) and RLS (b) algorithms for the Case 1 with mid-size SUV
experimental responses.
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Figure G.8: MSE against delay n0 in samples for LMS and RLS algorithms and obser-
vation filter length I = 600 (a). Algorithm convergence speed against simulation time
for I = 600 and delay nopt

0 = 450 samples (b). Case 1 with mid-size SUV experimental
responses.
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Figure G.9: Impulse responses of observation filter estimated by employing LMS (a)
and RLS (b) algorithms for best delay nopt

0 = 450 samples. Case 1 with mid-size SUV
experimental responses.

G.2.2 Garage Testing
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Figure G.10: MSE heat color map against observation filter length I and delay n0

in samples for LMS (a) and RLS (b) algorithms for the Case 1 with garage testing
experimental responses.

PhD in Automotive Engineering for Intelligent Mobility



Further Results on VMT with Indirect Measurements 223

0 100 200 300 400 500 600
−14

−12

−10

−8

−6

−4

−2

0

Delay n0 [samples]

M
S
E

Υ
[d

B
]

I = 600

LMS

RLS

(a)

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
−3

−2

−1

0

1

2

3
·10−2

t [s]

A
m
p
li
tu
d
e

εLMS(t)
εRLS(t)

(b)

Figure G.11: MSE against delay n0 in samples for LMS and RLS algorithms and obser-
vation filter length I = 600 (a). Algorithm convergence speed against simulation time
for I = 600 and delay nopt

0 = 25 samples (b). Case 1 with garage testing experimental
responses.
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Figure G.12: Impulse responses of observation filter estimated by employing LMS (a)
and RLS (b) algorithms for the case of I = 600 samples and best delay nopt

0 = 25
samples. Case 1 with garage testing experimental responses.
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G.2.3 Microphone Mismatch (Garage Testing)
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Figure G.13: Block diagram of garage testing experimental responses setup for OF
robustness under virtual microphone mismatch.

Table G.3: Summary table of considered setup parameters for garage testing OF esti-
mation robustness under virtual microphone mismatch.

Description Value

Observation filter length I = 600

Sampling frequency fs = 48 kHz

Speaker K24

Delay n0 = 25 samples

Primary path (for monit. mic.) P (z) = S1,24(z)

Monitoring microphone signal d[n] = u[n]⊗ p[n] = u[n]⊗ s1,24[n]

Primary path (for virt. mic.) Π(z) = S7,24(z)

Virtual microphone signal δ[n] = u[n]⊗ π[n] = u[n]⊗ s7,24[n]

Primary path (for virt. mic. mismatch) Π′(z) = Si,24(z), with i = 1, 2, ..., 23

Mismatched virtual microphone signal δ′[n] = u[n]⊗ π′[n] = u[n]⊗ si,1[n]
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Figure G.14: MSE Υ per sub-band against virtual error microphone tag number (M7 →
−∞ since δ′[n] = δ[n]) for the case of garage testing experimental responses (a).
Average of Υ with respect to the virtual error microphones against sub-band (M7

is not considered) for the case of garage testing experimental responses (b).
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sub-band for the case of garage testing experimental responses. Dashed curves denote
corresponding trend lines.
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H Further Results on VMT with Direct Measure-

ments

In this appendix, further obtained results on the observation filters estimation per-
formed by multiple monitoring microphones to virtualize multiple positions with direct
measurements, are presented. This appendix is organized according to the considered
experimental measurement, namely, sedan, luxury car and subcompact car in Sec-
tions H.1, H.2 and H.3, respectively.

H.1 Sedan

In this section, results on the observation filter estimation employing sedan measure-
ments for the remaining driving scenarios (Rough 40 and Smooth Variable) are con-
sidered. Observation filter estimation is performed by employing LMS and MMSE
algorithm.
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Figure H.1: Spectral coherence between head and roof monitoring microphone sig-
nals and the left virtual one for sedan measurements for Rough 40 (a) and Smooth
Variable(b) driving scenarios.
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Figure H.2: Impulse response of estimated observation filter O(z) for driver roof and
driver head monitoring microphones and driver’s left virtual microphone by means of
the LMS algorithm for Rough 40 (a) and Smooth Variable (b) and MMSE algorithm
for Rough 40 (c) and Smooth Variable (d) driving scenarios.
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Figure H.3: SPL spectra of δ[n], δ̂[n] and ε[n] for driver roof and driver head monitoring
microphones and driver’s left microphone virtualization by means of the LMS algorithm
for Rough 40 (a) and Smooth Variable (b) and the MMSE algorithm for Rough 40
(c) and Smooth Variable (d) driving scenarios.
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Figure H.4: MSE against frequency sub-band: comparison between observation filter
estimation approaches for Rough 40 (a) and Smooth Variable (b) driving scenarios.
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Figure H.5: MSE against frequency sub-band: comparison between observation filter
estimation approaches calculated over the entire duration of Rough 40 (a) and Smooth
Variable (b) for driving scenario mismatch.
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H.2 Luxury car

In this section, results on the observation filter estimation employing luxury car mea-
surements for the remaining driving scenarios (Rough and Traffic) are considered in
Sections H.2.1 and H.2.2, respectively. Observation filter estimation is performed by
employing the LMS algorithm.

H.2.1 Rough Driving Scenario
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Figure H.6: Spectral coherence between monitoring microphone signals and the left
virtual one for luxury car measurements for Rough driving scenario.
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Figure H.7: Observation filter estimation results for luxury car experimental measure-
ments for Rough driving scenario. Driver’s left binaural microphone virtualization by
means of monitoring microphone SQ3 and virtual microphone FL_R by employing
LMS algorithm. Impulse responses of observation filters estimated for the case of best
delay nopt.

0 = 50 (a). SPL spectra of target signal δ[n], its reconstructed version δ̂[n]
and their difference ε[n] (b).
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Figure H.8: MSE against frequency sub-band for luxury car experimental measure-
ments for Rough driving scenario (a) and road mismatch (b).
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H.2.2 Traffic Driving Scenario
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Figure H.9: Spectral coherence between monitoring microphone signals and the left
virtual one for luxury car measurements for Traffic driving scenario.
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Figure H.10: Observation filter estimation results for luxury car experimental measure-
ments for Traffic driving scenario. Driver’s left binaural microphone virtualization
by means of monitoring microphone SQ3 and virtual microphone FL_R by employing
LMS algorithm. Impulse responses of observation filters estimated for the case of best
delay nopt.

0 = 200 (a). SPL spectra of target signal δ[n], its reconstructed version δ̂[n]
and their difference ε[n] (b).
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Figure H.11: MSE against frequency sub-band for luxury car experimental measure-
ments for Traffic driving scenario (a) and for road mismatch (b).
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H.3 subcompact car

In this section, results on the observation filter estimation employing subcompact car
measurements for the remaining virtual microphone positions are presented. This
section is organized according the considered setups, namely, Roof and Headrest, in
Sections H.3.1 and H.3.2, respectively.

H.3.1 Roof Setup

The following results refer to the driver’s right virtual microphone. Observation filter
estimation is performed by employing LMS and MMSE algorithms.
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Figure H.12: Spectral coherence per scenario for the subcompact car experimental
measurements and Roof setup between monitoring microphone signals and the driver’s
right virtual one.
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Figure H.14: Performance comparison in terms of normalized MSE as a function of
1/3-octave bands of adaptive (LMS) and fixed (MMSE) observation filter estimation
approaches at the driver’s right virtual position for the best scenarios, selected among
those with the same number of monitoring microphones, with the subcompact car
experimental measurements and Roof setup.
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H.3.2 Headrest Setup

The following results refer to the passenger’s left virtual microphone. Observation filter
estimation is performed by employing LMS and MMSE algorithms.

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

f [kHz]

C
D
,δ
1
(f
)

Scenario Mics. tag # of mics.

A 3, 8
2B 4, 7

C 5, 6

D 3, 4, 7, 8
4

E 4, 5, 6, 7

F 3, 4, 5, 6, 7, 8 6

Figure H.16: Spectral coherence per scenario for the subcompact car experimental
measurements and Headrest setup between monitoring microphone signals and the
passenger’s left virtual one.
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octave bands between adaptive (LMS) and fixed (MMSE) observation filter estimation
approaches at the passenger’s left virtual position for the best scenarios, selected among
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Figure H.19: SPL spectra of δ[n] and ε[n] comparison for the best scenarios, selected
among those with the same number of monitoring microphones, for the passenger’s
left microphone virtualization by means of MMSE algorithm with subcompact car
experimental measurements and Headrest setup.
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In Part II, a deep investigation on VMT for ANC systems in automotive applications
is presented.

The goal of ANC is to generate a quiet zone around a confined area affected by
a disturbing acoustic signal detected by a monitoring microphone. Since most of the
ANC commercial solutions create a quiet zone around the error microphone, having
the capacity to weaken the disturbance signal at a different position may be very
useful. Especially for the automotive industry, in which the error microphone position-
ing is usually constrained by the car producer, physically reaching the desired quiet
zones may be very complicated. Thus, it is possible to distinguish between the phys-
ical error microphones that are aimed to track disturbing noise, known as monitoring
microphones, and the position in which the noise cancellation is targeted, e.g., near
the driver/passenger’s ears, called “virtual microphone. In order to effectively imple-
ment the ANC system with VMT, the estimation of the acoustic channels between
monitoring and virtual microphones, referred to as observation filter, is necessary. In
particular, a preliminary identification stage in which a physical microphone is mo-
mentarily installed at the desired virtual position is required in order to acquire the
disturbing signal for observation filter estimation.

In Chapter 7, the estimate of the observation filters is assumed ideal. Hence, the
mathematical backgrounds on both adaptive and fixed ANC systems with VMT are
given. Chapter 8 deals with the algorithms used for the observation filter estimation
and relevant issues. More precisely, In Section 8.1, the causality issue is presented. The
mathematical derivation of the observation filter estimation, by adopting an adaptive
approach, by means of LMS and RLS algorithms, or a fixed one through the MMSE,
is given in Section 8.2. Finally in Section 8.3, the considered test on the observation
filters robustness is presented.
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Several and different signals for microphone virtualization are presented and ana-
lyzed in Chapter 9:

• Indirect measurements (realistic virtual microphone signals are unavailable) in
Section 9.2

– Realistic car signals filtered through synthetic filters in Section 9.2.1

– White gaussian noise filtered through experimental filters in Section 9.2.2

• Direct measurements (realistic virtual microphone signals available) in Section 9.3

– Sedan experimental setup in Section 9.3.1

– Luxury car experimental setup in Section 9.3.2

– Subcompact car experimental setup in in Section 9.3.3.

For all the considered cases, simulations were performed using MATLAB and
Simulink. In particular, the indirect measurements show that both adaptive and fixed
observation filter estimation approaches perform well, since they guarantee an efficient
estimation of the observation filter. An empirical search of the optimal value of delay
in order to obtain a causal system is performed when experimental filters are employed.
Results show that the performance of the observation filter estimated by LMS and RLS
algorithms is almost equal. Moreover, a significant degradation of the system perfor-
mance can be observed, due to the increased complexity of the experimental filters
with respect to the synthetic ones.

Regarding the direct measurements, disturbance signals are acquired from experi-
mental measurement campaigns performed in part by ASK Industries on realistic car
interiors, namely a sedan, a luxury and a subcompact car. The observation filter esti-
mation accuracy is assessed in terms of SPL and MSE. Experimental results show how
the strategic microphones placement plays a key role to obtain a sufficient spectral co-
herence of the monitoring and virtual microphones. Within the low frequency regime,
the estimation approaches, i.e., LMS/RLS and MMSE, perform well. In general, it
is shown that the MMSE algorithm performs well since good wide-band performance
is obtained. Furthermore, the MMSE algorithm exhibits a remarkable robustness in
case of driving scenario mismatch. Regarding the subcompact car experimental mea-
surements, a pragmatic and heuristic method to determine the positioning and the
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minimum number of monitoring microphones, required within the car cabin in order
to effectively virtualize a specific position, is suggested.

Finally, in Chapter 10, a TCN for microphone virtualization is presented. In par-
ticular the use of DNN to perform the virtualization task is investigated. The ob-
tained numerical results are most likely restrained by the limited size of the data-sets,
yielding a large and robust microphone virtualization only in the low-frequency range.
Furthermore, these datasets were not recorded in sufficiently extensive driving scenar-
ios, therefore they lack in diversity. In fact, notoriously, DNNs require a considerably
large amount of diversified data to be properly trained in order to generalize a complex
task. Moreover, larger and deeper networks may be possibly required to obtain bet-
ter results, also given the complexity of the task at hand. The employment of larger
networks requires increased computational time and hardware requirements, but also
the already mentioned need of a very large data-set. These observations suggest the
requirement of a larger data-set to be used in the context of microphone virtualization,
which could be addressed as a future work on the subject.
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