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#### Abstract

In this paper, a review of a development of the Drazin inverse for the sum of two matrices has been given. Since this topic is closely related to the problem of finding the Drazin inverse of a $2 \times 2$ block matrix, the paper also offers a survey of this subject. Keywords:Drazin inverse, block matrix, additive properties.


## 1. Introduction

The concept of the Drazin inverse was introduced in 1958, by Michael P. Drazin, in his celebrated paper [1]. Drazin defined this generalized inverse in a class which is wider than a class of matrices - in associative rings, and named it "pseudo-inverse". The definition which was given by Drazin is as follows.

Definition 1.1. [1] Let $\mathcal{R}$ be an associative ring and $x \in \mathcal{R}$. If there exists an element $c \in \mathcal{R}$, which satisfies the following relations
(i) $c x=x c$,
(ii) $x^{m}=x^{m+1} c$, for some $m \in \mathbb{N}$,
(iii) $c=c^{2} x$,
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then $x$ is pseudo-invertible in $\mathcal{R}$ and $c$ is the pseudo-inverse of $x$, denoted by $c=x^{\prime}$.
Furthermore, in [1, Theorem 1], Drazin proved that the pseudo-inverse $x^{\prime}$ is unique, when $x$ is pseudo-invertible by Definition 1.1. In addition, he opened the problem of additivity of pseudo-inverse and obtained the following result.

Theorem 1.1. [1, Corollary 1] If $x_{1}, \ldots, x_{j}(j \in \mathbb{N}, j \geq 2)$, are pseudo-invertible elements of associative ring $\mathcal{R}$, such that $x_{s} x_{t}=0(s, t \in\{1, \ldots, j\}, s \neq t)$, then $x_{1}+\ldots+x_{j}$ is also pseudo-invertible element in $\mathcal{R}$, with $\left(x_{1}+\ldots+x_{j}\right)^{\prime}=x_{1}{ }^{\prime}+\ldots+x_{j}{ }^{\prime}$.

Further, in the mentioned paper [1], Drazin remarked that the results that he obtained are also applicable to matrices.

After the publication [1] of Drazin, in the late sixties of the previous century, this "pseudo-inverse" was studied more detailed in the matrix concept and it was named "the Drazin inverse" $[2,3,4,5,6,7]$.

Let $\mathbb{C}^{n \times n}$ denote the set of all $n \times n$ complex matrices and let $A \in \mathbb{C}^{n \times n}$. We denote by $\mathcal{R}(A), \mathcal{N}(A)$ and $\operatorname{rank}(A)$, the range, the null space and the rank of matrix $A$, respectively. The smallest nonnegative integer $k$, such that $\operatorname{rank}\left(A^{k}\right)=$ $\operatorname{rank}\left(A^{k+1}\right)$, is called the index of matrix $A$, denoted by $\operatorname{ind}(A)$. For every matrix $A \in \mathbb{C}^{n \times n}$, such that $\operatorname{ind}(A)=k$, there exists the unique matrix $A^{d} \in \mathbb{C}^{n \times n}$, which satisfies the following relations:

$$
A^{k+1} A^{d}=A^{k}, A^{d} A A^{d}=A^{d}, A A^{d}=A^{d} A
$$

The matrix $A^{d}$ is called the Drazin inverse of $A[8,9]$. Clearly, $\operatorname{ind}(A)=0$ if and only if $A$ is nonsingular, and in that case $A^{d}$ reduces to $A^{-1}$. Through this paper we use notation $A^{\pi}=I-A A^{d}$ to denote the projection on $\mathcal{N}\left(A^{k}\right)$ along $\mathcal{R}\left(A^{k}\right)$. Also, we agree that $A^{0}=I$ and $\sum_{i=1}^{k-j} A_{i}=0$, for $k \leq j$, where $i, j, k \in \mathbb{N}$.

The Drazin inverse of square matrices has applications in various areas. Some of the elementary applications of the Drazin inverse of a square matrix were given by S.L. Campbel [10, 11]. In the following we have the application of the Drazin inverse in solving the singular system of differential equations [10, 11].

Let $E, F \in \mathbb{C}^{n \times n}$, where $E$ is singular. Assume that there exists a scalar $\mu$ such that $\mu E+F$ is regular matrix. Then the general solution of the singular system of differential equations:

$$
E x^{\prime}(t)+F x(t)=0, \quad t \geq t_{0}
$$

is given by

$$
x(t)=e^{-\hat{E}^{d} \hat{F}\left(t-t_{0}\right)} \hat{E}^{d} \hat{E} q
$$

where

$$
\hat{E}=(\mu E+F)^{-1} E, \quad \hat{F}=(\mu E+F)^{-1} F,
$$

and $q$ is an arbitrary vector of dimension $n$.

## 2. The Drazin Inverse for the Sum of Two Matrices

Let $P, Q \in \mathbb{C}^{n \times n}$. As we have already noticed in Introduction, the problem of finding the explicit formula for $(P+Q)^{d}$ was posed by Drazin in 1958 [1]. In the matrix concept, the result which was obtained by Drazin is: when $P Q=0$ and $Q P=0$, then $(P+Q)^{d}=P^{d}+Q^{d}$. This problem remained unnoticed until 2001. Namely, in 2001, R. E. Hartwig, G. Wang and Y. Wei studied the problem of additivity of the Drazin inverse of complex matrices (see [12]). Using Cline's formula [13], $(A B)^{d}=A\left((B A)^{d}\right)^{2} B$, and the representation of $(P+Q)^{d}$ :

$$
(P+Q)^{d}=\left(\left[\begin{array}{ll}
I & Q
\end{array}\right]\left[\begin{array}{c}
P  \tag{2.1}\\
I
\end{array}\right]\right)^{d}=\left[\begin{array}{ll}
I & Q
\end{array}\right]\left(\left[\begin{array}{cc}
P & P Q \\
I & Q
\end{array}\right]^{d}\right)^{2}\left[\begin{array}{c}
P \\
I
\end{array}\right]
$$

they obtained the result which generalize Drazin's result, which is presented in the following theorem.

Theorem 2.1. [12, Theorem 2.1] Let $P, Q \in \mathbb{C}^{n \times n}$ and let $\operatorname{ind}(P)=r, \operatorname{ind}(Q)=$ s. If $P Q=$, then

$$
(P+Q)^{d}=Y_{1}+Y_{2}
$$

where

$$
\begin{equation*}
Y_{1}=\sum_{i=0}^{s-1} Q^{\pi} Q^{i}\left(P^{d}\right)^{i+1}, \quad Y_{2}=\sum_{i=0}^{r-1}\left(Q^{d}\right)^{i+1} P^{i} P^{\pi} \tag{2.2}
\end{equation*}
$$

After mentioned publication [12], this topic attracted a great attention and a plenty of papers on this subject were published. In 2010, H. Yang and X. Liu [14], also using the representation (2.1), derived the formula for $(P+Q)^{d}$ under conditions $P Q P=0, P Q^{2}=0$ and thereby generalized the result from Theorem 2.1. In the following theorem we have the mentioned formula for $(P+Q)^{d}$.

Theorem 2.2. [14, Theorem 2.1] Let $P, Q \in \mathbb{C}^{n \times n}$ be such that $\operatorname{ind}(P)=r$, $\operatorname{ind}(Q)=s$. If $P Q P=0$ and $P Q^{2}=0$, then

$$
(P+Q)^{d}=Y_{1}+Y_{2}+\left(Y_{1}\left(P^{d}\right)^{2}+\left(Q^{d}\right)^{2} Y_{2}-Q^{d}\left(P^{d}\right)^{2}-\left(Q^{d}\right)^{2} P^{d}\right) P Q
$$

where $Y_{1}$ and $Y_{2}$ are defined as in (2.2).
Using the representation (2.1) and induction by $k \in \mathbb{N}$, in 2011, J. Višnjić and D. S. Cvetković-Ilić [15], generalized the results from Theorem 2.1 and Theorem 2.2. This result is given in the next theorem.

Theorem 2.3. [15, Theorem 2.1] Let us define for $j \in \mathbb{N}$, the set
$U_{j}=\left\{\left(p_{1}, q_{1}, p_{2}, q_{2}, \ldots, p_{j}, q_{j}\right): \sum_{i=1}^{j} p_{i}+\sum_{i=1}^{j} q_{i}=j-1, p_{i}, q_{i} \in\{0,1, \ldots, j-1\}, i=\overline{1, j}\right\}$.

Let $P, Q \in \mathbb{C}^{n \times n}$ be such that $\operatorname{ind}(P)=r$ and $\operatorname{ind}(Q)=s$ and $k \in \mathbb{N}$. If

$$
\begin{equation*}
P Q \prod_{i=1}^{k}\left(P^{p_{i}} Q^{q_{i}}\right)=0 \tag{2.3}
\end{equation*}
$$

for every $\left(p_{1}, q_{1}, p_{2}, q_{2}, \ldots, p_{k}, q_{k}\right) \in U_{k}$, then

$$
\begin{gathered}
(P+Q)^{d}=Y_{1}+Y_{2} \\
+\sum_{i=1}^{k-1}\left(Y_{1}\left(P^{d}\right)^{i+1}+\left(Q^{d}\right)^{i+1} Y_{2}-\sum_{j=1}^{i+1}\left(Q^{d}\right)^{j}\left(P^{d}\right)^{i+2-j}\right) P Q(P+Q)^{i-1}
\end{gathered}
$$

where $Y_{1}$ and $Y_{2}$ are defined as in (2.2).
Depending on $k \in \mathbb{N}$, we have special cases of Theorem 2.3. For $k=1$, the condition (2.3) is $P Q=0$, hence we get Theorem 2.1 as a corollary of Theorem 2.3. In the case $k=2$, the condition (2.3) is: $P Q P=0$ and $P Q^{2}=0$. Therefore, we have Theorem 2.2 as a direct corollary of Theorem 2.3. If we consider the case $k=3$, we have the following corollary:

Corollary 2.1. [15, Corollary 2.3] Let $P, Q \in \mathbb{C}^{n \times n}$ be such that $\operatorname{ind}(P)=r$ and $\operatorname{ind}(Q)=s$. If $P Q P^{2}=0, P Q P Q=0, P Q^{2} P=0$ and $P Q^{3}=0$ then

$$
\begin{aligned}
(P+Q)^{d}= & Y_{1}+Y_{2}+\left(Y_{1}\left(P^{d}\right)^{2}+\left(Q^{d}\right)^{2} Y_{2}-\sum_{i=1}^{2}\left(Q^{d}\right)^{i}\left(P^{d}\right)^{3-i}\right) P Q \\
& +\left(Y_{1}\left(P^{d}\right)^{3}+\left(Q^{d}\right)^{3} Y_{2}-\sum_{i=1}^{3}\left(Q^{d}\right)^{i}\left(P^{d}\right)^{4-i}\right)\left(P Q P+P Q^{2}\right)
\end{aligned}
$$

where $Y_{1}$ and $Y_{2}$ are defined by (2.2).
We remark that every of these results can also be expressed by its symmetrical formulation (by using the conjugate transpose of matrices $P$ and $Q$ ). For example, symmetrical conditions of the conditions of Corollary 2.1 are: $Q^{2} P Q=0, P Q P Q=$ $0, Q P^{2} Q=0$ and $P^{3} Q=0$. Hence, the additive formula given under conditions $Q P Q=0, Q P^{2} Q=0, P^{3} Q=0[16$, Theorem 3.2], is also a special case of Theorem 2.3. Also, we remark that additive result from Theorem 2.3 is extended to a Banach algebra (see [17]).

Many other authors also studied the problem of additivity of the Drazin inverse and offered formulas for $(P+Q)^{d}$, with some side conditions for matrices $P$ and $Q$. In the following list, we give some conditions for matrices $P$ and $Q$, under which were obtained formulas for $(P+Q)^{d}$. Furthermore, a list of authors who derived mentioned formulas are given and the year of publication of these results.
(1) N. Castro-González, 2005:
$P^{d} Q=0, P Q^{d}=0$ and $Q^{\pi} P Q P^{\pi}=0[18$, Theorem 2.5];
(2) M. F Martínez-Serrano and N. Castro-González, 2009: $P^{2} Q=0$ and $Q^{2}=0[19$, Theorem 2.2];
(3) N. Castro-González, E. Dopazo and M. F. Martínez-Serrano, 2009: $P^{2} Q=0$ and $P Q^{2}=0[20$, Theorem 2.3];
(4) C. Bu, C. Feng and S. Bai, 2012: $P^{2} Q=0$ and $Q^{2} P=0[16$, Theorem 3.1];
(5) C. Bu and C. Zhang, 2013:
$S_{2 i-1} P S_{2 i-1} P=0, S_{2 i-1} P S_{2 i-1} Q S_{2(i-1)}=0$ and $Q S_{2(i-1)} P Q S_{2(i-1)} Q^{2}=0$, where $S_{i}=(P+Q)^{i}$ and $i \geq 1$ [21, Theorem 3.1];
(6) J. Višnjić, 2015: $P^{2} Q P=0, P^{2} Q^{2}=0, P Q^{2} P=0$ and $P Q^{3}=0[22$, Theorem 2.1];
(7) L. Sun et al. 2016:
(7.1) $P^{2} Q P=0, P Q^{2}=0$ and $(Q P)^{2}=0[23$, Theorem 3.1],
(7.2) $P^{2} Q P=0, P^{3} Q=0$ and $Q^{2}=0$ [23, Theorem 3.3];
(8) E. Dopazo, M.F. Martínez-Serrano, J. Robles, 2016:
(8.1) $P Q^{2}=0, P^{2} Q P^{\pi}=0$ and $P^{d} Q=0[24$, Theorem 4.1 (i)],
(8.2) $P Q^{2}=0, P Q P P^{\pi}=0$ and $P^{d} Q P=0[24$, Theorem 4.1 (ii)];
(9) X. Yang, X. Liu and F. Chen, 2017:
$P^{2} Q P=0, Q^{2} P Q=0, Q^{2} P^{2}=0, P Q^{2} P=0, P^{3} Q=0$ and $Q^{3} P=0[25$, Theorem 3.1];
(10) M. Dana and R. Yousefi, 2018:
$P Q P=0, Q P Q=0, P^{2} Q^{2}=0$ and $P Q^{3}[26$, Theorem 4];
(11) R. Yousefi and M. Dana, 2018:
(11.1) $P^{2} Q P=0, P^{2} Q^{2}=0$ and $Q P Q=0$ [27, Theorem 2.1],
(11.2) $P Q P^{2}=0, P Q^{2}=0$ and $Q P^{3}=0$ [27, Theorem 3.1];
(12) L. Guo, J. Chen and H. Zou, 2019:
$P Q^{i} P=0$, for $i=1,2, \ldots, n[28$, Theorem 2.1].
Additive properties of the Drazin inverse were investigated not only in the matrix concept, but also in the class of operators, in rings, in Banach algebra (for example, see $[17,20,29,30,31,32,33,34,35])$.

## 3. Representations for the Drazin Inverse of $2 \times 2$ Block Matrices

Let $M$ be a complex block matrix of a form:

$$
M=\left[\begin{array}{ll}
A & B  \tag{3.1}\\
C & D
\end{array}\right]
$$

where $A$ and $D$ are square matrices, not necessarily of the same size. In 1979, S. L. Campbell and C. D. Meyer [36] posed the problem of finding the Drazin inverse of matrix $M$, in terms of $A^{d}$ and $D^{d}$, with arbitrary blocks $A, B, C$ and $D$. Since then, many authors have studied this problem and offered some formulas for $M^{d}$, with some restrictions upon the blocks of matrix $M$. In the present, there is no general expression of $M^{d}$, with no side conditions on blocks of matrix $M$, so this problem is still an open one. However, it is shown that the Drazin inverse of $2 \times 2$ block matrix has applications in several areas, such as differential and difference equations and perturbation theory of the Drazin inverse (see $[10,11,12,36,37,38]$ ), so this topic is still of the great significance. We will present one of known examples of application of the Drazin inverse of a $2 \times 2$ block matrix (see [38]).

Consider the second-order system:

$$
\begin{equation*}
E x^{\prime \prime}(t)+F x^{\prime}(t)+G=0 \tag{3.2}
\end{equation*}
$$

where $E, F, G \in \mathbb{C}^{n \times n}$ and $G$ is nonsingular. Then there is nonzero $\lambda$, such that $\lambda^{2} E+\lambda F+G$ is invertible. For $x(t)=e^{\lambda t} y(t),(3.2)$ is equivalent to:

$$
\left(\lambda^{2} E+\lambda F+G\right)^{-1} E y^{\prime \prime}(t)+\left(\lambda^{2} E+\lambda F+G\right)^{-1}(F+2 \lambda E) y^{\prime}(t)+y(t)=0
$$

For $w(t)=y^{\prime}(t)$, the above system is equivalent to the first order system:

$$
\left[\begin{array}{cc}
0 & -I  \tag{3.3}\\
\widetilde{E} & \tilde{F}
\end{array}\right]\left[\begin{array}{l}
w \\
y
\end{array}\right]^{\prime}+\left[\begin{array}{ll}
I & 0 \\
0 & I
\end{array}\right]\left[\begin{array}{l}
w \\
y
\end{array}\right]=\left[\begin{array}{l}
0 \\
0
\end{array}\right],
$$

where $\tilde{E}=\left(\lambda^{2} E+\lambda F+G\right)^{-1} E$ and $\tilde{F}=\left(\lambda^{2} E+\lambda F+G\right)^{-1}(F+2 \lambda E)$. For sufficiently small $\mu$, we have that $\mu\left[\begin{array}{cc}0 & -I \\ \widetilde{E} & \tilde{F}\end{array}\right]+\left[\begin{array}{cc}I & 0 \\ 0 & I\end{array}\right]$ is invertible. In order to express solutions of (3.3), in terms of $\tilde{E}$ and $\tilde{F}$, we need to find the Drazin inverse of $2 \times 2$ block matrix:

$$
\hat{E}=\left[\begin{array}{cc}
I & -\mu I \\
\mu \tilde{E} & \mu \tilde{F}+I
\end{array}\right]^{-1}\left[\begin{array}{cc}
0 & -\mu I \\
\mu \tilde{E} & \mu \tilde{F}
\end{array}\right] .
$$

Primarily due to its applications, the topic of finding the Drazin inverse of $2 \times 2$ block matrix $M$ is still studied and new formulas for $M^{d}$, with less restrictive conditions for blocks of $M$, are developed. We remark that the literature on this subject is truly sizeable and here we will present some of the results, which we found interesting.

### 3.1. The connection between $M^{d}$ and $(P+Q)^{d}$

The problem of finding the Drazin inverse of the sum of two matrices is closely related to the problem of finding the Drazin inverse of $2 \times 2$ complex block matrix. We have that

$$
(P+Q)^{d}=\left(\left[\begin{array}{ll}
P & Q
\end{array}\right]\left[\begin{array}{l}
I \\
I
\end{array}\right]\right)^{d}=\left[\begin{array}{ll}
P & Q
\end{array}\right]\left(\left[\begin{array}{ll}
P & Q \\
P & Q
\end{array}\right]^{d}\right)^{2}\left[\begin{array}{l}
I \\
I
\end{array}\right]
$$

therefore we can see the connection between the Drazin inverse of the sum of two matrices and the Drazin inverse of $2 \times 2$ block matrix (see [27, Theorem 3.1]). Also, as it is presented in (2.1), the Drazin inverse of the sum $P+Q$ can be expressed using the Drazin inverse of $2 \times 2$ block matrix $\left[\begin{array}{cc}P & P Q \\ I & Q\end{array}\right]$. Hence, one can use this approach and obtain a formula for $(P+Q)^{d}$, applying formulas for $M^{d}$ (for example, see [24]).

Conversely, matrix $M$ can be presented as a sum of two matrices, so we can use formulas for $(P+Q)^{d}$ to derive representations for $M^{d}$ (for example, see [22]). The last approach is widely used in the current literature and there are many ways to split matrix $M$ as a sum of two matrices. For example, matrix $M$ can be presented as a sum:

$$
\begin{aligned}
& {\left[\begin{array}{cc}
A & B \\
0 & D
\end{array}\right]+\left[\begin{array}{ll}
0 & 0 \\
C & 0
\end{array}\right],\left[\begin{array}{ll}
A & 0 \\
C & 0
\end{array}\right]+\left[\begin{array}{ll}
0 & B \\
0 & D
\end{array}\right],\left[\begin{array}{cc}
A & B \\
0 & 0
\end{array}\right]+\left[\begin{array}{cc}
0 & 0 \\
C & D
\end{array}\right],} \\
& {\left[\begin{array}{cc}
A & B \\
C A A^{d} & D
\end{array}\right]+\left[\begin{array}{cc}
0 & 0 \\
C A^{\pi} & 0
\end{array}\right],\left[\begin{array}{cc}
A^{2} A^{d} & A A^{d} B \\
C & D
\end{array}\right]+\left[\begin{array}{cc}
A A^{\pi} & A^{\pi} B \\
0 & 0
\end{array}\right], \text { etc. }}
\end{aligned}
$$

### 3.2. The Drazin inverse of anti-triangular block matrices

As we have noticed in the previous subsection, matrix $M$, given by (3.1), can be presented as a sum of two matrices, where one of them can be triangular ( $B=0$ or $C=0$ in (3.1)) or anti-triangular ( $A=0$ or $D=0$ in (3.1)). Hence, triangular and anti-triangular matrices are widely used for deriving formulas for $M^{d}$, and consequently for $(P+Q)^{d}$. In 1977, two groups of authors, independently of each other, derived a general expression of the Drazin inverse of lower and upper triangular matrices. Actually, R. E. Hartwig and J. M. Shoaf [39], obtained mentioned formula in the ring concept, and C. D. Meyer and N. D. Rose [40] in the matrix concept. This formula is known as Hartwig-Meyer-Rose formula and it is presented in the following theorem.

Theorem 3.1. [39, 40] Let $M_{1}$ and $M_{2}$ be block matrices of a form:

$$
M_{1}=\left[\begin{array}{cc}
A & 0 \\
C & B
\end{array}\right], \quad M_{2}=\left[\begin{array}{cc}
B & C \\
0 & A
\end{array}\right]
$$

where $A$ and $B$ are square matrices, with $\operatorname{ind}(A)=k$, $\operatorname{ind}(B)=l$. Then $\max \{k, l\} \leq$ $\operatorname{ind}\left(M_{i}\right) \leq k+l$, for $i \in\{1,2\}$, and

$$
M_{1}^{d}=\left[\begin{array}{cc}
A^{d} & 0 \\
X & B^{d}
\end{array}\right], \quad M_{2}^{d}=\left[\begin{array}{cc}
B^{d} & X \\
0 & A^{d}
\end{array}\right]
$$

where

$$
X=X(B, C, A)=\sum_{i=0}^{l-1}\left(B^{d}\right)^{i+2} C A^{i} A^{\pi}+\sum_{i=0}^{k-1} B^{\pi} B^{i} C\left(A^{d}\right)^{i+2}-B^{d} C A^{d}
$$

However, until today there is no general expression for the Drazin inverse of anti-triangular block matrix. This problem was opened in 1983 by S. L. Campbel [11], as an application in solving second order differential equations. These matrices are also used in some applications like reducing the sizes of the matrices involved in numerical analysis, saddle-point problems, optimization problems and graph theory [10, 41, 42, 43, 44]. Primarily due to its applications, many scientists have investigated special cases of this problem and offered some formulas, which are valid under certain conditions.

Let $N$ be an anti-triangular block matrix:

$$
N=\left[\begin{array}{cc}
A & B  \tag{3.4}\\
C & 0
\end{array}\right]
$$

In 2005, N. Castro-González and E. Dopazo [45] studied the open problem of finding a formula for $N^{d}$. They noticed that a matrix of a form (3.4), where $A=B=I$, is involved in calculating the Drazin inverse of bordered matrices of the form $\left[\begin{array}{cc}I & P^{t} \\ Q & U V^{t}\end{array}\right]$, where $U, V, P$ and $Q$ are $n \times k$ matrices [46]. Therefore, they derived the formula for matrix $N$, when $A=B=I$. This formula is presented in the next theorem.

Theorem 3.2. $\left[45\right.$, Theorem 3.3] Let $F=\left[\begin{array}{cc}I & I \\ E & 0\end{array}\right]$, where $E \in \mathbb{C}^{l \times l}$ and $\operatorname{ind}(E)=$ $r$. Then

$$
F^{d}=\left[\begin{array}{cc}
Z_{1} E^{\pi} & E^{d}+Z_{2} E^{\pi} \\
E^{d} E+Z_{2} E E^{\pi} & -E^{d}+\left(Z_{1}-Z_{2}\right) E^{\pi}
\end{array}\right]
$$

where

$$
Z_{1}=\sum_{j=0}^{r-1}(-1)^{j} C(2, j) E^{j}, \quad Z_{2}=\sum_{j=0}^{r-1}(-1)^{j} C(2 j+1, j) E^{j} \quad \text { and } \quad C(n, k)=\binom{n}{k}
$$

Using the result from Theorem 3.2, N. Castro-González and E. Dopazo derived the representation for $N^{d}$, under assumptions $C A^{d} A=C$ and $B C A^{d}=A^{d} B C$ :

Theorem 3.3. [45, Theorem 4.1] Let $N$ be matrix of a form (3.4). If $C A^{d} A=C$ and $B C A^{d}=A^{d} B C$, then

$$
N^{d}=\left[\begin{array}{cc}
\left(T_{1}+A^{d} B C T_{2}\right)(B C)^{\pi} A & \left((B C)^{d}+T_{1}(B C)^{\pi}\right) B \\
C\left((B C)^{d}+T_{1}(B C)^{\pi}\right) & C\left(-A\left((B C)^{d}\right)^{2}+T_{2}(B C)^{\pi}\right) B
\end{array}\right],
$$

where

$$
\begin{aligned}
& \quad T_{1}=\sum_{j=0}^{r-1} C(2 j, j)\left(A^{d}\right)^{2 j+2}(B C)^{j} \text { and } T_{2}=\sum_{j=0}^{r-1} C(2 j+1, j)\left(A^{d}\right)^{2 j+3}(B C)^{j}, \\
& \text { with } \operatorname{ind}\left(\left(A^{d}\right)^{2} B C\right)=r \text { and } C(n, k)=\binom{n}{k} \text {. }
\end{aligned}
$$

In 2009, M. F. Martínez-Serrano and N. Castro-González [19] investigated the Drazin inverse for $2 \times 2$ block matrix $M$. As corollaries of their results, they derived formulas for the Drazin inverse of anti-triangular block matrix $N$, defined as in (3.4), under condition $A B C=0$ and also under condition $B C A=0$.

Theorem 3.4. [19, Corollary 3.9, Corollary 3.10] Let $N$ be a matrix of a form (3.4), with $\operatorname{ind}(B C)=r$ and $\operatorname{ind}\left(A^{2}\right)=s$.
(i) If $A B C=0$, then

$$
N^{d}=\left[\begin{array}{cc}
\left(\Psi_{1} A^{d}+\Psi_{2}\right) A & \left(\Psi_{1} A^{d}+\Psi_{2}\right) B \\
C\left(\Psi_{1} A^{d}+\Psi_{2}\right) & C\left(\Psi_{1}\left(A^{d}\right)^{2}+(B C)^{d} \Psi_{2} A-(B C)^{d} A^{d}\right) B
\end{array}\right]
$$

where

$$
\Psi_{1}=\sum_{i=0}^{r-1}(B C)^{\pi}(B C)^{i}\left(A^{d}\right)^{2 i+1} \text { and } \Psi_{2}=\sum_{i=0}^{s-1}\left((B C)^{d}\right)^{i+1}(B C)^{i} A^{2 i} A^{\pi}
$$

(ii) If $B C A=0$, then

$$
N^{d}=\left[\begin{array}{cc}
A\left(A^{d} \Phi_{1}+\Phi_{2}\right) & \left(A^{d} \Phi_{1}+\Phi_{2}\right) B \\
C\left(A^{d} \Phi_{1}+\Phi_{2}\right) & C\left(\left(A^{d}\right)^{2} \Phi_{1}+A \Phi_{2}(B C)^{d}-A^{d}(B C)^{d}\right) B
\end{array}\right]
$$

where

$$
\Phi_{1}=\sum_{i=0}^{r-1}\left(A^{d}\right)^{2 i+1}(B C)^{i}(B C)^{\pi} \text { and } \Phi_{2}=\sum_{i=0}^{s-1} A^{2 i} A^{\pi}\left((B C)^{d}\right)^{i+1}
$$

Also in 2009, C. Deng and Y. Wei [43] investigated the Drazin inverse of a $2 \times 2$ anti-triangular operator matrix of a form (3.4). They obtained formulas for $N^{d}$, which are valid when the following conditions are satisfied:

$$
\left\{\begin{array}{l}
\text { (i) } A B C=0[43, \text { Theorem 3.3]; }  \tag{3.5}\\
\text { (ii) } B C A^{\pi}=0 \text { and } A A^{d} B C=0[43, \text { Theorem 3.6 }] ; \\
\text { (iii) } A^{\pi} A B=0 \text { and } B C A A^{d}=0[43, \text { Theorem 3.8 }] .
\end{array}\right.
$$

Results mentioned above were generalized by E. Dopazo, M. F. Martínez-Serrano and J. Robles [24], in 2016. Namely, these authors obtained explicit representations for $N^{d}$ in the following cases:
(a) $A B C A^{\pi}=0$ and $A A^{d} B C=0[24$, Theorem 2.1];
(b) $A^{\pi} B C A=0$ and $B C A A^{d}=0[24$, Theorem 2.3];
(c) $B C A^{\pi} A=0, B C A^{\pi} B=0$ and $A^{d} B C A=0[24$, Theorem 2.4];
(d) $A A^{\pi} B C=0, C A^{\pi} B C=0$ and $A B C A^{d}=0[24$, Theorem 2.6].

Furthermore, in 2021, D. Zhang, Y. Yin and D. Mosić [47] studied the Drazin inverse of anti-triangular block matrix $N$ of a form (3.4), for $C=I$ and also for arbitrary $C$. Actually, they derived the representation for the Drazin inverse of the matrix $\left[\begin{array}{cc}A & B \\ I & 0\end{array}\right]$, when $A A^{d} B A A^{d}=0, B A^{\pi} B=0$ and $B A^{\pi} A=0$ [47, Theorem 3.2]. Further, they used a factorization of $N$ :

$$
\left[\begin{array}{ll}
A & B \\
C & 0
\end{array}\right]=\left[\begin{array}{ll}
I & 0 \\
0 & C
\end{array}\right]\left[\begin{array}{cc}
A & B \\
I & 0
\end{array}\right]
$$

and obtained the formula for $N^{d}$ under conditions $A A^{d} B C A A^{d}=0, B C A^{\pi} B C=0$ and $B C A^{\pi} A=0$ [47, Theorem 3.3]. Mentioned formula is generalization of the case (c) from the list (3.6) and the case (ii) from the list (3.5).

Recently, J. Višnjić and I. Ilić [48] offered representations for $N^{d}$ when the following conditions are satisfied:
(1) $A A^{\pi} B C A=0, C A^{\pi} B C A=0$ and $A^{d} B C A^{d}=0[48$, Theorem 3.1];
(2) $A B C A^{\pi} A=0, A B C A^{\pi} B=0$ and $A^{d} B C A^{d}=0$ [48, Theorem 3.2].

We remark that the case (1) from the list above is a generalization of the cases (b) and (d) from the list (3.6), and also of the case (ii) from Theorem 3.4. In addition, the case (2) from the previous list is an extension of the cases (a) and (c) from the list (3.6), and also of the cases (i) and (ii) from the list (3.5).

Lately, D. Zhang, Y. Yin and D. Mosić [49] generalized the case $B C A=0$ from Theorem 3.4, for operator matrix. Actually, these authors derived the formula for $N^{d}$ when $B C A^{3}=0, B C A B C=0$ and $B C A^{2} B C=$ is valid [49, Theorem 3.2].

### 3.3. The Drazin inverse of block matrices with zero or nonsingular generalized Schur complement

Let $M$ be a complex block matrix of a form (3.1). In the case when $A$ is nonsingular, the Schur complement of $A$ in $M$ is defined by $Z=D-C A^{-1} B[8]$. It is well known that, if $A$ is regular matrix, then the invertibility of a $2 \times 2$ block matrix $M$ is equivalent to the invertibility of the Schur complement of $A$ in $M$ [50], and in that case:

$$
M^{-1}=\left[\begin{array}{cc}
A^{-1}+A^{-1} B Z^{-1} C A^{-1} & -A^{-1} B Z^{-1}  \tag{3.7}\\
-Z^{-1} C A^{-1} & Z^{-1}
\end{array}\right]
$$

If $A$ is a singular matrix, we define the generalized Schur complement, based on the Drazin inverse of $A$ [8], in the following way:

$$
\begin{equation*}
S=D-C A^{d} B \tag{3.8}
\end{equation*}
$$

Through the rest of this paper, we will assume that generalized Schur complement $S$ is defined as in (3.8).

In 1989, J. Miao [51] studied the problem of finding the Drazin inverse of a complex block matrix $M$, with some restrictions on the generalized Scuhr complement. In the case when the generalized Schur complement is nonsingular and some certain conditions hold, this author obtained the following representation for $M^{d}$.

Theorem 3.5. [51] Let $M$ be a complex block matrix of a form (3.1). If $C A^{\pi}=0$, $A^{\pi} B=0$ and the generalized Schur complement $S=D-C A^{d} B$ is nonsingular, then:

$$
M^{d}=\left[\begin{array}{cc}
A^{d}+A^{d} B S^{-1} C A^{d} & -A^{d} B S^{-1} \\
-S^{-1} C A^{d} & S^{-1}
\end{array}\right]
$$

In 1998, Y. Wei [52] also considered representations for the Drazin inverse of complex block matrices and extended the result from Theorem 3.5. Namely, this author proved that when condition of invertibility of the generalized Schur complement is replaced with some weaker conditions, then the Drazin inverse of a $2 \times 2$ block matrix $M$ can be expressed analogously to the expression (3.7) of the ordinary inverse of nonsingular block matrix.

Theorem 3.6. [52, Theorem 1] Let $M$ be a complex block matrix of a form (3.1). If $C A^{\pi}=0, A^{\pi} B=0, B S^{\pi}=0, S^{\pi} C=0$ and $D S^{\pi}=0$, then

$$
M^{d}=\left[\begin{array}{cc}
A^{d}+A^{d} B S^{d} C A^{d} & -A^{d} B S^{d}  \tag{3.9}\\
-S^{d} C A^{d} & S^{d}
\end{array}\right]
$$

Many other authors also investigated when the Drazin inverse of a $2 \times 2$ block matrix $M$ adopts the form (3.9) and offered some results on this topic (for example, see [53, 54, 55, 56]).

Together with the case when the generalized Schur complement is nonsingular, the case when the generalized Schur complement is equal to zero is also studied. In the mentioned paper [51] of J. Miao, the author derived the representation for $M^{d}$, in the case when the generalized Schur complement is equal to zero and conditions $C A^{\pi}=0$ and $A^{\pi} B=0$ are satisfied. This well-known result is presented in the following theorem.

Theorem 3.7. [51] Let $M$ be a complex block matrix of a form (3.1), such that $S=0$. If $C A^{\pi}=0$ and $A^{\pi} B=0$ then:

$$
M^{d}=\left[\begin{array}{c}
I \\
C A^{d}
\end{array}\right]\left((A W)^{d}\right)^{2} A\left[\begin{array}{ll}
I & A^{d} B
\end{array}\right]
$$

where $W=A A^{d}+A^{d} B C A^{d}$.
In 2006, the paper [38] of R. E. Hartwig, X. Li and Y. Wei was published, where representations for the Drazin inverse of $2 \times 2$ block matrices were studied in the cases when the generalized Schur complement is either nonsingular or zero. In the mentioned paper, authors obtained representations for $M^{d}$, which generalize the representations from Theorem 3.5 and 3.7. These representations are presented in the next two theorems.

Theorem 3.8. [38, Theorem 3.1] Let $M$ be a complex block matrix of a form (3.1), such that the generalized Schur complement $S$ is nonsingular. If $C A^{\pi} B=0$ and $A A^{\pi} B=0$, then

$$
M^{d}=\left(I+\left[\begin{array}{cc}
0 & A^{\pi} B \\
0 & 0
\end{array}\right] R\right) R\left(I+\sum_{i=0}^{r-1} R^{i+1}\left[\begin{array}{cc}
0 & 0 \\
C A^{\pi} A^{i} & 0
\end{array}\right]\right)
$$

where $\operatorname{ind}(A)=r$ and

$$
R=\left[\begin{array}{cc}
A^{d}+A^{d} B S^{-1} C A^{d} & -A^{d} B S^{-1} \\
-S^{-1} C A^{d} & S^{-1}
\end{array}\right]
$$

As a corollary of the result above, R. E. Hartwig, X. Li and Y. Wei also obtained a representation for $M^{d}$, when $C A^{\pi} B=0, C A^{\pi} A=0$ and $S$ is nonsingular (see [38, Corollary 3.2]). In the case when $S=0$, these authors derived the following result.

Theorem 3.9. [38, Theorem 4.1] Let $M$ be a complex block matrix of a form (3.1), such that $S=0$. If $C A^{\pi} B=0$ and $A A^{\pi} B=0$, then

$$
\operatorname{ind}(M) \leq \operatorname{ind}(A W)+\operatorname{ind}(A)+2
$$

and

$$
M^{d}=\left(I+\left[\begin{array}{cc}
0 & A^{\pi} B \\
0 & 0
\end{array}\right] R_{1}\right) R_{1}\left(I+\sum_{i=0}^{r-1} R_{1}^{i+1}\left[\begin{array}{cc}
0 & 0 \\
C A^{\pi} A^{i} & 0
\end{array}\right]\right)
$$

where $\operatorname{ind}(A)=r$,

$$
R_{1}=\left[\begin{array}{c}
I \\
C A^{d}
\end{array}\right]\left((A W)^{d}\right)^{2} A\left[\begin{array}{ll}
I & A^{d} B
\end{array}\right]
$$

and $W=A A^{d}+A^{d} B C A^{d}$.
Furthermore, in [38, Corollary 4.2], a representation for $M^{d}$ is derived when $C A^{\pi} B=0, C A^{\pi} A=0$ and $S=0$, as a corollary of Theorem 3.9.

In the years that came after the publication [38], many authors have been considering this topic. In the case when $S$ is nonsingular, there were few generalizations of known results. Namely, in 2009, M. F. Martínez-Serrano and N. Castro-González [19] extended the result from Theorem 3.8 and of its corollary [38, Corollary 3.2]. These representations are given under the following conditions:
(i) $A^{2} A^{\pi} B=0, C A A^{\pi} B=0, C A^{\pi} B=0$ and $S$ is nonsingular [19, Theorem 3.11];
(ii) $C A^{2} A^{\pi}=0, C A A^{\pi} B=0, C A^{\pi} B=0$ and $S$ is nonsingular [19, Corollary 3.12].

In 2012, C. Bu, C. Feng and P. Dong [57] also studied representations for $M^{d}$ in the case when $S$ is nonsingular. In order to extend the results from Theorem 3.8 and of its corollary [38, Corollary 3.2], these authors offered the representations for $M^{d}$ when the following conditions are satisfied:
(a) $A A^{\pi} B C=0, A A^{\pi} B D=0, C A^{\pi} B C=0, C A^{\pi} B D=0$ and $S=0[57$, Theorem 3.2];
(b) $B C A^{\pi} A=0, D C A^{\pi} A=0, B C A^{\pi} B=0, D C A^{\pi} B=0$ and $S=0[57$, Theorem 3.3].

It turned out that the conditions (a) from the list above are equivalent to the conditions of Theorem 3.8 and that the conditions (b) are equivalent to the conditions of [38, Corollary 3.2] (see [58, Remark 3.5]).
L. Xia and B. Deng [59] also studied the case when $S$ is nonsingular. Actually, in 2017, a paper of these authors was published, where a representations for $M^{d}$ are derived, when the following conditions are satisfied:
(I) $A^{\pi} B C=0, C A^{\pi} B=0, B D+A B=0$ and $S$ is nonsingular [59, Theorem 3.5];
(II) $B C A^{\pi}=0, C A^{\pi} B=0, C A+D C=0$ and $S$ is nonsingular [59, Theorem 3.6].

Contrary to the case when the generalized Schur complement is nonsingular, many authors offered representations for $M^{d}$ in the case when the generalized Schur complement is equal to zero, which extend representations from Theorem 3.9 and [38, Corollary 4.2]. In the following list, we give some of the conditions, under which are derived representations for $M^{d}$ in the case when $S=0$.
(1) M. F Martínez-Serrano and N. Castro-González, 2009:
(1.1) $A^{2} A^{\pi} B=0, C A A^{\pi} B=0, B C A^{\pi} B=0$ and $S=0$ [19, Theorem 3.1],
(1.2) $C A^{2} A^{\pi}=0, C A A^{\pi} B=0, C A^{\pi} B C=0$ and $S=0$ [19, Theorem 3.2],
(1.3) $A B C A^{\pi}=0, B C A^{\pi}$ is nilpotent and $S=0$ [19, Theorem 3.3],
(1.4) $A^{\pi} B C A=0, A^{\pi} B C$ is nilpotent and $S=0$ [19, Corollary 3.4],
(1.5) $A B C=0$ and $S=0$ [19, Theorem 3.6],
(1.6) $B C A=0$ and $S=0$ [19, Corollary 3.7];
(2) H. Yang and X. Liu, 2010:
(2.1) $A A^{\pi} B C=0, C A^{\pi} B C=0$ and $S=0$ [14, Theorem 3.3],
(2.2) $B C A^{\pi} A=0, B C A^{\pi} B=0$ and $S=0$ [14, Theorem 3.3];
(3) C. Bu, C. Feng and S. Bai, 2012:
(3.1) $A B C A^{\pi}=0, A^{\pi} A B C=0$ and $S=0[16$, Theorem 4.1],
(3.2) $A B C A^{\pi}=0, C B C A^{\pi}=0$ and $S=0[16$, Theorem 4.3],
(3.3) $C A^{\pi} B C=0, A^{2} A^{\pi} B C=0, C A A^{\pi} B C=0$ and $S=0$ [16, Theorem 4.4];
(4) J. Višnjić, 2015:
(4.1) $A B C A^{\pi} A=0, A B C A^{\pi} B=0$ and $S=0$ [22, Theorem 3.1],
(4.2) $A A^{\pi} B C A=0, C A^{\pi} B C A=0$ and $S=0$ [22, Theorem 3.2];
(5) L. Sun et al, 2016:
(5.1) $A^{2} A^{\pi} B C=0, B C A^{\pi} B C=0, C A A^{\pi} B C=0$ and $S=0[23$, Theorem 4.1],
(5.2) $B C A^{2} A^{\pi}=0, B C A A^{\pi} B=0, B C A^{\pi} B C=0$ and $S=0$ [23, Theorem 4.2],
(5.3) $A^{2} B C=0, A B C A=0, A B C B=0$ and $S=0$ [23, Theorem 4.3],
(5.4) $B C A^{2}=0, A B C A=0, C B C A=0$ and $S=0[23$, Theorem 4.4];
(6) X. Yang, X. Liu and F. Chen, 2017:
$A^{2} B C A^{\pi} A=0, A^{2} B C A^{\pi} B=0, A^{\pi} A B C=0$ and $S=0[25$, Theorem 4.1];
(7) M. Dana and R. Yousefi, 2018:
$C A A^{\pi} B=0, A^{2} A^{\pi} B C=0, A^{\pi} B C A^{2}=0, A^{\pi} B C B=0$ and $S=0[26$, Theorem 8];
(8) R. Yousefi and M. Dana, 2018:
(8.1) $A A^{\pi} B C=0, B C A^{\pi} B=0$ and $S=0$ [27, Theorem 2.3],
(8.2) $C A^{\pi} B C=0, B C A A^{\pi}=0$ and $S=0$ [27, Theorem 2.4],
(8.3) $B C A^{d}=0, B C A A^{\pi} B=0, C A^{2} A^{\pi}=0$ and $S=0$ [27, Theorem 3.3],
(8.4) $A^{d} B C=0, C A A^{\pi} B C=0, A^{2} A^{\pi} B=0$ and $S=0$ [27, Theorem 3.4].

### 3.4. The Drazin inverse of block matrices with no restrictions on generalized Schur complement

Let $M$ be a $2 \times 2$ block matrix of the form (3.1), with arbitrary blocks $A, B, C$ and $D$. As it was already mentioned, the problem of finding the formula for $M^{d}$ was posed in 1979 [36] and it remains open. However, it was studied by many authors and some special cases of this problem are solved.

In 2001, D. S. Djordjević and P. S. Stanimirović [37] studied the problem of finding the representation for $M^{d}$, under some specific conditions, in the concept of operators. The result obtained by these authors is presented in the following theorem, in the matrix concept.

Theorem 3.10. [37, Theorem 5.3] Let $M$ be a matrix of the form (3.1). If $B C=$ $0, D C=0$ and $B D=0$, then

$$
M^{d}=\left[\begin{array}{cc}
A^{d} & \left(A^{d}\right)^{2} B \\
C\left(A^{d}\right)^{2} & D^{d}+C\left(A^{d}\right)^{3} B
\end{array}\right]
$$

In the paper [38], published in 2006, R. E. Hartwig, X. Li and Y. Wei derived the following two representations for $M^{d}$ :

Theorem 3.11. [38, Lemma 2.2] Let $M$ be a matrix of the form (3.1). If $B C=0$, $D C=0$ and $D$ is nilpotent, then

$$
M^{d}=\left[\begin{array}{c}
I \\
C A^{d}
\end{array}\right] A^{d}\left[\begin{array}{ll}
I & \sum_{i=0}^{j-1}\left(A^{d}\right)^{i+1} B D^{i}
\end{array}\right]
$$

where $j=\operatorname{ind}(D)$. Furthermore, $\operatorname{ind}(M) \leq \operatorname{ind}(A)+\operatorname{ind}(D)+1$.
Corollary 3.1. [38, Corollary 2.3] Let $M$ be a matrix of the form (3.1). If $B C=$ $0, B D=0$ and $D$ is nilpotent, then

$$
M^{d}=\left[\begin{array}{c}
I \\
\sum_{i=0}^{j-1} D^{i} C\left(A^{d}\right)^{i+1}
\end{array}\right] A^{d}\left[\begin{array}{ll}
I & A^{d} B
\end{array}\right]
$$

where $j=\operatorname{ind}(D)$. In addition, $\operatorname{ind}(M) \leq \operatorname{ind}(A)+\operatorname{ind}(D)+1$.
In 2008, D. S. Cvetković-Ilić [60] obtained the representation for $M^{d}$ when $B C=0$ and $D C=0$, without additional condition $B D=0$ from Theorem 3.10, or $D$ is nilpotent matrix from Theorem 3.11. This representation for $M^{d}$ is given in the next theorem.

Theorem 3.12. [60, Corollary 2.1] Let $M$ be a matrix of the form (3.1) and $\operatorname{ind}(A)=r, \operatorname{ind}(D)=s$. If $B C=0$ and $D C=0$, then

$$
M^{d}=\left[\begin{array}{cc}
A^{d} & X \\
C\left(A^{d}\right)^{2} & D^{d}+C X D^{d}+C A^{d} X
\end{array}\right]
$$

where

$$
\begin{equation*}
X=X(A, B, D)=\sum_{i=0}^{s-1}\left(A^{d}\right)^{i+2} B D^{i} D^{\pi}+\sum_{i=0}^{r-1} A^{\pi} A^{i} B\left(D^{d}\right)^{i+2}-A^{d} B D^{d} \tag{3.10}
\end{equation*}
$$

In the mentioned paper [60], the author also obtained the formula for $M^{d}$, when $A B=0$ and $C B=0$. This representation for $M^{d}$ is given in the following theorem.

Theorem 3.13. [60, Corollary 2.2] Let $M$ be a matrix of the form (3.1) and $\operatorname{ind}(A)=r, \operatorname{ind}(D)=s$. If $A B=0$ and $C B=0$, then

$$
M^{d}=\left[\begin{array}{cc}
A^{d}+B X A^{d}+B D^{d} X & B\left(D^{d}\right)^{2} \\
X & D^{d}+C X D^{d}
\end{array}\right]
$$

where $X=X(D, C, A)$ is defined by (3.10).
In 2009, D. S. Cvetković-Ilić [61] derived another representation for $M^{d}$, when the blocks of matrix $M$ satisfy conditions $C A=0$ and $C B=0$. This representation is presented in the next theorem.

Theorem 3.14. [61, Theorem 2.1] Let $M$ be a matrix of the form (3.1) and $\operatorname{ind}(A)=r, \operatorname{ind}(D)=s$. If $A B=0$ and $C B=0$, then

$$
M^{d}=\left[\begin{array}{cc}
A^{d}+X_{2} C & X_{1} \\
\left(D^{d}\right)^{2} C & D^{d}
\end{array}\right]
$$

where

$$
X_{i}=\sum_{j=0}^{s-1}\left(A^{d}\right)^{i+j+1} B D^{j} D^{\pi}+\sum_{j=0}^{r-1} A^{\pi} A^{j} B\left(D^{d}\right)^{i+j+1}-\sum_{j=0}^{i-1}\left(A^{d}\right)^{j+1} B\left(D^{d}\right)^{i-j}
$$

for $i \in\{1,2\}$.
M. Catral, D. D. Olesky and P. Van Den Driessche, in the paper [44] published in 2009, obtained a general expression of the Drazin inverse of a bipartite matrix $\left[\begin{array}{cc}0 & B \\ C & 0\end{array}\right]$. This formula is given in the following theorem.

Theorem 3.15. [44, Theorem 2.1] Let $M$ be matrix of a form (3.1), such that $A=0$ and $D=0$. Then

$$
M^{d}=\left[\begin{array}{cc}
0 & (B C)^{d} B \\
C(B C)^{d} & 0
\end{array}\right]
$$

Furthermore, if $\operatorname{ind}(B C)=s$, then $\operatorname{ind}(A) \leq 2 s+1$.
All of the previous mentioned results were generalized a lot of times. In the contiuation, we have provided a list of some of the conditions under which were obtained mentioned generalizations:
(1) N. Castro-González, E. Dopazo, M. F. Martínez-Serrano, 2009:
(1.1) $B C A=0, B D=0$ and $B C$ is nilpotent [20, Theorem 4.2],
(1.2) $B C A=0, D C=0$ and $B D=0[20$, Theorem 4.4],
(1.3) $B C A=0, D C=0$ and $D$ is nilpotent [20, Theorem 4.5];
(2) E. Dopazo and M. F. Martínez-Serrano, 2010:
(2.1) $B C=0, B D C=0$ and $B D^{2}=0[62$, Theorem 2.2],
(2.2) $B D^{\pi} C=0, B D D^{d}=0$ and $D D^{\pi} C=0[62$, Theorem 2.5],
(2.3) $B D=0, D^{\pi} C A=0$ and $D^{\pi} C B=0[62$, Theorem 2.7];
(3) A. S. Cvetković and G. V. Milovanović, 2010: (3.1) $A B C=0, D C=0$ and $B D=0[63$, Theorem 1],
(3.2) $A B C=0, D C=0$ and $B C$ is nilpotent [63, Theorem 2],
(3.3) $A B C=0, D C=0$ and $D$ is nilpotent [63, Theorem 3];
(4) C. Bu and K. Zhang, 2010:
(4.1) $A B C=0$ and $D C=0[64$, Theorem 2.2],
(4.2) $A B C=0$ and $B D=0[64$, Theorem 2.3];
(5) D. S. Cvetković-Ilić, 2011:
(5.1) $B C A=0$ and $B D=0$ [17, Theorem 1.5],
(5.2) $A B C=0$ and $D C=0[17$, Theorem 1.6],
(6) H. Yang and X. Liu, 2011:
(6.1) $B C A=0, B C B=0, D C A=0$ and $D C B=0$ [14, Theorem 3.1],
(6.2) $A B C=0, A B D=0, C B C=0$ and $C B D=0$ [14, Theorem 3.2];
(7) J. Ljubisavljević and D. S. Cvetković-Ilić, 2011:
(7.1) $B C A=0, B C B=0, A B D=0$ and $C B D=0[15$, Theorem 3.1],
(7.2) $B C A=0, D C A=0, C B C=0$ and $C B D=0[15$, Theorem 3.2],
(7.3) $B D^{\pi} C=0, B D D^{d}=0, D D^{\pi} C A=0$ and $D D^{\pi} C B=0[15$, Theorem 3.3],
(7.4) $B D=0, D^{\pi} C A^{2}=0, D^{\pi} C A B=0$ and $D^{\pi} C B C=0[15$, Theorem 3.4];
(8) J. Ljubisavljević and D. S. Cvetković-Ilić, 2013:
(8.1) $B C A=0, D C A=0$ and $D C B=0$ [65, Theorem 3.1],
(8.2) $B C A=0, A B D=0$ and $C B D=0$ [65, Theorem 3.2],
(8.3) $B C A=0, D C A=0$ and $C B D=0$ [65, Theorem 3.3],
(8.4) $A B C=0, A B D=0$ and $C B D=0[65$, Theorem 3.4],
(8.5) $A B C=0, A B D=0$ and $D C B=0[65$, Theorem 3.5],
(8.6) $A B C=0, D C A=0$ and $D C B=0[65$, Theorem 3.6];
(9) D. Zhang, Y. Yin and D. Mosić, 2022:
(9.1) $B C A^{3}=0, B C A^{2} B C=0, B C A B C=0, A B D=0$ and $C B D=0[49$, Theorem 4.1],
(9.2) $B C A^{3}=0, B C A^{2} B C=0, B C A B C=0, D C A=0$ and $D C B=0[49$, Theorem 4.2],
(9.3) $B C A^{3}=0, B C A^{2} B C=0, B C A B C=0, B D C=0$ and $D^{2} C=0[49$, Theorem 4.3].

## 4. Conclusion

At the moment, there is no formula for $(P+Q)^{d}$ without any side conditions for matrices $P$ and $Q$. Hence, this problem remains open. Since the problem of finding the explicit representation for $M^{d}$ is closely connected to the problem of finding the Drazin inverse of a sum of two matrices, this problem also remains open. However, since the Drazin inverse of matrices has many applications, it is important to find as many formulas as we can for computing the Drazin inverse of a sum of two matrices (and for the Drazin inverse of a $2 \times 2$ block matrix).

## Ackonwledgement

The author was supported in part by Grant No. 451-03-68/2022-14/200113 of the Ministry of Education, Science and Technological Development, Republic of Serbia.

## REFERENCES

1. M. P. Drazin: Pseudoinverse in associative rings and semigroups. Amer. Math. Monthly 65 (1958) 506-514.
2. J. E. Scroggs, P. L. Odell: An alternate definition of a pseudoinverse of a matrix. SIAM J. Appl. Math. 14(4) (1966) 796-810.
3. C. R. Rao: Calculus of Generalized Inverses of Matrices Part I: General Theory. Sankhya 29(3) (1967) 317-342.
4. T. N. E. Greville: Spectral generalized inverses of square matrices. MRC Technical Summary Report No. 832, Mathematics Research Center, University of Wisconsin, Madison, Wisconsin, 1967.
5. T. N. E. Greville: Some new generalized inverses with spectral properties. In: Proceedings of the Symposium on Theory and Applications of Generalized Inverses of Matrices (T. L. Boullion, P. L. Odell, eds.), Texas Technological Press, Lubbock, Texas, 1968, pp. 26-46.
6. R. E. Cline: Inverses of rank invariant powers of a matrix. SIAM J. Numer. Anal. 5 (1968) 182-197.
7. A. Ben-Israel: On matrices of index zero or one. SIAM J. Appl. Math. 17 (1969) 1118-1121.
8. A. Ben-Israel, T. N. E. Greville: Generalized Inverses: Theory and Applications, 2nd Edition. Springer Verlag, New York, 2003.
9. D. S. Cvetković-Ilić, Y. Wei: Algebraic Properties of Generalized Inverses. Springer, Singapore, 2017.
10. S. L. Campbell: Singular Systems of Differential Equations. Pitman, London, 1980.
11. S. L. Campbell: The Drazin inverse and systems of second order linear differential equations. Linear and Multilinear Algebra 14 (1983) 195-198.
12. R. E. Hartwig, G. Wang, Y. Wei: Some additive results on Drazin inverse. Linear Algebra Appl. 322 (2001) 207-217.
13. R. E. Cline: An application of representation of a matrix. MRC Technical Report, 592, 1965.
14. H. Yang, X. Liu: The Drazin inverse of the sum of two matrices and its applications. J. Comput. Appl. Math. 235 (2011) 1412-1417.
15. J. Luubisavljević, D. S. Cvetković-Ilić: Additive results for the Drazin inverse of block matrices and applications. J. Comput. Appl. Math. 235 (2011) 3683-3690.
16. C. Bu, C. Feng, S. Bai: Representations for the Drazin inverse of the sum of two matrices and some block matrices. Appl. Math. Comput. 218 (2012) 10226-10237.
17. D. S. Cvetković-Ilić: New additive results on Drazin inverse and its applications. Appl. Math. Comput. 218 (2011) 3019-3024.
18. N. Castro-González: Additive pertubation results for the Drazin inverse. Linear Algebra Appl. 397 (2005) 279-297.
19. M. F. Martínez-Serrano, N. Castro-González: On the Drazin inverse of block matrices and generalized Schur complement. Appl. Math. Comput. 215 (2009) 2733-2740.
20. N. Castro-González, E. Dopazo, M. F. Martínez-Serrano: On the Drazin Inverse of sum of two operators and its application to operator matrices. J. Math. Anal. Appl. 350 (2009) 207-215.
21. C. Bu, C. Zhang: A note on the formulas for the Drazin inverse of the sum of two matrices. Linear Algebra Appl. 439 (2013) 565-576.
22. J. VIŠnJIĆ: On additive properties of the Drazin inverse of block matrices and representations. Appl. Math. Comput. 250 (2015) 444-450.
23. L. Sun, B. Zheng, S. Bai, C. Bu: Formulas for the Drazin inverse of matrices over skew fields. Filomat 30(12) (2016) 3377-3388.
24. E. Dopazo, M. F. Martínez-Serrano, J. Robles: Block representations for the Drazin inverse of anti-triangular matrices. Filomat 30(14) (2016) 3897-3906.
25. X. Yang, X. Liu, F. Chen: Some additive results for the Drazin inverse and its application. Filomat 31(20) (2017) 6493-6500.
26. M. Dana, R. Yousefi: Formulas for the Drazin inverse of matrices with new conditions and its applications. Int. J. Appl. Comput. Math. 4 (2018) 4.
27. R. Yousefi, M. Dana: Generalizations of some conditions for Drazin inverses of the sum of two matrices. Filomat $\mathbf{3 2 ( 1 8 )}$ (2018) 6417-6430.
28. L. Guo, J. Chen, H. Zou: Representations for the Drazin Inverse of the Sum of Two Matrices and its Applications. Bull. Iran. Math. Soc. 45 (2019) 683-699.
29. D. S. Cvetković-Ilić: The generalized Drazin inverse with commutativity up to a factor in a Banach algebra. Linear Alg. Appl. 431(5-7) (2009) 783-791.
30. D. S. Cvetković-Ilić, C. Deng: Some results on the Drazin invertibility and idempotents. Journal of Math. Anal. Appl. 359(2) (2009) 731-738.
31. D. S. Cvetković-Ilić, Y. Wei: Representation for the Drazin inverse of operators on Banach spaces. Electron. J. Linear Algebra 18 (2009) 613-627.
32. D. S. Cvetković-Ilić, C. Deng: The Drazin invertibility of the difference and the sum of two idempotent operators. Journal of Computational and Applied Mathematics 233(8) (2010) 1717-1722.
33. D. S. Cvetković-Ilić, X. Liu, Y. Wei: Some additive results for the generalized Drazin inverse in a Banach algebra. Electron. J. Linear Algebra 22 (2011) 10491058.
34. J. J. Koliha, D. S. Cvetković-Ilić, C. Deng: Generalized Drazin invertibility of combinations of idempotents. Linar Algebra Appl. $\mathbf{4 3 7 ( 9 )}$ (2012) 2317-2324.
35. G. Zhuang, J. Chen, D. S. Cvetković-Ilić, Y. Wei: Additive Property of Drazin Invertibility of Elements in a ring. Linear Multilinear Algebra 60(8) (2012) 903-910.
36. S. L. Campbell, C. D. Meyer: Generalized Inverse of Linear Transformations. Pitman, London, 1979; Dover, New York, 1991.
37. D. S. Djordjević, P. S. Stanimirović: On the generalized Drazin inverse and generalized resolvent. Czechoslovak Math. J. 51 (126) (2001) 617-634.
38. R. E. Hartwig, X. Li, Y. Wei: Representations for the Drazin inverse of $2 \times 2$ block matrix. SIAM J. Matrix Anal. Appl. 27 (2006) 757-771.
39. R. E. Hartwig, J. M. Shoaf: Group inverses and Drazin inverses of bidiagonal and triangular Toeplitz matrices. J. Austral. Math. Soc. 24A (1977) 10-34.
40. C. D. Meyer, N. J. Rose: The index and the Drazin inverse of block triangular matrices. SIAM J. Appl. Math. 33 (1977) 1-7.
41. S. L. Campbell: Recent Applications of Generalized Inverses. Pitman, Boston, London, 1982.
42. Y. Lin, Y. Wei: A note on constraint preconditioners for nonsymmetric saddle point problems. Numer. Linear Algebra Appl. 14 (2007) 659-664.
43. C. Deng, Y. Wei: A note on the Drazin inverse of an anti-triangular matrix. Linear Algebra Appl. 431 (2009) 1910-1922.
44. M. Catral, D. D. Olesky, P. Van Den Driessche: Block representations of the Drazin inverse of a bipartite matrix. Electron. J. Linear Algebra 18 (2009) 98-107.
45. N. Castro-González, E. Dopazo: Representations of the Drazin inverse for a class of block matrices. Linear Algebra Appl. 400 (2005) 253-269.
46. J. Ding, W. C. Pye: On the spectrum and pseudoinverse of a special bordered matrix. Linear Algebra Appl. 331 (2001) 11-20.
47. D. Zhang, Y. Yin, D. Mosić: The Drazin inverse of anti-triangular block matrices. J. Appl. Math. Comput. (2021). https://doi.org/10.1007/s12190-021-01638-2
48. J. Višnjić, I. ILić: On a recent result concerning the Drazin inverse of matrices. Filomat, manuscript accepted.
49. D. Zhang, Y. Yin, D. Mosić: A note on formulae for the generalized Drazin inverse of anti-triangular block operator matrices in Banach spaces. Banach J. Math. Anal. 16 (2022) 28.
50. T. Banachiewicz: Zur Berechnung der Determinanten, wie auch der Inversen und zur darauf basierten Auflosung der Systeme linearer Gleichungen. Acta Astronom. Ser. C 3 (1937) 41-67.
51. J. MiaO: Results of the Drazin inverse of block matrices. J. Shanghai Normal Univ. 18 (1989) 25-31 (in Chinese).
52. Y. Wei: Expressions for the Drazin inverse of a $2 \times 2$ block matrix. Linear Multilinear Algebra 45 (1998) 131-146.
53. X. Sheng, G. Chen: Some generalized inverses of partition matrix and quotient identity of generalized Schur complement. Appl. Math. Comput. 196(1) (2008) 174-184.
54. D. S. Cvetković-Ilić: Expression of the Drazin and MP-inverse of partitioned matrix and quotient identity of generalized Schur complement. Appl. Math. Comput. 213 (2009) 18-24.
55. X. Liu, H. Jin, J. Višnjić: Representations of Generalized Inverses and Drazin Inverse of Partitioned Matrix with Banachiewicz-Schur Forms. Math. Probl. Eng. 2016 (2016) Article ID 9236281.
56. D. S. Cvetković-Ilić, B. Zheng: Weighted generalized inverses of partitioned matrices in Banachiewicz-Schur form. J. Appl. Math. Comput. 22(3) (2006) 175184.
57. C. Bu, C. Feng, P. Dong: A note on computational formulas for the Drazin inverse of certain block matrices. J. Appl. Math. Comput. 38 (2012) 631-640.
58. J. Višnjić: On some previous results for the Drazin inverse of block matrices. Filomat 30(1) (2016) 126-130.
59. L. Xia, B. Deng: The Drazin inverse of the sum of two matrices and its applications. Filomat 31(16) (2017) 5151-5158.
60. D. S. CVEtKović-Ilić: A note on the representation for the Drazin inverse of $2 \times 2$ block matrices. Linear Algebra Appl. 429 (2008) 242-248.
61. D. S. Cvetković-Ilić, J. Chen, Z. Xu: Explicit representation of the Drazin inverse of block matrix and modified matrix. Linear Multilinear Algebra, 57(4) (2009) 355-364.
62. E. Dopazo, M. F. Martínez-Serrano: Further results on the representation of the Drazin inverse of a $2 \times 2$ block matrix. Linear Algebra Appl. 432 (2010) 1896-1904.
63. A. S. Cvetković, G. V. Milovanović: On Drazin inverse of operator matrices. J. Math. Anal. Appl. 375 (2011) 331-335.
64. C. Bu, K. Zhang: The Explicit Representations of the Drazin Inverses of a Class of Block Matrices. Electron. J. Linear Algebra, 20 (2010) 406-418.
65. J. LJubisavljević, D. S. CVEtKović-Ilić: Representations for Drazin inverse of block matrix. J. Comput. Anal. Appl. 15(3) (2013) 481-497.
