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Abstract. A new era is opening for the world of information and communication
technologies with the 5G networks’ release. Indeed 5G networks appear in modern
wireless systems as solutions to “traditional” networks’ inflexibility and lack of radio
resources problems. Using these networks the operators can expand their services’
range at will and, therefore, manage daily operations by monitoring ‘key performance
indicators’ (KPIs) — helping meet the quality of service (QoS) requirements much
easily. To meet the QoS requirements 5G networks can be implemented alongside
priority scheduling algorithms. This paper considers the operation of a wireless
network slicing model under two scheduling algorithms. A comparative analysis of
main performance measures is provided.
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1. Introduction

The advent of new generation 5G networks with their flagship slicing
technology have highly influenced the telecommunications sector in the best
way. Network operators have now the latitude to manage their assets and
therefore, are able to propose new types of services to customers [1]-[3].
Businesses and enterprises can now access network connectivity that fits their
specific needs [4]-[6]. 3GPP defines slicing as a technology that offers on
shared infrastructures the advantageous option to build fully dedicated logical
networks, known as ‘network slices’, with very diverse quality of service (QoS)
capabilities and requirements [7], [8]. Normally, meeting QoS requirements
and extending capabilities are difficult tasks for network operators who can
be helped by monitoring the ‘key performance indicators’ (KPIs) [9]-[12].
Essentially, monitoring the KPIs can allow network operators to significantly
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reduce service interruptions or even prevent them in the best cases [13], [14].
Since the first release of slicing technology few years ago, the vast majority
of researchers, scientists and organizations in the telecommunications industry
is focused on developing methods and techniques to flexibly and efficiently
share available radio resources within its framework [15]-[19]. In modern
wireless networks, one of the possible solutions to meet the QoS requirements
is the implementation of priority scheduling algorithms [20]-[23]. Models
implementing such algorithms within slicing framework could be described
using the mathematical apparatus of retrial queueing theory [24]-[26],
where retrial queues, also known as ‘orbits’, can be used to address service’s
interruptions problem.

In this paper we consider one of the possible models for implementing
slicing with priority scheduling algorithms. More precisely, we provide
a comparative analysis of model’s performance measures under preemptive
and non-preemptive scheduling algorithms. For that we use the mathe-
matical apparatus of queueing theory and describe the model as a retrial
queueing system coupled with a buffer [27]—-[29].

The paper is organized as follows. Section 2 provides the system’s general
description and proposes a mathematical model for its construction. Sec-
tion 3 suggests formulas to compute the stationary probability distributions
under preemptive and non-preemptive scheduling algorithms respectively.
Section 4 proposes formulas to calculate the main performance measures un-
der each priority scheduling algorithm. Section 5 provides a numerical
example of system’s model operation. Section 6 concludes the paper.

2. Mathematical model

Let us consider a single server retrial queueing system [25| coupled with
a buffer. We assume two types of requests arrival in system according to
Poisson process with rates A\; and A, respectively. The average service times
are exponentially distributed with means p; and .

Let us assume that first type requests have access to server and buffer,
while second type requests — to server and orbit. Let us consider two types
of priority scheduling algorithms — preemptive and non-preemptive
scheduling [20], [21], [29], [30].

The radio admission control (RAC) mechanism for first type requests is
organized differently depending on the priority scheduling algorithm.

Preemptive scheduling. The RAC mechanism for first type requests is
organized in such a way that:

1) when server is “vacant” or “occupied” by one second type request, the
first type request immediately obtains service, i.e. the second type
request occupying server at such moments automatically joins the
orbit;

2) otherwise, the first type request awaits server’s non-utilization in
buffer with first-come, first-served (FCFS) service discipline [24]—[26].

Non-preemptive scheduling. The RAC mechanism for first type requests
is organized in such a way that:

1) when server is “vacant”, the request immediately obtains service;
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2) otherwise, the request awaits server’s non-utilization in buffer with
FCFS service discipline.

Whether preemptive or non-preemptive scheduling algorithm, awaiting
in buffer first type requests are always given priority when it comes to service
once server is ‘“vacant”.

The RAC mechanism for second type requests is organized in such a way
that:

1) when server is “vacant”, the request immediately obtains service;
2) otherwise, the request either leaves the system with probability = or joins
the orbit with probability 1 — .

A second type request that joined the orbit becomes a “retrial” second type
request. A retrial second type request, as the name stipulates, retries to
obtain service after some amount of time. The number of retrials is unlimited
and time interval between two consecutive ones is exponentially distributed
with rate o~!. Note that, as the “primary” second type request, the retrial
second type request either leaves the system with probability 7w or returns
to the orbit with probability 1 — 7 after an unsuccessful attempt to occupy
server.

The scheme model of considered single server retrial queueing system
coupled with a buffer is given in figure 1.

>\13 241
BUFFER
)‘27 M2
________ % SERVER
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Figure 1. Scheme model of considered single server retrial queueing system coupled
with an unlimited buffer

We describe system behavior using a three-dimensional vector n := (i, j, k)
over “infinite” state spaces X and Y under preemptive and non-preemptive
scheduling algorithms respectively:

X={neN*:(i=0Ake{0,2})Vk=1}, (1a)
Y={neN3:(i=0Nk=0)VEke{l,2}}, (1b)

where N3 represents the state space of all three-dimensional vectors with
natural elements; ¢ — the current number of first type requests in buffer; j —
the current number of second type requests in orbit; and £ — the current
state of server (i.e., value “0” means server is “vacant”; value “1” — server is
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“occupied” by one first type request; and value “2” — server is “occupied” by
one second type request).
The corresponding state transition diagrams are shown in figures 2, 3. The
transition diagrams from random state are clarified in figures 4, 5.
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Figure 2. State transition diagram of considered single server retrial queueing system
coupled with a buffer under preemptive scheduling algorithm
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Figure 3. State transition diagram of considered single server retrial queueing system
coupled with a buffer under non-preemptive scheduling algorithm
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Figure 4. Transition diagram from random state for considered single server retrial queueing
system coupled with a buffer under preemptive scheduling algorithm
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Figure 5. Transition diagram from random state for considered single server retrial queueing
system coupled with a buffer under non-preemptive scheduling algorithm
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According to investigated priority scheduling algorithms and considering
the transition diagrams from random state (i.e., figures 4, 5) one can obtain
the equilibrium equations systems given below that describe the discussed
Markov processes X (t) and Y (t), where ¢ > 0:

Ay Ao (i € {0}) + Ay (1 — 1) I(k % 0) + L (k % 0) +
+jol(i,k € {0}) + jorI(k+#0)|P(n)=XI(i=0,k=1)P(n—e3)+
+MI(i>0k=1)Pn—e;)+X\I(i=0,k=2)P(n—2e;)+
+ X0 (1—m)I(j>0,k+0)Pn—ey)+puI(i,ke{0}) P(n+ey)+
+ I (k=1)P(n+ey) + pyl(i,k € {0}) P(n+ 2e5)+
+(j+1)ol(i=0,k=2)P(n+e,—2e;)+ (j+ 1)orl(k+# 0) P(n+ e,)+
+MI(i=0,7>0,k=1)P(n—ey,+e;3), (2a)

Ay Ao (i, € {0}) + Ay (1 — 1) I(k % 0) + L (k % 0) +
+ joI(i,k € {0}) +jorI(k+#0)]Qmn)=X\I(i=0,k=1)Q(n—e3)+
FAT(>0,k=1)Qm—e) + AT (i =0,k =2) Q(n — 2e5)+
F (=) 1G>0,k £ 0)Q(n — ey) + iy T(i,k € {0}) Q(n + e5)+
+ I (k€ {1,2}) Qn+ey) + o (i, k € {0}) Q(n + 2e5)+
+(+1)ol(i=0,k=2)Q(n+e;, —2e3)+ (j+ Vorl(k#0)Q(n+e,)+
+ul(i=0k=1)Q(n+e; +e3), (2b)

where P(n), ., and Q(n),cy are the stationary probability distributions
under preemptive and non-preemptive scheduling algorithms respectively;
€sc(1,2,3 — the s-th row of identity matrix of size 3 x 3; and I(-) — the
function indicator equaling value “1” when condition is met, and value “0”
otherwise.

3. Stationary probability distribution

Due to the “infinite” sizes of buffer and orbit, the stationary probability dis-
tributions P = (P(n)) _,. and Q = (Q(n))ney should be computed through

generating function-based approaches [25], [27], [29]. However, one can
compute them using iteration methods [31], [32] by simply adding limita-
tions to the storage sizes, setting these to random maximum values. Thus, we

set buffer’s maximum size to zmax and orbit’s to j,,... Therefore, we obtain

the “finite” state spaces X and ¥ under preemptive and non-preemptive
scheduling algorithms respectively:

I:{nex:i\ de j jmax}7 y:{ney:i\ de .7 jmax}'

The process describing considered system is not a reversible Markov pro-
cess whether under preemptive or non-preemptive scheduling algorithm.
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Therefore, one can compute either stationary probability distribution P or Q
using iteration method on respective equilibrium’s equations system, i.e.

P-Apza) = Opwa Q Bgixg) = Opxg)

where A and B are the infinitesimal generators of Markov process under
preemptive and non-preemptive scheduling algorithms respectively.

The elements A, ; of the infinitesimal generator A are computed using (3a).
Equation (3b) calculates the elements B, ; of the infinitesimal generator B.

(A, if n=n+e,, s.t. i, ke {0},

n=n+e;, st. i <i L ANk=1,
or n=n-+e,—e;, s.t. 1 =0AJ < J ANK=2,
=n+ 2e,, s.t. i,k € {0},
), if n=n+e,, s.t. j<jn..Ake{l,2},
=n—ey s.t.i=0Nk=1, (3a)
=n—e}, s.t.i>0Nk=1,
n=n-—2e;, st.i=0ANk=2,
n=n-+2e; —e,y, s.t. 7>0Ai, ke {0},
jom, if n=n—ey, st.7>0Ak € {1,2},
L0, otherwise,

or

Il
A
=
—
—
iy

with n € X, and Apn=— > Aua
neX{n}

(A, if n=n+eg, s.t.i,ke {0},

or n=n-+eq, s.t. i <iy, Ake{l2}
n=n+2e,, s.t. i,k € {0},

Ay (1—m), if n=n+ey, s.t. j<ju Nk € {12},
n=n-—e;s st.i=0Nk=1,

=n—e;, st.i>0Nk=1, (3b)
n=n-—2e;, st.i=0ANk=2,

or n=n—e; —e3, s.t.i>0Nk=2,

jo, if n=n+2e; —e,, s.t. j >0A, ke {0},
jom, if n=n—e,, st.j>0Ak€{1,2},

L0, otherwise,

with n € ¥, and Byn=— > Bua
ﬁeg{n}
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4. Performance measures

After computing the stationary probability distributions P and Q one
can calculate system’s performance measures under preemptive and non-
preemptive scheduling algorithms respectively. Let us consider following
main performance measures:

1. The mean number of first type requests in buffer
neff nég
2. The mean number of second type requests in orbit
nef nEg
3. The server’s vacancy probability
> Pm), > Qm), (6)
ne,’f:k:O neg:kzo
4. The server’s occupancy probability by one first type request
> P, Y Q), (7)
neX k=1 ned:k=1
5. The server’s occupancy probability by one second type request
Y Pm. Y Q). (8)
neX k=2 neg:k=2

Since limitations were applied to storage sizes, i.e. buffer and orbit, one
may find it necessary to also compute following performance measures:

1. The buffer’s saturation probability
>, P, Y. Qm), (9)
ney:i:imax neg:i:imax
2. The orbit’s saturation probability

Sorm. > Q. (10)

nex:j:jmax ney:j:jmax

5. Numerical example

Let us illustrate the behavior of performance measures, computed in pre-
vious section 4, depending on various system’s parameters. To implement
iteration method one must set the error tolerance ¢ and, for ergonomic
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features, limit the number of iterations MaxIters. Since second type re-
quests are apparently more affected by implemented priority scheduling
algorithms, one may build the example around performance measures “di-
rectly” related to them:

— the mean number of second type requests in orbit, i.e. equations (5);

— the server’s vacancy probability, i.e. equations (6);

— the server’s occupancy probability by one second type request, i.e. equa-
tions (8);

— the orbit’s saturation probability, i.e. equations (10).

Summaries of the numerical examples results are provided in tables 1 to 4.

Table 1
Mean number of second type requests in orbit depending on triplet (j, .., A1, Ag) with
e = 10, p1 = g =2, 1= 0.001, 0 = 1, e = 10712 and MaxIters = 1000

’ - H - Hl Preemptive scheduling H‘ Non-preemptive scheduling
Jimax Al Az 1 2 3 1 2 3
1 2.5438 3.3625 3.8375 2.4659 | 3.4162 3.9503
5 2 3.9805 | 4.1998 | 4.3897 4.0846 | 4.3046 4.4961
3 4.5566 | 4.6908 | 4.7835 4.6314 | 4.7437 4.8230
1 4.9052 7.2944 | 8.3800 4.7192 7.3611 8.5276
10 2 8.5649 8.9173 | 9.2121 8.7040 | 9.0528 9.3429
3 9.4234 | 9.5984 | 9.7193 9.5149 | 9.6616 9.7651
1 6.9305 | 11.4591 | 13.1148 6.6439 | 11.5360 | 13.2783
15 2 13.3191 | 13.7555 | 14.1114 13.4738 | 13.9025 | 14.2497
3 14.3427 | 14.5381 | 14.6738 14.4387 | 14.6034 | 14.7205

Table 1 shows that when the arrival rate A; of first type requests or A,
of second type requests increases, the mean number of second type requests
in orbit also increases. That performance measure is greater under non-
preemptive scheduling algorithm. This may be explained by the fact that,
we have more second type requests in system, and consequently, the orbit
tends to saturation. This situation is also illustrated by table 2 showing the
increase of orbit’s saturation probability under the same circumstances.

Table 3 shows that when the arrival rate \; of first type requests or A,
of second type requests increases, the server’s vacancy probability decreases.
As one can see from that table, and according to table 1, that performance
measure is less under non-preemptive scheduling algorithm. This may be
explained by the fact that the more requests we have in system, the less server
will be “vacant”.

Table 4 shows that when fixing arrival rate A\; of first type requests to
value “1” and increasing arrival rate A\, of second type requests, the server’s
occupancy probability increases.
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Table 2
Saturation probability of orbit depending on triplet (j,,.c, A1s Ag) With ¢, = 10,

1 = po =2, m=0.001, 0 =1, = 10712 and MaxIters = 1000

’ - H - Hl Preemptive scheduling H‘ Non-preemptive scheduling

Finax A Az 1 2 3 1 2 3
1 0.2229 | 0.3647 | 0.4686 ||| 0.2256 | 0.3990 0.5262
5 2 0.5322 | 0.6105 | 0.6796 ||| 0.5862 | 0.6654 0.7372
3 0.7602 | 0.8236 | 0.8687 ||| 0.8015 | 0.8537 0.8919
1 0.1197 | 0.2889 | 0.4174 ||| 0.1223 | 0.3216 0.4750
10 2 0.4801 | 0.5653 | 0.6425 ||| 0.5346 | 0.6210 0.7007
3 0.7247 | 0.7913 | 0.8401 ||| 0.7664 | 0.8215 0.8633
1 0.0690 | 0.2473 | 0.3889 ||| 0.0702 | 0.2766 0.4436
15 2 0.4490 | 0.5363 | 0.6171 ||| 0.5007 | 0.5893 0.6729
3 0.6978 | 0.7649 | 0.8154 ||| 0.7375 | 0.7936 0.8374

Table 3
Vacancy probability of server depending on triplet (J,..; A1, Ag) with ¢, = 10,

= pto =2, m=0.001,0 =1, =102 and MaxIters = 1000

’ - H - Hl Preemptive scheduling H‘ Non-preemptive scheduling
Az

1 2 3 1 2 3

1 0.1394 | 0.0803 | 0.0556 0.1242 | 0.0630 0.0395
5 2 0.0465 | 0.0361 | 0.0285 0.0310 | 0.0223 0.0162
3 0.0198 | 0.0137 | 0.0098 0.0107 | 0.0071 0.0048

1 0.0923 | 0.0351 | 0.0220 0.0847 | 0.0269 0.0148
10 2 0.0183 | 0.0143 | 0.0118 0.0114 | 0.0083 0.0063
3 0.0082 | 0.0058 | 0.0043 0.0042 | 0.0028 0.0020
1 0.0735 | 0.0197 | 0.0128 0.0685 | 0.0146 0.0084
15 2 0.0106 | 0.0086 | 0.0073 0.0064 | 0.0048 0.0039
3 0.0051 | 0.0037 | 0.0027 0.0026 | 0.0018 0.0013

But, when fixing A, to values “2” or “3” that probability decreases. That
performance measure is less under non-preemptive scheduling algorithm.
This may be explained by the fact that the more first type requests we have
in system, the less server will be occupied by one second type request, since
RAC mechanism suggests that priority is always given to first type requests
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once server is “vacant”. Furthermore, when fixing A\, and increasing A; the
server’s occupancy probability decreases generally except under preemptive
scheduling algorithm for one case, where orbit’s maximum size j,,.. equals
value “5” and A\, equals value “1”. In that case, that probability increases to
a maximum value and then decreases.

Table 4
Occupancy probability of server by one second type request depending on triplet
(Fumaxs A1s Ag) with 4, =10, g = py =2, 7 = 0.001, 0 = 1, e = 10712
and MaxIters = 1000

Jl]laX A 1

max

Preemptive scheduling Hl Non-preemptive scheduling

1 2 3 1 2 3

1 0.3779 | 0.4655 | 0.5232 0.3760 | 0.4372 0.4608
5 2 0.3973 | 0.3372 | 0.3070 0.3461 | 0.2836 0.2446
3 0.2056 | 0.1463 | 0.1112 0.1639 | 0.1155 0.0857

1 0.4163 | 0.4992 | 0.5457 0.4156 | 0.4734 0.4854

10 2 0.4157 | 0.3503 | 0.3156 0.3657 | 0.2977 0.2546
3 0.2113 | 0.1498 | 0.1132 0.1706 | 0.1199 0.0887

0.4312 | 0.5087 | 0.5487 0.4317 | 0.4856 0.4919

15 2 0.4178 | 0.3509 | 0.3150 0.3707 | 0.3012 0.2571
3 0.2107 | 0.1491 | 0.1124 0.1723 | 0.1211 0.0895

6. Conclusion

One considered a possible model for implementing slicing technology
with priority scheduling algorithms. A comparative analysis of computed
main performance measures — mean number of first type requests in buffer,
mean number of second type requests in orbit, server’s vacancy probability,
server’s occupancy probability by one first type request, server’s occupancy
probability by one second type request, buffer’s saturation probability and
orbit’s saturation probability — was provided. That analysis showed that
system load is higher under non-preemptive scheduling algorithm with
very low probability of leaving system after an unsuccessful attempt to occupy
server.
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K ananu3y cucteMbl MacCOBOT'O OOCJ/Iy>KUBaAHUSA AJI CETU
5G ¢ texHosiorueit NS u npuopuTeTHBIM yIIpaBJIEHUEM
JOCTYTIOM K paJimopecypcaM

K. 1. B. Any, E. B. Mapkosa, E. A. 2K6ankoBa

Poccutickut ynusepcumem dpyorcoHvr Hapodos
ya. Muxayzo-Maxnaas, d. 6, Mocxsa, Poccus, 117198

Aunoraunus. Ilepexon K 6ecpOBOIHBIM CETAM ISITOrO HOKoJieHust 5G 03HaMEHO-
BaJI HOBBIH 3Tall pa3BUTUs NMH(MOPMAITMOHHBIX ¥ KOMMYHUKAIIMOHHBIX TEXHOJIOTHUIA.
CeTu 1IATOTO TIOKOJIEHUS JIOJIYKHBI PEIIUTh TaKUe MPOOJIeMbl, KAK HETMOKOCTh «Tpa-
JUIHOHHBIX» CeTell W HeXBATKa YaCTOTHBIX PaIMOPECypPCOB IJIsi KAa4eCTBEHHOI'O
npegocraBjaeHus ycuayr. IIpesrosaraercs, 4To, UCIOJIB3Ysd 3TU CETU, MOOUJIbHBIE
OIIepaTOPhl CMOTYT 3HAYUTEIHLHO PACIITUPHUTD CHEKTD YCIYT U 00eCHednTh Tpedbyemoe
KavecTBO WX mpejocrasienus. s ynoBieTrBopenns TpebOBaHUIT K KAIECTBY 00CITy-
xuBanus (anea. Quality of Service — QoS) omeparopam HEOOXOAMMO BBITIOTHEHUE
«KJTIIOUEBbIX Tokazareseit addekrusroctny (anes. Key Performance Indicators —
KPI), onucannbix B cranmaprax csasu. s 91oii e MOryT ObITh UCIIOJIb30BAHBI
AJITOPUTMBI TIPUOPUTETHOTO OOJIYKUBaHUS. B cTaThe paccMOTpeHa MOJEb Hecipo-
BomHOI cetn H5G, TOMIEPKUBAOIIAs TEXHOJOTUIO HAPE3KHM CETU M PeasIn3yrolias
yIpaBJjIeHrE JOCTYIIOM K CETEBBIM PAJIMOPECYPCaM IIPH ITOMOIIU BBEJECHUS [IPUOPUTE-
TOB. M3yuena pabora MO/Ie/In B paMKax JIByX ajropuTMoB. [IpoBesiéH cpaBHUTEIbHBII
aHAJIM3 OCHOBHBIX ITOKa3aTeselr 3PeKTUBHOCTH MOIEIN.

Karouessie cioBa: cetu 5G, napeska cetu NS, QoS, KPI, npuopurernoe ynpassie-
uue jocrynom, CMO ¢ TOBTOPHBIME 3asiBKAMU, HTEPAITMOHHBIN METOT,



