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What we would see, instead, would be a matter of complementation. It could
be that human and computer might form a symbiotic intelligence that would
be far greater than either could develop alone, a symbiotic intelligence that

would open new horizons and make it possible to achieve new heights.

— Isaac Asimov, The Roving Mind, 1983
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Introduction

Radiomics is a technique that is spreading more and more in the field of med-
ical images. The interest in radiomics from the scientific community arises
from the fact that it is an intuitive and non-expensive discipline, which aims
at characterising and predicting the evolution of the disease. The key idea
underlying radiomics is to view the medical images not just as pictures to be
analysed visually, but rather as raw data. After all, the medical images are
matrices of numbers representing grey-level intensities. Showing them as pic-
tures certainly unveils a great wealth of visual information, but is that all?
Radiomics aims at uncovering and exploiting the entire information contained
in the medical images, possibly going beyond what can be appreciated by the
human eye. For this purpose radiomics makes use of quantitative parameters,
named radiomic features, which are extracted directly from the medical images.
These descriptors capture various properties of the lesion, such as the shape
and the local heterogeneity of its texture, constituting a sort of fingerprint of
the lesion, built in the medical image. Usually, hundreds or even thousands
of these parameters can be defined and extracted. An essential part of the
radiomic analysis is the identification of the radiomic features which are able
to detect the underlying biological characteristics of the lesion. Radiomic data,
for instance, may be useful to classify the pathology of interest (i.e. malignant
or benign), to predict an outcome (overall survival, response to a therapy,
etc.) or to identify the genetic mutation profile. The main advantage of this
approach is that the description of the lesions is performed using images that
are already acquired in the clinical routine for the staging and the monitoring
of the disease. Radiomics is therefore a non-invasive technique, which may be-
come a precious support for the physicians in the choice of the best treatment
for each patient.

However, radiomics is not yet a robust enough technique. Some challenges
still remain, preventing the introduction of radiomics in the clinical practice.
One of main issues, which is not yet fully under control, is the radiomic feature
stability. For example, datasets of images collected in different periods of time
or acquired in multiple institutes are characterised by different acquisition
protocols and scanners. Moreover, there is not a strict consensus in how to
delineate the volume of interest, from which the features are extracted. This
variability may introduce a significant level of noise in the texture and in the
resulting features, obscuring the underlying phenotype and giving spurious
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Introduction

results in the final model.
For this reason, in recent years several methodological studies have been

performed to explore feature variability, for different imaging modalities —
mainly computed tomography (CT), positron emission tomography (PET) and
magnetic resonance imaging (MRI) — and different anatomical districts. How-
ever, even though nowadays there exist some guidelines which are commonly
adopted by researchers when performing radiomic studies — such as the rec-
ommendations provided by the Image Biomarker Standardisation Initiative
(IBSI) [1] — the lack of standardisation in the radiomic studies makes it diffi-
cult to generalise and validate the results.

In this thesis the robustness of radiomic features in CT imaging was in-
vestigated, focusing specifically on the oncological field. In particular, the
anatomical target considered in all the presented analyses was the lung tu-
mour. The main objective of the thesis was the characterisation of the feature
behaviour in different acquisition settings, by performing methodological stud-
ies both in patients and in phantom. To this aim, the CT images of patients
affected by lung tumours were collected to investigate feature reproducibility
when several parameters are varied. In particular, the impact of the scanner
model, of the X-ray tube voltage, of the reconstruction blending levels and of
the segmentation was evaluated. Phantoms are, instead, inanimate objects,
fabricated to reproduce the human shape and/or signal in the medical image,
and therefore useful as patient surrogates. An important part of this project
was dedicated precisely to the identification of the suitable materials and the
design of a phantom for radiomic purposes. The phantom was assembled so
as to encompass inserts specifically developed to mimic the CT signal of lung
tumours and to have a heterogeneous texture. The main reason why we need
a phantom was to assess feature repeatability, by repeating the same acqui-
sition multiple times in fixed conditions. This scenario is in fact difficult to
achieve in patients because of the limits imposed by the exposure to radiation.
Beyond that, the phantom was also used to compare the features among var-
ious acquisition/reconstruction conditions (different voltage peaks, scanners
and reconstruction algorithms).

All the experiments and analyses were performed in collaboration with the
European Institute of Oncology (IEO) in Milano.

Thesis overview

Chapter 1 introduces radiomics as a tool developed to capture the tumour
heterogeneity. The radiomic workflow is presented, from image acquisition
to data analysis. Special attention is given to the pre-processing techniques,
which are the procedures usually applied before the feature extraction, and
to the categories of features used in this thesis. After a brief introduction
to CT images, where the meaning of their numerical content and the main
parameters involved in their formation are illustrated, the chapter covers the
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main limitations and open challenges of radiomics for this imaging modality.
The importance of methodological investigations to identify robust features
and the need for common strategies in performing radiomic studies are partic-
ularly emphasised. Finally, a quick overview of the literature of radiomics in
the lung oncology is provided, with examples of applications for various clinical
outcomes.

In Chapter 2 a methodological study on feature reproducibility is pre-
sented, considering for the analysis the diagnostic CT images of patients with
lung tumours. The impact of the CT scanner, of the voltage peak and of
the reconstruction algorithm on the radiomic feature reproducibility is evalu-
ated. Two different types of analysis are performed, one based on a univariate
approach and the other on a multivariable one. In this way, the impact of
each separate parameter as well as the simultaneous interactions among the
different parameters is analysed.

The use of phantoms in radiomic studies is an alternative approach to
investigate the feature behaviour. Chapter 3 is dedicated to this topic. First
of all, the importance of phantoms in the medical field is highlighted, and
the state of the art of the phantoms for radiomic purposes in CT imaging is
shown. After this brief introduction, the chapter is devoted to the description
of the design and fabrication of inserts mimicking lung tumours. The first part
of the phantom development consists in the identification of the target grey-
level intensities for the lung lesions and the lung itself, using the CT images of
patients affected by lung tumour. The study of the CT signal of the anatomical
structures of interest was necessary to find the most suitable materials for
the phantom. After a preliminary study, we developed and characterised two
prototypes of lung lesions. To evaluate the similarity in the texture between
inserts and real tumours, the radiomic features extracted from the phantom CT
images are compared with those extracted from the patient ones. The second
part of this chapter is concerned with the analysis of the repeatability and
reproducibility of the radiomic features using the fabricated inserts, showing
the usefulness of such objects for radiomic studies. As in Chapter 2, the feature
variability due to changes in voltage peak, scanner model and reconstruction
algorithm is assessed. Finally, the advantages and disadvantages of each of the
proposed insert types are discussed.

Last but not least, Chapter 4 develops another key aspect of the radiomic
workflow, which comes into play even before the feature extraction: the seg-
mentation of the volume of interest. The chapter consists of two main parts.
In the first part a semi-automatic and a fully automatic approach for lung
lesion contouring are described, and their application on a group of patients
affected by lung tumour is discussed. The results of these two segmentation
approaches are compared to manual contours in terms of overlapping volume
and radiomic feature variability. The second part, instead, focuses on the fully
automatic algorithm and aims to understand the impact of segmentation on
the performance of a predictive model. For this purpose, an overall survival
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model is built using separately the features extracted from the manual and
the automatic contours, and the performances of the two models are then
compared.
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Chapter 1

Radiomics

Solid tumours are heterogeneous, not only among patients but also within the
same lesion. Radiological images can provide a global representation of the
lesion heterogeneity, and for this reason they can be a precious tool for the
development of personalised medicine. Radiomics is an emerging technique
that uses the numerical content of the medical images to achieve this goal by
extracting quantitative descriptors, called radiomic features, from the image
of the lesion. Radiomic features capture information that is complementary to
the clinical and genetic one, and this collection of data can be used to build
new predictive models, or improve those already used in the clinics, with the
ultimate aim of supporting the clinicians in the choice of the most suitable
treatment for each patient.

Chapter 1 presents radiomics, starting with a gentle introduction of this
technique, where the main fields of applicability are illustrated, along with
its main advantages and drawbacks. Then, the radiomic workflow will be
described in detail, from image acquisition to statistical analysis. Finally, the
chapter will focus on computed tomography (CT) images, especially on the
CT parameters which may have an impact on the feature robustness. Special
attention is given to the lung district, which is the anatomical region of interest
for the studies presented in Chapters 2, 3 and 4.

1.1 A gentle introduction to radiomics

“The science on which it (medicine) is based is accurate and definite enough;
the physics of a man’s circulation are the physics of the waterworks of the town
in which he lives, but once out of gear, you cannot apply the same rules for the
repair of the one as of the other. Variability is the law of life, and as no two
faces are the same, so no two bodies are alike, and no two individuals react alike
and behave alike under the abnormal conditions which we know as disease.” [2]
With these words William Osler, one of the fathers of modern medicine, in 1904
described the difficulties for a physician in the art of medicine.

Diversity among tumours of different types and among patients with the
same tumour type (inter-tumour heterogeneity) is well established as concerns
its genetic and phenotypic profile. Indeed, this variability is among the causes
which gave rise to personalised medicine, namely the idea of tailoring the med-
ical treatment to the specific characteristics of each patient. But this is not
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Chapter 1. Radiomics

Figure 1.1: Illustrative representation of the tumour complexity: variability was observed
among different tumour types, among patients with the same pathology and even within the
same lesion. Inside the tumour, sub-population of cells with a different underlying genetic
and epigenetic package can grow and mix, increasing the tumour heterogeneity, as illustrated
for subclone 2 in the figure. On the right, a picture of fluorescence in situ hybridisation of
cancerous cells is reported, showing the heterogeneity present among cells of the same tumour
sub-clone. The centromeres of two chromosomes are depicted in red and in green, the DNA
in blue. Image from ref. [5].

all. An intra-tumour heterogeneity is added to this variability as well (e.g. see
Figure 1.1). Spatial and temporal heterogeneity, in fact, is observed inside tu-
moral lesions and is considered as one of the main factors of cancer resistance
to oncological therapies [3,4]. The histological and/or genetic characteristics of
the tumour are typically identified by carrying out a solid biopsy of the lesion.
However, biopsies can capture this information only from a small portion of
the lesion volume. Moreover, because of their invasiveness, they are performed
typically once per patient, usually at the beginning of the therapeutic treat-
ment, and — even if in some cases the biopsies are performed more than once
— it is not feasible to repeat them routinely over time. Therefore, the spatial
and time information about the tumour heterogeneity is lost, and monitoring
of the disease during the treatment turns out to be unfeasible.

In order to overcome these limitations several new strategies have been
proposed in the recent years. The liquid biopsy-based technique, for example,
studies the genetic profile of the tumour from blood samples, thus analysing the
circulating material belonging to the entire tumour and metastasis, if present.
Moreover, thanks to their reduced invasivity, liquid biopsies can be performed
multiple times, this way capturing the time evolution of the disease. A com-
pletely different approach is the quantitative description of the tissue properties
through the analysis of medical images. This is the basic idea of radiomics.

Radiomics is an emerging field of research which aims to support the physi-
cians in the choice of the best clinical strategies by providing quantitative in-
formation about the tumour through the extraction of numerical descriptors
from the medical images, named radiomic features. Radiomics makes use of the
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1.1. A gentle introduction to radiomics

fact that the medical images are matrices of numbers, whose content depends
on the physical properties of the diagnostic modality involved. This content,
for example, represents the absorption coefficient of the X-rays in computed
tomography (CT) and radiography, the radiotracer uptake from the detection
of annihilation photons in positron emission tomography (PET), nuclei den-
sity and characteristic relaxation times in magnetic resonance imaging (MRI),
and the acoustic impedance produced at the interfaces among different tissues
in ultrasound imaging (US). It thus captures the details of the lesion on the
voxel resolution. The voxel is the volumetric picture element and is usually of
the order of the millimetre. This means that the heterogeneity produced by
the underlying phenotype at lower scale is described macroscopically, catching
the variability due to the metabolism, vascularisation, oxygenation and to the
presence of necrotic area [6]. In the clinical practice some generic information
about lesion size (such as the largest diameter) and shape (spiculated, round,
irregular) or about the texture (ground-glass opacity, subsolid, solid, presence
of cavitation or necrosis) are typically indicated in the radiology report. Nev-
ertheless, radiomics can provide information about the morphology and the
texture of the pathology in an objective and systematic way. This kind of
analysis can go beyond the limitations of the human eye in texture discrimina-
tion by identifying complex patterns in the images and quantifying the spatial
relations among the grey-level intensities [7, 8].

One of the first times that the word “radiomics” was used in the literature
was in 2010 by Gillies et al. [9]. From that moment on, the interest in radiomics
has been rapidly growing, as shown by the exponential increase in the publi-
cation numbers over the last years [10]. Its suffix “-omics” recalls disciplines
such as genomics, transcriptomics, proteomics, metabolomics and pathomics,
which study the DNA, RNA, proteins, metabolites and digital pathology, re-
spectively, as summarised in Figure 1.2.

Radiomics has two main advantages over solid biopsies. First of all, ra-
diomics is a non-invasive technique and does not require any additional exam
on the patient, since it works on radiological images that typically are already
acquired in the clinical practice for diagnostic and therapeutic purposes. Ad-
ditionally, considering that images in the clinical routine are often acquired
steadily over time to monitor the disease evolution, it is possible to assess the
feature changes during the treatment and correlate them with the lesion mod-
ifications (delta-radiomics) [12]. Secondly, this technique is able to describe
the pathology as a whole, by capturing the entire three-dimensional shape and
heterogeneity of the lesion.

There are two different ways of formulating radiomics. Both of them start
from medical images and try to associate the properties of the image tex-
ture to the selected clinical endpoints. The difference lies in how the features
are engineered. In the first approach — the traditional one — predefined
mathematical descriptors, referred to as hand-crafted features, are manually
implemented and extracted from the images. The second approach is instead
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Chapter 1. Radiomics

Figure 1.2: A summary of the “-omics” disciplines: from the DNA level (genomics) to
radiological images (radiomics). Image from ref. [11].

based on deep learning, which means that the features, referred to as deep fea-
tures, are learned automatically by the algorithm without human intervention
in their definition [13]. Therefore, if on the one hand deep features are able to
capture the heterogeneity profile of the lesion going beyond human intuition
and knowledge, on the other they are more difficult to interpret because of
their abstract nature and require a larger amount of labelled data in input.

How can radiomics be a supportive tool for the physicians? Once radiomic
data have been collected from a sufficiently wide population of patients, possi-
bly in combination with other information such as the genetic and clinical one,
the final goal is to develop models which may improve diagnostic, prognostic,
and predictive accuracy. The combination of radiomic data with the genetic
analysis is known as radiogenomics. A typical objective in a radiomic analysis
can be the prediction of the treatment response. Common targets in this sense
are the distinction between responder and non-responder, progression-free sur-
vival, overall survival, risk of distant metastasis development, and toxicity
to normal tissues after radiotherapy. Other clinical outcomes have been in-
vestigated as well, such as the classification among stages, correlation with
gene mutations and the discrimination among different pathologies [14, 15].
Various anatomical districts and various imaging modalities have been in-
vestigated. For instance, radiomics was applied to evaluate the treatment
response and overall survival, to distinguish between benign and malignant
lesions, and to investigate the association with gene expression in lung [16–22],
in prostate [23–25], in breast [26–29], pancreatic [30–35], and in head and
neck [16,36–39] cancer.

Oncology is the most well studied field of application of radiomics, and it
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1.2. The radiomic workflow

will be the focus of this thesis in its traditional version based on the extraction
of hand-crafted features. However, in the literature other fields of application
has been investigated as well. For example, in neurodegenerative diseases, like
Alzheimer’s and Parkinson’s diseases, radiomics was used to evaluate the pro-
gression of the pathology [40, 41] or to classify the cognitive impairment [42].
Radiomics was also applied to non-oncological pathologies in the thoracic dis-
trict, like Covid-19 inflammation [43–45], fibrosis [46] or chronic obstructive
pulmonary disease [47]. Other fields of interest are, for example, cardiac [48,49]
and liver [50] diseases.

However, since radiomics is a novel technique, some aspects have not been
completely explored yet. For instance, the relation between the macroscopic
appearance of the tumour through images and the underlying biologic indica-
tors is not fully understood. Another criticism is the lack of standardisation
in the image acquisition, reconstruction, and processing settings. Indeed, the
study of their influence on features are one of the most important topics in
radiomic research, and it will be thoroughly investigated in this thesis project.
These aspects — with a special attention to CT images — will be introduced
in Section 1.3.2, after a detailed description of the radiomic workflow.

1.2 The radiomic workflow

In this section all the necessary phases to perform a radiomic study based on
traditional feature extraction are presented, from the image collection to the
model development.

The traditional radiomic workflow includes four main steps [51–53]: 1) im-
age acquisition and reconstruction, 2) tumour segmentation, 3) feature extrac-
tion and 4) statistical analysis. Figure 1.3 summaries this chain of operations.

1) Acquisition and reconstruction
Medical images are acquired routinely in the clinical practice for diagnosis,

to assess the response to a treatment and for follow-up, by collecting anatomical
and/or structural properties of the disease. Depending on the type of pathol-
ogy to be investigated and the type of information that has to be collected
about the disease itself, one or a combination of the following imaging modal-
ities can be adopted: radiography, CT, PET, MRI and US. Medical images
are acquired using dedicated acquisition protocols and, in case of tomographic
imaging, then reconstructed with proper mathematical algorithms. The CT
modality is one of the first and most investigated in radiomic studies. The
key aspect of CT images is that their numeric content is associated to a uni-
versal scale where the tissue attenuation coefficient is normalised to the water
signal. This scale is named Hounsfield unit (HU) scale, and will be discussed
more thoroughly in section 1.3.1. Radiomic studies with nuclear medicine and
MRI imaging are rapidly spreading too. Since in MRI imaging the signal
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Figure 1.3: Schematic description of the workflow of traditional radiomics. First, medical
images are acquired and reconstructed. The lesion inside the image is then segmented using
specialised tools. From the identified VOI the radiomic hand-crafted features are extracted
with dedicated tools, after the application of processing techniques such as filtering, grey-
level discretisation, and resampling. Finally, the radiomic features along with clinical and
genetic information — collected from solid or liquid biopsies — are given in input of the
statistical model to predict the chosen endpoint.

is not standardised and is arbitrarily assigned, one of the main challenges is
the standardisation of the grey-level intensities, in order to make the inter-
and intra-patient images comparable. Radiography is used quite commonly
in the clinical practice, particularly in screening examination, and it can thus
be useful for those studies where a control group is required (for example in
the discrimination between malignant and benign lesions). Unfortunately, this
modality is not tomographic and the information about the lesion properties in
the 3D space is lost. Finally, US imaging is the least involved in the radiomic
studies and began to be investigated more deeply only in recent years [54].
Similarly to radiography, it is often used for screening and has the great ad-
vantage of being based on non-ionizing radiation, therefore avoiding harmful
radiation exposure. However, there are still relevant drawbacks that make its
use for radiomic purposes difficult: first, the information comes from a single
slice of the lesion and not from the entire volume; second, the positioning of
the probe is not reproducible.

Medical images are normally stored in the PACS (Picture archiving and
communication system) in DICOM (Digital Imaging and COmmunications in
Medicine) format (.dcm), which contains the image as a matrix of numbers
along with a collection of tags with the information about the patient and the
image acquisition.

10



1.2. The radiomic workflow

2) Segmentation
One or more volumes of interest (VOIs) are identified and segmented. The

VOI corresponds to the anatomical region whose properties have to be quanti-
fied. It could be a lesion, such as a tumour or a benign nodule, or a portion of
healthy tissue. The task of segmentation is usually performed manually by one
or more physicians, who delineate the borders of the tissue under investigation
slice by slice in the axial view (which is normally the one with highest spa-
tial resolution). The contouring of the VOI thus defines two distinct regions:
one inside the borders, corresponding to the volume to be investigated, and
the background, which is instead excluded from the subsequent analysis. Since
this operation is extremely time-consuming and achieving an identical segmen-
tation result twice is in practice impossible (even for the same operator), semi-
and fully automatic approaches are being investigated in the recent years.

In some radiomic studies, only one slice of the tumour was analysed, usually
the slice associated to the maximal cross-sectional area [55–57]. While in this
approach the time spent on segmentation is reduced considerably compared to
the segmentation of the entire volume, almost all the information inside the
lesion is not taken into account, thus limiting the potentiality of radiomics in
capturing the heterogeneity of the lesion as a whole, as previously described.

The segmentation is typically stored in a DICOM-RT Structure Set file,
which contains the coordinates of the border points. Unfortunately, the avail-
able tool to read these files may produce a different contouring result, since
they may perform different interpolation operations on the coordinates. An
alternative option is to save the segmentation in a mask form. The mask is
a binary matrix of the same size of the reference medical image, containing
values equal to 1 in the cells corresponding to the inside of the VOI and 0
outside (the background). Other examples of formats typically used in the
medical field to store segmentation as a binary matrix are the Neuroimaging
Informatics Technology Initiative (NIfTI) and the Nearly Raw Raster Data
(NRRD). Both of them were used in this work. Even though the segmentation
masks have the advantage of being univocally interpretable, all the informa-
tion about the image acquisition/reconstruction that is usually stored in the
DICOM header is lost, except few spatial information such as the voxel size.

3) Feature extraction
Radiomic features are extracted from the segmented volume to describe

its grey-level pattern with different degrees of complexity: simple descriptors
are able to capture the fine details of the shape (shape features), others the
grey-level distribution of the individual pixels (firstorder features), while more
complex ones evaluate the spatial relationship between two or more voxels at
a fixed distance and direction (textural features). Moreover, the features can
be extracted after the application of processing operations, such as filtering,
resampling of the voxel size and discretisation of the grey-level intensities.
Guidelines and recommendations on feature extraction are suggested by the
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Image Biomarker Standardization Initiative (IBSI) [1]. This research group re-
ported the nomenclatures and the definition of some features. Moreover, they
provided the reference values of these features for different publicly available
datasets in order to make the new software IBSI compliant. In this way the
results become comparable and can be validated. Details and updates can be
found online in the reference manual (https://arxiv.org/abs/2006.05470).

In the following sections a brief description of the most typical processing
techniques is given. Image processing techniques are applied before the feature
extraction, acting directly on the grey-level pattern of the image, and are often
already implemented in the software used for the extraction.

3.1) Image processing operations

Filtering is useful to reduce the noise inside the image or to enhance struc-
tures like edges, which are rapid changes in the grey-level intensities. For
instance, let us consider a 2D image of size M × N. The filtered image in
output is again a M × N matrix but with different grey-level intensities.
The final effect of the filtering procedure depends on the definition of the
filtering operator (or kernel), which is a matrix of size k × l, usually much
smaller than the original image size. Various types of filter are convention-
ally considered in radiomic studies. Most of them act in the spatial domain,
meaning that the operation is applied directly on the content of the voxel,
and the filtered image F is simply computed as a convolution between the
original image I and the kernel matrix h:

F (x, y) = (h⊗ I) (x, y). (1.1)

The filtering process can be roughly described as the calculation of the
filtering response at each pixel, given by the definition of h, followed by
shifting the kernel matrix from one pixel to the other until the entire image
has been spanned. At each step of this process only the pixels in the
proximity of the one that has to be filtered out are considered, and the
number of the neighbouring pixels is related to the chosen kernel size.
In the case of linear filters, the convolution can be written as

F (x, y) =

k−1
2∑

i=− k−1
2

l−1
2∑

j=− l−1
2

h(i, j) I(x+ i, y + j). (1.2)

The Gaussian filter is an example of smoothing operator which can be
used in order to reduce the noise of the image. In the Gaussian filter
the kernel weights correspond to a discrete approximation of a normalised
Gaussian function with the peak in the centre of the kernel matrix. The
final effect depends on the choice of the standard deviation parameter (σ)
of the Gaussian profile: a larger value corresponds to a stronger smoothing
effect.
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In addition to filters based on integral (or sum in the case of a discrete space)
operators, there are also filters based on derivatives. This kind of filters
facilitates the identification of discontinuities and fine details inside the
image and, for this reason, are named enhancement filters. The Laplacian
filter is a second-derivative filter with the peculiarity of being isotropic. In
2D it can be defined as

∇2 I =

(
∂2

∂x2
+

∂2

∂y2

)
I ≈ [I(x+ 1, y) + I(x− 1, y) − 2 I(x, y)] +

+ [I(x, y + 1) + I(x, y − 1) − 2 I(x, y)] =

=

0 1 0
1 −4 1
0 1 0

⊗ I(x, y).

(1.3)

Finally, the Laplacian of Gaussian (LoG) filter (or Mexican hat kernel)
is the combination of a Gaussian and a Laplacian filters in sequence: the
Gaussian operation is first applied to remove the noise of the image, followed
by the Laplacian to sharpen the edges.

A completely different group of filters is the one acting in the frequency
space: the transform-based filters. The Fourier transform is probably the
most famous in this category, but it has the disadvantage of losing the
spatial information when passing from the spatial domain to the frequency
one. It is thus not useful when the frequencies are not constant in space.
Wavelet filters are designed to overcome this limitation [58]. The cru-
cial components of the wavelet transform are the wavelets, which are wave
functions Ψa,b with a limited and variable window. The limited window
enables to cover a small section of the signal in space at a time, and it is
thus useful to restore the spatial localisation of the frequency information.
The size of the window, instead, defines the resolution at which the details
can be seen. Using a variable window, details at different scales can be de-
tected and highlighted (multi-resolution analysis). In the continuous space,
the wavelet transform is the convolution of the original signal i with the
wavelet functions Ψa,b,

f(a, b) =

∫ ∞

−∞
i(s)ψa,b(s)ds. (1.4)

The wavelet functions are obtained by contracting/dilating (by a scale fac-
tor a) and shifting (by a value of b) a mother wavelet Ψ,

ψa,b(t) =
1√
|a|
ψ

(
t− b

a

)
, a, b ∈ R, a ̸= 0. (1.5)

The mother wavelet has to satisfy a number of analytic requirements, such
as to oscillate at least once and to go to zero very quickly as its argu-
ment goes to infinity. See ref. [59] for a thorough discussion of the wavelet
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transform. For our purposes it suffices to say that smaller values of the
scale factor a correspond to more compressed wavelet functions, and con-
sequently to higher space-detail views. In this case, the wavelet transform
captures the high frequency signal. Conversely, for large values of a the
wavelet transform analyses the low frequency signal.

The wavelet filters are typically applied in their discrete form (discrete
wavelet transform, DWT). This means that the parameters a and b are
not continuous, but they are sampled in a discrete space: a = am0 and
b = n b0a

m
0 with m,n ∈ Z, a0 > 1 and b0 > 0.

Working at different scales, the original image is divided into sub-bands,
each of them obtained by applying a band-pass filter. A 2D image can be
decomposed into four components using both a low- (L) and a high- (H)
pass filter, separately, along the rows and the columns of the image matrix:
LL to approximate the original image, and HL, LH and HH to highlight
vertical, horizontal and diagonal details, respectively. In 3D the number of
components becomes eight, since the high- and low-pass filters are applied
along the three spatial directions: HHH, LLL, HHL, LLH, HLH, LHL, LHH
and HLL.
The choice of the discrete wavelet family to be used is unfortunately not uni-
vocal. Haar, symlets (or symmetrical wavelets), biorthogonal and coiflets
are examples of functions, each with a different shape and properties. De-
tails can be found in [60].

Figure 1.4 and Figure 1.5 illustrate examples of application of the LoG and
the wavelet filters on a CT image of a lung lesion.

Resampling, discretisation and normalisation are instead used to harmonise
among them the images of the dataset.
The resampling procedure consists in modifying the voxel size to a new
fixed value, keeping the total image size constant. The resampling operation
is useful to homogenise the voxel size among the CT images of a dataset,
since it is a parameter that varies often, particularly in the axial plane.
Resampling is usually applied along the three spatial directions or only
in the two axial ones, depending on the variability observed in the image
dataset for these parameters. Different interpolation functions can be used
to achieve this goal, such as the nearest neighbour, linear, and cubic spline
interpolation. However, there is no common agreement on the choice of the
function for radiomic studies. It is worth noting that this operation has to
be applied both on the image and on the segmentation mask in order for
them to overlap even after the resampling.
Discretisation (or quantisation) of the grey-level intensities is the grouping
of the intensities with similar values into ranges of the same size (bins),
thus reducing the number of intensities in the image. This technique can
be useful to reduce the noise inside the image, but its effect should not be
too extreme in order not to remove also some relevant information. There
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Figure 1.4: Examples of LoG filter application, using a different sigma value. Increasing
the sigma value, the effect of the Gaussian filter can be easily appreciated compared to the
original texture, which causes a loss of fine details for larger values. Images are displayed in
the range [mean signal - 2 × standard deviation, mean signal + 2 × standard deviation].

are two alternative approaches to perform this operation, by fixing the bin
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Figure 1.5: Examples of wavelet filter application to a CT image of a lung lesion. The four
sub-bands are shown — LL, LH, HL and HH — which correspond to a smoothed form of
the original image and to versions with highlighted horizontal, vertical and diagonal details,
respectively. The original image can be found in Figure 1.4. For the wavelet calculation,
we applied the Coif1 function. Images are displayed in the range [mean signal - 2 × the
standard deviation, mean signal + 2 × the standard deviation].

width or by fixing the number of bins. For example, a CT image of a
NSCLC lesion is show in Figure 1.6 before and after the discretisation of
the grey-level intensities, fixing the bin width to 25 HU.

Finally, intensity normalisation is a further processing procedure which
can be applied directly on the medical images. It is usually useful in MRI,
where images are not directly comparable for the lack of a standard intensity
scale. Various normalisation techniques have been applied to medical im-
ages, such as the histogram-matching normalisation or the scaling-shifting
method [61–64]. At the moment, finding the best algorithm able to make
the images comparable without losing any of the relevant information is
still an open field of research. For the purposes of this study, we did not
apply any normalisation procedure.
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Figure 1.6: Example of the application of the discretisation of the grey-level intensities.
The figure illustrates on the top a CT axial slice of a lung tumour before (Figure 1.6 a) and
after (Figure 1.6 b) the discretisation process. This operation clusters the intensities into
groups with a bin width equal to 25 HU. The two histograms on the bottom display the
distribution of the intensities inside the lesion. The histogram in (Figure 1.6 a) is displayed
with a bin width of 1 HU, while the one in (Figure 1.6 b) has a bin width of 25 HU, and they
refer to the image before and after the discretisation, respectively. A reduction of the noise
can be observed after the discretisation, but it is still possible to identify the heterogeneous
texture inside the lesion.

3.2) Feature categories

The quantitative descriptors which can be extracted from the identified
VOI can be divided into three main categories: morphological, first- order
or histogram-based, and textural features.

Morphological features describe the shape of the VOI, capturing its volu-
metric and superficial properties. Some simple examples of such descriptors
are the volume size, the diameter length, the sphericity and the elongation
of the VOI. Figure 1.7 shows some examples of morphological feature values
for different shapes and sizes.

Histogram-based (or first-order) features, instead, quantify the charac-
teristics of the histogram of the grey-level intensities inside the VOI. Thanks
to their simplicity, first-order features can be calculated easily, and their
meaning can be interpreted quite intuitively. Some examples are the mean
and the variance of the intensities, as well as the skewness (asymmetry of
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Figure 1.7: Examples of morphological features extracted from different geometrical
shapes. The features were computed with the Pyradiomics package (v. 2.1.2) without
any image processing. VoxelVolume is the volume of the 3D object computed from the
number of voxels inside. The SurfaceVolumeRatio is the ratio between the surface and the
volume of the object: the smaller it is, the more compact is the shape. Sphericity, Elongation
and Flatness describe the characteristics of the object shape: the higher is the value of the
sphericity, the more compact (similar to a sphere) is the shape; the values of the elongation
and flatness features are between 0 and 1, where 1 is for non-elongated shape and non-flat
(sphere-like), and 0 for a line and single-slice, respectively.

the intensity distribution) and the kurtosis (tendency to outlier of the in-
tensity distribution). This group of features however takes each single voxel
separately, this way neglecting its surroundings.

Textural features are higher-order features that, in contrast to the first-
order ones, take into account the spatial relationship between a reference
pixel and its neighbours. The order identifies the degree of relation be-
tween the investigated voxels: for second-order features the relationship is
evaluated between two voxels at once, while for order higher than two it is
computed among more than two voxels. Textural features are calculated
along a fixed direction (θ) and at a predefined distance (d) in voxel num-
ber from specific matrices built from the grey-level intensities inside the
VOI. They are 2D descriptors if they are extracted from a 2D slice, or 3D
(or 2.5D) if they are obtained from a 3D volume. 2.5D means that the
feature is calculated on each axial slice in 2D, and then averaged among
all the slices in the VOI. According to the IBSI recommendations, the 3D
extraction modality should be used only in the case of isotropic voxels. Al-
ternatively, the 2.5D method can be adopted. Since these features consider
a more complex relationship among voxels, it is much more difficult for the
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Matrix name Acronym

Gray-Level Co-occurrence Matrix [65] glcm
Gray-Level Run Lenght Matrix [66] glrlm
Gray-Level Size Zone Matrix [67] glszm

Gray-Level Dependence Matrix [68] gldm
Neighbourhood Gray-Tone Difference Matrix [69] ngtdm

Table 1.1: List of the matrices from which the textural features are extracted.

human eye to identify the corresponding textural properties and hence to
provide a straightforward interpretation.
The matrices proposed for radiomic studies are: Gray-Level Co-occurrence
Matrix (glcm), Gray-Level Run Lenght Matrix (glrlm), Gray-Level Size
Zone Matrix (glszm), Gray-Level Dependence Matrix (gldm) and Neigh-
bourhood Gray-Tone Difference Matrix (ngtdm). Their definitions, to-
gether with useful references, are collected in Table 1.1.
Features of the second order are extracted from the glcm, while those of
higher order from the other matrices. Each element of the glcm (glcm(i, j))
counts how many times the voxel with intensity i and the voxel with in-
tensity j appear at a distance d along a direction θ. It should be noted
that d must be greater than 0, since for d = 0 the matrix is equivalent to
computing a histogram of grey-level intensities. The glrlm, instead, evalu-
ates the number of runs in the VOI. A run is an array of contiguous and
collinear voxels with the same intensity i. Therefore, each entry of the
glrlm (glrlm(i, j)) quantifies the number of runs of intensity i and length j
inside the VOI. Glszm and gldm are very similar to the glrlm, but instead
of the run they count the number of zones and dependencies, respectively.
A zone is a connected area of voxels with the same intensity i and with size
j. The dependency, instead, is the number of voxels with intensity j, that
are both connected and “dependent” to the reference voxel with intensity
i within a distance d. “Dependent” means that the following relation has
to exist between the two voxels: |i − j| ≤ α, where α is a parameter set
by the user. Finally, the ngtdm is a 1D array built by computing at each
voxel the difference between its intensity i and the average intensity of the
neighbouring voxels. The element ngtdm(i) is given by the sum of these
differences for all the pixels with intensity i.
The features extracted from the glcm and glrlm matrices can be computed
for each direction separately, or a unique feature value can be computed by
averaging the outputs among a chosen set of directions. The directions are
typically 4 when the neighbours are identified in the 2D slice, and 13 for
the 3D extraction.

There exist many algorithms to extract the features. In many studies, in-
house tools were developed but not always made publicly available, this way
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making the validation and replication of the results impossible. Fortunately,
several programs have been developed and made available for other users
in the field of radiomics. Some of them are free, such as MaZda [70],
IBEX [71], LIFEx [72] and Pyradiomics [73]. Others are commercial, such
as RadiomiX Research Toolbox (OncoRadiomics SA, Liège, Belgium) and
TexRad (TexRAD Ltd, www.texrad.com, part of Feedback Plc, Cambridge,
UK).

4) Statistical analysis
The final step of the workflow is the feature analysis, where the radiomic

data are correlated to additional information — such as clinical, histological
and genetic information — and a model is developed to predict the clinical
outcome under investigation. The statistical model learns from a set of data,
named for this reason training dataset, and then infers the hypothesis on an
unseen dataset to evaluate the performance of the prediction [74].
To achieve this goal it is first necessary to perform feature selection: only
the non-redundant and robust features should be included for the model de-
velopment. Features that are associated with the acquisition/reconstruction
parameters should be rejected because they can introduce a spurious signal
which may distort the results of the model. Section 1.3.2 in this chapter will
describe in more detail the issue of the robustness of the radiomic features. As
regards the feature redundancy, excluding the not useful or correlated features
is extremely important, since their inclusion in the model may increase its
complexity without adding any relevant information. Possible selection tech-
niques are correlation analysis, filter-based models, the wrapper models, or the
embedded ones, such as the Least Absolute Shrinkage and Selection Operator
(LASSO) model [75]. Among the filter-based algorithms it is worth noting
the RELevance In Estimating Features (RELIEF) approach or those based on
mutual information as the Minimum Redundancy and Maximum Relevance
(mRMR) algorithm.

The next operation is the model building and the identification of the
group or combination of features — called the radiomic signature — which
are clinically-relevant for the specific endpoint of the study. Different machine
learning algorithms can be adopted for this purpose, such as the support vector
machine, linear or logistic regression, random forest, decision tree and neural
network. Logistic regression is the most commonly used for classification in the
medical field, for its simplicity in the training and in the interpretability of the
results. Linear regression is the equivalent algorithm for continuous endpoints
(e.g. overall survival). The LASSO algorithm is a linear regression model that
performs also a feature selection. The simplicity of linear and logistic regres-
sions has however the drawback that they may not perform well on complex
data.

Two aspects that should be taken into account during the development of
the model are the overfitting and the class imbalance. Overfitting occurs when
the model memorises the training data too well (together with the eventual
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noise inside) and is not able to generalise to a new dataset. The larger is
the number of features compared to the input data (number of patients), the
more likely it is to find erroneous correlations, and the performance of the
model therefore gets worse. Imbalance, instead, is observed when one class is
more represented than the others in terms of numerosity of the input data.
One approach to reduce the imbalance is to simulate or inputs new data,
as it is done for example in the Synthetic Minority Over-sampling TEchnique
(SMOTE) [76], where new samples are obtained from the k-nearest neighbours
of a randomly chosen element of the minority class.

Once the model is built on the input dataset, it should be validated on an
independent cohort (for example on a dataset acquired in a different institute
with different protocols) to verify whether the features are really storing a
predictive value and that the model is not overfitting the input data. If the
external validation is not feasible, an alternative approach is the split of the
entire dataset into two groups, one for the training and the other for the
validation. Otherwise, a k-fold cross-validation [77] can be applied, particularly
when the input dataset has a small sample size. In this technique, the training
set in randomly divided into k sub-datasets of the same size: k − 1 of these
subsets are then used for the training, and the remaining one is used to test
the model performance. This procedure of training and testing is repeated k
times, changing at each time the subset used for the training and testing from
the input dataset. A final estimation of the model is given by averaging the
performance results of the k repeated steps.

1.3 Radiomics in computed Tomography

1.3.1 A brief introduction to CT imaging

A CT image is a volumetric representation of tissue density. An X-rays tube
coupled with a detector row rotates in the x–y plane (the axial plane) all around
the table where the object of interest is laying, and at the same time the table
translates along the z-axis. When acquiring in helical mode, the tube follows
a spiral movement around the table, collecting the transmission profiles of the
scanned object from different views. These profiles are then reconstructed
using proper algorithms to recover the spatial information about the tissue
density. Each CT slice corresponds to a x–y plane (cross-sectional image) at
a certain point along the z axis direction (longitudinal to the table direction).

A fan beam of photons is generated by the impact of an electron current
against an anode. The electrons are produced through thermionic emission by
heating a filament (cathode) and are then accelerated by a potential difference
between cathode and anode. When the electrons hit the cathode, they transfer
their kinetic energy to the atoms of the target, producing heat and photons.
Both characteristic X-rays and bremsstrahlung photons are produced and con-
stitute the photon spectrum in output. The maximum energy of the photon
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spectrum corresponds to the kinetic energy of the electrons (end point energy),
which is commonly referred to as kilovoltage peak, kVp.

The signal in a CT image is given by a collection of voxels with various grey-
level intensities, which corresponds to the linear attenuation coefficient (µ) of
the tissues hit by the beam. The primary beam of intensity I0 is attenuated
exponentially following the Beer-Lambert law for a monoenergetic beam. Since
the beam may cross various materials with different attenuation properties µ
is a function of the position (x) inside the material. The intensity attenuation
I for a polyenergetic beam is given by

I =

∫ Emax

0

I0(E) e−
∫ d
0 µ(E, x) dx dE , (1.6)

where d is the total thickness crossed by the beam. The beam intensity before
(I0) and after (I) the absorption is known from measurements, while the matrix
of the attenuation coefficients, and therefore the CT images itself, can be
recovered through dedicated reconstruction algorithms.

Strictly speaking, the numerical content of a CT image is given by the CT
number which is derived from the µ of the tissue, normalised by the linear
attenuation coefficient in water (µwater) and in air (µair) at standard pressure
and temperature:

CTnumber =
(µ− µwater) × 1000

µwater − µair

. (1.7)

Its value is equal to 0 HU for distilled water and to -1000 HU for air. Therefore,
low values of the CT number correspond to less dense materials, which appear
darker in the CT image. Brighter areas, instead, are indicative of denser
tissues. For this reason, lungs appear black and bones white.

The transmitted photons are collected by the detectors placed on the oppo-
site side of the tube. Conventionally, the CT device is equipped with multiple
rows of detectors next to each other along the z axis (multiple-slice CT), with
anti-scatter collimators to protect the detectors from scatter radiation. The
width of each detector row determines the tissue width sampled during the
acquisition. For each row and at each rotational angle θ, the transmitted ra-
diation is detected and converted to the attenuation coefficients, by inverting
eq. (1.6). These attenuation coefficients are the sum of the attenuation coeffi-
cients of all the tissues crossed by the radiation at that angle and are named
projections (see Figure 1.8). The various projections are stored in the form of
a sinogram (alias raw data). The sinogram p(r, θ) gives the projection at each
angle θ and detector position r. The 3D image can then be reconstructed from
the sinogram using ad-hoc algorithms. The two main algorithms used for this
purpose are the Filtered Backprojection (FBP) and the Iterative Reconstruc-
tion (IR) algorithms [78,79].

The FBP algorithm consists of two mathematical operations: the Radon
and the Fourier transform. The Radon transform R maps the image in the
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Figure 1.8: Illustrative example of projections p(r, θ) collected by the detectors at two
different rotation angles around the scanned object, while r is the position along the detector,
perpendicular to the beam direction.

object space f to the sinogram in the projection space (named the Radon
space),

p(r, θ) = R(r, θ) [f(x, y)] =

∫ +∞

−∞

∫ +∞

−∞
f(x, y) δ(r − x cos θ − y sin θ) dx dy ,

(1.8)
where (x, y) are the Cartesian coordinates on the 2D slice, and δ is Dirac’s
delta function. A Fourier transform is then performed in the Radon space to
apply suitable kernel functions in the frequency space. The kernel is chosen so
as to filter out the noise in the data or to increase the spatial resolution and/or
the contrast resolution, according to the desired final result. With an inverse
Fourier transform, the system goes back to the Radon space, where the pro-
jections are now filtered. Finally, the filtered projections are “back projected”
into the CT image domain with the inverse Radon transform to obtain the
spatial map of the attenuation coefficients, which is the reconstructed image.

The IR algorithm was introduced more recently in the image-reconstruction
field, partly thanks to the increase in computational power. The main advan-
tage of this technique compared to the FBP algorithm is the noise reduction.
The reconstruction is an iterative procedure. At each iteration, an artificial
image is generated, and its sinogram is compared against the measured one.
The difference between the two defines a loss function which is minimised in
the iteration. The iteration is initiated with an arbitrary prior image, which
constitutes a snapshot of all the information on the image in the real space that
is available immediately after the acquisition in the Radon space. For instance,

23



Chapter 1. Radiomics

the prior image may be just white, meaning that we assume no knowledge of
the image in the real space, or the result of the FBP reconstruction. Clearly
the choice of the prior image is crucial, since the more similar it is to the
real image, the faster the algorithm converges. This iteration stops when the
difference between the real and the computed projections falls under a chosen
threshold. Alternatively, a fixed number of iterations can be set to stop the
iterations.

The reconstruction algorithm considered in this thesis is the Adaptive Sta-
tistical Iterative Reconstruction (ASiR), implemented in the GE scanners (GE
Healthcare, Waukesha, WI). The starting point of this algorithm is the FBP
reconstructed image. The percentage of FBP involved for the final result is
named blending level, and it goes from 0% (pure FBP) to 100% (pure IR).

Parameters such as the X-rays tube voltage and current, the pitch, the voxel
size (field of view and slice thickness) and the reconstruction algorithm may
affect the signal-to-noise ratio and therefore may have an impact on the image
texture. More in detail, the current and the voltage are two parameters that
affect the image quality and the absorbed radiation dose. Higher voltage means
more penetrating photons, while higher current values correspond to more
photons generated at the anode: in both these conditions a larger number of
photons is detected and the signal-to-noise ratio increases, but at the same time
also the patient radiation exposure increases. Optimising these parameters
based on patient size and weight is nowadays a diffused approach to balance
the noise and the radiation dose. The Automatic Tube Current Modulation,
for example, is a system used to change the tube current according to the
anatomical region scanned: in regions with lower attenuation the current is
reduced, while it is increased where the tissues attenuate more the radiation.
The pitch is the ratio of the table shift during a 360◦ rotation to the beam
width: larger values are associated to less counting statistics (more noise).
Finally, the voxel size is given by its dimension in the axial plane (reconstructed
field of view/matrix size) and the slice thickness (along the z axis). Larger
thickness values and larger axial sampling are associate to a higher signal and
thus to a less noise, but to a worse spatial resolution.

1.3.2 Feature robustness

The main weakness of radiomics is the lack of robustness of some features
against various factors: each step of the radiomic workflow, in fact, may in-
troduce variability that may have relevant effects on the feature behaviour.
This limitation of radiomics has been known since its origin [80] and several
methodological studies have been performed to quantify the degree of influence
of these parameters on the texture, with the final aim of avoiding misleading
interpretation of the model results [14, 81–83]. A high level of standardisa-
tion during image acquisition and processing would be the ideal condition to
foster the radiomic research. This may be a major requirement when design-
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ing a prospective study and when implementing novel tools, but it is hardly
achievable in retrospective studies, be they monocentric and even more when
multiple institutions are involved. These latter scenarios are however extremely
frequent for different reasons: first, because retrospective studies are generally
preferred to test the clinical hypothesis and thus justify the efforts of dedicated
prospective studies; second, because retrospective and multi-centre studies are
often the only practicable solution for collecting the large amount of data re-
quired to construct reliable models. For this reason, it is very common to face
image databases that are intrinsically heterogeneous due to the use of differ-
ent scanners, acquisition protocols and post-acquisition techniques, including
reconstruction algorithms and settings. In these cases, dedicated efforts must
be oriented towards the identification of radiomic features which remain stable
with respect to the specific database heterogeneity. Conversely, features whose
value is affected importantly by the use of different image acquisition settings
should be either rejected — to avoid the risk of introducing confounding ele-
ments during data analysis — or, whenever possible, corrected and harmonised
in order to make the values obtained from different images comparable.

Two important aspects should be assessed to evaluate feature robustness:
repeatability and reproducibility. The repeatability is a measure of precision
among measurements repeated multiple times on the same object by the same
operator with the same procedure and the same experimental apparatus in a
short time. Reproducibility, instead, is a measure of precision among repeated
measurements, where the measurements and/or the investigated object change
between a repetition and the other [84]. This kind of investigation can be
performed both with phantoms and with dataset of patients.

Methodological investigations using directly the patient images are useful
for radiomic studies because these images are more representative of the intra-
and inter-heterogeneity and of the biological characteristics of the tissue than
phantoms. Patient databases have to be properly collected, meaning that they
have to include an adequate number of patients, they have to be clinically
compatible with the pathology of interest and all the parameters to be inves-
tigated have to be well represented. However, this approach has usually the
drawback of not providing repeated acquisitions for each patient. In CT imag-
ing, the RIDER (Reference Image Database to Evaluate Therapy Response)
dataset [85] has been often used for the evaluation of feature stability [16,86–
89]. This dataset is publicly available online at The Cancer Imaging Archive
(TCIA) repository [90] (https://wiki.cancerimagingarchive.net/display /Pub-
lic/RIDER+Collections), and it consists of test-retest CT images of 31 patients
with NSCLC. Each patient underwent two CT examinations 15 minutes apart
on the same scanner with the same protocol. Unfortunately, the patients got
up from the table between the two acquisitions, introducing inevitably a vari-
ability in the positioning. This change between scans collides the hypotheses
defining the repeatability conditions.

Different CT acquisition parameters have been analysed on patient im-
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ages for their influence on the radiomic features, including tube current [56],
slice thickness [91–94], and tube voltage peak [56]. The reproducibility of the
features related to the use of contrast medium [95, 96] and to different recon-
struction techniques was investigated as well [91, 92, 94, 97–100]. Finally, a
few studies in the literature worked on the impact on features of the software
for the extraction [101] and of post-processing techniques, such as the grey-
level binning, resampling and filters [102–105]. In this sense, Fornacon-Wood
et al. [101] compared different extraction platforms — CERR, Pyradiomics,
LIFEx and IBEX (only the last one was not IBSI-compliant) — and they ob-
tained a good agreement among the features extracted from the three tools
following the IBSI indications, but only after a proper match of the extrac-
tion settings. This means that the default values do not correspond among
the software and that they should be properly set if the results from different
platforms have to be compared.

Using phantoms can compensate the limitations of patient dataset and
can give complementary information for the robustness analysis. Phantoms,
in fact, are inanimate objects that are built to reproduce some properties of
human body, such as shape and tissue attenuation, mainly for quality assurance
purposes. The main advantage of phantoms is that they can be used for
multiple acquisitions in fixed conditions of measurement or by changing these
conditions in a controlled way. Testing the robustness and the reliability of
the radiomic features with phantoms is therefore extremely convenient, since
they allow us to bypass the typical obstacles which we encounter with patients:
radiation exposure, movement artefacts and patient discomfort due to multiple
acquisitions. These peculiarities have been exploited in radiomics to investigate
both repeatability and reproducibility of the features.

The most used phantom for radiomic purposes is the Credence Cartridge
Radiomics (CCR) phantom, presented for the first time in ref. [106]. It consists
of ten cartridges, each of them with a size of 10.1 × 10.1 × 3.2 cm3 and fabri-
cated with various materials to create a wide range of image texture (20%, 30%,
40%, and 50% acrylonitrile butadiene styrene, natural wood, standard and
high-density cork, rubber of tires, zp®150 powder bonded with ColorbondTM

and solid polymethyl methacrylate). This phantom was used to compare differ-
ent scanners by Mackin et al. [106] and the CT images of this study are available
on the TCIA platform (https://wiki.cancerimagingarchive.net/display/Public/
Credence+Cartridge+ Radiomics+Phantom+CT+Scans). The main finding
of this analysis was that the variation of the features among different CT ven-
dors is comparable with the variability of the same descriptors in a cohort of
NSCLC patients, indicating a non-negligible impact of the CT scanner. The
effect of the tube current was also investigated using the CCR in ref. [107].
They changed the Exposure Time Product (expressed in mAs) between 25
and 300 mAs and did not observe a relevant impact on features for the mate-
rials more similar to the real tissues (cork and rubber).
The CCR phantom was also adopted to study the impact of post-processing
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operations. For example, Shafiq-ul-Hassan et al. [108] evaluated both the im-
pact of different voxel size before and after the resampling to a uniform value
and of the grey-level discretisation, and proposed correction in feature defini-
tion to reduce their variability. Larue et al. [109] considered for their analysis
multiple parameters, both acquisition ones (scanner, slice thickness and ex-
posure) and processing ones (bin width and resampling). The scanner and
the slice thickness are those parameters that impact the most on the features,
but for the latter a reduction in feature variability was observed after resam-
pling, suggesting linear and cubic interpolators over the nearest neighbour one.
Finally, they performed a test-retest analysis without changing anything and
found that some of them are not repeatable and recommended to eliminate
them. Furthermore, Mackin et al. [110] considered both patient images with
lung cancer and the CCR phantom to evaluate the impact of resampling and
filtering. They showed that in both the cases, the application of the two oper-
ations in sequence increased the feature robustness.
More recently, Ger et al. [111] proposed an updated version of the CCR phan-
tom to compare features among protocols adopted on different CT scanners
in different centres. This new version was made of six round cartridges with
a diameter of 10.8 cm (50% + 25% acrylic beads + 25% polyvinyl chloride,
50% acrylonitrile butadiene styrene + 50% PVC, 50% acrylonitrile butadiene
styrene and 50% acrylic beads, hempseeds in polyurethane, rubber, cork), em-
bedded in a polystyrene body (28 × 21 × 22 cm3).
Besides the CCR phantom, other types of phantoms, more or less anthropo-
morphic, have been fabricated specifically for radiomic study to investigate
feature repeatability, to compare scanners and protocols, and to evaluate the
impact of post-processing [112–114]. This topic will be further investigated in
Chapter 3.

In order to reduce the variability among different acquisition protocols,
new approaches have been proposed in the recent literature. The ComBat
method, for instance, was proposed to harmonise heterogeneous databases
by acting directly on the feature value [115–118]. It was developed in ge-
nomics to remove the “batch effects” (non-biological variables that impact on
the data) in gene expression microarray analysis [119], and it was investigated
in radiomics to correct site effects in CT [120, 121], MRI [122] and PET [123]
images. Other research groups, instead, adopted different strategies. They ap-
plied deep learning-based algorithms to generate synthetic harmonise images
before the feature extraction. For example, a convolutional neural network
was developed by Park and colleagues [93] to generate CT images with a lower
slice thickness compared to the original one, and by Choe et al. [124] and Yoon
et al. [125] to convert the CT image into a new one reproducing the effect of
a different reconstruction kernel without using the sinogram.

The segmentation procedure was also investigated as a possible confound-
ing factor. Manual segmentation is prone to inter- and intra-variability, and
semi-automatic approaches can impact on the feature value because of the sub-
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jective human intervention [126–130]. Huang et al. [131] evaluated the impact
of the inter-reader variability on the model performance in 46 patients with
NSCLC undergoing chemotherapy to predict the mutational status. Three
radiologists with different experience contoured independently the lesion with
a semi-automatic tool and they found a significant difference in the accuracy
of the model due to the variability introduced by the different segmentations.
Automatic software base on deep learning algorithms have been recently in-
troduced in the radiomic analysis [132,133], but further investigations on their
output reliability should be assessed against physician segmentation. More
details on this topic can be found in Chapter 4.

In general, the slice thickness and the reconstruction algorithms are the
most studied parameters — particularly in patients —, since they can be varied
a posteriori if the raw data are available, without the need of additional scans
of the patient. Moreover, many studies found that these parameters have the
strongest impact on the feature stability.

Finally, the impact of the application of different selection methods and ma-
chine learning algorithms on the model performance was also evaluated [134–
140]. There is not a consensus in the choice of the best methodology for the
model development, even when similar cohort of patients and the same out-
come are selected for the study [134,137]. Corso et al. [140], in fact, showed as
the performance of the models depends on the characteristics of the dataset,
such as the size, the association strength to the outcome and the class im-
balance. Considering radiomic features simulated from those extracted from
the CT images of 270 NSCLC patients, Random Forest and Extreme Gradient
Boosting achieved the best performance to find a correlation between features
and lymph node status in all the investigated characteristics of the dataset.

In conclusion, several parameters that may impact on image texture have
been investigated in the literature in the last years. Methodological studies —
developed for the anatomical district of interest and according to the dataset
complexity – are a useful and necessary tool to identify possible sources of
noise and confounding factors. By properly removing or correcting unstable
features may help in avoiding the introduction of bias in the analysis. How-
ever, a standard procedure in development of this kind of study has not been
established yet. The variability observed in this methodological investigation
makes difficult the comparison and thereby the generalisation of the results. In
addition, papers in the literature sometimes do not report all the details about
how the study was carried out, from the feature extraction to the analysis,
and this lack of information makes even more complicate the replication and
validation of the results [141–143]. In order to identify a general consensus in
the evaluation of feature stability, a greater international collaboration should
be mandatory. Common guidelines, in fact, should be assessed, taking as ref-
erence model the IBSI work in the standardisation of feature definition and,
for the next future, of filtering operations [144].
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1.3.3 State of the art in radiomics of lung oncology

Cancer is one of the leading cause of dead in the word, along with cardiovascu-
lar diseases. According to the World Health Organization (WHO) in 2019 the
16.8% and the 23.0% of the deaths were due to malignant tumours in the world
and in Europe, respectively (https://www.who.int/data/gho/data/themes/
mortality-and-global-health-estimates/ghe-leading-causes-of-death). The esti-
mates of cancer incidence and mortality provided by The International Agency
for Research on Cancer (https://gco.iarc.fr/) for 2020 indicated that lung tu-
mours were the most frequent type of cancer in the male population world-
wide (14.3%) and the second one in Europe (13.2%) after prostate tumours
(20.2%). Moreover, mortality due to lung cancer is the highest among males
(21.5% worldwide, 24.0% in Europe). In the female population, instead, lung
cancer is the second tumoral cause of death (13.7% worldwide, 14.3% in Eu-
rope) after breast cancer (15.5% worldwide, 16.3% in Europe), and the third
tumour (8.4% worldwide, 7.9% in Europe) for incidence after breast (24.5%
worldwide, 25.8% in Europe) and colorectum tumours (9.4% worldwide, 11.6%
in Europe) [145].

Non-Small Cell Lung Cancer (NSCLC) is the most commonly diagnosed
lung tumour, identified in about the 84% of the lung cases according to the
American Cancer Society (https://www.cancer.org/cancer/lung-cancer/about/
key-statistics.html), and it encompasses various sub-types of tumours, the most
frequent are adenocarcinoma and squamous cell carcinoma.

CT and PET images are conventionally used to diagnose and stage lung tu-
mours, before the start of the treatment. The clinical stage of the disease is the
main factor in the definition of the treatment options, along with presence of
comorbidity. For early-stage lung cancer (I and II), surgery is the main choice,
sometimes followed by adjuvant chemotherapy to remove cancer cells that may
have left and therefore reduce the risk of recurrence. Alternately, radiotherapy
on the lung lesion can be performed. For higher stages, a combination of treat-
ments is usually proposed (surgery, chemotherapy and radiotherapy) for stage
III, while a systemic therapy (conventional chemotherapy, target therapy and
immunotherapy) is adopted for stage IV patients [146,147]

Furthermore, information from histologic and genetic examinations through
solid biopsies are essential to assess the therapeutic path of the individual
patient (personalised treatment). The choice of a chemotherapy drug, for in-
stance, varies according to the type of NSCLC and the type of genetic mu-
tations [148]. Epidermal growth factor (EGFR), anaplastic lymphoma kinase
(ALK), BRAF and ROS1 mutations are examples of oncogenic drivers that
can be inhibited by specific molecular targeted agents [149,150].

However, some challenges still remain in the development of a personalised
and efficient treatment. For example, solid biopsies are invasive and not able
to capture the entire tumour heterogeneity, as previously described in this
chapter. Moreover, traditional image features describing lesion shape and ap-
pearance are prone to intra- and inter-observer variability. Radiomics can be
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useful to help the physicians to overcome these limitations by extracting ad-
ditional information from the whole lesion in an objective manner. In this
direction, different tasks have been recently faced in the field of lung oncology:
classification of lesion malignancy [151], prediction of the treatment response
or of the overall survival [152–154]. Another field of analysis is the identifi-
cation of a correlation between radiomic features and genetic mutations [155].
The aim of this type of analysis is to understand whether medical images can
be used as a “digital biopsy”, thus overcoming the limitations of real biopsies.
Several radiomic studies were performed to predict the mutational status using
the data collected from the histopathological samples [156–159]. Furthermore,
more recently researchers have introduced in the radiomic models the informa-
tion provided by the liquid biopsy [160,161]. In this way the radiomic features
can be compared to mutational data which are able to give a more complete
description of the lesion and can be collected with less invasiveness during the
imaging follow-up. However, deeper investigation is required in this field since
the number of investigated patients is still low.

Various studies showed that the performance of the predictive models in-
creases when the radiomic features are added to clinical, genetic, and tra-
ditional radiographic information. An increase in the prediction capability
(higher area under the curve, AUC) was reported by Choe et al. [162] in the
identification of the mutational status (ALK, EGFR and wild-type) from CT
images of 503 patients with lung adenocarcinoma when both radiomic and
clinical (gender, age, smoke, stage and tumour size) data are used. Similarly,
in another study designed to distinguish ALK mutated from ALK wild-type in
335 lung adenocarcinoma patients [163] the integration of clinical (gender, age,
smoke, stage, distant metastasis and adenocarcinoma sub-type), conventional
(such as maximum diameter, lobe, location, calcification, density, lymph node
status and cavity) and radiomic features gave better results (higher AUC) than
the model based only on conventional or radiomic features. Tang et al. [164]
found enhanced performance (higher mean concordance index) in the combi-
nation of clinical (gender, age, smoke, stage and first-line chemotherapy type)
and radiomic information for the prediction of the prognosis in patients with
NSCLC patients with EGFR mutation, treated with target therapy. Moreover,
they obtained that a model based only on conventional CT features (such as
lobulation, spiculation, pleural effusion and vascular invasion) were not asso-
ciated to the investigated outcome. Another interesting result they obtained
was that radiomic features extracted from contrast-enhanced CT images had
a greater predictive power than those extracted from unenhanced ones. Nev-
ertheless, there are other studies where significant improvements when adding
clinical information to the radiomic model are not observed [165, 166]. These
contrasting results may be due to the different investigated outcome or to the
different study design (i.e. the choice of the predictive model), stressing the
need for further standardised studies.

All these results emphasise the potentialities of radiomics as a support

30



1.3. Radiomics in computed Tomography

tool in making decisions before and during the treatment. However, despite
the increasing number of studies in lung radiomics, a greater validation and
standardisation of the models as well as a better biological interpretation of
the features are required before its introduction in the clinical practice.
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Chapter 2

Feature robustness in patients

One of the questions which is still open in radiomics is: how much heteroge-
neous can the image dataset be with respect to the acquisition parameters?
Increasing the number of patients in a clinical study is essential to achieve the
desired statistic power. However, going back in time for retrospective studies or
including multiple institutes for multi-centre ones increases the chance to deal
with images acquired with different scanners and protocols, and reconstructed
with various algorithms.

For this reason, we investigated systematically the heterogeneity observed
in the retrospective database of CT images of NSCLC patients at our Institute.
It mainly consists of different scanners from the same vendor, different X-ray
tube voltages, and different reconstruction algorithms, including filtered back-
projection (FBP) and increasing the blending level of the iterative algorithm
(IR). The impact of the bin width set during the feature extraction is anal-
ysed too. The different metrics adopted to test feature reproducibility will be
shown and will be integrated in novel criteria providing indications for feature
selection.

2.1 Motivations

The importance of methodological studies to evaluate feature robustness was
emphasised by a previous investigation carried out by our group [18]. In the
latter we considered 270 NSCLC patients staged up to T3N1M01, who did
not receive a pre-operative chemotherapy and underwent surgery of the lesion
after the CT acquisition. The radiomic features were extracted from the lung
lesions to be associated to the lymph node status and the overall survival.
A preliminary investigation of the feature robustness was carried out with
an analysis of variance test, considering as possible confounding factors the
contrast medium, the reconstruction algorithms, the scanner and the exposure.
The reconstruction algorithm (IR versus FBP) was the parameter that affected

1The TNM classification of the malignant tumours is standardised to classify the malig-
nancy of the disease. T stands for tumour and describes the size and the extension of the
tumours (it can be a number between 1 and 4, where smaller numbers correspond to smaller
tumours). N stands for nodes and it classify the involvement of the lymph nodes (0 for no
involvement and 3 for the maximum severity). M stands for metastasis and can be 0 (no
distant metastasis) or 1 (presence of distant metastasis).
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the features the most. Therefore, in order to include the largest number of CT
images, only the robust features were used for the predictive model.

In a further study we analysed the imaging properties of a second dataset of
226 CT images acquired at the European Institute of Oncology (IEO, IRCCS,
Milan). This database consists of patients with NSCLC tested for mutational
status and who underwent chemotherapy. They were enrolled to evaluate the
correlation between the radiomic features and the gene-expression status, and
to develop a radiomic model for the prediction of the overall survival. Since
it was a retrospective study, the patients were examined with different ac-
quisition/reconstruction parameters on different CT scanners, with different
voltage and reconstruction algorithm.

Therefore, in the present study we decided to investigate the impact of
those parameters with larger variability in our dataset, and which may have
the strongest influence on the image texture: the scanner, the voltage peak,
and the reconstruction algorithm.

2.2 Materials and methods

2.2.1 CT image collection

Patients with CT raw-data available at IEO were enrolled retrospectively be-
tween January 2019 and December 2019. Only patients with a histological
diagnosis of NSCLC and the availability of the raw-data in the CT scanner
were included. Moreover, we enrolled only patients whose CT image was ac-
quired at 100 or 120 kVp. Patients with a CT image acquired at 140 kVp
were, instead, not included, because in such a clinical scenario this voltage
peak value was rarely used, and a statistically representative sample would
not be collected. Cases where the lung lesion was not easily measurable, and
therefore cases where the lesion could not be contoured, were not considered
in the analysis. Finally, since patients with a too small or too large tumour
have usually low occurrence, patients with tumour size smaller than 5 cm3 or
greater than 200 cm3 were excluded during the selection.

We used the two CT scanners available in the radiologic department: the
Discovery CT750 HD and Optima CT660 scanners, both of the same vendor
(GE Healthcare, Waukesha, WI). Since the beginning of this study, the institu-
tional standard protocol for diagnostic chest imaging was represented by helical
acquisition, slice thickness of 2.5 mm, slice spacing of 2.5 mm, automatic tube
current modulation along the z-axis, and automatic angular xy modulation.
The X-ray tube voltage of this protocol was selected according to the patient
Body Mass Index (BMI) in order to preserve the image quality (higher voltage
value for higher BMI). Only the images acquired during the portal phase after
iodine-based contrast agent injection were considered for the analysis.

The reconstruction settings are optimised in relation to the acquisition
parameters. The typical choice nowadays at the IEO consists in the Stan-
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dard convolution kernel, and the Adaptive Statistical Iterative Reconstruction
(ASIR) algorithm with 60% blending level on the Discovery CT750 HD scanner
and 50% blending level on the Optima CT660 scanner. However, in our ret-
rospective study we faced clinical databases made of CT images reconstructed
with different blending levels, due to various tests and optimisations carried out
after the installation of the scanners. For this reason, we investigated multiple
reconstruction levels by applying on the CT image of each included patient
the following six IR blending levels: 0% (FBP), 20%, 40%, 50%, 60% and 80%
(hereinafter referred to as IR20, IR40, IR50, IR60 and IR80, respectively).
The reconstruction of the CT image was performed a posteriori, after the CT
examination, directly on the CT scanner where the raw-data were stored.

Lesion segmentation

Three operators segmented manually one lung lesion for each patient following
common criteria, using the commercial software AWServer 3.2 (Ext. 2.0 tool,
GE Healthcare). According to the lesion location and to the contrast with the
surrounding tissue, two main level windows were applied: the lung window
(width of 1500 HU and level of -600 HU), and the mediastinal one (width of
350 HU and level of 40 HU). It is important to note that, for each patient,
the segmentation was performed only on the CT image reconstructed with
the standard protocol and not on the other ones. We used, in fact, the same
contours among the differently reconstructed images, since they were all intrin-
sically co-registered. In this way, we prevented the introduction of variability
coming from the repetition of the contouring on each separated reconstruction.

2.2.2 Radiomic feature extraction

For each patient we extracted the radiomic features for each of the six recon-
structed images with the open-source software PyRadiomics (v. 2.2.0, python v.
3.7). Details on the use of PyRadiomics can be found in Appendix A. We con-
sidered all the seven categories of features, and used the 2.5D modality, as rec-
ommended in presence of non-isotropic voxels (https://arxiv.org/pdf/1612.070
03.pdf). The list of the parameters set in Pyradiomics for the radiomic feature
extraction can be found in Table A.1.

Following the IBSI recommendations [1], we applied two pre-processing
steps before the feature computation. First we performed a resampling in the
axial plane, aligning the pixel size among the different patients [108, 110]. To
this aim we used PyRadiomics’ B-Spline interpolator (“sitkBSpline”). Then
we discretised the voxel intensity (in HU) with a fixed bin width. We set the
bin width to 25 HU (the default value in PyRadiomics), as often suggested in
the literature [73,96,167,168], and to 5HU.

We excluded or modified a posteriori some features extracted from PyRa-
diomics, since they were characterised by a strong correlation with the number
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of voxels in the mask. Details on this analysis and the list of features eliminated
or corrected are given in Appendix B.

For each patient and for each of the six reconstructions, we calculated
the radiomic features from both the original images (without filtering) and
the filtered images. The two filters taken in consideration in this study were
the wavelet filter (coif1, the default setting in PyRadiomics [16, 73, 169]) and
the LoG filter (standard deviation, sigma, equal to 0.5, 1.0, 1.5, 2.5, and 5.0
mm [73,92,170–172]).

The names of the features obtained from the non-filtered and the filtered
images will appear in the text including the adjectives “original”, “wavelet”
and “log”, respectively.

2.2.3 Statistical analysis

For each patient we collected the following clinical information: age, volume
of the lesion, biological sex (female or male), tumour type from the cytological
or histological examination, previous therapy (yes or not), position (upper,
middle and/or lower lobe), and side (right or left lobe) of the tumour. These
data were used to understand if the patient populations, with CT images
acquired with different voltage and scanner, were clinically similar. For this
purpose, the Chi-square or Fisher exact test was applied to the categorical
variables to verify whether they are equally likely among the populations (null
hypothesis). For continuous variables, instead, the Wilcoxon rank-sum test
was chosen to assess if the samples of the different populations came from
the same distribution (null hypothesis). We performed this analysis using the
functions wilcox.test, chisq.test and fisher.test from the stats package in R (v.
4.0.0) [173]. A p-value < 0.05 was used to reject the null hypothesis.

The first analysis we performed was the evaluation of the contribution of
the three parameters (voltage, scanner and reconstruction algorithm) on the
feature reproducibility separately (univariate analysis). The Wilcoxon rank-
sum test was chosen to detect feature differences within CT scanners and
within tube voltages. The test was computed using the standard reconstruction
blending level according to the CT scanner used: IR50 for the Optima CT660
scanner and IR60 for the Discovery CT750 HD.

While the analysis for the scanner and the voltage was performed by com-
paring populations of different patients, each group corresponding to a differ-
ent value of voltage and a different CT scanner, the algorithm analysis was
instead based on the comparison among multiple CT reconstructions for the
same patient. For this reason, we identified reproducible features across the
reconstruction blending levels using the overall concordance correlation coeffi-
cient (OCCC).
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OCCC

The OCCC derives from the concordance correlation coefficient (CCC), pro-
posed by Lin in 1989 [174]. The CCC measures the agreement between two
samples of continuous data. Let X1 and X2 be two vectors of measurements.
The CCC is defined as:

CCC =
2 σ12

σ2
1 + σ2

2 + (µ1 − µ2)2
, (2.1)

where σ12 is the covariance between the X1 and X2 samples, while σi and µi

are the standard deviation and the mean of the sample Xi, respectively. The
CCC takes values between -1 and +1, where -1 and +1 correspond to perfect
reversed agreement and perfect agreement, respectively. A CCC value equal
to 0 indicates, instead, a complete disagreement. The CCC definition contains
both a measure of precision and accuracy. In fact, it measures the deviation
of the measures from the line fitting the data (precision) and at the same time
the deviation of this line from the line with a 45◦ inclination passing through
the origin (accuracy). To see this property, we rewrite the coefficient as

CCC = ρC , (2.2)

where

ρ =
σ12
σ1σ2

(2.3)

is the Pearson correlation coefficient (measure of precision), and

C = 2

[
σ1
σ2

+
σ2
σ1

+
(µ1 − µ2)

2

σ1σ2

]−1

(2.4)

is the measure of the shift from the the 45◦ line through the origin (values close
to 1 correspond to a less shift).

The OCCC [175] is an extension of the CCC. The OCCC can in fact can
be used when more than two sets of measures are present (X1, . . . , Xn). Let
be N the number of measures, the OCCC is defined as

OCCC =
2
∑N−1

j=1

∑N
k=j+1 σjk

(N − 1)
∑N

j=1 σ
2
j +

∑N−1
j=1

∑N
k=j+1(µj − µk)2

. (2.5)

In our study, the measures X1, . . . , Xn correspond to the multiple reconstruc-
tion blending levels investigated for each patient. Therefore, we employed
the OCCC to compare each radiomic feature among the six settings of the
reconstruction algorithm. We computed it with the epi.occc function from
the epiR library in R, using the default settings (na.rm = FALSE, pairs
= FALSE). There is no universal agreement on the OCCC threshold to as-
sess reproducibility. We chose 0.85 as the value above which we consider the
features reproducible, as done previously in the literature [92,176,177].
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Linear mixed-effects model

The second type of analysis we performed consisted in the application of a
linear mixed-effects model to each feature. The purpose was to analyse simul-
taneously (multivariable analysis) the contribution of each parameter to the
feature variability. A linear mixed-effects model can be chosen to investigate
non-independent, multi-level or hierarchical data, assuming a linear relation-
ship among the variables (hence the “linear” adjective) and incorporating both
fixed and random effects (hence the “mixed” adjective). The fitting model has
the following matrix formulation:

f = X β + Z u + ϵ . (2.6)

In eq. (2.6) f is the known output response, namely the radiomic feature value.
It has the form of a column vector of size N × 1, where N is the number of
patients in our study. X and Z are the matrices of the input variables for the p
fixed and the q random effects with size N×p and N×q, respectively. β and u
are column vectors containing the corresponding regression coefficients for the
p fixed and the q random effects with size p× 1 and q× 1, respectively. In our
study, the scanner model, the voltage, the lesion volume and the reconstruction
algorithm were taken as fixed effects, while the subjects as random effects
(with one grouping factor), since only a restricted sample of all the possible
patients is taken into account. Since the distribution of the lesion volume may
vary among the population of patients included, we added this variable to the
model in order to separate any volume influence on the feature variability from
impact of the other parameters. Finally, ϵ in eq. (2.6) is a column vector of
size N × 1 containing the residuals (with an expected value E[ϵ] = 0). The
FBP was set as the reference algorithm and each IR was compared to it. We
used the lmer function from the lmerTest package in R to compute the linear
mixed-effects model.

All the p-values were adjusted by the false discovery rate (FDR) method[178]
to correct for multiple comparisons, thus reducing false positives (type I er-
rors). For this purpose we used the p.adjust function from the stats package in
R (with the option method = “fdr”). Adjusted p-values < 0.05 were considered
as statistically significant. Table 2.1 summarises the analyses presented so far.

Combination of OCCC and linear mixed-effects model

We combined the results of the OCCC analysis and of the multivariate mixed
model, and divided the features into four groups:

� group 1 OCCC ≥ 0.85 and mixed model p-value < 0.05;

� group 2 OCCC ≥ 0.85 and mixed model p-value ≥ 0.05;

� group 3 OCCC < 0.85 and mixed model p-value < 0.05;

� group 4 OCCC < 0.85 and mixed model p-value ≥ 0.05.
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Analysed variable Statistical test

Clinical similarity among the chi-square test, Fisher exact test,
populations Wilcoxon rank-sum test

(p-value < 0.05)

Univariate analysis

CT scanner and tube voltage Wilcoxon rank-sum test
(p-value < 0.05)

Reconstruction algorithm Overall concordance correlation
coefficient (OCCC < 0.85)

Multivariate analysis Linear mixed-effects model
(p-value < 0.05)

Table 2.1: Summary of the statistical tests. The impact of the acquisition and of the
reconstruction parameters was evaluated for the features extracted with 5 HU and 25 HU
bin widths, separately.

We performed the analyses on both the filtered (LoG and wavelet ones) and
the unfiltered images, and after both the 25 HU and the 5 HU discretisations.
All the tests were two-sided.

2.3 Results

The total number of patients whose raw-data were still stored in the two radi-
ological CT scanners under investigation was 163. However, only 103 of them
were included in the analysis, since the inclusion criteria were not satisfied
for the others. The exclusion criteria for this study, the number of included
patients, and the number of excluded patients for each exclusion criterion are
shown in Figure 2.1.

From the 103 enrolled patients (59 men, mean age 71 years; 44 women,
mean age 67 years) we identified four populations:

1. 25 patients acquired on the Optima CT660 scanner at 100 kVp;

2. 25 patients acquired on the Optima CT660 scanner at 120 kVp;

3. 27 patients acquired on the Discovery CT750 HD scanner at 100 kVp;

4. 26 patients acquired on the Discovery CT750 HD scanner at 120 kVp.

This subdivision is summarised in Figure 2.1 as well.
The clinical information collected for each patient is reported in Table 2.2,

both for the entire patient population and separately for the four populations.
The p-value of the clinical similarity between the two scanners and the two
voltage populations is also reported. The comparison between the patient
populations according to scanner model (Discovery CT750 HD versus Optima
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Total population n = 163

INCLUDED      n = 103 EXCLUDED      n = 60

Exclusion criteria:
- no NSCLC diagnosis
- no histological info                          
- volume < 5 or > 200 cm3 

- not measurable                         
- tube voltage different from     

100 or 120 kVp

100 kVp
Optima CT660   

n = 25

120 kVp
Optima CT660   

n = 25

120 kVp
Discovery 
CT750 HD

n = 26

100 kVp
Discovery 
CT750 HD

n = 27

39
5
8
6

2

Figure 2.1: Schematic summary of the patient database showing on the left the included
patients and their subdivision into four populations, and on the right the excluded patients
together with the exclusion criteria.

CT660) and tube voltage (100 versus 120 kVp) showed a compatibility among
the groups of patients under investigation (p-value non-significant). Therefore,
the clinical characteristics are not a confounding factor for the analysis.

The noise index (NI) of the CT images of the four groups of patients was:
14 and 12 in the 72% and 28% of the cases, respectively, for the Optima CT660
scanner at 100 kVp; 16, 14, 22 and 17 in the 68%, 20%, 8% and 4% of the
cases, respectively, for the Optima CT660 scanner at 120 kVp; 19 and 18 in the
93% and 7% of the cases, respectively, for the Discovery CT750 HD scanner at
100 kVp; 18 in the 100% of the cases for the Discovery CT750 HD scanner at
120 kVp. Concerning the volume computed tomography dose index, the values
calculated for the four populations — and reported as median (interquartile
range or IQR) — were: 10.40 (8.79-13.63) mGy for the Optima CT660 scanner
at 100 kVp; 12.34 (10.00-17.24) mGy for the Optima CT660 scanner at 120
kVp; 8.77 (7.93-11.06) mGy for the Discovery CT750 HD scanner at 100 kVp;
12.12 (11.40-14.39) mGy for the Discovery CT750 HD scanner at 120 kVp.

We extracted 1413 radiomic features for each patient: 153 from the original
images (13 shape, 17 firstorder, 69 glcm, 14 glrlm, 15 glszm, 13 gldm and 12
ngtdm), 560 from the Wavelet-filtered images (the same firstorder and texture
features for each of the four sub-band), and 700 from the LoG-filtered images
(the same firstorder and texture features for each of the five sigma values). The
extraction was repeated for each reconstructed image and each grey-level dis-
cretisation value. The list of the feature names and the corresponding category
are reported in the Appendix B (see Table B.3).

2.3.1 Impact of the tube voltage and of the scanner model

In our study we did not find a relevant impact of the scanner model and of the
tube voltage on the feature reproducibility. The majority of the features, in
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Overall Scanner Scanner p-value Voltage Voltage p-value
Variables cohort Optima Discovery scanner 120 kVp 100 kVp voltage

(n = 103) (n = 50) (n = 53) (n = 51) (n = 52)

Biological sex
Male 59 (57%) 28 (56%) 31 (58%) 0.798 a 33 (65%) 26 (50%) 0.131 a

Female 44 (43%) 22 (44%) 22 (42%) 18 (35%) 26 (50%)
Age

Mean (median) 69.2 (70) 69.4 (70) 68.9 (69) 0.498 c 69.8 (70) 68.6 (68.5) 0.251 c

IQR (64–75) (65–75.3) (62–74.5) (64–76) (62–74.8)
Side

Right 60 (58%) 31 (62%) 29 (55%) 0.454 a 31 (61%) 29 (56%) 0.606 a

Left 43 (42%) 19 (38%) 24 (45%) 20 (39%) 23 (44%)
Position

Upper 63 (64%) 33 (69%) 30 (60%) 30 (61%) 33 (67%)
Medium 1 (1%) 1 (2%) 0 (0%) 0.360 b 1 (2%) 0 (0%) 0.731 b

Lower 29 (30%) 13 (27%) 16 (32%) 16 (33%) 13 (27%)
Mixed 5 (5%) 1 (2%) 4 (8%) 2 (4%) 3 (6%)

Volume (cm3)
Mean (median) 46.4 (39.1) 44.2 (40.6) 48.5 (38.1) 0.843 c 52.1 (42) 40.9 (36.7) 0.181 c

IQR (19.1–62.8) (19–54.7) (19.5–71.9) (20.7–67.9) (18.4–56.2)
Histological type

Adenocarcinoma 83 (82%) 38 (78%) 45 (87%) 40 (78%) 43 (86%)
SCC 16 (16%) 10 (20%) 6 (11%) 0.580 b 9 (18%) 7 (14%) 0.380 b

Neuroendocrine 2 (2%) 1 (2%) 1 (2%) 2 (4%) 0 (0%)
Previous therapy

No 75 (74%) 38 (76%) 37 (73%) 0.692 a 33 (66%) 42 (82%) 0.060 a

Yes 26 (26%) 12 (24%) 14 (27%) 17 (34%) 9 (18%)
Scanner

Optima 50 (49%) – – – 25 (49%) 25 (48%) 0.924 a

Discovery 53 (51%) 26 (51%) 27 (52%)
Voltage (kVp)

120 51 (50%) 25 (50%) 26 (49%) 0.924 a – – –
100 52 (50%) 25 (50%) 27 (51%)

Table 2.2: Clinical information on the 103 enrolled patients, considering the overall cohort
and the four patient populations. The p-value of the clinical similarity test performed
among the four populations is also reported, for the scanner and the voltage comparison.
The statistical tests used are: a chi-square test, b Fisher’s exact test, and c Wilcoxon rank-
sum test. Missing data: 2 for histological type; 2 for previous therapy; 5 for position. SCC
stands for squamous cell carcinoma.

fact, resulted to be not significantly affected by these parameters at either the
univariate or the multivariable analysis. Table 2.3 summarises the small subset
of features which were found to be significantly affected, along the p-value, for
the 25 HU discretisation.

More in detail, when the images were discretised with a bin width equal to
25 HU, the number of statistically different features was four for the scanner
model and four for the voltage (adjusted p-value < 0.05), in the univariate
analysis. According to the multivariable analysis, instead five features showed
statistically significant dependence on these parameters (four wavelet features
for the voltage and one shape feature for the scanner).

A larger number of features resulted to be significantly affected by the scan-
ner model when the 5 HU discretisation is applied: 14/153 original features,
101/560 wavelet features, and 20/700 LoG features gave an adjusted p-value
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Features
Scanner
(univar)

Voltage
(univar)

Scanner
(mixed)

Voltage
(mixed)

original shape SurfaceArea 0.924 0.714 0.027 0.886

original glrlm RunVariance 0.025 0.714 0.609 0.886

original gldm Dependence
NonUniformityNormalized

0.025 0.873 0.735 0.886

original gldm
DependenceVariance

0.005 0.714 0.303 0.886

wavelet-HH glszm SizeZone
NonUniformityNormalized

0.752 0.038 0.996 0.005

wavelet-HH glszm
SmallAreaEmphasis

0.751 0.038 0.996 0.005

wavelet-HH glcm1 Correlation 0.434 0.141 0.561 0.018

wavelet-HH glcm1
InverseVariance

0.066 0.141 0.309 0.012

wavelet-HL glcm1 Correlation 0.886 0.045 0.996 0.181

wavelet-HH gldm
LargeDependenceEmphasis

0.464 0.039 0.996 0.118

log-sigma-0-5-mm-3D glcm1
InverseVariance

0.0002 1.000 0.973 0.936

Table 2.3: List of the features extracted from the images discretised to 25 HU which
resulted significant in either the univariate or the multivariable analysis within the tube
voltage and within the scanner model. The significant p-values are highlighted in bold.

< 0.05 in the univariate analysis. For the voltage influence, instead, only two
wavelet features yielded a significant difference. In the multivariable analy-
sis, on the other hand, we found results similar to the 25 HU discretisation,
with one original feature affected by the scanner (original shape SurfaceArea,
p-value = 0.027) and one wavelet feature (wavelet-HH glcm1 Correlation, p-
value = 0.001) by the voltage.

This feature affected by the scanner is the same for the two discretisation
values and it was the shape SurfaceArea, which provides the size of the surface
of the VOI. It is not surprising that the feature is the same for the two discreti-
sation bin widths, because this kind of processing impacts only the texture of
the lesion. We expect that the non-reproducibility of this feature between the
images of the two scanners may be related to a slight difference, in terms of
the lesion shape, between the two populations. Higher values of this features
were found in the population scanned on the Discovery CT 750 HD at 120
kVp, indicating thus a larger complexity in the lesion surface of this group.
This result, however, is likely sample-specific, and we are not expecting it to
be generalisable to different samples. Increasing significantly the number of
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patients may help in supporting this hypothesis.

2.3.2 Impact of the reconstruction algorithm

Figure 2.2 summarises the results for the three image types (original, wavelet
with the four sub-bands together and LoG with the five sigma values together)
and the six feature categories (firstorder, glcm, glrlm, glszm, gldm, ngtdm), for
the discretisation at 25 and 5 HU. It must be noted that the shape category ex-
hibited a perfect concordance (OCCC = 1), since the same segmentation was
applied to the different image reconstructions for each patient. We divided
the features into four groups according to the OCCC value: OCCC ≤ 0.50,
0.50 < OCCC ≤ 0.70, 0.70 < OCCC ≤ 0.90 and OCCC > 0.90. We observed
that the majority of the features falls in the range (0.9, 1] (red bar), while the
group of features with OCCC ≤ 0.50 (blue bar) is the least populated, and it
is even empty for the original features extracted from the 25 HU discretised
images (Figure 2.2-a). Moreover, by visually comparing the features from the
25 HU (plots on the left) and the 5 HU (plots on the right) discretisation,
it appears that the latter have in general a lower value of the OCCC. Addi-
tional information is shown in Table 2.4, where the median OCCC and the
percentage of feature with OCCC ≥ 0.85 are listed for each feature category
and image type. In general, the firstorder features are the most robust, while
the glrlm, gldm and glszm categories are the least stable. Moreover, the 25
HU discretisation produced a more reproducible texture than the 5 HU one.
The LoG-based features are overall the most stable, while the wavalet-based
are the least. Focusing on the wavelet sub-groups (HH, HL, LL, LH), most of
the non-reproducible features belonged to the HH sub-band (59 and 86 out of
560 features had a OCCC < 0.85 for the 25 HU and the 5 HU discretisation,
respectively), while the LL sub-band showed the highest concordance (11 and
13 out of 560 features had a OCCC < 0.85 for the 25 HU and the 5 HU dis-
cretisation, respectively). The median OCCC for each sub-band is reported in
the boxplot of Figure 2.3 for the two bin widths.

Considering the different sigma values of the LoG-filtered images, we found
an excellent reproducibility not only in all the feature categories, but also in
each investigated configuration of the sigma parameter. In fact, for sigma
values greater than 1 mm, almost all the features had a OCCC ≥ 0.85, both
with the 25 HU and the 5 HU discretisation. On the contrary, a few features
exhibited a low reproducibility when small values of sigma (0.5 mm and 1 mm)
were used: 21 (41) and 1 (9) out of the 700 LoG-based features had a OCCC
< 0.85 for the 25 HU (5 HU) discretisation and for sigma equal to 0.5 mm and
1 mm, respectively. The median OCCC for each sigma value is shown in the
boxplot of Figure 2.4 for the two bin widths.

In the multivariable analysis, the percentages of features significantly dif-
ferent (adjusted p-value < 0.05) when extracted from the IR settings compared
to FBP are the following: 110/140 (78.5%) of the original features (shape fea-
tures excluded), 462/560 (82.5%) of the wavelet features (of the 462, 25%,
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(d) 5 HU-wavelet
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Figure 2.2: Percentage of features with an OCCC value in one of the following ranges:
[0-0.5], (0.5, 0.7], (0.7, 0.9] and (0.9, 1.0]. The results are reported separately for each feature
category (shape excluded), for the original features with 25 HU (a) and 5 HU discretisation
(b), for the wavelet–based features with 25 HU (c) and 5 HU discretisation (d), and for the
LoG-based features with 25 HU (e) and 5 HU discretisation (f).
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Filter Category
25 HU

median OCCC
(% OCCC ≥ 0.85)

5 HU
median OCCC

(% OCCC ≥ 0.85)

original

firstorder
glcm
glrlm
gldm
glszm
ngtdm
total

1.00 (100%)
0.99 (96%)
0.88 (57%)
0.93 (77%)
0.96 (73%)
1.00 (100%)
0.98 (89%)

1.00 (100%)
0.99 (88%)
0.86 (50%)
0.84 (46%)
0.89 (60%)
1.00 (100%)
0.98 (80%)

wavelet

firstorder
glcm
glrlm
gldm
glszm
ngtdm
total

0.97 (85%)
0.95 (87%)
0.88 (66%)
0.92 (67%)
0.87 (52%)
0.94 (88%)
0.93 (79%)

0.95 (81%)
0.92 (70%)
0.85 (52%)
0.85 (50%)
0.84 (50%)
0.93 (81%)
0.90 (67%)

LoG

firstorder
glcm
glrlm
gldm
glszm
ngtdm
total

1.00 (99%)
1.00 (99%)
0.99 (90%)
0.99 (92%)
0.99 (95%)
1.00 (100%)
1.00 (97%)

1.00 (98%)
1.00 (94%)
0.98 (90%)
0.99 (86%)
0.99 (85%)
1.00 (97%)
1.00 (93%)

Table 2.4: Median OCCC for each category of features and for each type of image (filtered
and non-filtered). The percentage of features with OCCC ≥ 0.85 is given in parentheses (the
percentage is calculated considering the total number of features in each category). The
results are given for the two types of discretisation (25 HU and 5 HU).

24%, 26% and 25% for HH, HL, LH and LL, respectively) and 470/700 (67%)
of the LoG features (of the 470, 24%, 23%, 20%, 17% and 16% for 0.5 mm,
1.0 mm, 1.5 mm, 2.5 mm and 5.0 mm sigma, respectively). This percentage
are obtained considering a p-value < 0.05 for all the configurations of IR (from
20% to 80%). The corresponding percentages are reported for each IR setting
in Table 2.5, showing an increase in the difference between FBP and IR when
the blending level increases, as expected.

The four groups into which we divided the radiomic features, taking into
account the results of the two analyses (OCCC-based and multivariable mixed-
effects model) on the impact of the reconstruction settings were characterised
by peculiar properties, outlined in Table 2.6. Features with larger values of
OCCC (OCCC ≥ 0.85) are characterised by a small variation of the feature
for each patient among the reconstruction blending levels compared to the
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(a) (b)

Figure 2.3: Boxplot reporting the OCCC for each sub-bands of the wavelet features for
the 25 HU (a) and 5 HU (b) bin widths.

(a) (b)

Figure 2.4: Boxplots showing the OCCC for each sigma value of the LoG features for the
25 HU (a) and 5 HU (b) bin widths.

variation observed among all patients in the dataset. A significant p-value of
the multivariate mixed model (p-value < 0.05), instead, indicates that the fea-
ture trend, when the reconstruction algorithm changes, is systematic among
all patients. In contrast, the features with a non-significant p-value have a
trend with the algorithm which is random among the patients. An example
of these behaviours is illustrated in Figure 2.5, where the absolute value of
one feature for each of the four groups is reported as the reconstruction blend-
ing level increases (original-glcm1 ClusterTendency feature as representative
of group 1, original-glszm HighGrayLevelZoneEmphasis feature as representa-
tive of group 2, original-glrm RunVariance feature as representative of group
3, original-glrlm LongRunLowGrayLevelEmphasis feature as representative of
group 4).

We obtained that the majority of the features fall in group 1 (OCCC ≥
0.85 and adjusted p-value < 0.05), suggesting the capability of the features
to capture the gradual smoothing effect of the increasing IR strength on the
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Filter IR
25 HU

% p-value < 0.05
5 HU

% p-value < 0.05

original

IR20
IR40
IR50
IR60
IR80
all IR

79%
91%
91%
91%
94%
79%

79%
88%
89%
91%
94%
79%

wavelet

IR20
IR40
IR50
IR60
IR80
all IR

83%
93%
95%
96%
96%
83%

82%
92%
94%
97%
97%
82%

LoG

IR20
IR40
IR50
IR60
IR80
all IR

67%
81%
88%
89%
91%
67%

72%
84%
86%
88%
92%
71%

Table 2.5: Percentage of features with a significant adjusted p-value from the linear mixed-
effects model for each type of image (filtered and non-filtered) and each IR setting. The
percentage is calculated considering the total number of features (shape excluded). The
results are given for the two types of discretisation (25 HU and 5 HU) separately.

image texture, with a similar trend for all the patients. In contrast, group
4 is the least populated. This result can be observed in Table 2.7, in which
we reported the percentage of features falling in each of the four groups for
the 25 HU and 5 HU bin width. In particular, this table includes only those
features that in the multivariable analysis resulted significantly affected by the
reconstruction algorithm for all the IR settings (adjusted p-value < 0.05 for
all the analysed IR) and those which were not for all the IR settings (adjusted
p-value > 0.05 for all the analysed IR), compared to FBP. A very small num-
ber of features was found in group 4 for the set of IR blending levels selected
for the study (wavelet-HH glcm7 Correlation for the 25 HU bin width, origi-
nal glrlm LongRunLowGrayLevelEmphasis, original glszm LargeAreaLowGray-
LevelEmphasis, original gldm LargeDependenceLowGrayLevelEmphasis, wave-
let-LL glszm LargeAreaLowGrayLevelEmphasis, wavelet -LL glcm1 MCC and
log-sigma-2-5-mm-3D gldm LargeDependenceLowGrayLevelEmphasis for the 5
HU bin width). The remaining features were, instead, partially affected by the
algorithm, depending on the intensity of the blending level.

The details of the results for each feature can be found in the supplementary
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Group 1
OCCC ≥ 0.85 + mixed p-value < 0.05

� slight variation among

reconstruction settings

compared to differences

among patients

� systematic variations

among patients

Group 2
OCCC ≥ 0.85 + mixed p-value ≥ 0.05

� slight variation among

reconstruction settings

compared to differences

among patients

� random variations

among patients

Group 3
OCCC < 0.85 + mixed p-value < 0.05

� relevant variation among

reconstruction settings

compared to differences

among patients

� systematic variations

among patients

Group 4
OCCC < 0.85 + mixed p-value ≥ 0.05

� relevant variation among

reconstruction settings

compared to differences

among patients

� random variations

among patients

Table 2.6: Schematic description of the four groups into which the radiomic features were
classified based on the two analyses performed on their reconstruction algorithm dependence.

Figure 2.5: Examples of feature behaviour for each of the four groups. The trend of the
feature value is plotted as the reconstruction blending level varies, each line representing
a different patient. The features plotted are: original-glcm1 ClusterTendency for group
1, original-glszm HighGrayLevelZoneEmphasis for group 2, original-glrm RunVariance for
group 3 and original-glrlm LongRunLowGrayLevelEmphasis for group 4.
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Filter IR
25 HU

%
5 HU

%

original

GROUP1
GROUP2
GROUP3
GROUP4

69%
5%
9%
0%

61%
4%
17%
2%

wavelet

GROUP1
GROUP2
GROUP3
GROUP4

64%
2%
18%
0.2%

53%
2%
29%
0.4%

LoG

GROUP1
GROUP2
GROUP3
GROUP4

64%
8%
3%
0%

66%
7%
5%

0.1%

Table 2.7: Percentage of features in the four groups according to the OCCC and the
linear mixed-effects model analysis for each type of image (filtered and non-filtered). The
percentage is calculated considering the total number of features (shape excluded). The
results are given for the two types of discretisation (25 HU and 5 HU) separately.

materials of ref. [179].

2.4 Discussion

In this study we investigated the influence of the acquisition, reconstruction
and post-processing parameters on the radiomic features extracted from a ret-
rospective database of 103 NSCLC patients. Two CT scanners of the same
vendor and two tube voltage peaks (100 kVp and 120 kVp) were compared. We
analysed various reconstruction blending levels, including FBP and iterative
algorithms. Finally, we performed the analysis of reproducibility separately
for a discretisation of 25 HU and 5 HU. We performed the analysis with two
approaches, univariate and multivariable, in order to evaluate both the impact
of each single parameter and the concurrent interactions between the three
different settings (scanner, voltage, and reconstruction algorithm).

2.4.1 Impact of the tube voltage and of the scanner model

According to both the univariate and the multivariable analysis, neither the
tube voltage nor the scanner model appeared to influence significantly the
value of most of the radiomic features in our dataset when a bin width of 25
HU was applied. A larger impact was found for the 5 HU discretisation in the
univariate analysis, but this influence vanished with the multivariable analysis.
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The weak influence of the tube voltage was also observed in previous ra-
diomic studies [56, 180]. In particular, the study by Fave et al. [56] reached a
similar conclusion by simulating different CT textures at 80, 100 and 140 kVp
from a 120 kVp acquisition in NSCLC patients. Conversely, a study performed
by Berenguer et al. [181], changing peak tube voltage between 80 and 140 kVp
during different CT phantom acquisitions, found that 22.7% of the features
were not reproducible. This is a larger percentage than what we observed in
our study, even though the reproducibility improved when reducing the tube
voltage range from 80-140 kVp down to 120-140 kVp. However, it must be
noted that Berenguer et al. performed a different statistical analysis and, most
importantly, investigated the role of tube voltage while keeping all the other
acquisition parameters fixed. In our study, instead, the voltage was modified
along with other acquisition parameters (e.g. NI) to maintain a comparable
image quality independently on the patient size, mirroring the clinical practice
protocol. In this sense, our results are also an indirect confirmation that the
chosen optimisation yields comparable image texture as well.

The impact of the scanner was also already investigated in the literature,
mainly using phantoms. Berenguer et al. [181] acquired phantom images using
five scanners from two vendors, fixing a number of acquisition parameters
(voltage, current and slice thickness), and applying the standard reconstruction
kernel available for each scanner. In such fixed and controlled conditions, they
did not detect a significant influence of the scanner model on the radiomic
features, in agreement with our results on NSCLC patient images. It must
be noted that the two scanners used in our study are from the same vendor
and are calibrated following the same procedure. Moreover, the acquisition
protocols are optimised in the same way for each anatomic district. These
aspects may explain the reduced impact observed on the radiomic features.
The results obtained by Mackin et al. [106] and by Ger et al. [111] supported
these hypotheses. The group of Mackin compared the CT scanners of four
different manufacturers and found that the features extracted from images of
the same vendor clustered together. Ger et al. instead, observed that the
feature variability was reduced when a controlled protocol was used for the
multi-centre acquisitions of the phantom images, compared to the acquisitions
with a distinct protocol for each institute.

2.4.2 Impact of the reconstruction algorithm

Differently from the tube voltage peak and scanner, our study confirmed that
the IR blending level has a significant impact on a subset of NSCLC radiomic
features, to a different extent in case of the original and the filtered images.
Similar analyses on lung cancer CT images were published, including studies
which investigated the effect of the kernel (sharp, smooth, and standard) and
the algorithm type (FBP and iterative) [92,97,98,182].

In this study we proposed a novel approach to analyse in detail the influ-
ence of the algorithm setting by combining two different statistical techniques,
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one based on a univariate analysis (OCCC) and the other on a multivariable
approach. This allowed us to cluster the feature behaviour into four groups,
for which different selection or correction strategies can be adopted. According
to the univariate analysis, only 11% of the features (154/1413) resulted non-
reproducible yielding an OCCC < 0.85 for the 25 HU discretisation, and 19%
(266/1413) for the 5 HU discretisation. Therefore, considering the univariate
analysis alone, these features should be rejected for future investigations on
a clinical cohort of patients similar to the one included in this study. How-
ever, considering the results from the multivariable analysis, we found that the
majority of the features were characterised by a systematic dependence on the
reconstruction blending levels among the patients (indicated by p-value < 0.05
in the multivariable analysis). Prezzi et al. [99] also observed this trend of the
radiomic features with the IR blending levels. They investigated the behaviour
of the features extracted from CT images of patients with primary colorectal
cancer after the application of the ASIR algorithm by changing the blending
level between 0% and 100% at intervals of 20%. A linear relation between the
feature value and the IR level was identified in most of the features (wavelet
and LoG filters were not investigated in this study).

Taking advantage from this property, features which were excluded in the
univariate analysis (OCCC < 0.85) may be reintroduced in the analysis after
a suitable correction. The features we are referring to are those belonging to
group 3 (OCCC < 0.85 and p-value < 0.05). A methodological study should be
designed ad hoc according to the variability observed in the dataset of interest
in order to identify the coefficients of correction and harmonise the features
extracted from the CT images reconstructed with a different algorithm. For
the features in group 1 (OCCC ≥ 0.85 and p-value < 0.05) — which are the
vast majority — instead, the real necessity of such a correction may vary on
a case-by-case basis depending on the clinical question the radiomic analysis
is supposed to answer. For example, if the aim is to discriminate two patient
populations for which the difference, in terms of radiomic features, exists but is
very small, even the slight feature variation introduced by different IR blend-
ing levels may have a relevant impact, confounding the data and impairing
the ability of radiomics to reach its goal. In this case, the feature correc-
tion is necessary and suggested as for the features in group 3. Conversely, if
the difference between the features of the two populations is far larger than
the fluctuations due to the different reconstruction settings, such a correction
may be irrelevant. This can be investigated in future studies investigating the
potential role of radiomics for different clinical endpoints on the NSCLC pop-
ulation. The features belonging to the group 2 (OCCC ≥ 0.85 and p-value ≥
0.05) for all the IR blending levels can be considered as the most reproducible,
but their number is very small. Lastly, the features in group 4 (OCCC < 0.85
and p-value ≥ 0.05) should be rejected.

Thanks to these observations we can also make a number of general con-
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siderations about the feature behaviour.

� WAVELET FILTER
First of all, the wavelet-filtered images had the worst results in terms
of feature reproducibility in all the feature categories, confirming the
results obtained in previous studies on this topic [124, 182]. When con-
sidering each wavelet sub-band separately, the highest reproducibility
was observed for features extracted from the LL-wavelet filtered images
(see Figure 2.3). This filter in fact creates a smoothing effect, this way
reducing the noise as compared to the non-filtered images.

� LOG FILTER
The LoG-filtered images, instead, exhibited the best performance in
terms of reproducibility, which increased with the Gaussian sigma value
in all the categories of features (see Figure 2.4 for the univariate anal-
ysis). This result agrees with the study from Zhao et al. [92], which
compare sharp and smooth reconstructions on 32 images of lung cancer
patients. Similarly to the LL-Wavelet filter, this can be explained by
the smoothing effect of the Gaussian kernel, which reduces the noise and
makes the image texture more similar, with the drawback of possible
loss of informative content. Figure 1.4 shows this increasing effect of the
LoG filter on a lung lesion as the sigma value increases. The features
which belonged to group 1 at low sigma value fell into group 2 for high
value of sigma, because the trend with the IR blending level vanished.
We show this progressive flatness with the increasing of sigma for the
feature glcm1 idn in Figure 2.6.

A compromise between reproducibility and preservation of informative
content ought to be found, and is likely to be dependent on the feature,
the pathology and the clinical endpoint. The present study is helpful in
this regard, as it quantifies the effect of different processing settings (LoG
sigma value and/or wavelet sub-band) on CT images of NSCLC patients,
identifying the optimal processing configuration able to guarantee feature
reproducibility. As a next step, dedicated studies on clinical populations
should be performed to verify whether the so-obtained features are still
informative enough to separate different populations for the clinical end-
points of interest. Notably, the LoG-filtered images with sigma equal to
0.5 mm gave worse reproducibility, not only in comparison to the other
LoG-filtered images but also with respect to the original images (see Fig-
ure 2.4 and Table 2.4). This could come from the combination of two
effects: a limited smoothing effect (small Gaussian sigma with respect to
the pixel size), and the enhancement of the remaining noise derived from
the subsequent application of a Laplacian filter. The higher noise in the
LoG-filtered image with sigma equal to 0.5 mm when compared to the
original image is manifest in Figure 1.4. For this reason, a LoG filtering
with a sigma smaller than the pixel size should be in general discouraged
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Figure 2.6: Comparison of the absolute value of the glcm1 idn feature after the application
of the LoG filter with different sigma value. The median values among the 103 patients are
plotted for the different IR blending levels.

when analysing datasets including different reconstruction algorithms.

� FEATURE CATEGORIES
For both the original and the filtered images, glrlm, glszm and gldm are
the categories exhibiting the largest inter-reconstruction setting variabil-
ity, whereas the firstorder features are the most reproducible, in agree-
ment with the findings of previous studies [92, 94, 124, 183]. We expect
that these results are due to the higher sensitivity of the texture features
— such as glrlm, glszm and gldm — to small and local changes in the
texture, since they measure the presence of adjacent pixels with the same
grey-level intensity. When the IR blending level increases, in fact, the
smoothness effect on the texture becomes more evident, thus making the
texture locally coarser.

� BIN WIDTH
We observed a larger impact of the scanner and of the reconstruction
algorithm in the univariate analysis (see Figure 2.2, Figure 2.4 and Ta-
ble 2.4 for the OCCC results). In the multivariable analysis, instead,
the two settings turned out to be comparable (see Table 2.5). A bin
width equal to 25 HU is therefore more stable, as expected for the noise
reduction caused by the binning of the grey-level intensities, compared
to 5 HU. There exists no agreement for the choice of the bin width in the
literature. Even if a lower bin width seems less reproducible, this does
not mean that it is less informative. In order to identify the best setting
for the feature extraction, a proper study with a clinical outcome should
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be performed for each setting, and the performance of the model should
be compared.

We did not compare intentionally the features between the 25 HU and
the 5 HU discretisation because we were not interested in finding features
robust with respect to the bin width. The focus of this study was, in fact,
on those parameters that usually vary in the clinical databases. The bin
width is a post-processing parameter set during the feature extraction
and fixed for all the patients. Therefore, the methodological analysis
applied a priori to select robust features should be performed using the
same extraction settings used for the clinical investigation.

Limitations

One possible limitation of the present study is the relatively small number
of patients enrolled for each tube voltage-scanner combination. In addition,
despite the patients were carefully selected to be clinically comparable, it is
possible that small differences remained and affected the analysis. New pa-
tients should be collected in order to increase the statistical robustness and
confirm our results. The inclusion of patients from different centres with the
same pathology is an interesting possible development of this study, in view
of the generalisation of our results. In this case, in order not to introduce
confounding factors from the acquisition and reconstruction procedures — dif-
ferent from scanner, voltage and reconstruction algorithms — a check of the
matching among the different clinical protocols is mandatory, for example using
the same phantom to evaluate the image quality among the various institutes.

Moreover, the segmentation of the lesion was performed by different per-
sons. It was not possible to evaluate the segmentation impact on the features,
because each operator contoured a different lesion. Even though the same seg-
mentation was analysed across the different blending levels for each patient,
the impact of the contouring may be present in the scanner/tube voltage anal-
ysis, and in general in the multivariable analysis. We believe that, if there
were such a difference, it would be small, since all the operators shared the
same segmentation criteria, such as the visualisation window, the exclusion of
the vessels, and the inclusion of opacity of the lesion edges. The introduction
of automatic algorithms may overcome the limits of manual segmentation by
reducing operator variability. We will further explore this topic in Chapter 4.

Finally, in this study we did not investigate radiomic feature repeatability,
since we did not have repeated acquisitions of the same patient in a short pe-
riod of time. For this reason, we decided to address this issue in a separate
study with ad-hoc phantoms. The design and fabrication of a dedicated phan-
tom for this purpose will be discussed in the Chapter 3.
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2.4.3 Conclusions

The results of this study strongly pertain to the characteristics of the image
database analysed and cannot be generalised to CT images obtained differ-
ently. The proposed methodology can however be exported to each institute
in order to guarantee the robustness and reliability of each single-centre study,
a fundamental step in order to identify promising radiomic models which may
deserve further investigation in a multi-centre setting. Aiming at multi-centre
generalisability, instead, a suitable database should be collected to replicate the
proposed methodology in a wider image heterogeneity setting, including CT
scanners from different vendors, and additional acquisition and reconstruction
parameters applied in the clinical practice of different centres.

Alternatively, different methodological approaches can be applied to re-
duce the feature variability in heterogeneous databases, such as the ComBat
method, in which the feature values are adjusted according to the “batch ef-
fect” found in the database (see 1.3.2 in Chapter 1), or deep learning algo-
rithms [124, 184], which generate synthetic harmonised images when different
imaging protocols are used. Shafiq-ul-Hassan et al. [185] and Mackin et al. [186]
corrected the feature values by multiplying them by a factor based on the noise
power spectrum peak frequency. All these techniques seem very promising, but
a deeper investigation is necessary to understand which of these approaches is
the most robust and reliable for a clinical application.

55



Chapter 2. Feature robustness in patients

56



Chapter 3

Feature robustness in
phantoms

Phantoms are a valuable tool to investigate radiomic feature behaviour without
having to deal with the typical limitations encountered with patients. Such
limitations include radiation exposure, which constrains the repetition of image
acquisitions, movement artefacts, and tissue changes over time. However, in
order to perform this task, objects mimicking the human tissues of interest are
required.

In this chapter the design and development of the Heterogeneous Lung
Lesion Phantom, HeLLePhant for short, a phantom mimicking the scenario of
lung tumour patients to study the feature robustness will be presented. First
of all, the importance of phantoms in medical imaging and in particular for
radiomics will be emphasised. Next the preliminary investigations to identify
the best materials to match the signal of lung tumours in CT images will be
presented. The chapter will then focus on the fabrication of the inserts, which
are the key elements of the phantom itself. Finally, the radiomic characteristics
of the inserts will be compared to a group of patients with lung tumour to
evaluate the quality of their fabrication. In the last part of this chapter some
applications of the HeLLePhant for radiomic purposes will be presented.

All the CT images of the phantoms were acquired at European Institute
of Oncology (IEO, IRCCS, Milan), while the manufacturing of the inserts was
partially carried out by the C.I.Ma.I.Na (Centro di Eccellenza Interdisciplinare
Materiali e Interfacce Nanostrutturati) group from the University of Milano.

3.1 Motivations

In the following sections the importance of phantoms for radiomic studies is
stressed. First of all, the section starts with a brief introduction about what
phantoms are and their usage in the clinical practice. Secondly, the advantages
of phantoms as substitutes of human beings for methodological studies in ra-
diomics are illustrated. The section ends by empathising the need in radiomics
of phantoms as close as possible to the real tissue under investigation.
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3.1.1 What are phantoms?

Phantoms are objects introduced in the clinical practice as substitutes of the
human body to calibrate the imaging devices, such as scanners, and to control
that their performance is stable over time, a necessary requirement for their
clinical use [187,188]. For example, in CT imaging, phantoms made of uniform
materials, such as water, are used to measure the spatial uniformity of the CT
signal and the noise. The same phantoms can be used to check that the scanner
is well calibrated. The introduction of small objects with an increasing spatial
density inside a uniform background is used to quantify the spatial resolution,
while objects with a slightly different electron density are used to quantify the
low contrast sensitivity. Other types of phantom incorporate inserts of various
tissue-equivalent materials with known electron densities for the correction
of tissue heterogeneity in treatment planning systems. For dose distribution
measurements, phantoms usually integrate dosimeters to evaluate the radiation
energy absorbed at a given position. In order to perform more accurate dose
measurements, dosimetric phantoms are often anthropomorphic, which means
that they are able to reproduce more closely the geometry of a portion of
the body and/or the attenuation of its internal structures. Typical materials
used for CT phantoms are polymethyl methacrylate (PMMA), polystyrene,
water, epoxy resins, and Teflon. Unfortunately, some of these materials are
proprietary. Therefore, the information about their composition is not given,
and only some attenuation properties (i.e. the reference electron density) are
publicly available.

Similarly to CT imaging, phantoms for quality assurance in nuclear medicine
and MRI have been developed too. In nuclear medicine a radionuclide solution
is injected, which can be based on 18F-FDG in PET or 99mTc-based in sin-
gle photon emission computed tomography (SPECT). Spheres and bars filled
with a specific radioactive concentration are used for the calibration and image
quality assessment. In MRI, phantoms are typically objects filled with a water-
based liquid solution (nickel sulfate, nickel chloride and sodium chloride).

3.1.2 Why do we need phantoms?

Since phantoms are inanimate object, they can be used to perform multiple
measurements in a controlled setting, which is unfeasible in-vivo for ethical
reasons such as unjustified radiation exposure and patient discomfort. They
offer several advantages:

� phantoms enable limitless repeated acquisitions in fixed conditions, i.e.
without changing any parameters and without moving the phantom among
different scans (repeatability);

� phantoms allow us to study thoroughly the impact of the acquisition
settings in a controlled way, by changing only the parameters of interest
and keeping all the other conditions fixed (reproducibility);

58



3.1. Motivations

� there are not privacy issues with phantoms, as instead in patients, and
their images can thus be shared among different centres;

� through phantoms feature variability and stability can be analysed by
comparing different scanner models and vendors.

This last point is particularly useful for multi-centre studies, where the pa-
tient images are usually acquired in different institutions with different scan-
ners and protocols. For instance, this allows us to select the subset of features
which are robust among the different centres for the construction of the models.

3.1.3 Why do we need radiomic phantoms?

The main limitation of methodological studies with phantoms is currently rep-
resented by the lack of materials which adequately reproduce the tissue texture
for each investigated pathology and encompass the heterogeneity of a clinical
population.

Various radiomic studies have been performed with phantoms usually used
for quality assurance, which are composed of homogeneous materials. More-
over, these phantoms are commercially available and therefore quite expensive.
Lo et al. [189], for instance, used a uniform water phantom to evaluate the
feature reproducibility when the dose level and the reconstruction algorithm
are modified. Both a uniform water phantom and an anthropomorphic one
(ATOM phantoms, CIRS) were scanned in ref. [190], considering as confound-
ing factors the tube current, the noise index, and the reconstruction algorithm.
Jin et al. [191], instead, used the acrylic cylinder of the American College of
Radiology (ACR) phantom (Gammex) to study the impact of the tube cur-
rent, the reconstruction kernel, the fields of view and the size of the contour.
Similarly, the impact of scanners, voltage and tube current was considered by
Nardone et al. [192] using a commercial phantom (Gammex, model 467) with
inserts of various materials. The National Electrical Manufacturers Associa-
tion (NEMA) IQ phantom filled with 18F-FDG was adopted by Jha et al. [193]
to perform a test-retest analysis and compare scanners.

However, feature repeatability and reproducibility in general depend on the
texture [106,107,181], and should thus be assessed specifically for each pathol-
ogy. For this reason, in parallel to the development of methodological radiomic
studies, the need for“radiomic phantom”, more appropriate for methodological
investigation, has become more and more urgent [188,194].

Examples of radiomic phantoms in CT imaging

In the CT imaging, the CCR phantom is the most used in radiomic studies,
as mentioned in Section 1.3.2. The CCR phantom is a parallelepiped-shape
object, composed of ten cartridges. Each cartridge is made of a different ma-
terial in order to have various densities and textures in a single object. Among
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the ten cartridges, the rubber material was found to be the most representa-
tive of NSCLC lesions, with a mean CT number of −69 HU [106]. Its simple
structure is a strength and a drawback at the same time. It is built by simply
juxtaposing ten blocks, half of which 3D printed (based on ABS and plaster),
and the other half made of common materials (wood, cork, acrylic). The pile
of blocks is then embedded into an acrylic case to keep the entire structure
steady. However, the parallelepiped-based form and the absence of materials
that simulate the body attenuation make this phantom too basic and far from
a real human body. For this reason the CCR phantom manufactured by Ger
et al. [111] was characterised by a more patient-like shape, a size close to the
average European woman chest dimension (ICRU Report 48), and an increased
heterogeneity.

Other types of phantom were developed to study the feature variability.
One of the first phantoms proposed for radiomic studies was fabricated by
the group of Samei [195] in 2019. Various 3D printed inserts with different
shapes, sizes and textures were fabricated and put inside an anthropomorphic
thoracic phantom. Starting from the features extracted from the CT images
of patients with lung lesions, they developed a genetic algorithm to produce
synthetic images of the inserts, which were then used as model for the 3D
printing process. For each voxel of the synthetic images (0.042 × 0.084 × 0.03
mm3), they ejected two photopolymers in different percentages to reproduce
the heterogeneous texture. The influence of some acquisition parameters (slice
thickness, dose level and reconstruction algorithm) on the features was inves-
tigated. Unfortunately, only texture features (glcm and glrlm) were analysed,
and basic information — such as mean and standard deviation — was therefore
not reported.

A 3D printing approach was also adopted by Varghese et al. [112,114]. They
created two similar cylindrical phantoms to be scanned with abdominal CT
protocols. The first one [112] consisted of a homogeneous background made
of urethane embedding three inserts made of acrylonitrile butadiene styrene
(ABS), each with a different amount of printed material (infill). In the sec-
ond [114], instead, six inserts were cast in a homogeneous background of ABS.
The inserts were made of ABS, each with a different texture given once again
by different infill values. Both phantoms were used to assess the influence
of the scanner, the slice thickness, the tube voltage, the tube current and the
type of feature extraction (3D versus 2D) on the value of the radiomic features.
The first study evaluated also the impact of the reconstruction filters and the
repeatability, while the second one the field of view. The major drawback of
these two studies is that the inserts were intentionally not created to match the
CT signal of anatomical tissue. Nevertheless, their phantoms were useful to
create non-homogeneous geometric textures whose fabrication is reproducible.

More recently, Jimenez-del-Toro et al. [113], instead, designed and built
a CT phantom with a potassium iodide solution-based paper-printing tech-
nique [196] to study the variation of reconstruction parameters (algorithm,
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kernel and slice thickness), and the repeatability with and without phantom
repositioning, by reproducing the abdominal volume with a metastasis in the
liver. The main advantage of this approach is the ability to reproduce the
signal voxel by voxel starting from a real CT image. In this regard they stated
that “from one voxel to the other, an HU difference of 2 could be reliably
achieved.” However, they were not able to reproduce a signal below about
−100 HU.

With the exception of Samei’s work, the other mentioned studies did not
report a clear comparison of their phantoms with real tissues, both in terms
of the mean signal and of radiomic features.

Examples of radiomic phantoms in MRI and PET imaging

For completeness, let me also mention that similar studies have been carried
out to design heterogeneous phantoms in PET and MRI.

In PET, 3D printed inserts were fabricated and filled with a solution based
on 18F-FDG to reproduce the shape and the heterogeneous uptake of NSCLC,
for example by introducing a necrotic core [197]. The impact of the reconstruc-
tion algorithms, matrix size, scan duration, discretisation and segmentation
methods was analysed.

MRI phantoms were assembled to reproduce the T1 and T2 relaxation times
of the female pelvic region, using a solution of MnCl2 to recreate the muscle
signal and four cylindrical inserts filled with agar gel mixed with polystyrene
spheres to mimic the tumour signal [198]. The feature repeatability and re-
producibility were investigated by performing a test-retest analysis, and by
changing parameters such as the scanner, the TE and the TR [199]. Rai et
al. [200] produced 3D printed inserts made of resins visible in MRI, creating
homogeneous and heterogeneous textures, to study the inter- and intra-scanner
variability.

3.2 Design and fabrication of the lung phantom

In this section the analysis performed to identify and characterise the materi-
als which will be used to create heterogeneous lung inserts is discussed. Two
materials were chosen for this aim: the glycol-modified polyethylene tereph-
thalate (PET-G), and the sodium polyacrylate. In order to estimate how good
the final results were, we compared them with real lung lesions.

3.2.1 The choice of the materials

The signal of lung lesions and of lungs in patients

First of all, we selected a group of patients with NSCLC in order to identify
the region of the Hounsfield scale that match the lung lesion signal. These
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patients belonged to a dataset of CT images of patients with advanced lung
adenocarcinoma, whose lesion segmentation was available. Since we wanted
to characterise only the solid part of the lesion, we manually modified the
contours to be sure that they were inside the lesion borders and that the lung
was not involved. We selected 29 patients whose CT images were acquired
with the use of the iodinated contrast medium, and 8 without it. The mean
CT number was 78.67 ± 13.46 HU (median 79 HU, range 52 – 113 HU) for
the first group, and 35.43 ± 2.25 HU (median 36, range 32 – 40 HU) for the
second one. The standard deviations inside the VOI were 25.38 ± 4.48 and
16.39± 2.80 for the two groups, respectively. In Figure 3.1 the distribution of
the CT signal of one lung lesion is plotted compared to that extracted from a
VOI drawn in a homogeneous water phantom with a similar volume. The shift
to higher CT numbers and the larger variability of the lesion is clear, with a
very small overlay between the two distributions.

Figure 3.1: Comparison between the CT number distribution of an enhanced lung lesion
(pink) and a water phantom (light blue). The mean CT signal and the standard deviation
of the two VOIs are reported in the plot. The two CT images were acquired on the same
scanner, at 120 kVp with a slice thickness and a space between the slices of 2.5 mm and
were reconstructed with the ASIR 60% algorithm. The exposure was 5 mAs for the central
axial slice of the lesion and 12 mAs for the phantom, while the pixel size was 0.75 and 0.70
mm, respectively.

Moreover, we drew regions of interest in various parts of the lung tissue
on the same CT images of the patients above, avoiding vessels as far as pos-
sible, with the aim of identifying the lung CT signal. We found similar re-
sults between enhanced and non-enhanced images, with a mean CT number
of −847.41 ± 29.43 HU (median −845 HU, range −894 – −774 HU) and a
standard deviation of 44.21 ± 7.90 HU in the first case, and a mean CT num-
ber of −867.55± 28.06 HU (median −858 HU, range −913 – −836 HU) and a
standard deviation of 47.53 ± 5.91 HU for the second group of patients.

Figure 3.2 summaries the CT numbers found in patients and used as the
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reference values for the following analysis.

(a) (b)

Figure 3.2: Distribution of the mean CT numbers corresponding to the lung signal on the
left (a) and to the lung lesion one on the right (b), among the selected patients.

Material exploration

Starting from this very simple information, we analysed various objects, includ-
ing food, household items and polymeric materials. We created ad-hoc samples
and we scanned them on a CT scanner with an acquisition protocol comparable
to the thoracic protocol adopted in patients. A VOI was delineated on the CT
image for each material, avoiding the borders of the object, and some simple
properties of the CT signal were extracted using the Segmentation Statistics
tool in 3D Slicer (maximum, minimum, mean, median and standard deviation
of the signal). Polystyrene- and cork-based objects and sponges were included
in the analysis in order to identify materials that can be useful to reproduce
the low CT signal of the lungs. The polymeric materials were fabricated by
the C.I.Ma.I.Na (Centro di Eccellenza Interdisciplinare Materiali e Interfacce
Nanostrutturati) group from the University of Milano, using additive, subtrac-
tive or mould-based techniques. Details about these techniques and the list of
all the materials investigated can be found in Appendix C.

The material selected for further analysis was the PET-G. PET-G inserts,
in fact, were able to cover the desidered CT signal of lung lesions. They were
fabricated using the fused filament fabrication technique with a 3Dline 3DiElle
Pro (Italy) 3D printer, by fusing the PET-G filament at 320◦C and passing it
through a nozzle with a diameter of 0.4 mm. The models were created with
Autodesk Inventor 3D CAD, and processed with the slicer Raise3D Ideamaker.

In addition to the 3D-printed materials, we created inserts with a com-
pletely different approach based on the usage of sodium polyacrylate. The
latter is a powdered polymer [201] which absorbs the liquid it gets in contact
with, turning into gel and expanding considerably in volume.
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In order to get familiarised with the sodium polyacrylate, we scanned sev-
eral plastic containers filled with different quantities of sodium polyacrylate
and water. More details on the fabrication procedure are in Appendix C. Fig-
ure 3.3 shows one of these containers filled with sodium polyacrylate after the
gelling with water. With this procedure we obtained inserts with a too low
CT signal, below 0 HU. For this reason, we added a solution of iodinated con-
trast medium diluted with water to gel the sodium polyacrylate. The contrast
medium used was the Ultravist® 370 mg/mL (Bayer, Germany), the same
adopted during the CT examination of the patients.

Figure 3.3: Example of a container used to investigate the properties of the sodium
polyacrylate. The picture shows the mixture of powder and water at the end of the gelling
phase. Each container was 5 mm in height and 20 mm in diameter.

In order to identify the contrast concentration that matched the range of
attenuation coefficient of the enhanced lung lesions, we created various inserts
with different concentrations of contrast medium. A CT acquisition of these
objects is displayed in Figure 3.4.

 

151.47±
49.10 HU

 69.77±
39.53 HU 

10 mg/mL5 mg/mL 7 mg/mL

30.18±
40.89 HU 

4 mg/mL3 mg/mL

      12.38±
40.17 HU

   -9.37±
37.57 HU

Figure 3.4: CT acquisition of some of the inserts created by changing the concentration
of contrast medium. In the picture we also reported the concentration and the mean CT
signal ± the standard deviation for each insert. The objects below and above the containers
are two saline bags. The CT image is displayed using the mediastinal window (W = 350
HU and L = 40 HU).
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As regards the material representing the lungs we chose the powdered cork,
whose mean CT number was −835.48 ± 14.25 HU (median −836 HU, range
−900 – −769 HU). Among the materials we investigated which had a CT signal
similar to the lung (see Appendix C), powdered cork was in fact the one which
required the least effort in the fabrication.

In the next sections, a thorough characterisation of the PET-G and the
polyacrylate inserts is presented, which constitutes the starting point for the
fabrication of the final inserts.

3.2.2 Characterisation of the materials: calibration curves

In this section the characterisation of the two materials introduced in the previ-
ous section (PET-G and sodium polyacrylate) through CT image acquisitions
is discussed. The goal is to identify an appropriate configuration of these
objects to mimic the texture of lung lesions.

PET-G

One of the most crucial parameters set in the model developed for the 3d
printing of the PET-G insert is the infill value. The latter parameter describes
the spatial density of the printed pattern: higher values correspond to a larger
amount of material inside the volume of the object. In order to better charac-
terise the behaviour of this material when the infill value changes, thirteen new
PET-G inserts were fabricated, each with a different infill value (25%, 35%,
45%, 55%, 65%, 75%, 85%, 95%, 100%) and with the infill lines tilted by 45
degrees with respect to the model sides. Each insert had a size of 25 × 25 ×
5 mm3 (width × length × height) and a layer height of 0.2 mm. Figure 3.5
is a picture of the inserts with different infill values fabricated with a layer
height of 0.2 mm. For the lower percentages, the infill line pattern is easily
discernible.

The texture of the inserts is visible from the CT images1 in Figure 3.6 for
the different infill percentages.

We drew a VOI within each insert in the axial slice, and collected informa-
tion about the signal (mean, median and standard deviation), which is reported
in Table 3.1. For some infill percentages (25%, 45%, 65%, 85%), the inserts
were also replicated with a layer height of 0.1 mm, but the results between the
two layers heights were comparable. For this reason, in the subsequent studies
we will consider only the inserts with layer height of 0.2 mm.

1The PET-G inserts were scanned on a BrightSpeed CT Scanner (GE Healthcare, Wauke-
sha, WI) at 120 kVp and 300 mA (exposure equal to 150 mAs), with 512 Ö 512 matrix size
and a 0.488 × 0.488 mm2 pixel size. In order to avoid possible partial volume artifacts due
to the small thickness of the inserts (5 mm thick), the slice thickness was set to 0.625 mm.
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Chapter 3. Feature robustness in phantoms

Figure 3.5: Photograph of the PET-G inserts with different infill values, and layer height
of 0.2 mm.
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Figure 3.6: CT image of the 13 inserts made of PET-G with different infill percentages and
layer heights. The information about the infill percentage and the layer height is reported
below each insert. The CT image is displayed using the window W = 1000 HU and L =
−426 HU.

The CT number exhibits a linear dependence on the infill percentage, as
can be seen in Figure 3.7. This follows from the linear reduction of the volume
of air within the insert as the infill value (and hence the volume of filament)
increases. The interpolated CT number for infill value of 0% (meaning no
filament at all) is roughly equal to −1000 HU, as expected since the latter is
the CT number of air.
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3.2. Design and fabrication of the lung phantom

Insert
Min
(HU)

Max
(HU)

Mean
(HU)

Median
(HU)

SD
(HU)

25%, 0.1 mm -861 -586 -717.91 -715 45.49
45%, 0.1 mm -623 -388 -492.07 -492 35.96
65%, 0.1 mm -354 -196 -256.56 -255 19.46
85%, 0.1 mm -134 120 -11.18 -10 48.37
25%, 0.2 mm -836 -602 -717.57 -716 36.20
35%, 0.2 mm -727 -490 -604.82 -605 37.03
45%, 0.2 mm -597 -391 -492.22 -492 30.88
55%, 0.2 mm -447 -293 -367.36 -367 23.12
65%, 0.2 mm -340 -188 -257.49 -257 22.89
75%, 0.2 mm -217 -55 -145.48 -145 24.91
85%, 0.2 mm -140 74 -27.30 -24 35.25
95%, 0.2 mm -12 177 115.12 122 37.46
100%, 0.2 mm 47 163 119.48 121 18.35

Table 3.1: General information about the CT signal of the 13 PET-G inserts.

Figure 3.7: Characterisation curve for the preliminary PET-G inserts (for the layer height
of 0.2 mm). R2 is the coefficient of determination and describes how well the regression model
fits the data (the higher is the value, the more the model matches the data).

Sodium polyacrylate

We created new inserts with contrast-medium concentrations of 0, 5, 6, 8, 10
mg/mL, as above. We then wrapped the mixture inside the container in a cling
film. The mixture before and after the embedding is shown in Figure 3.8.
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(a)

(b)

Figure 3.8: Pictures of the polyacrylate-based compound before (a) and after (b) the
embedding in the cling film.

Finally, we put the inserts inside a container filled with cork. In Figure 3.9
we give a CT image2 of the inserts within the container.

(a)

0 mg/mL

5 mg/mL

10 mg/mL

8 mg/mL

6 mg/mL

(b)

Figure 3.9: CT image in the sagittal plane of the polyacrylate inserts with contrast-
medium concentrations of 0, 5, 6, 8, 10 mg/mL. Figure (a) is displayed with the lung window
to show the container, while figure (b) with the mediastinal one to show the texture of the
inserts. The “white” objects outside the container in (a) are saline bags used to attenuate
the radiation and simulate soft tissues.

The properties of the texture in terms of CT number, extracted from VOIs
drawn in each insert, are listed in Table 3.2 for the five concentrations.

2The container with the five inserts was scanned on a Revolution EVO CT scanner (GE
Healthcare, Waukesha, WI) at 120 kVp, with tube current modulation, a slice thickness of
2.5 mm, a pixel size of 0.683 x 0.683 mm2 and a 512 Ö 512 matrix size.
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Insert
Min
(HU)

Max
(HU)

Mean
(HU)

Median
(HU)

SD
(HU)

0 mg/mL -166 12 -51.42 -48 25.37
5 mg/mL -161 136 53.29 57 29.06
6 mg/mL -129 156 67.93 75 36.79
8 mg/mL -103 224 111.71 115 33.88
10 mg/mL -70 267 138.34 142 46.48

Table 3.2: General information about the CT signal of the five polyacrylate inserts.

As for the infill calibration curve, the mean CT number of the polyacrylate
inserts depends linearly on the concentration of the contrast medium, as can
be observed from Figure 3.10.

Figure 3.10: Characterisation curve for the preliminary inserts made of polyacrylate mixed
with diluted contrast medium. R2 is the coefficient of determination and describes how well
the regression model fits the data (the higher is the value, the more the model matches the
data).

In summary, the PET-G inserts allow us to cover a wider range of CT num-
bers, from about −700 HU to about 120 HU, by varying the infill values from
25% to 100% during the fabrication procedure. The minimum value of the CT
number for the inserts made of sodium polyacrylate, instead, is approximately
−50 HU, which is reached when no contrast medium is used. However, by in-
creasing the contrast-medium concentration, the sodium polyacrylate reaches
a higher CT signal with respect to the PET-G with infill percentage of 100%.
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3.2.3 HeLLePhant: the assembly

In order to increase the heterogeneity of the inserts, we fabricated two new
PET-G inserts with a size of 25×25×20.8 mm3. Each insert consisted of
5×5×13 cells with the same size (5×5×1.6 mm3) but different infill value.
The two inserts were identical, except for the infill pattern. One was printed
with infill lines tilted by 45 degrees with respect to the model sides (PET1),
and the other with infill lines parallel to the model sides (PET2). More in
detail, the inserts were produced by creating a 3× 3× 13-cell core with higher
infill percentages (between 75% and 100%) in the centre of the insert. The
surrounding cells, instead, had infill values ranging between 50% and 75%.
The infill value of each cell was selected randomly during the design of the
model. Because of their structure made of small cells with different density,
we denoted these inserts as “voxelated” PET-G inserts. Figure 3.11 shows the
model of the voxelated PET-G inserts for the 3D printing and the result of the
printing.

CORE

(a)

CORE

(b)

Figure 3.11: Voxelated PET-G inserts. Figure (a) shows the model used for the 3D
printing, while figure (b) is a picture of the two PET-G inserts (PET1 on the left and PET2
on the right).

As regards the sodium polyacrylate, we created a total of nine inserts.
Three inserts were produced, as described above, with contrast concentrations
of 5, 6 and 8 mg/mL. We named them uniform inserts, because each of them
was produced with a unique concentration. We fabricated six additional inserts
by mixing manually multiple uniform inserts with a different concentration
to increase the heterogeneity of the texture. We referred to them as non-
uniform inserts. We created the following mixtures: 0 mg/mL, 5 mg/mL and
10 mg/mL; 0 mg/mL, 7 mg/mL and 10 mg/mL; 0 mg/mL, 5 mg/mL and 8
mg/mL; 0 mg/mL, 8 mg/mL and 10 mg/mL; 6 mg/mL with the addition of
2 mL of water; 0 mg/mL, 4.5 mg/mL and 7 mg/mL. We added more diluted
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3.2. Design and fabrication of the lung phantom

contrast medium to the inserts which, after a preliminary CT scan, had a mean
CT signal under the target range.

We named the thoracic phantom proposed in this study HeLLePhant, Het-
erogeneous Lung Lesion Phantom. It comprises eleven inserts: two PET-G
and nine polyacrylate-based. The inserts were put inside three plastic contain-
ers filled with powdered cork. The containers were put inside an empty body
phantom from the NEMA IEC Body Phantom Set� (Data Spectrum Corpo-
ration, Durham, USA), covered by saline bags. The cork is used to simulate
the attenuation coefficient of the lung, while the saline bags of the soft tissue.
Figure 3.12 outlines the composition of the phantom.

Figure 3.12: Schematic representation of the HeLLePhant.

3.2.4 HeLLePhant: comparison with lung tumours

We collected a set of CT images of patients affected by NSCLC, available at the
European Institute on Oncology, in order to evaluate the similarity of the insert
texture with that of the real tissue in terms of the radiomic characteristics.

All patients had a histological/cytological evidence of lung adenocarcinoma
and underwent the same CT acquisition protocol, which was the one adopted
by the IEO for the clinical examination of the chest. It included: acquisition
in the portal phase after the injection of contrast medium, automatic tube
current modulation, slice thickness and slice spacing of 2.5 mm, 512×512 ma-
trix size, and iterative reconstruction algorithm. The images were selected so
that they were acquired on the same CT scanner, the Discovery CT750 HD
scanner (GE Healthcare, Waukesha, WI, USA), and with a tube voltage of 120
kVp. Patients with a lung tumour smaller than 3 cm3 and larger than 60 cm3

were excluded, in order to focus on a range of volumes sufficiently comparable
with the insert ones. A total number of 29 patients were considered for the
comparison with the inserts of the HeLLePhant.
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In addition to this group of patients we also considered a commercial phan-
tom with homogeneous textures to assess how much this type of texture differs
from the real tissue. For this purpose, we used the Catphan® 424, developed
by the Phantom Laboratory (Salem, NY, USA). This phantom is a cylindri-
cal object composed of multiple modules, each useful for a different purpose
in the CT quality assurance. The following modules were considered in this
study: the CTP486 Module, whose material had a CT number within 2% of
water density (20 HU), the epoxy background of the CTP404 Module, one
acrylic insert of the CTP404 Module, and the plug of the CTP422 Module.
The corresponding VOIs are labelled as Catph1, Catph2, Catph3 and Catph4,
respectively. We chose these materials because they were the most similar to
the lung lesions in terms of CT number.

We scanned the two phantoms using the same protocol and the same CT
scanner of the patients mentioned just above. Figure 3.13 and Figure 3.14
show some CT axial slices of the two phantoms, containing the investigated
VOIs.

Figure 3.13: CT images in the axial plane of the HeLLePhant phantom using the medi-
astinal window on the right (W = 350 HU and L = 40 HU), and the lung window on the
left (W = 1400 HU and L = −500 HU). Each image shows the three containers surrounded
by the saline bags with the two PET-G inserts (on the right), and one sodium polyacrylate
insert (on the left).

We then contoured one lesion per patient, and all the inserts of the HeLLe-
Phant. The VOIs were delineated avoiding the border to reduce the partial
volume artifacts, and not to include the surrounding tissues. For each of the
two PET-G inserts we identified two VOIs: one for the core, and the other
for the entire insert (core + surrounding cells). As regards the Catphan®, we
performed a cylindrical segmentation in each of the four materials. The CT
texture of some lung lesions and some inserts of the two phantoms is displayed
in Figure 3.15. Table 3.3 lists the basic CT information about the inserts and
the 29 patients.

As can be seen in Table 3.3, the PET-G inserts showed a very low signal
(mean CT number less than −100 HU) and a very high variability (standard
deviation over 150 HU), compared to the patient values, when analysed in
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3.2. Design and fabrication of the lung phantom

Figure 3.14: CT images in the axial plane of the Catphan phantom. The four VOIs are
shown: Catph1 (A), Catph2 (B), Catph3 (C) and Catph4 (D). The CT image is displayed
using the mediastinal window (W = 350 HU and L = 40 HU).
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Figure 3.15: Visual comparison of the CT images of some lung tumours (above) and of the
inserts (below). One PET-G insert, one uniform and one non-uniform polyacrylate inserts
of the HeLLePhant, and the acrylic insert with the epoxy background of the Catphan are
shown in the picture. The CT images are displayed using the mediastinal window (W = 350
HU and L = 40 HU). Using this window only the core of the PET-G insert is visible.

their entirety. For this reason, we considered for the subsequent analysis only
the data extracted from the core of the inserts.

We extracted the radiomic features from the patient and the phantom im-
ages using the same procedure, described in Chapter 2 (Section 2.2.2), with
a bin width of 25 HU, and we considered only the features obtained from the
non-filtered images (original type).
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Insert
Min
(HU)

Max
(HU)

Mean
(HU)

Median
(HU)

SD
(HU)

Volume
(cm3)

PET1 entire -550 152 -122 -74 174 6.206
PET1 core -294 152 -6 10 94 3.057
PET2 entire -788 159 -101 -49 169 6.206
PET2 core -258 159 15 31 83 3.057
Pol unif 1 -274 113 37 41 35 5.645
Pol unif 2 -193 135 45 50 40 5.873
Pol unif 3 -148 193 90 94 40 6.595

Pol non-unif 1 -271 149 62 68 42 24.023
Pol non-unif 2 -147 135 63 65 31 19.255
Pol non-unif 3 -185 128 61 63 26 13.384
Pol non-unif 4 -240 176 51 53 44 22.171
Pol non-unif 5 -81 128 65 66 25 5.358
Pol non-unif 6 -115 110 37 38 26 20.873

Catph1 -22 46 10 9 8 12.785
Catph2 76 127 100 99 7 6.763
Catph3 102 144 125 124 7 0.971
Catph4 17 85 47 46 9 7.904

Patients
-374
± 355

179
± 121

62
± 22

65
± 18

29
± 11

19.599
± 14.584

Table 3.3: General information about the CT signal and the volume of the inserts of the
HeLLePhant and the Catphan, and of the 29 NSCLC patients.

The radiomic similarity between the inserts and the patients was evaluated
by calculating the following quantities. First of all, we calculated the 10th and
the 90th percentile from the distribution of the values of the feature i among
the 29 patients, for each feature i. Then, we used these percentile values to
calculate the patient range (range(i,pts)), as

range(i,pts) = [10thpercentile, 90thpercentile]i,pts . (3.1)

We compared the inserts (from the HeLLePhant and the Catphan) and the
patient lesions by counting the number of features for each insert j (Pj) whose
value fell in the corresponding range(i,pts),

Pj =
i=N∑
i=1

Pij ,

Pij =

{
1 fij ∈ range(i,pts)

0 otherwise
,

(3.2)

where N is the total number of extracted features (153 in case of features from
non-filtered images), and fij is the value of the feature i for the insert j. In
Figure 3.16 we reported the percentages of features that resulted as similar to
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those extracted from the lung lesions, for each insert of the HeLLePhant and
of the Catphan. The results for each feature category and each insert is shown
in Figure 3.17.

Figure 3.16: Percentage of features falling in the patient range for each insert.

3.2.5 Discussion

In the above sections we analysed different materials to reproduce the CT
signal of a human thorax with lung tumours. We proposed two materials for
the lung lesions, each fabricated with a distinct technique.

The first approach was based on printing 3D objects using the FFF tech-
nique and a thermoplastic material — the PET-G — as basic constituent. We
used a single material (PET-G) with density varying inside the same object,
which we obtained by changing spatially the infill value. Since this was the
very first prototype, we printed the PET-G inserts with the simplest shape,
namely parallelepiped. Our focus was in fact on the internal structure of the
inserts: we wanted to understand whether a structure obtained by combining
different infill values would be robust enough, and whether its CT signal was
suitable for our purposes. The study of more complex external structures is
left for future investigation.

The second technique we investigated, instead, was based on a more hand-
crafted approach, by creating inserts made of powdered sodium polyacrylate
plus diluted contrast medium. Thanks to its gel-like consistency, the compound
was easily moulded to take a form resembling tumours.
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(a) (b)

(c) (d)

Figure 3.17: Percentage of features falling in the patient range for each feature category
and for each insert: uniform polyacrylate inserts (a), non-uniform polyacrylate inserts (b),
core part of the PET-G inserts (c), and Catphan inserts (d).

In order to compare the impact of a homogeneous and a heterogeneous
texture on the feature values, we included in the analysis some homogeneous
materials from a commercial phantom (Catphan®).

We assessed the similarity between the 11 inserts (2 PET-G and 9 polyacry-
late) and the lung lesions of 29 NSCLC patients, by evaluating if the absolute
value of each radiomic feature of the insert fell into the corresponding patient
range (see eq. 3.3). In general, we found that the polyacrylate inserts better
represented the tumours. The percentage of similar features was, in fact, over
50% for all the polyacrylate inserts. The Pol non-unif 3 and Pol non-unif 5
inserts were the most similar to the 29 NSCLC lesions (Figure 3.16). These
two inserts had a median value and a standard deviation of the CT signal
inside the VOI closer to the patient values. On the contrary, the Pol non-
unif 2 showed less similarity with patients, despite the mean and the standard
deviation are close to those of real lesions. This means that there are tex-
tural characteristics, describing local information, which are not captured by
first-order features and are different between these inserts and patients.

From Figure 3.17-B we can see that the main limitation of the Pol non-
unif 5 is its shape. This insert, in fact, had a small volume (5.358 cm3)
compared to patient lesions (19.599 cm3 ± 14.584), and this impacts on the
volume feature and the associated features (i.e. SurfaceArea and diameter).
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However, the volume of this type of insert can be increased during the fab-
rication procedure, and therefore the result obtained with the Pol non-unif 5
insert is not an indication of a limitation of this technique.

The Catphan inserts, instead, showed the worst similarity in all the cate-
gories of features (see Figure 3.17-D). Less than the 20% of all the features,
in fact, fell within the lesion range for all the four inserts. We observed a
good agreement with patients in the shape features of the Catph1 and Catph4
inserts thanks to the similarity of the VOI size.

The PET-G inserts exhibited a similarity in between that of the polyacry-
late and of the Catphan inserts. For the PET-G inserts, about 35% of the
features were compatible with patients. In general, we observed a similar be-
haviour in the two PET-G inserts, despite the different 3D printing pattern.
Low similarity was observed in the shape features (Figure 3.17-C), for both
the inserts. This result was due to the small size of the inserts and to an
overly regular shape of the contours we made, far from being tumour-like. For
example, in Figure 3.18 the value of the feature Sphericity of each analysed
insert is compared to the patient range (red line). The Sphericity feature is
defined as

sphericity =
(36πV 2)1/3

A
, (3.3)

where V is the volume and S is the surface area of the VOI. It measures the
compactness of the VOI, with higher values for shape with smaller surface for
a fixed volume (less complex surfaces). From this plot, it can be noticed that
the more irregular shape of the tumour was better matched by the polyacrylate
inserts.

The strong difference of the Catphan® inserts compared to the patients
is probably associated to the high homogeneity of the texture. Conversely,
the PET-G inserts exhibited a very high heterogeneity with the presence of
areas with similar grey-level patterns. Figure 3.19 shows the value of the
Uniformity feature for the inserts and the patients. The low uniformity found
in the Pol unif inserts was quite unexpected, since they were created using a
unique contrast concentration. A possible explanation for this result may be
the formation of cracks in the gel when it was enclosed in the cling film, thus
highlighting how difficult it was to control the degree of heterogeneity in the
polyacrylate inserts during the fabrication.

One noteworthy property of the PET-G insert is the possibility of produc-
ing a cavity inside the lesion, which appears as a“black”area because of its very
low density. This characteristic can be evaluated with the Cluster Tendency
feature from the glcm category, which measures the presence of clusters (groups
of voxels with the same grey-level intensities) in the texture. The mean value
of this feature in the 29 patients was 33.87 ± 134.89 (median equal to 4), while
for the two PET-G inserts it was much higher (51.23 for the PET1 core and
40.10 for the PET2 core). However, considering for example the texture of one
of the lesions with a cavity from the patient group, which corresponds to the
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SPHERICITY

Figure 3.18: Comparison of the absolute value of the Sphericity feature from the shape
category for the inserts and the group of NSCLC patients. The blue area highlights the
patient range, while the thinner dotted line delimits the range between the maximum and
the minimum values encountered in the patient group.

UNIFORMITY

Figure 3.19: Comparison of the absolute value of the Uniformity feature from the
firstorder category for the inserts and the group of NSCLC patients. The blue area highlights
the patient range, while the thinner dotted line delimits the range between the maximum
and the minimum values encountered in the patient group.

third lesion from the left in Figure 3.15, the value of this feature was equal
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to 99.67, much higher than the values mentioned just above. Values similar
to typical patient lesions, where no cavities are present, were obtained for the
Cluster Tendency feature with the polyacrylate inserts (range between 3.79
and 10.84 among the 9 inserts). The creation of this kind of area was in fact
much more difficult with the polyacrylate-based material. A possible solution
may be the incorporation of dedicated objects inside the compound during
the fabrication of the inserts or the creation of separated compartments with
different densities. Values below 1 were, instead, extracted from the Catphan®

inserts, due to the uniformity of their texture.

In the next sections some applications of the HeLLePhant for radiomic
purposes will be shown, such as the assessment of feature robustness.

3.3 Radiomic analysis with HeLLePhant

This section is dedicated to the discussion on how we used the phantom de-
scribed in the above sections to investigate the behaviour of the radiomic fea-
tures in controlled conditions. First of all, we scanned the phantom repeatedly
with a fixed acquisition protocol, separately on two CT scanners. In this way
we characterised the feature repeatability for each insert and each scanner.
This analysis was performed twice, each time with a different tube voltage
(100 kVp and 120 kVp). We identified a group of non-repeatable features in
all the investigated configurations. Then we compared different acquisition
parameters (Scanner 1 versus Scanner 2, 120 kVp versus 100 kVp) to evaluate
feature reproducibility by changing one parameter at the time.

3.3.1 Repeatability analysis

Materials and methods

We scanned the HeLLePhant ten times without changing neither the acquisi-
tion parameters nor its position on the table of the CT scanner. The acquisition
protocol was the same used in the clinical practice for the Discovery CT750
HD scanner (GE Healthcare, Waukesha, WI, USA), which we also adopted in
Section 3.2.4 for the comparison between the phantom and the patients (au-
tomatic tube current modulation, slice thickness and slice spacing of 2.5 mm,
512×512 matrix size, pixel space of 0.70×0.70 mm2, IR60, and standard con-
volution kernel). The repeated acquisitions were performed at 120 kVp and at
100 kVp. We repeated the same procedure on the Optima CT660 scanner (GE
Healthcare, Waukesha, WI), both at 120 and 100 kVp. The images acquired
on this scanner were reconstructed with the IR50, the IR blending level used
in the clinical examination.

The NI of the CT images of the phantom was 14, 17, 18 and 20 for the
acquisition on the Optima CT660 scanner at 100 kVp and 120 kVp, and on
the Discovery CT750 HD scanner at 100 kVp and 120 kVp, respectively.
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All the images acquired on the same scanner were co-registered. For this
reason, the same segmentation file was used for all the images. In this way we
avoided the introduction of biases due to the contouring procedure. For the
acquisition on the Discovery CT750 HD scanner, the same segmentations used
in Section 3.2.4 were considered also for the radiomic analysis. As regards the
second scanner, instead, the segmentations were obtained from the previous
ones through a rigid registration, since the phantom images from the two
scanners did not perfectly match, despite the alignment of the phantom with
the internal lasers of the scanner. A slight manual correction was required
and performed a posteriori by comparing visually the segmentation on the CT
images from the two scanners.

For all the inserts and all the image configurations we extracted the fea-
tures as indicated in Chapter 2 (Section 2.2.2), with a bin width of 25 HU and
5 HU. We included in the analysis only the non-filtered features.

We assessed the repeatability of the features using the coefficient of varia-
tion (CV) and the intra-class correlation coefficient (ICC) [202].
The CV of the ith feature for the jth insert (CVij) for a fixed acquisition protocol
is calculated as

CVij =
mean10, ij

standard deviation10, ij

, (3.4)

where the mean and the standard deviation are calculated among the features
extracted from the ten repeated acquisitions. The ICC for the ith feature is
defined as

ICCi =
MSR −MSE

MSR + (k − 1) MSE + k
n
(MSC −MSE)

, (3.5)

where MSR, MSE and MSC are the mean squares for the subjects, the er-
ror, and the measurements/raters, respectively; k is the number of measure-
ments/raters, and n is the number of subjects. This ICC definition is based on
the two-way mixed effect model for absolute agreement for single rater/mea-
surement, which is the recommended model for test-retest measures [203].

The ICC ranges between 0 and 1, indicating no agreement or perfect agree-
ment among raters/measurements, respectively. Conversely, for the CV the
best reliability is obtained when its value is 0. For each insert we considered
as repeatable the features yielding CV ≤ 0.10 [111]. Excellent repeatability
is associated to an ICC greater than 0.90, good for ICC between 0.75 and
0.90, moderate for ICC between 0.50 and 0.75, and poor for ICC less than
0.50 [203]. We calculated the ICC with the irr package in R, using the function
icc(dataframe, type = "agreement", model = "twoway"). In the com-
putation of the ICC, the acquisition agreement is evaluated considering all the
subjects — i.e. the inserts — all together for a given feature, while the CV
is calculated for each feature and each insert separately (as can be observed
from eqs. 3.4 and 3.5). The ICC, in fact, compares the multiple measurements
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related to the same subject and at the same time considers the variability
among the different subjects for each single measurement. In this preliminary
investigation the inserts are, however, not fully able to reproduce the range
of heterogeneity found in real lung lesions, especially if the PET-G inserts are
included in the analysis. For this reason, there may be an overestimation of
the repeatability with the ICC, compared to what we would expect if a more
representative population of inserts or even real lesions were used.

The features belonging to the shape category were not included in the
repeatability analysis since the contours were the same among the repeated
acquisitions, as mentioned above. Therefore, we analysed 140 features in total.

For the sake of simplicity, hereinafter the Discovery CT750 HD scanner will
be denoted as Scanner 1 and the Optima CT660 scanner as Scanner 2.

Results

In Table 3.4 and Table 3.5 the percentage of features with CV ≤ 0.10 is dis-
played for all the inserts of the HeLLePhant, for the 100 kVp and the 120
kVp, for the 25 HU and the 5 HU bin widths, and for the Scanner 1 and
the Scanner 2. This percentage is over 70% in all the configurations, indicat-
ing that the majority of the features is repeatable. However, there is not a
characteristic trend among the configurations nor among the inserts. It can be
observed that the PET-G inserts show almost always a very high repeatability.

Features with CV ≤ 0.1 (%)

Insert
120 kVp
25 HU

100 kVp
25 HU

120 kVp
5 HU

100 kVp
5 HU

PET1 entire 100% 94% 93% 93%
PET1 core 92% 98% 98% 99%
PET2 entire 100% 95% 100% 100%
PET2 core 99% 92% 93% 93%

pol non-unif 1 92% 98% 94% 100%
pol non-unif 2 74% 79% 84% 84%
pol non-unif 3 97% 85% 100% 99%
pol non-unif 4 99% 91% 99% 93%
pol non-unif 5 75% 76% 83% 77%
pol non-unif 6 78% 79% 81% 84%
pol unif 1 85% 89% 92% 99%
pol unif 2 88% 86% 86% 94%
pol unif 3 84% 81% 84% 83%

Table 3.4: Percentage of features with CV ≤ 0.1 for each insert type and for the four
configurations of acquisition/extraction settings on the Scanner 1.
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Features with CV ≤ 0.1 (%)

Insert
120 kVp
25 HU

100 kVp
25 HU

120 kVp
5 HU

100 kVp
5 HU

PET1 entire 100% 94% 93% 94%
PET1 core 93% 92% 91% 93%
PET2 entire 97% 98% 94% 94%
PET2 core 92% 97% 94% 91%

pol non-unif 1 99% 97% 99% 94%
pol non-unif 2 75% 76% 99% 86%
pol non-unif 3 84% 89% 85% 84%
pol non-unif 4 96% 100% 100% 96%
pol non-unif 5 74% 76% 80% 80%
pol non-unif 6 92% 79% 94% 84%
pol unif 1 78% 78% 84% 91%
pol unif 2 84% 95% 89% 99%
pol unif 3 89% 97% 98% 100%

Table 3.5: Percentage of features with CV ≤ 0.1 for each insert type and for the four
configurations of acquisition/extraction settings on the Scanner 2.

Focusing on the different feature categories, we counted the number of fea-
tures with the CV less than in 0.05, between 0.05 and 0.1, between 0.1 and 0.25
and finally larger 0.25. In the evaluation of these percentages all the 13 inserts
were considered, taking separately the two scanners, voltages and bin widths.
Figure 3.20 and Figure 3.21 show the results for the Scanner 1 and the Scanner
2. The firstorder and glcm are the categories with the highest number of fea-
tures with low CV values (≤ 0.05). The CV results for Scanner 1 at 25 HU at
100 kVp and 120 kVp are reported in the supplementary materials of ref. [204].

Moreover, we evaluated the ICC considering all the 13 inserts and the 10
repetitions, for each of the eight configurations (two scanners, two voltages,
two bin widths). Table 3.6 summaries these results, reporting the percentage
of features in the only two populated ICC ranges ([0.75, 0.90) and [0.90, 1]).
We obtained that almost all the features had an excellent agreement among the
repeated measurements (ICC ≥ 0.90), with a percentage of repeatable features
that varies among the configurations. All the features, however, showed a good
repeatability, meaning ICC ≤ 0.75, in all the configurations. When only the
polyacrylate inserts were considered in the computation, the ICC of all the
features was slightly reduced and the number of features with a ICC < 0.90
increased at the expense of those belonging to the range of excellent agreement.
Nevertheless, also in this case all the features had a good agreement among
repetitions (ICC ≥ 0.75). Finally, we observed that all the features with
ICC < 0.90 belonged to texture categories.

82



3.3. Radiomic analysis with HeLLePhant

(a) Scanner 1 120 kVp 25 HU (b) Scanner 1 120 kVp 5 HU

(c) Scanner 1 100 kVp 25 HU (d) Scanner 1 100 kVp 5 HU

Figure 3.20: Percentage of features for each category (shape features excluded) and for
Scanner 1 with a CV value in one of the following ranges: [0.0.05], (0.05, 0.10], (0.10, 0.25]
and > 0.25.

Features (%) with ICC in range:

Configuration [0.90, 1.00]
[0.90, 1.00]
only poly

[0.75, 0.90)
[0.75, 0.90)
only poly

S1 - 120 kVp - 25HU 97% 89% 3% 11%
S1 - 100 kVp - 25HU 98% 92% 2% 8%
S2 - 120 kVp - 25HU 97% 90% 3% 10%
S2 - 100 kVp - 25HU 99% 90% 1% 10%
S1 - 120 kVp - 5HU 94% 92% 6% 8%
S1 - 100 kVp - 5HU 94% 94% 6% 6%
S2 - 120 kVp - 5HU 94% 92% 6% 8%
S2 - 100 kVp - 5HU 94% 95% 6% 5%

Table 3.6: Percentage of features in the repeatability analysis with ICC between 0.75 and
0.90 and ≥ 0.90, for the indicated configurations. “S1” stands for Scanner 1 and “S2” for
Scanner 2. The term “only poly” means that only polyacrylate inserts were included.
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(a) Scanner 2 120 kVp 25 HU
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(b) Scanner 2 120 kVp 5 HU
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(c) Scanner 2 100 kVp 25 HU
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(d) Scanner 2 100 kVp 5 HU

Figure 3.21: Percentage of features for each category (shape features excluded) and for
Scanner 2 with a CV value in one of the following ranges: [0.0.05], (0.05, 0.10], (0.10, 0.25]
and > 0.25.

The repeatability measure includes the random fluctuations due to the noise
generated by the electronic components of the scanner. The different noise level
among repeated acquisitions may impact on the image texture, and this aspect
may be captured by the repeatability measurement. For this reason, we also
made measures in homogeneous regions of the phantom to estimate the noise
level among repeated measurements. Since we observed artefacts inside the
saline bags (probably due to the movement of the liquid inside the bag), we
performed the analysis inside the cork. Four regions in the axial slice were
segmented for each of the ten repeated images at 100 and 120 kVp, on the
two scanners. We found that the noise level, measured as the ratio between
the standard deviation and the mean inside each ROI, was the same among
the repeated acquisitions (with values between 0.5% and 0.7% among all the
considered acquisitions). This result suggests that the random noise among
repeated acquisitions and in different parts of the scan field is spatially uniform,
considering a homogeneous material. An improvement of the HeLLePhant may
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3.3. Radiomic analysis with HeLLePhant

be the inclusion of an object made of a homogeneous material to measure the
noise in the different positions in the scan field, similarly to the phantoms used
for quality assurance. In this way it is possible to evaluate the noise among
repeated acquisitions and among protocols on different scanners.

3.3.2 Reproducibility analysis

Materials and methods

After assessing the repeatability, we used the same CT acquisitions to investi-
gate both the intra- and the inter- scanner reproducibility of the features. The
list of the comparisons analysed in this study is shown in Table 3.7. For each
configuration, the table includes the parameter modified — either scanner,
voltage or reconstruction algorithm — and thus the fixed parameters. We per-
formed the comparison separately for the bin width at 25 HU (configurations
from 1 to 8) and at 5 HU (configurations from 9 to 16).

Config Comparison Fixed parameters

1 Scanner 1 vs Scanner 2 120 kVp, 25 HU, IR
2 Scanner 1 vs Scanner 2 100 kVp, 25 HU, IR
3 120 kVp vs 100 kVp Scanner 1, 25 HU, IR
4 120 kVp vs 100 kVp Scanner 2, 25 HU, IR
5 IR vs FBP Scanner1, 120 kVp, 25 HU
6 IR vs FBP Scanner1, 100 kVp, 25 HU
7 IR vs FBP Scanner2, 120 kVp, 25 HU
8 IR vs FBP Scanner2, 100 kVp, 25 HU
9 Scanner 1 vs Scanner 2 120 kVp, 5 HU, IR
10 Scanner 1 vs Scanner 2 100 kVp, 5 HU, IR
11 120 kVp vs 100 kVp Scanner 1, 5 HU, IR
12 120 kVp vs 100 kVp Scanner 2, 5 HU, IR
13 IR vs FBP Scanner1, 120 kVp, 5 HU
14 IR vs FBP Scanner1, 100 kVp, 5 HU
15 IR vs FBP Scanner2, 120 kVp, 5 HU
16 IR vs FBP Scanner2, 100 kVp, 5 HU

Table 3.7: List of the comparisons performed to investigate feature reproducibility.

It is worth recalling that the IR algorithms used for this study were the
ones adopted in the clinical routine for the radiological examination of the
chest at IEO: IR60 for the acquisitions on the Scanner 1, and IR50 for those
on the Scanner 2.

We evaluated the reproducibility with respect to the voltage peaks (con-
figurations 3, 4, 11 and 12) and the reconstruction algorithms (configurations
5, 6, 7, 8, 13, 14, 15 and 16) using the concordance correlation coefficient
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(CCC, defined in eq. 2.1). Features with CCC ≥ 0.9 were selected as ro-
bust [190, 205, 206]. We used the function epi.ccc from the epiR library in R
(setting rep.measure = TRUE and accordingly with the parameter subjectid)
to consider the repeated measurements for each subject/insert in the evalua-
tion of the CCC.

Moreover, we performed a second analysis to understand better the fea-
ture behaviour for each insert separately. For each feature we evaluated the
percentage variation between the two configurations of voltage peaks as

PVi,voltage =
fi,v1 − fi,v0

fi,v0
, (3.6)

where i identifies the feature, fi,v0 is the mean value of the feature for the
reference voltage (120 kVp) among the 10 repeated measurements, and fi,v1 is
the corresponding feature value for the compared configuration (100 kVp). We
carried out the same analysis for the comparison between the two reconstruc-
tion algorithms (IR versus FBP), taking the IR as the reference reconstruction.
For the inter-scanner variability (configurations 1, 2, 9 and 10) we considered
both the CCC and the PV metrics. For the calculation of the PV, the Scanner
1 was taken as the reference scanner.

Results

1) Tube voltage peak: 120 kVp versus 100 kVp

Table 3.8 summarises the results of the percentage variation analysis per-
formed to compare the two tube voltages for each insert. The percentage of
features with a larger variability between the two voltage peaks was lower for
the PET-G inserts, indicating a higher voltage reproducibility for this type of
objects.

Concerning the CCC results, we found similar results among the four con-
figurations, with more than 90% of the features with a CCC ≥ 0.90 when all
the inserts were considered. A slightly lower percentage of features with an ex-
cellent agreement between the two voltage peaks was observed when only the
polyacrylate inserts were used for the analysis. Table 3.9 lists the percentage
of features with CCC in the ranges [0.50, 0.75), [0.75, 0.90) and [0.90, 1.00] for
the voltage agreement, both when all inserts and when only the polyacrylate
inserts were included in the analysis. The only features with a CCC < 0.75
belonged to the firstorder category. A relevant shift of the mean of the grey-
level histogram was in fact observed between the two voltage peaks.

86



3.3. Radiomic analysis with HeLLePhant

PV ≤ 0.1

Insert 3 4 11 12

PET1 entire 97% 100% 98% 100%
PET1 core 94% 97% 96% 97%
PET2 entire 97% 99% 97% 99%
PET2 core 91% 94% 91% 96%

pol non-unif 1 76% 94% 92% 95%
pol non-unif 2 77% 71% 80% 85%
pol non-unif 3 63% 84% 64% 87%
pol non-unif 4 62% 68% 70% 73%
pol non-unif 5 81% 79% 64% 75%
pol non-unif 6 92% 92% 94% 95%
pol unif 1 89% 73% 89% 75%
pol unif 2 96% 89% 96% 89%
pol unif 3 84% 74% 91% 71%

Table 3.8: Percentage of features with a percentage variation (PV) smaller than 0.10 in
the comparison between the voltage peaks (configurations 3, 4, 11 and 12).

Features (%) with CCC in range:

Config [0.90, 1.00] [0.75, 0.90) [0.5, 0.75) [0, 0.5)

ALL

3 95.0% 3.6% 0.7% 0.7%
4 95.0% 3.6% 1.4% 0%
11 92.2% 6.4% 0.7% 0.7%
12 92.2% 6.4% 1.4% 0%

ONLY POLY

3 70.0% 24.3% 1.4 % 4.3%
4 81.4% 12.8% 2.9% 2.9%
11 80.7% 14.3% 0.7% 4.3%
12 86.4% 8.6% 2.1% 2.9%

Table 3.9: Percentage of features with CCC between 0 and 0.5, 0.5 and 0.75, 0.75 and
0.90, and greater than 0.90, considering the impact of the voltage peak variation (configu-
rations 3, 4, 11 and 12). The term “ONLY POLY”means that only the polyacrylate inserts
were included in the analysis, while ”ALL” that both polyacrylate and PET-G inserts were
included.

2) Reconstruction algorithm: IR versus FBP

Table 3.10 and Table 3.11 summarise the results of the comparison between
the two different reconstruction algorithms (IR and FBP). A general reduction
in the number of the stable features can be observed, compared to the voltage
comparison.

Two aspects were similar to what we found in the previous analysis (volt-
age peak). First of all, we observed a better reproducibility for the PET-G
inserts than all the polyacrylate ones from the PV analysis. Secondly, the CCC
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PV ≤ 0.1

Insert 5 6 7 8 13 14 15 16

PET1 entire 84% 84% 91% 91% 86% 90% 94% 92%
PET1 core 83% 85% 89% 89% 89% 89% 89% 86%
PET2 entire 78% 77% 86% 90% 85% 84% 91% 92%
PET2 core 69% 66% 84% 88% 69% 71% 84% 84%

pol non-unif 1 49% 43% 66% 61% 47% 41% 68% 63%
pol non-unif 2 36% 37% 50% 42% 40% 42% 56% 46%
pol non-unif 3 31% 30% 44% 38% 33% 31% 44% 45%
pol non-unif 4 44% 42% 56% 45% 46% 45% 60% 47%
pol non-unif 5 36% 32% 49% 43% 34% 36% 52% 42%
pol non-unif 6 36% 35% 39% 40% 36% 39% 40% 44%
pol unif 1 46% 41% 67% 55% 49% 44% 75% 63%
pol unif 2 62% 56% 68% 67% 66% 60% 71% 71%
pol unif 3 44% 46% 68% 60% 46% 44% 71% 67%

Table 3.10: Percentage of features with a percentage variation (PV) smaller than 0.10 in
the comparison between the reconstruction algorithms (configurations 5, 6, 7, 8, 13, 14, 15
and 16).

analysis gave worse results when only the polyacrylate inserts were included.
However, features with a CCC < 0.75 were mainly from the texture categories.

Finally, we found better reproducibility results in the Scanner 2 compared
to Scanner 1. However, this dissimilarity may be due to the different blend-
ing levels of the IR for the two scanners, closer to the FBP — for which the
blending level corresponds to 0% — for the Scanner 2. In order to investigate
better this point, the CT images for the Scanner 2 were reconstructed also
with a blending level equal to 60% (IR60) and were compared to the FBP.
Considering as metric the CCC for the polyacrylate inserts only, we obtained
a reduction in the number of features with perfect agreement (120 kVp-25 HU:
46%, 100 kVp-25 HU: 41%, 120 kVp-5 HU: 50%, 100 kVp-5 HU: 45%) with
respect to the comparison FBP versus IR50 in the Scanner 2 (see Table 3.11,
configurations 7, 8, 15 and 16). However, these percentages are still higher
than in the comparison FBP versus IR60 in the Scanner 1 (see Table 3.11,
configurations 6, 7, 13 and 14). This discrepancy may be associated either
with the difference in the contours, which may impact the voxels near the
borders, or with a difference in the reconstruction procedure between the two
scanners. Unfortunately, due to the difference in the segmentation between the
scanners for the same insert, it was not possible to identify the actual source
of this variability.

3) CT scanner model: Scanner 1 versus Scanner 2

Finally, we compared the acquisitions performed on the two scanners, using
the same acquisition protocol (configuration 1, 2, 9 and 10 in Table 3.7). In
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Features (%) with CCC in range:

Config [0.90, 1.00] [0.75, 0.90) [0.5, 0.75) [0, 0.5)

ALL

5 71.5% 16.4% 6.4% 5.7%
6 70.7% 13.6% 10.0% 5.7%
7 78.7% 12.9% 5.7% 2.9%
8 76.4% 12.9% 5.7% 5.0%
13 75.0% 12.9% 12.1% 0.0%
14 75.0% 10.7% 12.9% 1.4%
15 70.0% 12.9% 12.1% 5.0%
16 70.8% 11.4% 10.7% 7.1%

ONLY POLY

5 32.8% 29.3% 15.0% 22.9%
6 32.1% 27.1% 17.1% 23.6%
7 55.7% 14.3% 17.1% 12.9%
8 47.9% 20.7% 12.1% 19.3%
13 40.0% 23.5% 17.9% 18.6%
14 36.4% 26.4% 17.9% 19.3%
15 57.9% 16.4% 10.7% 15.0%
16 50.0% 22.9% 10.0% 17.1%

Table 3.11: Percentage of features with CCC between 0 and 0.5, 0.5 and 0.75, 0.75
and 0.90, and greater than 0.90, considering the variation of the reconstruction algorithm
(configurations 5, 6, 7, 8, 13, 14, 15 and 16). The term “ONLY POLY”means that only the
polyacrylate inserts were included in the analysis, while ”ALL” that both polyacrylate and
PET-G inserts were considered.

this case, however, the final results included the effects of both the different
scanner and the different contours. Since for each insert the segmentations did
not match perfectly between the two scanners, we considered also the shape
features. We found that all the shape features extracted from the inserts had a
low percentage variation (<5% for all the inserts and all the features). Despite
this similarity in the shape, the position of the contours may not be exactly
the same inside the insert, potentially including different voxels on the borders.
This was particularly evident near the edge of the inserts along the z-direction,
where a mismatch — below the slice thickness — of the phantom on the two
scanners was present, this way producing different artifact effects.

In Table 3.12 and Table 3.13 we list the results for the comparison between
the two scanners (configurations 1, 2, 9 and 10), based on the PV and the
CCC values, respectively. As in the previous comparisons, the percentages
were calculated excluding the shape features.

In general we obtained better results than in the comparison between the
reconstruction algorithms, but worse than for the impact of the voltage. All
the categories of features were affected, both firstorder and texture ones.

It is interesting to note that the PET2 insert was less reproducible than the
PET1 and than most of the polyacrylate inserts, in contrast with the previous
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PV ≤ 0.1

Insert 1 2 9 10

PET1 entire 89% 93% 91% 88%
PET1 core 86% 88% 79% 81%
PET2 entire 67% 65% 74% 74%
PET2 core 65% 61% 69% 66%

pol non-unif 1 96% 95% 100% 96%
pol non-unif 2 94% 76% 99% 84%
pol non-unif 3 69% 60% 76% 57%
pol non-unif 4 72% 71% 73% 72%
pol non-unif 5 59% 56% 60% 59%
pol non-unif 6 76% 84% 87% 91%
pol unif 1 70% 63% 77% 67%
pol unif 2 86% 84% 89% 96%
pol unif 3 50% 50% 53% 54%

Table 3.12: Percentage of features with a percentage variation (PV) smaller than 0.10 in
the comparison between the two scanners (configurations 1, 2, 9 and 10).

Features (%) with CCC in range:

Config [0.90, 1.00] [0.75, 0.90) [0.5, 0.75) [0, 0.5)

ALL

1 90.0% 7.1% 2.9% 0.0%
2 90.0% 7.1% 2.9% 0.0%
9 88.6% 5.7% 5.7% 0.0%
10 89.3% 5.7% 5.0% 0.0%

ONLY POLY

1 63.6% 15.7% 15.7% 5.0%
2 60.0% 18.6% 14.3% 7.1%
9 72.8% 8.6% 13.6% 5.0%
10 69.3% 10.0% 15.0% 5.7%

Table 3.13: Percentage of features with CCC between 0 and 0.5, 0.5 and 0.75, 0.75 and
0.90 and greater than 0.90, comparing the two scanners (configurations 1, 2, 9 and 10). The
term “ONLY POLY”means that only the polyacrylate inserts were included in the analysis,
while ”ALL” that both polyacrylate and PET-G inserts were included.

robustness analysis (reconstruction algorithm and voltage peak).

Summary

Figure 3.22 and Figure 3.23 summarise the reproducibility and the re-
peatability analyses described in detail above.

Figure 3.22 refers to the ICC/CCC analysis, considering the results when
only the polyacrylate inserts are used. We observed, in fact, that these metrics
are influenced by the population of subjects (in this case the inserts) included
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in the analysis. This means that, if this population in phantom is not well
representative of the patient population under investigation, the robustness
results can be biased. For this reason, in this summary we excluded the IC-
C/CCC results with also PET-G inserts, which were in many cases out of the
patient range (see Figure 3.17), increasing the population variability and thus
the agreement between the measurements of the same subject.

Figure 3.22: Summary of the repeatability and reproducibility in terms of ICC and CCC,
for the 25 HU bin width. The repeatability results are reported both for the acquisition
at 100 kVp and at 120 kVp, performed on Scanner 1 with the IR reconstruction. The
reproducibility bar-plot refers to the comparison between the 120 kVp and the 100 kVp
acquisitions on Scanner 1 with the IR reconstruction (voltage peak), between the IR and the
FBP reconstructions on Scanner 1 at 120 kVp (reconstruction), and between Scanner 1 and
Scanner 2 at 120 kVp with the IR reconstruction (scanner).

In Figure 3.23, instead, the CV/PV results are shown for two inserts taken
as examples: the PET1 core and the pol non-unif 2. We observed that the
PET-G inserts were in general more repeatable and reproducible than the
polyacrylate ones, except for the scanner comparison. In the latter, in addition
to the direct impact of the scanner model, the effect of the different contours for
the same insert must also be taken into account, since the images come from the
two scanners not perfectly overlapping. This misalignment may have a greater
impact on the PET-G inserts because of their coarser texture. With respect
to the polyacrylate inserts, in fact, the PET-G inserts are more characterised
by the presence of groups of voxels with similar grey-level intensities next to
clusters of voxels with significantly different intensities. This structure makes
more likely the inclusion of voxels on the VOI borders belonging to a completely
different intensity range when the contours are shifted inside the insert.
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(a) PET1 core

(b) pol non-unif 2

Figure 3.23: Summary of the repeatability and reproducibility in terms of CV and PV for
the PET1 core and the pol non-unif 2 inserts, for the 25 HU bin width. The repeatability
results are reported both for the acquisition at 100 kVp and at 120 kVp, performed on
Scanner 1 with the IR reconstruction. The reproducibility bar-plot refers to the comparison
between 120 kVp and 100 kVp acquisitions on Scanner 1 with IR reconstruction (voltage
peak), between IR and FBP reconstructions on Scanner 1 at 120 kVp (reconstruction) and
between Scanner 1 and Scanner 2 at 120 kVp with IR reconstruction (scanner).
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We summarise the behaviour of the features in terms of the CV/PV values
in Figure 3.24, Figure 3.25 and Figure 3.26 for each feature and each insert
using the heatmap plot. Figure 3.24 illustrates the results for the repeatability
analysis, where dark red indicates higher repeatability while dark blue lower
repeatability. From this plot it can be noted that the texture features from
gldm and glrlm, and above all the glzsm and ngtdm categories, are the least
reproducible. Moreover, the similarity between the two scanners as well as the
two voltage peaks can be appreciated. Figure 3.25 and Figure 3.26, instead,
show the reproducibility results, as regards the reconstruction algorithm vari-
ability in the first figure, and both the voltage peak and the scanner model
in the second figure. The same scale is used in order to highlight the greater
impact of the reconstruction parameter. A colour difference can be observed
between the polyacrylate inserts (columns A, B, C, D, E, F, G, H, I) and the
PET ones (columns J, K, L, M), particularly in the reproducibility analysis.

Finally, the comparison of the feature reproducibility due to the reconstruc-
tion algorithm between patient (Chapter 2) and phantom results (Chapter 3)
is presented in Appendix D.
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Figure 3.24: Heatmap of the CV values, indicating the repeatability for the two
scanners and the two voltage peaks. The first column indicates the feature cate-
gory, and the second the feature number (from 14 to 143). The results are dis-
played for all the inserts: A=pol unif 1, B=pol unif 2, C=pol unif 3, D=pol non-unif 1,
E=pol non-unif 2, F=pol non-unif 3, G=pol non-unif 4, H=pol non-unif 5, I=pol non-
unif 6, J=PET1 entire, K=PET1 core, L=PET2 entire, M=PET2 core.
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Figure 3.25: Heatmap of the PV values for the reconstruction algorithm impact (IR
versus FBP) including the two scanners and the two voltage peaks. The first column
indicates the feature category, and the second the feature number (from 14 to 143).
The results are displayed for all the inserts: A=pol unif 1, B=pol unif 2, C=pol unif 3,
D=pol non-unif 1, E=pol non-unif 2, F=pol non-unif 3, G=pol non-unif 4, H=pol non-
unif 5, I=pol non-unif 6, J=PET1 entire, K=PET1 core, L=PET2 entire, M=PET2 core.
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Figure 3.26: Heatmap of the PV values for the voltage (on the left) and the scanner
(on the right) impact. The first column indicates the feature category, and the second the
feature number (from 14 to 143). The results are displayed for all the inserts: A=pol unif 1,
B=pol unif 2, C=pol unif 3, D=pol non-unif 1, E=pol non-unif 2, F=pol non-unif 3,
G=pol non-unif 4, H=pol non-unif 5, I=pol non-unif 6, J=PET1 entire, K=PET1 core,
L=PET2 entire, M=PET2 core. The same colour scale of Figure 3.25 was used.
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3.3.3 Discussion

In this chapter a surrogate of a thorax phantom with inserts simulating NSCLC
tumours, made of PET-G or sodium polyacrylate, was presented. In the first
part of this chapter, we compared the inserts against real lesions from a ra-
diomic point of view, while in this second part we showed the feasibility of
using such a phantom to investigate feature robustness in controlled settings.
Feature stability is an important requirement when using these descriptors as
imaging biomarkers in clinical models. However, isolating the contribution of
each separate confounding factor is not always possible in a patient cohort.
Moreover, physical and biological variability in the tissue — for example due
to the re-positioning on the scanner table, to the breathing, or to the disease
evolution over time — makes it difficult to repeat the acquisitions in fixed
conditions. Therefore, various radiomic studies have been carried out using
phantoms as substitutes for human tissues.

In this study we considered the impact of ten repeated acquisitions in fixed
condition, i.e. without changing any parameters and without moving the phan-
tom among different scans. In addition, we also evaluated the impact of the
variation of the voltage peak and the reconstruction algorithm, as well as the
scanner-induced variation.

We used two types of metrics to study the repeatability and reproducibility
of the features. The ICC/CCC parameters are often used in radiomic stud-
ies [109, 114, 181, 193, 206, 207]. However, as we showed in this thesis, their
results are strongly affected by the population under analysis. If the phan-
tom materials used in the study are not well-representative of the variability
observed in patients, the robustness results should not be generalised to the
clinical population of interest. The second type of analysis adopted to estimate
the degree of variability for each insert was instead based on two more intuitive
coefficients: the coefficient of variation (CV) for the repeatability analysis, and
the percentage variation (PV) for the reproducibility one. In general, however,
a lack of consensus in the choice of the correct metrics and of a threshold to
assess robustness is still present in the literature, obstructing the comparison
of the results among different studies.

From our analysis we can highlight four main aspects.

First of all, we found that the majority of the features is repeatable (CV ≤
0.1), independently from the voltage peak and the scanner, with better results
for the PET-G inserts (see Table 3.23, Table 3.5 and Table 3.4). Features
from the firstorder and glcm categories are the most repeatable, as can be
observed from Figure 3.21. This may be due to the fact that the features from
categories of order higher than two (which are features evaluating the spatial
relationship among more than two voxels) have a better ability to capture
locally uniform clusters of grey levels, and may be more sensitive to the image
noise which introduces a random component inside the texture among the
repeated acquisitions.

Secondly, we obtained that the reconstruction algorithm is the parameter
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which, among those investigated, has the greatest impact on the features. This
confirms the results obtained with a cohort of NSCLC patients, presented in
Chapter 2. In general, we found a low percentage of features with PV ≤ 0.1 in
the polyacrylate inserts (see Table 3.10), where this percentage ranges between
30% for the pol non-unif 3 insert (acquisition on Scanner 1 at 100 kVp, 25
HU) and 75% for the pol unif 1 insert (acquisition on Scanner 2 at 120 kVp,
5 HU). Instead, the percentage of features with PV ≤ 0.1 is always over 69%
for the PET-G inserts. We therefore recommend to pay attention and take
the appropriate precautions when the radiomic dataset consists of CT images
reconstructed with a different blending level, especially when both the IR and
FBP algorithms are present.

The third interesting result concerns the comparison between the two scan-
ners. We found that the results of repeatability and of texture variability due
to voltage and reconstruction algorithm are very similar between the two CT
scanners. These findings appear to be in contrast with what Varghese et al.
found in their study on the feature robustness (repeatability and the impact of
exposure, voltage, FOV, reconstruction kernel, and slice thickness) with a ded-
icated phantom [112]. However, the two CT scanners used in the latter study
belonged to two different vendors (Philips and Toshiba) with respect to our
study. This confirms the similarity between our scanners, both from a hard-
ware/software point of view and as concerns the calibration and optimisation
procedure of the acquisition/reconstruction protocols. Moreover, this corrobo-
rates the results of Mackin et al. [106], who showed that features extracted from
CT images of the CCR phantom grouped together when acquired on scanners
of the same vendor. However, these findings underline the importance of per-
forming further analyses using other CT scanners, even better if manufactured
by vendors different from that used in this study (GE Healthcare).

Finally, we observed that the feature behaviour — and hence its robust-
ness — is texture dependent. This variation with the material was observed
also by Li et al. [206], who scanned a phantom made of various materials —
such as cereal, rice, cork, wood, homogeneous materials and a mini pig —
in different settings, test-retest and different acquisition and reconstruction
parameters (i.e. voltage, exposure, FOV, slice thickness and kernel). They ob-
served that homogeneous materials, such as solid water and polystyrene foam,
were more sensitive to parameter variability. Similar conclusions were reached
by Berenguer et al. [181] in the evaluation of inter-scanner comparison, and
by Mackin et al. [107] in analysing the exposure effect, both using the CCR
phantom.

Our study highlighted that the radiomic features are affected in a different
way by some of the acquisition parameters, and that this influence varies with
the material under investigation. It is thus important that the methodological
studies, whether they are patient or phantom-based, are representative of the
anatomical region of interest for the purpose of extending the results to the
clinical studies. Furthermore, the phantom we fabricated offered an excellent
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opportunity to study the radiomic features behaviour in controlled configu-
rations of acquisition and reconstruction parameters. To do so, we selected a
threshold for the chosen metrics to distinguish robust from non-robust features
and compare the results among the inserts and the acquisition settings. How-
ever, when performing a radiomic analysis on a clinical population, keeping or
rejecting these features depends on the final clinical outcome. The impact of
feature variation due to acquisition/reconstruction settings, in fact, can be sig-
nificant or not according to how much the patient populations, which have to
be distinguished by the radiomic model, are separate. For this reason, further
investigations on a possible impact of a priori selection of the features in the
clinical studies is mandatory for different clinical endpoints.

In the next section the advantages and the limitations we found in the
proposed phantom will be shown and areas of possible improvement will be
pointed out.

Advantages and disadvantages of the two types of insert

The main limitations we encountered with the PET prototype was that its
shape was too geometrical and its texture too rough, making it far from what
we observe in real lung lesions. Moreover, the mean CT signal achieved with
these prototypes is low compared to the contrast enhanced lesions. In order to
refine the PET-G inserts, new inserts have to be produced with an increased
density and reduced heterogeneity. This could be achieved for example by
choosing for the core an infill range smaller than the values used in this study
and including the highest percentages (between 90% and 100%). As regards the
geometry of the inserts, in order to create more tumour-like inserts, the overall
size should be increased, and the shape should be improved by increasing its
irregularity and complexity.

On the other hand, the PET-based “voxelated” structure we propose in
this work allows us to produce a controlled heterogeneity. And this is not the
only advantage of the PET inserts. The fact that they are produced with a
3D printing technique makes them more reproducible as far as shape and tex-
ture are concerned. As a result, we can manufacture multiple similar inserts,
which is very useful in view of multicentre studies. Further analyses have to
be performed to compare multiple PET-G inserts manufactured with the same
procedure and printing parameters in order to evaluate the reproducibility in
the fabrication.

The inserts made of sodium polyacrylate with diluted contrast medium also
have several positive aspects. Thanks to its gel-like consistency, in fact, the
polyacrylate can be mouldable, and can thus take shapes which are more simi-
lar to those of tumours. However, if not tightly sealed, this consistency makes
its structure fragile, prone to cracks and to shape deformation. Moreover, we
observed a degradation of the texture over time, with the formation of denser
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areas inside. In order to get an idea of the level of the degradation, we acquired
again the phantom using the same protocol and scanner (Discovery CT750 HD
at 120 kVp) after four months. In this period of time the phantom was kept in
a refrigerator, without moving any internal components (saline bags included).
We observed that almost all the polyacrylate inserts were characterised by an
increase of the mean CT signal inside the insert, with a minimum variation of
2 HU for the Pol unif 2 and a maximum variation of 18 HU for the Pol non-
unif 4 (the median increase among these inserts was of 10 HU). Only in the
Pol non-unif 5 we observed a decrease of 7 HU. In contrast, for the PET-G
inserts we found an increase of only 1 HU. In order to consider the possible
effect of the different contours among the two acquisitions, we repeated the
segmentation eight times for each insert and calculated the mean CT signal
and the standard deviation of the mean among the repeated contours. We
obtained that the standard deviation among the eight mean CT numbers was
always less or equal to 3 HU for all the inserts (equal to 3 HU for the PET-G
inserts and for the Pol non-unif 4). We envisage that a possible solution to
the limited durability of the polyacrylate shape and texture would be to seal
the compound inside a rigid shell. Even if we did not observe a variation in
the PET-G inserts, both visually and from the mean CT signal calculation,
Ger et al. [111] found that a similar material — the ABS — changes over time.
Therefore, further analysis on the PET-G material is required, concerning for
example its structure stability outside the refrigerator. This promising line of
research certainly deserves further investigation.

Despite these drawbacks, the polyacrylate yields the best results in our
agreement analysis thanks to the texture heterogeneity and the mean CT sig-
nal we achieved. Moreover, the possibility to create various inserts with a
mixture of different contrast concentrations allows us to reproduce the vari-
ability found in patient datasets.

Future developments

An interesting aspect which should be investigated in order to generalise
our results is the repetition of the acquisitions in other institutes, using also CT
scanners from different vendors, which are not available at IEO. This would
allow us to compare from a radiomic point of view the chest protocols of
multiple radiological departments. Moreover, a comparison of the CT scanner
quality can be done with the phantom, after fixing and properly matching the
acquisition parameters. This may be useful, for instance, to harmonise the
reconstruction algorithm kernels developed by different vendors, similarly to
what has been done previously by Mackin et al. with the CCR phantom [186].

Another issue we did not address was the impact of the re-positioning of
the phantoms on the table of the scanner. In future investigations this anal-
ysis should be performed, in order to isolate the impact of the re-positioning
factor and estimate more accurately the effect of the scanner on the feature
reproducibility.

100



3.3. Radiomic analysis with HeLLePhant

Furthermore, the analyses presented in this thesis were performed only
for the features extracted from original images, without filtering. The same
characterisation should be repeated for the features extracted from the filtered
images (i.e. LoG and wavelet filters) in order to enable a comparison with the
results discussed in Chapter 2.

Finally, improvements in the shape and in the materials mimicking the
thorax are necessary in future versions of the HeLLePhant. The configuration
used, in fact, was too simple and non-anthropomorphic as far as the internal
structures of the thorax are concerned, the lungs in particular. It would be
useful, for example, to design a thorax phantom with dedicated spaces to lodge
the inserts. 3D printing technology may be a valuable tool for this purpose,
as proposed in the literature [208–210]. This kind of structure may in fact
increase the reproducibility in the positioning and re-positioning of the inserts
inside the “lung”.
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Chapter 4

Automatic segmentation of
lung lesions

Segmentation of medical images is a crucial step for radiomic study based on
hand-crafted features. Typically, the physician contours the lesion manually,
but this process takes a lot of time and effort. This chapter deals with the
comparison of manual contours with two alternative techniques for lung lesion
segmentation. The first one is a semi-automatic approach based on a region
growing algorithm (GrowCut). The second technique, instead, is a fully auto-
matic algorithm based on a deep neural network (nnU-Net). The performance
of the two techniques will be evaluated by comparing their outputs with the
manual segmentation, considering both the spatial overlapping (DICE and HD)
and the radiomic feature variability (ICC). Finally, the last part of the chapter
will be dedicated to understand whether a difference in the segmentation may
significantly impact on the performance of a radiomic model, even in case of
a variability detected by the aforementioned metrics. To this aim, an overall
survival (OS) model will be built and evaluated separately using manual and
automatic contours.

4.1 Introduction to the segmentation task

The presence of different acquisition and reconstruction protocols in the same
clinical database of images, discussed so far, is not the only issue that should
be taken into account during a radiomic analysis. A further factor that may
impact on feature reproducibility is the segmentation of the target volume,
from which the radiomic features are extracted.

Segmentation is the delineation of a VOI, by identifying all the voxels that
share a common property (such as belonging to the same anatomical structure)
and thus separating them from the background. In case of oncologic applica-
tions, where the region of interest is most often represented by the tumour,
segmentation is usually performed by the physicians, who manually drawn slice
by slice the borders of the lesion using ad-hoc software. Unfortunately, manual
segmentation suffers from some limitations. First of all, it is a laborious and
time-consuming process, particularly when samples with large size are used, as
for instance occurs in radiomic studies where a great amount of input images
is necessary to increase the statistical power of the models. Secondly, manual
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segmentation is prone to intra- and inter-reader variability. This means that
not only different radiologists (inter-), each with their own training and expe-
rience, but even the same operator (intra-) would not be able to make exactly
the same segmentation twice.

To assess the influence of delineation on radiomic features and reduce un-
certainty, different segmentation methods were investigated in the recent lit-
erature. Both semi-automatic techniques, in which the greatest part of the
segmentation is done by the algorithm but with a human initialisation, and
fully automatic ones were implemented [211–214]. However, algorithms able
to replace the physician’s expertise is still a challenging task. Differences in
the shape, in the texture and in the location of the lesions or the juxtaposition
of different tissues with similar grey-level intensities make difficult, in fact, to
generalise the segmentation results. The lack of the a priori knowledge and of
the physician background is certainly one of the main deficiency in segmenta-
tion without human interventions. Therefore, even though in medical imaging
a ground truth for segmentation of tumours does not exist, the only available
reference contour remains the manual one.

A list of evaluation metrics commonly used in the literature to compare
contours and adopted for the following analysis is reported in Section 4.1.1:
the volumetric Dice similarity coefficient (DICE) [215] and the intersection
over union (IoU or Jaccard index) [216] are used to compare the volumes of
two VOIs, while the Hausdorff distance (HD) [217] to compare the distance
between their surfaces.

4.1.1 Evaluation metrics

DICE

The DICE coefficient is defined as twice the ratio of the intersection between
the two contours (A and B) to the sum of the total voxels inside each single
contour:

DICE(A, B) = 2 · n{A ∩B}
n{A} + n{B}

= 2 · TP

2 TP + FP + FN
, (4.1)

where A and B are the set of voxels in the two contours and n{I} is the
cardinality — meaning the number of elements — of the set I. TP (true pos-
itive), FP (false positive) and FN (false negative) correspond to the correctly
segmented voxels, the wrongly included voxels and the wrongly non-included
voxels compared to the ground truth VOI, respectively. The DICE values are
between 0 (total incompatibility) and 1 (full overlap).
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Intersection over union

The IoU, also known as Jaccard index, is quite similar to the DICE, but it is
defined as the ratio of the overlapping volume between the two contours (A
and B) and their union:

IoU(A, B) =
n{A ∩B}
n{A ∪B}

=
TP

TP + FP + FN
. (4.2)

As for the DICE, the IoU values range between 0 (no overlap) and 1 (full
overlap).

It should be noted that in this study both the DICE and the IoU were
considered in order to compare more easily our results with the literature,
where an agreement in the choice of the metrics has not been reached yet.
However, from their formulation it can be observed that these two parameters
are correlated:

DICE =
2 IoU

IoU + 1
.

Hausdorff distance

The HD measures the largest distance among the closest points from the
boundaries of the segmentation A and the segmentation B. First of all, for
each point of the surface of the contour A the smallest distance from B is
considered. Secondly, among these minimum distances the largest one is taken
(h(A,B)). The same calculation is repeated by changing the set A with the
set B, and the set B with the set A (h(B,A)). Finally, the maximum between
the two calculations gives the HD. Therefore, the HD is defined as:

HD(A, B) = max (h(A, B), h(B, A)) , (4.3)

where

h(A, B) = max
a∈A

min
b∈B

||a-b|| ,

and ||a − b|| is the distance between the points a and b in the sets A and
B, respectively. The smaller is its value, the closer are the two segmentations.

Intra-class correlation coefficient

The three metrics described above are used to compare contours from a geo-
metrical point of view, by quantifying how much the sizes (i.e. volume) and the
positions of the two contours match. However, in radiomic studies it is inter-
esting to evaluate the impact of the different contours on the feature stability.
To this aim, the ICC is often considered [218]. We used the ICC definition
reported in Section 3.5 (two-way mixed effect model, single rater type for abso-
lute agreement estimation). Using this coefficient, two or more contour types
can be compared at the level of each single feature among all the patients in a
given dataset.
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4.1.2 Semi-automatic segmentation: the GrowCut algorithm

In the last decades different segmentation techniques based on semi-automatic
approaches were proposed. The key idea behind this type of algorithms is that
they need an interaction of the user to guide the segmentation. Typical semi-
automatic algorithms are the active contour [219, 220] and the region-based
segmentation [221–223].

In this study a semi-automatic algorithm, named GrowCut and based on
the region growing approach, was investigated using the 3DSlicer software
(Grow from seeds tool).

Basically, the algorithm that rules this type of segmentation starts from
some initial voxels, named seeds, which are labelled manually by the user. For
each structure which has to be segmented, the operator defines a class of seeds
labelled in a different manner (background included). Then, the segmenta-
tion iteratively evolves from the seeds, based on a neighbourhood rule. More
information about semi-automatic segmentation can be found in Appendix E.

The main drawback of this approach is that the final result depends on
where and how many seeds are drawn at the beginning of the segmentation
procedure. One of the main advantages, instead, is that this tool is interactive,
since the user can add new seeds in real time to improve the result of the
segmentation.

4.1.3 Fully automatic segmentation: the nnU-Net

In contrast to semi-automatic approaches, the fully automatic ones do not re-
quire any user intervention to generate the segmentation. Thresholding [224],
clustering [225], atlas-based [226] and neural network are few examples of auto-
matic techniques. In this study neural network-based approach was addressed,
working with a deep architecture named U-Net.

Nowadays, fully automatic approaches based on deep learning algorithms
are the state-of-the-art in automatic segmentation of medical images [227–230].
Convolutional neural networks (CNNs) are suitable when images are used as
input data and fully convolutional neural networks (FCNNs) [231], based on
CNNs, are one of the architectures commonly used for segmentation.

The U-Net architecture [232,233] is a particular FCNN and it is one of the
most investigated network for image segmentation [228,230,234], both for 2D
and 3D contours. A 2D architecture takes in input a single 2D image at once,
and the learning procedure is performed considering only the information from
that single slice. In case of a 3D domain, instead, each filter of the convolution
and deconvolution operations is a 3D matrix, therefore the feature maps are
built considering also the information form multiple adjacent slices. The 3D
network is particularly useful in medical segmentation, where the majority of
the images comes from tomographic acquisition. However, the 3D configura-
tion has to learn more parameters during the training compared to the 2D
one, therefore the segmentation is usually more complex and requires more
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computational resources [235–238].
The U-Net, which we chose for this study, is the nnU-Net (“no-new-net”),

recently proposed by Isensee et al. [239]. It is a self-configuring algorithm,
which is able to train the model without the need of complex manual interven-
tion, such as hyperparameter optimisation or data preparation, enabling the
segmentation for multiple and diversified imaging situations. This architecture
was developed using the PyTorch library in Python and can be downloaded
for free on GitHub (https://github.com/MIC-DKFZ/nnUNet).

The pipeline available online provides the training of a 2D U-Net, a 3D
U-Net and a 3D U-Net cascade (for this last, first a 3D U-Net is trained on
low resolution images, then the output maps of the first part are refined with
another 3D U-Net at full resolution). One or more of these configurations
can be selected before the training. If multiple architectures are trained, at
the end it is possible to select the best type or a combination of them via
cross-validation. Moreover, the probability masks of two trained configurations
can be averaged to obtain a combination of them, resulting in the “ensemble”
configuration. In our study we built the ensemble output from the 2D and
the 3D configurations in order to take advantages from both the architectures,
capturing at the same time the in-plane (intra-slice) and the volumetric (inter-
slices) information.

Further details on the convolutional neural network, in particular on the
U-Net and the nnU-Net, are available in Appendix E.

4.1.4 Related works in lung lesion segmentation

There are some ambiguous situations in lung cancer delineation, which make
difficult the identification of the borders of the tumour. Tumours attached to
organ with similar grey-level intensities and texture (such as pleura attach-
ment), the presence of atelectasis, vessels or halo of ground-glass around the
tumour [80, 131, 240, 241] are some examples of difficulties that can be faced
during the segmentation. While the experience of the physician can overcome
these issues, inconsistencies among different operators may remain. Moreover,
semi-automatic and fully automatic algorithms may be not able to recognise
these structures as critical, if not well trained.

In the following sections we reported the results of some studies in the
literature, focusing on the variability found in the segmentation of lung lesions.

Segmentation of different tumour types

Pavic et al. [127] analysed the impact of manual inter-reader segmentation
considering various tumour sites. Three different cancer types (head and neck
squamous cell carcinoma or HNSCC, NSCLC and malignant pleura mesothe-
lioma or MPM) were contoured by three physicians following a common pro-
tocol. They found a variability in tumour delineation and, consequently, in ra-
diomic feature reproducibility with different results depending on the tumour
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site. They achieved a median DICE of 0.86 (range: 0.57−0.90) for NSCLC, of
0.72 (range: 0.21 − 0.89) for HNSCC and of 0.26 (range: 0 − 0.90) for MPM.
In the radiomic analysis the best reproducibility was obtained in contouring
NSCLC lesions with the 90% of the features with an ICC > 0.80, for HNSCC
lesions the 59% of the features was robust, whereas the MPM lesions gave
the worst result with only the 36% of the features reproducible. These results
emphasised the importance of performing reproducibility analysis ad-hoc for
each tumour site.

Semi-automatic segmentation

The feasibility of replacing manual segmentation with a semi-automatic ap-
proach was investigated by Gu et al. [242] in 129 CT images of NSCLC patients.
They developed the single click ensemble segmentation (SCES) algorithm, a
region growing-based approach in which the tumour is contoured starting from
a single seed. In this study, the results of the SCES segmentation were com-
pared to those of two manual readers and also to two different semi-automatic
approaches. The authors achieved an IoU of 79.53% between the two man-
ual segmentations and of 78.29% and 77.72% between each of the two manual
segmentations and the SCES algorithm. The proposed tool was more in agree-
ment with the manual VOIs compared to the other two semi-automatic tech-
niques, for which the IoU was always less than 70%. Moreover, they showed
that changing several times the starting seed, the segmentation results were
consistent among them (IoU = 93%). Despite the good segmentation results
obtained with this algorithm, the authors highlighted issues in the delineation
of part-solid tumours.

Parmar et al. in 2014 [126] analysed the impact of delineation in a dataset
of 20 CT images of NSCLC patients, considering the contours made manually
by five independent observers and the contours achieved by three operators
twice with the GrowCut in 3DSlicer. The radiomic feature reproducibility was
evaluated with the ICC. They found that the features were more reproducible
when the semi-automatic segmentation was used (ICC = 0.85±0.15) compared
to the manual one (ICC = 0.77 ± 0.17). The only exception was the shape
category for which a significant variation between the two approaches was not
observed.

A similar study was performed by Owens et al. [128]. They evaluated the
intra- and inter-observer variability, by comparing the manual segmentation —
performed twice by three radiation oncologists —with two semi-automatic tools
(Lesion Sizing Toolkit software and GrowCut in 3DSlicer) in 10 CT images of
NSCLC patients. The performance of the segmentation was evaluated with
the DICE, the HD and the ICC. Comparing the inter-reader variability in
semi-automatic contours, they found a mean DICE of 0.88 ± 0.06 and 0.88 ±
0.08, and a mean HD of 0.48 ± 0.17 cm and 0.43 ± 0.20 cm for LSTK and
GrowCut, respectively. From the radiomic feature analysis of the intra-reader
variability, they showed better ICC results when the readers used the LSTK
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tool, since it required less human interventions. Similarly, the best agreement
among readers (inter-reader) was obtained with the LSTK tool. Finally, they
compared the results of the different segmentation tools (but manual and semi-
automatic) for the same observer (inter-software variability) and obtained a
lower robustness of the features compared to intra- and inter-variability, with
a mean ICC < 0.8 for all the possible pairwise comparisons.

Deep-learning segmentation

Haarburger et al. [132] investigated the effect of segmentation on radiomic fea-
tures extracted from CT images of lung nodules, by comparing first the manual
segmentation of four readers among them and then these contours with the out-
put of a deep neural network, the PHiSeg [243]. The median DICE coefficient
was equal to 0.87 among human operators and was 0.85 between the human
readers and the PHiSeg output, therefore obtaining comparable results be-
tween manual and automatic approaches. Finally, they evaluated the outcome
of the network on two different tumour types (liver and kidney tumours) and
found similar ICC results among the three types of lesion. This is in contrast
to [127], discussed above. One possible explanation of this discrepancy may
be that the group of Haarburger tested only the automatic segmentation on
liver and kidney lesions, while Pavic et al. analysed only manual contours. It
seems that the automatic segmentation improves the feature reproducibility,
thus reducing the inter-readers variability.

A combination of a 3D CNN (V-Net) with a 2D CNN was proposed by Gan
et al. [244], using 260 patients with lung tumours. Moreover, the comparison
with manual contours was also carried out taking independently the 3D and the
2D CNN results. The best performance was obtained with the hybrid network,
achieving a DICE of 0.72±0.10, IoU of 0.58±0.13 and HD of 21.73±13.30 mm
(DICE = 0.52 ± 0.16, IoU = 0.40 ± 0.17 and HD = 70.73 ± 33.30 mm for the
2D CNN and DICE = 0.65± 0.15, IoU = 0.53± 0.14 and HD = 26.73± 13.30
mm for the 3D CNN).

Semi-automatic versus deep-learning segmentation

Bianconi et al. [133] compared the segmentation results of 12 semi-automatic
algorithms (based on active contour, region growing, clustering, graph, thresh-
olding, etc.) with 12 CNN-based architectures. They considered two datasets
of patients with lung lesions: 111 patients from a proprietary dataset (used
for training, validation and testing) and 100 from the LIDC-IDRI public one
(used as independent test set). The deep learning architectures gave, in gen-
eral, the best results with a DICE larger than 0.75 (best performance: DICE =
0.853±0.082 with the full-trained U-Net-ResNet34, worst performance: DICE
= 0.755 ± 0.230 with the fine-tuned U-Net-MobileNet). Using semi-automatic
algorithms, instead, the DICE was always less than 0.75, except for the mor-
phological active contours without edges algorithm (DICE = 0.761 ± 0.179).
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4.2 Preliminary investigation on automatic segmen-

tation

In the next sections the segmentation procedures (semi-automatic and deep-
learning based) adopted in this thesis to assess feature robustness will be dis-
cussed. First of all, the different contours (manual, semi- and fully automatic)
will be compared in terms of the simple metrics defined in Section 4.1.1. Then,
the variability introduced by segmentation in radiomic features will be evalu-
ated, using the ICC to assess the agreement among the three types of segmen-
tation in terms of radiomic features.

4.2.1 Datasets and CT images

We retrospectively collected two datasets of CT images, acquired at IEO us-
ing the institutional standard protocol for diagnostic chest imaging. All the
enrolled patients had a histological diagnosis of lung tumour. The first dataset
(Dataset A) consists of patients operated between January 2012 and August
2016, with an available pre-surgical CT image and lung cancer staged up to
T3N1 [18]. In the second one (Dataset B) only advanced adenocarcinoma
patients were included with a mutational status assessed between April 2016
and May 2019. A total of 270 patients and 226 patients were enrolled for the
Datasets A and B, respectively.

For the first part of the analysis (semi-automatic segmentation), only a
subgroup of the Dataset A (Dataset Asub) and Dataset B (Dataset Bsub) was
considered, consisting of 50 and 152 images, respectively. While in Dataset B
only NSCLC patients with adenocarcinoma were enrolled, in Dataset A 255 out
of 270 (94%) patients were affected by NSCLC (181/270 with adenocarcinoma
and 50/270 with squamous cell carcinoma), 13 (5%) had a carcinoid tumour,
the remaining 3 (1%) had a sarcoma. All the CT images were acquired on a
GE scanner (GE Healthcare, Waukesha, WI) after the injection of iodinated
contrast medium during the portal venous phase with a slice thickness of 2.5
mm, a slice spacing of 2.5 mm, a Standard convolutional kernel, a helical mode
and a z-axis current modulation. Table 4.1 and Table 4.2 provide an overview
of the clinical information, while Table 4.4 and Table 4.3 summarise the CT
acquisition/reconstruction parameters of the datasets.

4.2.2 Lesion segmentation

Manual segmentation

All the CT images of the Datasets A and B were manually segmented by three
radiologists. Each radiologist contoured a different group of patients, following
common criteria (same window width and level for visualisation, exclusion of
the vessels on the tumour border, inclusion of the opacity). One lesion for each
patient was delineated slice by slice with the AWServer 3.2 software (Ext. 2.0
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Clinical parameters Dataset A Dataset B

Number of patients 270 226

Age
67.4

(61.0 - 72.5)

67.8

(59.8 - 72.2)

Sex
F

M

103 (38%)

167 (62%)

88 (39%)

138 (61%)

Tumour size

(cm3)
8.03

(2.39 - 30.95)

17.01

(4.24 - 56.36)

Side
R

L

153 (57%)

117 (47%)

126 (56%)

100 (44%)

Table 4.1: Clinical data of the two datasets under investigation (Dataset A and Dataset
B). For the continuous variables (age and tumour size), the median value along with the
interquartile range (in parentheses) is displayed.

Clinical parameters Dataset Asub Dataset Bsub

Number of patients 50 152

Age
67.4

(61.49 - 73.0)

68.4

(60.9 - 72.0)

Sex
F

M

23 (46%)

27 (54%)

62 (41%)

90 (59%)

Tumour size

(cm3)
14.54

(4.05 - 33.86)

18.26

(5.40 - 57.48)

Side
R

L

32 (64%)

18 (36%)

81 (53%)

71 (47%)

Table 4.2: Clinical data of the two sub-populations under investigation. For the continuous
variables (age and tumour size), the median value along with the interquartile range (in
parentheses) is displayed.

tool, GE Healthcare) and the result of the segmentation was saved in RT
Structure format. The segmentation files, along with the CT image, were then
converted in NRRD format using 3DSlicer (v. 4.10.0).

The manual segmentations were considered as the ground truth for the
semi- and fully automatic techniques described in the next paragraphs.

Semi-automatic segmentation

The study on the performance of the semi-automatic segmentation was carried
out on the CT images of the Dataset Asub and Dataset Bsub.
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CT parameters Dataset A Dataset B

Scanner

LightSpeed Ultra

LightSpeed 16

Optima CT660

Discovery CT750 HD

52 (19%)

135 (50%)

69 (26%)

14 (5%)

7 (3%)

2 (1%)

117 (52%)

100 (44%)

Exposure

(mAs)

14

(8 - 21)

7

(5 - 11)

Tube Voltage

(kVp)

100

120

140

0 (0%)

270 (100%)

0 (0%)

29 (13%)

185 (82%)

12 (5%)

Algorithm
FBP

ASIR

187 (69%)

83 (31%)

9 (4%)

217 (96%)

Pixel size

(mm)

0.73

(0.70 - 0.79)

0.77

(0.70 - 0.82)

Table 4.3: List of the CT acquisition and reconstruction parameters of the two populations
(Dataset A and Dataset B). For the continuous variables (exposure and pixel size), the
median value along with the interquartile range (in parentheses) is displayed.

CT parameters Dataset Asub Dataset Bsub

Scanner

LightSpeed Ultra

LightSpeed 16

Optima CT660

Discovery CT750 HD

3 (6%)

7 (14%)

28 (56%)

12 (24%)

0 (0%)

0 (0%)

85 (56%)

67 (44%)

Exposure

(mAs)

8

(5 - 14)

7

(5 - 10)

Tube Voltage

(kVp)

100

120

140

0 (0%)

50 (100%)

0 (0%)

14 (9%)

130 (86%)

8 (5%)

Algorithm
FBP

ASIR

10 (20%)

40 (80%)

0 (0%)

152 (100%)

Pixel size

(mm)

0.74

(0.70 - 0.76)

0.77

(0.71 - 0.83)

Table 4.4: List of the CT acquisition and reconstruction parameters of the two sub-
populations. For the continuous variables (exposure and pixel size), the median value along
with the interquartile range (in parentheses) is displayed.

We produced the semi-automatic segmentations using the GrowCut algo-
rithm available in 3DSlicer (Grow from seeds), taking advantages of its graph-
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ical user interface (GUI). Each CT image were imported in this software and
the lung lesion was identified using the most suitable visualisation window ac-
cording to the lesion position: the lung window (W= 1400 HU and L = -500
HU) or the mediastinal one (W = 350 HU and L = 40 HU)1.

After a preliminary test to learn how to use the GrowCut tool, we under-
stood that the best results were achieved when the seeds of the background
and of the lesion were placed in the axial slices corresponding to the lesion
extremities along the z direction. Moreover, larger lesions as well as lesions
attached to tissues with similar grey-level intensities required a higher number
of seeds, by using in this case also the sagittal and coronal slices to better
identify the 3D structure of the tumour.

The segmentation procedure was performed by one operator with no ra-
diological background. In case of multiple lesions, only the lesion contoured
manually by the radiologist was considered. For each patient, we recorded
the time between the identification of the lesion and the confirmation of the
segmentation suggested by the 3DSlicer tool.

At the end of the segmentation procedure, the resulting delineation was
saved as a mask in NIfTI format.

Finally, we applied post-processing techniques to improve the quality of
the segmentation, by filling holes inside the VOI and taking the maximum
connected component. In our case, the connected component is a region of
the binary mask composed by all pixels/voxels with intensity equal to 1 which
are physically connected among them. To do so, the masks were imported in
Python (v.3.7.3) and processed, by applying the function BinaryMorphological-
ClosingImageFilter() from the SimpleITK library (v. 1.2.0) and the function
measure.label() from the scikit-image library (v. 0.14.2), setting background =
0, connectivity = None and return num=True. The parameter connectivity =
None means that fully connected voxels are considered, which are 26-connected
voxels to each voxel in case of a 3D image.

Fully automatic segmentation

In our study we exploited the nnU-Net architecture in the 2D, 3D and ensemble
configurations.

1In practice, we collocated the seeds inside the lung lesion using the 2D round brush
(Paint tool in the Segment Editor section), considering various axial slices. Then in the
surrounding anatomical structures (the background) — such as the vessels, the bronchi
and the lung parenchyma — the user put other seeds using a different segment label. As
mentioned in Section 4.1.2, the tool shows a preview of the segmentation, and the proposed
contours can be improved by adding new seeds followed by a new run of the algorithm or
can be accepted. In order to avoid a too large human intervention, we accepted the proposed
segmentation soon after the first run of the algorithm, except when the result was clearly
not good enough (for example when a large part of the lesion was not segmented or when
part of the parenchyma or of the chest wall were included in the lesion label).
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First of all, the Dataset A was divided into training and testing sets: 220 CT
images were used to train the network, while 50 samples (Dataset Asub), unseen
during the training, were used to evaluate the performance. Moreover, we also
used the Dataset Bsub as a second testing set. The images were resampled
to 256 × 256 in the axial plane before the training in order to reduce the
computational cost of the learning process.

The network was trained on a Nvidia RTX 2080 Ti GPU Card with 11 GB
of dedicated RAM memory for a minimum of 400 epochs (number of times that
the entire training set is passed to the network), with a batch size (number
of training data propagated through the network in each iteration during an
epoch) equal to 250.

The file with the weights obtained from the training process was saved and
used for the prediction of the segmentation on the testing set. We resampled
the predicted masks of the 2D, 3D and ensemble configurations back to 512×
512 with the function ndimage.zoom() of the scipy library (v. 1.2.1) using a
zero spline interpolation, and we saved them in NIfTI format.

Finally, we applied a post-processing procedure. We wrote a script in
Python to identify and separate all the components for each output mask and
to display all the identified connected components using a GUI. Since there
were cases with more than one lesion per patient or cases with pulmonary
consolidations mis-classified by the network for their similarity with the target
tumours, the GUI was useful to select only the one that matched the ground
truth segmentation performed by the physicians. We used the function mea-
sure.label() from the scikit-image library (v. 0.14.2) to select all the connected
components and the PySimpleGUI package (v. 4.24.0) to create the graphical
interface. An example of the GUI is reported in Figure 4.1.

4.2.3 Radiomic feature extraction

The radiomic features were extracted with Pyradiomics (v. 2.2.0) following
the same procedure and using the same parameters described in Section 2.2.2.
However, for this particular investigation we considered only original features
(meaning not filtered images) with a bin width of 25 HU.

The features were extracted from the manual, the semi-automatic and deep-
learning based contours (before and after the post-processing steps).

4.2.4 Data analysis

We calculated the following evaluation metrics using the seg-metrics library (v.
0.0.7) in Python (v.3.7.3): DICE, IoU, HD and HD95. The definition of these
metrics are in Section 4.1.1. The HD95 is equivalent to the HD coefficient,
but it considers only the 95th percentile of the distribution of the minimum
distance between the two boundaries in order to eliminate the outliers.

We also performed a correlation analysis between the DICE results for
each patient and some shape features (volume, Elongation, Flatness, Spheric-
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Figure 4.1: Example of the GUI developed to visualise the CT images with the network
contours in red. The same CT image is showed multiple times, for each identified connected
component. In the picture, two areas were segmented by the algorithm, each of them in a
different lung lobe. The GUI helps to select only the correct lesion, which was the one on
the right (identified with the number 1) in the displayed example.

ity, SurfaceArea and SurfaceVolumeRatio), and between the DICE and some
texture information (mean, median, variance). The same comparison was done
considering the HD, instead of the DICE. This information about the lesion was
extracted from the manual segmentation in order to understand if the excellent
or bad results from the semi- or fully automatic segmentation techniques may
be associated to some basic characteristics of the lesion. The cor.test function
from the stats package in R was used, setting method=“spearman”.

We evaluated the agreement of the features between manual and semi-
automatic segmentation and between manual and fully automatic one using
the ICC (see Section 3.5 for details).The two segmentation tools (semi- and
fully automatic ones) were also compared between them in terms of DICE and
ICC. The irr package (v.1.0.11) in R was used to calculate the ICC using the
function icc(dataframe, type = "agreement", model = "twoway").

4.2.5 Results

Semi-automatic segmentation

A final mask was obtained in 193 out of 202 patients (49 from Dataset Asub

and 145 from Dataset Bsub) with the GrowCut algorithm in 3DSlicer. For the
remaining 9 patients, the segmentation was not performed in 8 cases because
the identification of the lesion was too difficult, mainly for the presence of
pulmonary atelectasis. Since no mask was produced for these 8 patients, they
were excluded from the subsequent analysis. The last of these 9 patients,
instead, appeared in both the datasets with the same CT image and manual
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segmentation, and therefore it was considered only once. In two cases, instead,
the correct lesion was not identified, and the resulting DICE was equal to zero.
For this reason, these two CT images were excluded and a total of 191 patients
remained for the analysis.

In Figure 4.2 we reported an example of the application of the GrowCut
algorithm in 3DSlicer. From this picture, it appears that the role of the post-
processing operations was to make the border less jagged and more similar to
the continuous curve of manual segmentation.

A

B C

DICE = 0.72 DICE = 0.76

Figure 4.2: Example of the semi-automatic segmentation procedure of one lung lesion in
3DSlicer. Picture A shows the scribble used as seeds for the initialisation of the GrowCut
algorithm (the background in blue and the lesion in green). Picture B and Picture C
illustrate the resulting segmentation, before and after the post-processing procedures (filling
of the holes and maximum connected component), respectively. The manual delineation is
reported in red.

The average time for the execution was 66 s (min = 27 s, max = 112 s)
for Dataset Asub and 109 s (min = 20 s, max = 361 s) for Dataset Bsub. The
longer time needed to delineate the lesions in Dataset Bsub was due to a larger
size of the lesions and a higher number of cases with the lesion attached to
other tissues with similar contrast. Both these two situations, in fact, required
a larger number of seeds to achieve a satisfactory result.

In Table 4.5, the four evaluation metrics calculated for the 191 lesions,
after the post-processing procedures, are listed. The metrics achieved using
the masks without post-processing were, nevertheless, quite similar: average
DICE equal to 0.76 (±0.14), average IoU equal to 0.63 (±0.15) and average
HD equal to 17.76 mm (±15.29 mm). We found similar results when the
two datasets (Dataset Asub and Dataset Bsub) were analysed separately, with
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a slightly better performance for the Dataset Asub. We obtained an average
DICE equal to 0.79 (±0.10) and 0.76 (±0.15), an average IoU equal to 0.66
(±0.13) and 0.63 (±0.17), an average HD equal to 14.20 mm (±10.51 mm) and
18.04 mm (±16.47 mm), and an average HD95 equal to 6.01 mm (±6.42 mm)
and 7.95 mm (±11.28 mm) for Dataset Asub and Dataset Bsub, respectively.
These values refer to the segmentation after the post-processing phase, but a
similar performance was found without post-processing.

DICE IoU HD HD95

Mean 0.77 ± 0.14 0.64 ± 0.16 17.05 ± 15.23 7.45 ± 10.28

Median 0.81 0.67 13.12 4.39

Min 0.18 0.10 2.50 1.27

Max 0.94 0.88 112.46 71.53

Table 4.5: Evaluation metrics between the semi-automatic and the manual contours, after
the application of the two post-processing techniques. The mean, the standard deviation,
the median, the maximum and the minimum are evaluated among the 191 segmentations.

Figure 4.3 illustrates two examples of the semi-automatic segmentations
(blue), overlapping the corresponding manual contour (red) for a very high
and a very low value of the DICE.

A total of 153 radiomic features were extracted from the 191 CT images
segmented with the manual and semi-automatic techniques. We found a mean
ICC of 0.67±0.18 (median: 0.69, range: 0.24-0.96) between the features ex-
tracted from the manual and the semi-automatic approaches with quite identi-
cal results between the use or not of the post-processing. The majority of the
features (76%) had an ICC < 0.85, indicating a low reproducibility between
the two segmentation techniques. This percentage slightly (69%) reduced when
only the patients with a DICE > 0.5 were included in the analysis (for this
group of 181 patients the mean DICE slightly increased to 0.79±0.09 and the
HD reduced to 15.87±13.77).

Analysing each category of features separately, only the shape category had
a mean CCC over 0.80 (shape: ICC = 0.84 ± 0.14, glcm: ICC = 0.69 ± 0.15,
firstoder: ICC = 0.66 ± 0.20, gldm: ICC = 0.65 ± 0.20, glrlm: ICC = 0.64
± 0.24, ngtdm: ICC = 0.56 ± 0.14, glszm: ICC = 0.59 ± 0.24). Figure 4.4
shows the ICC results for each extracted feature for the comparison between
the manual segmentation and the semi-automatic one, after post-processing.
The list of feature names associated to the numbers on the x-axis is reported
in Table B.3 of the Appendix B.
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DICE = 0.94
HD = 6.95

DICE = 0.18
HD = 71.80

Figure 4.3: Visual comparison of the overlapping between the manual segmentation (in
red) and the semi-automatic one (in blue), in case of a high DICE (on the left) and of a low
DICE (on the right) value. The comparison between the two delineations is illustrated by
overlapping the entire 3D structure of the lesion (on the top) and a single axial slice (on the
bottom).

Figure 4.4: ICC value for each feature, indicating the agreement between the manual and
the semi-automatic (with post-processing) contours. The different colours correspond to the
different categories of features.
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4.2. Preliminary investigation on automatic segmentation

The results of the correlation between the DICE/HD and some basic fea-
tures of the shape and of the grey-level histogram did not show any significant
association. The highest Spearman correction coefficient was obtained with
the SurfaceVolumeRatio (ρS = -0.54) for the DICE and with the SurfaceArea
(ρS = 0.51) for the HD.

Fully automatic segmentation

As for the semi-automatic segmentation, one of the patient appeared identically
in the Dataset Asub and Dataset Bsub, therefore this case was excluded from
Dataset Bsub. The remaining 201 patients were therefore analysed.
The automatic algorithm gave an empty output in 11, 2 and 9 out of 201
patients for the 2D, 3D and ensemble configurations, respectively. Moreover,
even if the mask was not empty, we obtained a DICE coefficient equal to 0 in
12, 13 and 7 out of 201 patients for the 2D, 3D and ensemble configurations,
respectively.

Table 4.6 and Table 4.7 summarise the results of the comparison between
the manual and the fully automatic contours in terms of evaluation metrics,
before and after the selection of the connected components with the GUI,
respectively. The total number of patients with DICE larger than zero was
reported too.

Configuration
n◦ cases
DICE>0

DICE IoU HD HD95

2D 178

Mean 0.64 ± 0.27 0.52 ± 0.26 57.15 ± 60.65 31.89 ± 48.93
Median 0.74 0.58 23.96 7.91
Min 0.01 0.00 2.69 1.71
Max 0.94 0.89 238.13 228.43

3D 186

Mean 0.69 ± 0.21 0.57± 0.22 127.10 ± 81.44 56.09 ± 76.48
Median 0.76 0.62 149.67 8.07
Min 0.02 0.01 2.50 1.48
Max 0.94 0.89 299.09 278.26

ensemble 185

Mean 0.69 ± 0.24 0.57 ± 0.24 41.81 ± 55.47 21.97± 41.31
Median 0.77 0.62 15.13 5.00
Min 0.02 0.01 2.41 0.73
Max 0.95 0.90 296.27 221.74

Table 4.6: Evaluation metrics for the three deep-network configurations (2D, 3D and
ensemble) compared to the manual contours. The results refer to the automatic segmentation
before the selection of the connected components with the GUI. The metrics are evaluated
among the patients with a DICE larger than zero (of a total of 201 patients).

The advantage of using the GUI for the selection of the correct lesion is
particularly evident for the 3D configuration, where the multiple lesions present
in the lung for some patients were often identified by the deep network.
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Configuration
n◦ cases
DICE>0

DICE IoU HD HD95

2D 181

Mean 0.66 ± 0.25 0.54 ± 0.25 19.63 ± 22.59 11.26 ± 14.37
Median 0.75 0.60 12.53 5.53
Min 0.01 0.00 2.64 1.71
Max 0.94 0.89 200.73 84.10

3D 186

Mean 0.76 ± 0.16 0.63 ± 0.17 14.92 ± 13.69 7.63 ± 9.54
Median 0.81 0.68 9.95 3.74
Min 0.04 0.02 2.23 0.74
Max 0.94 0.89 101.26 60.93

ensemble 185

Mean 0.71 ± 0.21 0.59 ± 0.22 15.92± 15.48 8.85 ± 11.56
Median 0.77 0.63 9.89 4.35
Min 0.03 0.01 2.41 0.73
Max 0.95 0.90 91.44 76.15

Table 4.7: Evaluation metrics for the three network configurations (2D, 3D and ensemble)
between automatic and manual contours. The results refer to the automatic segmentation
after the selection of the connected components with the GUI. The metrics are evaluated
among the patients with a DICE larger than zero (of a total of 201 patients).

Since the 2D configuration gave the worst results in terms of DICE, HD
and number of empty contours (see Table 4.6 and Table 4.7) and the ensem-
ble configuration included partially the 2D results, we decided not to consider
the 2D configuration for the radiomic feature analysis. For the 3D and the
ensemble configurations, instead, we extracted the 153 radiomic features. We
computed the ICC and compared the two configurations (3D and ensemble) to
the manual segmentation, before and after the GUI application. We observed
an increase of the ICC when the VOIs were selected with the GUI, both for
the ensemble and the 3D configurations. However, the reproducibility of the
features is very low, with an ICC < 0.85 for almost all the features (99% for
the two ensemble configurations and the 3D one without GUI selection, 97%
for the 3D one with GUI selection). Figure 4.5 displays the ICC value for each
feature for the 3D configuration with GUI selection. Even considering only the
patients with a DICE > 0.5 (94% with ICC < 0.85 for 3D configuration with
GUI selection) or only patients with a HD < 30 mm (88% with ICC < 0.85
for 3D configuration with GUI selection) the agreement did not improve.

The correlation analysis between the DICE/HD and the lesion properties
extracted from the manual VOIs did not show a strong association, as for
the semi-automatic approach. As concerns the correlation with the HD, the
Sphericity feature was the most associated (ρS = -0.57 for the ensemble, ρS
= -0.61 for the 3D, ρS = -0.42 for the 2D configuration). For the DICE the
feature more correlate is the SurfaceVolumeRatio (ρS = -0.50 for the ensemble,
ρS = -0.47 for the 3D, ρS = -0.53 for the 2D configuration).
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4.2. Preliminary investigation on automatic segmentation

Figure 4.5: ICC value for each feature, indicating the agreement between the manual and
the automatic (with GUI selection) contours for the 3D configuration. The different colours
correspond to the different categories of features.

Segmentation performance divided by radiologists

We also investigated whether any relevant discrepancy between manual and
semi- or deep-based contours could be associated to a different segmentation
approach followed by one of the three radiologists who performed the man-
ual contours. As mentioned above, the three radiologists segmented different
patients and, therefore, we could not compare the performance among them.
However, we can evaluate if one of them contoured in a systematically differ-
ent way the lesions, by exploiting the objectivity of the algorithms used in this
study.

To this aim, we divided the patients into three groups according to the
radiologist who made the corresponding contours. For each group we evalu-
ated the DICE and the HD. All the 50 images in dataset Asub were contoured
by the same radiologist. The images in dataset Bsub, instead, were contoured
by two different radiologists, who worked on 82 and 69 images, respectively.
The values of these metrics were quite homogeneous among the three groups,
both for the semi- and for the deep-based segmentation. The full results are
reported in Table 4.8.

Semi- versus fully automatic segmentation

For the sake of completeness, we compared the two tools between them (semi-
and fully automatic after the post-processing procedures). We found that the
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Configuration Group
n° cases n° cases

DICE HD
total DICE>0

Semi-automatic
1 50 49

0.79 ± 0.10
(0.79)

14.20 ± 10.51
(14.20)

2 82 66
0.77 ± 0.14

(0.81)
18.11 ± 13.78

(14.90)

3 69 76
0.75 ± 0.16

(0.80)
17.95 ± 19.22

(12.72)

Fully automatic
1 50 47

0.62 ± 0.24
(0.70)

18.88± 17.16
(12.70)

ENSAMBLE 2 82 73
0.76 ± 0.20

(0.83)
13.99 ± 16.06

(8.49)

3 69 65
0.73 ± 0.18

(0.77)
15.95 ± 13.28

(9.63)

Fully automatic
1 50 47

0.72 ± 0.17
(0.76)

16.25 ± 12.45
(12.38)

3D 2 82 74
0.78± 0.16

(0.83)
13.12 ± 14.90

(8.02)

3 69 65
0.78 ± 0.13

(0.81)
16.02 ± 13.08

(10.01)

Table 4.8: DICE and HD values for the three groups of patients, each segmented by a
different radiologist. Group 1 refers to dataset Asub, groups 2 and 3 refer to the two sub-
groups of dataset Bsub. The metrics are given as mean ± standard deviation (median) and
were calculated only for the contours with a DICE > 0 and after the post-processing. .

DICE and the ICC were quite similar to what we obtained before: DICE =
0.79 ± 0.14, ICC = 0.65 ± 0.21 and 180 patients with DICE > 0 when 3D
configuration was used, DICE = 0.72 ± 0.22, ICC = 0.49 ± 0.23 and 182 pa-
tients with DICE > 0 in case of the ensemble configuration (as above the DICE
and ICC values were calculated considering only the contours with DICE >
0). These results indicated that also between the two non-manual techniques
there is not a perfect agreement.

Summary

In Table 4.9, the results of the ICC analysis are summed up, both for the semi-
and the fully automatic segmentation compared to the manual contours.

Figure 4.6 illustrates four lesions segmented using the three types of tech-
niques (manual, semi-automatic and automatic), with different level of agree-
ment among them.
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4.2. Preliminary investigation on automatic segmentation

Configuration DICE ICC % ICC<0.85 % ICC<0.50

GrowCut without pp 0.75 ± 0.14 0.67 ± 0.18 76% 22%
GrowCut with pp 0.76 ± 0.14 0.67 ± 0.18 76% 22%
3D without GUI 0.69 ± 0.21 0.45 ± 0.20 99% 57%
Ensemble without GUI 0.69 ± 0.24 0.43 ± 0.18 99% 63%
3D with GUI 0.76 ± 0.16 0.55 ± 0.20 97% 37%
Ensemble with GUI 0.71 ± 0.21 0.48 ± 0.18 99% 57%

Table 4.9: Summary of the DICE and the ICC analysis for the comparison between manual
and full semi-automatic contours, and between manual and automatic contour. pp = post-
processing

DICEME=0.90
DICEMS=0.87
DICESE =0.77

DICEME=0.27
DICEMS=0.45
DICESE =0.66

DICEME=0.31
DICEMS=0.78
DICESE=0.31

DICEME=0.79
DICEMS=0.49
DICESE =0.54

Figure 4.6: Comparison between the manual (M, red), the ensemble (E, blue) and semi-
automatic (S, yellow) contours. From the left to the right, the figure shows a case of good
overlapping between the three contours, only between fully automatic and semi-automatic,
only between the manual and semi-automatic, only between manual and fully automatic.

4.2.6 Discussion

In this preliminary analysis, we used one semi-automatic (GrowCut from 3DSli-
cer) and one fully automatic tool (nnU-Net) for the segmentation of the lung
tumours. The patient population included in the study was quite various, since
it consisted of patients with the same tumour type but different stage, resulting
in a large variability of tumour size and lung involvement. Atelectasis, GGO
and multiple lesions per patient were sometimes found in the datasets.

Practical considerations on GrowCut and nnU-Net tools

The GrowCut algorithm is quite simple to use, and it does not require in-
tense computational resources. However, a priori capability of the user in the
identification of the lesion is necessary since the algorithm is not able to auto-
matically detect the lesion. Moreover, the need for initialisation seeds, whose
number and position are set by the user, makes it prone to inter- and intra-
user variability. In this study we did not evaluate this last point, because our
aim was to compare its performance against a deep-learning based algorithm.
Using the same algorithm, for example, Parmar et al. showed that the inter-
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and intra-observer variability when the GrowCut algorithm was used was lower
than the manual inter-rider variability in terms of radiomic features [126], high-
lighting the best reproducibility of the software compared to a merely human
approach. However, further investigations on this aspect should be carried out,
if this tool is chosen for segmentation in radiomic studies.

Concerning the automatic segmentation using a deep neural network, the
involvement of the user was considerably reduced. In fact, the only task of the
user is checking the algorithm output and, if necessary, making the appropri-
ate corrections. For example, in case of multiple lesions inside the lung the
network is not able to identify the one of interest, and it instead contours all
the structures that it considers similar to the labels learned during the training
process. To overcome this issue, in this study we created a GUI in the Python
environment to help the user in the identification and selection of the lesion
among all the displayed connected components. The main limitation of the
developed GUI was the slowness, particularly when many connected compo-
nents (more than four) were present. An optimisation procedure of the code
or the use of proper software for the GUI implementation may improve this
tool.

Segmentation performance

In general, we observed a relevant difference between the proposed approaches
and the manual segmentation, as concerns both the evaluation metric and the
radiomic features. The best results in terms of DICE and HD were obtained
using the nnU-Net in the 3D configuration after the connected component se-
lection with the GUI (see Table 4.7). The performance of the semi-automatic
algorithm with the application of the post-processing (hole filling and maxi-
mum connected component) was, however, quite similar (see Table 4.5). More-
over, in the semi-automatic segmentation the post-processing did not improve
considerably the results (Wilcoxon p-value non-significant between before and
after the post-processing for the DICE, HD and ICC). Even if we observed
visually a reduction of the noise on the border of the lesion (Figure 4.2), the
applied post-processing acted probably on a too small number of voxels com-
pared to the entire segmented volume to produce a detectable impact.

The worst results were achieved, instead, with the automatic 2D configura-
tion in terms of DICE and HD values. The output masks of this architecture
showed very often a discontinuity along the z direction. This is probably due
to how it intrinsically works, since for each patient it looks at each axial slice
separately, and the context information along the other planes is lost. For this
reason, the ensemble or the 3D configurations should be preferred to the 2D
architecture for volumetric segmentation. Gan and colleagues reached a similar
conclusion, by comparing a 2D CNN, a 3D CNN (V-Net) and a combination
of these two architectures [244].

For the automatic segmentation the presence of atelectasis and pleura effu-
sion confused the network, reducing its performance for these cases. In these
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4.3. Automatic vs manual contours for OS prediction

complex situations the human intervention is therefore necessary. For the semi-
automatic approach, instead, the part-solid lesions were not properly contoured
when the seeds were not put also inside the GGO area. In general, a higher
human effort is required with the GrowCut algorithm when the lesions are
characterised by wide areas with very different grey-level intensities (such as
part-solid lesions or lesions with cavitation).

The agreement analysis with the ICC between manual and semi- or fully
automatic segmentation was in general not very encouraging. In all the con-
figurations, the mean ICC among the features was pretty low (see Table 4.9),
resulting in an influence of the segmentation within all the categories of fea-
tures (apart from the shape category). In fact, we observed a DICE coefficient
slightly lower than in the literature (see Section 4.1.4), and this non-excellent
overlapping may considerably impact on the feature stability. However, many
of these studies compared contours generated multiple times by the same or dif-
ferent persons using the same segmentation software (intra- and inter-operator
variability), and less often they compared different tools. Tunali et al. [89]
and Owens et al. [128], for example, investigated and compared the impact of
various semi-automatic tools on the radiomic feature for lung tumour segmen-
tation. They showed a reduction of the feature reproducibility when different
tools were used compared to inter- and intra-reader variability. These results
highlight the importance of using a unique segmentation software during the
same radiomic analysis, since different approaches can use different a priori
knowledge and therefore produce different contours. For future analyses, it
would be interesting to evaluate the feature stability among various manual
readers in order to understand if the differences observed in this study between
manual and non-manual algorithms are comparable or not to the inter-reader
variability.

Whereas in the study described above we got familiarised with the segmen-
tation tools and we evaluated their impact using simply an agreement analysis,
in the next section the use of different segmentation techniques will be explored
in a more clinical application. For this investigation, we will use only the fully
automatic tool, based on the nnU-Net.

4.3 Automatic vs manual contours for OS prediction

The main purpose of this second part is to understand whether the difference
observed between the radiomic features extracted from the manual contours
and those extracted from the deep-learning based ones significantly impacts the
performance of radiomic predictive models. To achieve this goal, we developed
a model predicting the overall survival (OS) in patients with lung cancer.
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4.3.1 Materials and methods

For this analysis we considered the entire Datasets A and B, already described
in Section 4.2.1 (see Table 4.1 and Table 4.3 for clinical and acquisition infor-
mation). In order to increase the amount of data for the training procedure,
we included a third dataset (Dataset C). This is a publicly available dataset
from the MAASTRO Clinic (Maastricht, The Netherlands), composed of 422
patients with a histologically proven malignant lung tumour. This dataset cor-
responds to the Lung1 dataset of the NSCLC-Radiomics collection and can be
downloaded from TCIA (https://wiki.cancerimagingarchive.net/display/Public
/NSCLC-Radiomics). The available clinical and acquisition information can
be found in ref. [16]. Since in some cases the primary lesion was not present
and in other cases the CT images were corrupted (and were inconsistent with
the corresponding segmentation file), a total of 412 patients of the Lung 1
dataset were included in the analysis. The manual contours of the Dataset C
were revised and — when necessary — corrected by a radiation oncologist.

We used Datasets B and C for the training of the segmentation network
(638 images in total), while the entire Dataset A (270 images) was used to
test independently the performance of the segmentation. In this way, we had
a complete and clinically uniform dataset — the Dataset A — with both
automatic and manual contours for the next task (aka the OS prediction). We
chose the Dataset A for the OS modelling because all the clinical information
had already been collected and used in ref. [18].

Automatic segmentation

The nnU-Net was trained, as described in Section 4.2.2. As in the previous
study, we considered 2D, 3D and ensemble configurations. Besides the in-
creased number of labelled samples in input, we also trained the network using
the images and masks in their full resolution (512×512), instead of 256×256
as before, in order to retrieve back possible spatial information lost during the
resampling procedure.

Moreover, instead of the GUI, for the post-processing we selected the con-
nected component from the output masks of the network that overlapped
mostly with the corresponding labelled mask of the radiologist. With this
post-processing procedure we tried to simulate in a rudimentary way the selec-
tion of the correct lesion from the physician. Compared to the usage of a GUI,
this approach was quicker, but it was not generalisable because it required
necessarily the manual ground truth.

The DICE and the HD coefficients were extracted for the evaluation of
the segmentation quality. The same 153 radiomic feature (from non-filtered
images) were extracted both from manual and automatic segmentation, and
the ICC was calculated.
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Survival analysis

The patients with both manual and automatic contours was randomly split
into training (70%) and validation (30%) sets for the purpose of OS modeling.
The clinical information of the patients used for the OS model is reported
in Table 4.10. The overall survival (in months) was calculated as the time
distance between the date of the CT acquisition, considered for the radiomic
study, and the date of the death or of the last follow-up.

The OS was assessed using the LASSO Cox regression model, which in-
cludes both the selection of the relevant features and the identification of the
features associated to the outcome. A radiomic score was therefore created
as the linear combination of the selected features weighted by their respective
LASSO coefficients. The accuracy of the prediction obtained with the identi-
fied radiomic score was evaluated with the Harrel concordance index (c-index),
both in the training and validation datasets. This index measures the goodness
of the model: the closer its value is to 1, the better is the performance of the
model. The 95% confidence interval (CI) was calculated as well. Starting from
the radiomic score, the subjects were divided in two groups, high-risk (high
radiomic score) and low-risk (low radiomic score). The third quartile of the
radiomic score was used as the threshold to separate the two groups.

A clinical multivariable model, including only those parameters associated
to the OS in the univariate analysis, was also developed starting from the
collected clinical variables (age, sex, side, site, histological type, grading, pT
and pN). As for the radiomic score, the clinical score was calculated as the
linear combination of the selected clinical variables weighted by their respective
coefficients.

Finally, from the clinical and radiomic scores we created a clinical-radiomic
model with a Cox regression multivariable model.

The radiomic and clinical-radiomic models were compared to the clinical
one using the likelihood ratio test [245] in order to understand if radiomic
features are adding more information compared to the clinical one in the de-
termination of the OS. Moreover, the results of the models obtained from the
automatic and manual contours were compared, using the partial likelihood
ratio test [246,247].

4.3.2 Results

Segmentation quality with DICE and ICC

The DICE coefficient is listed in Table 4.11 for the three automatic config-
urations, without applying any post-processing. This data refers only to the
contours with DICE > 0. The best results in terms of the DICE were achieved
with the ensemble configuration, while with the 3D architecture we obtained
the smaller number of patients with DICE = 0.

In order to increase the quality of the segmentation we replicated the physi-
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Characteristics
All patients Training set Validation set
N = 242 N = 169 N = 73

Age (years) 67.48 66.89 68.70
(61.39-72.57) (60.78-71.94) (63.37-73.64)

Sex
F
M

87(36%)
155 (64%)

62 (37%)
107 (63%)

25 (34%)
48 (66%)

Site
upper
medium
lower
mixed

142 (59%)
10 (4%)
79 (33%)
11 (5%)

99 (59%)
6 (4%)

57 (34%)
7 (4%)

43 (59%)
4 (5%)

22 (30%)
4 (5%)

Side
L
R

104 (43%)
138 (57%)

76 (45%)
93 (55%)

28 (38%)
45 (62%)

pT
0
1
2
3

2 (1%)
78 (32%)
117 (48%)
45 (19%)

1 (1%)
53 (31%)
85 (50%)
30 (18%)

1 (1%)
25 (34%)
32 (44%)
15 (21%)

pN
pN0
pN1

176 (73%)
66 (27%)

120(71%)
49 (29%)

56 (77%)
17 (23%)

Size (cm3) 9.67 11.78 7.36
(2.84-36.81) (2.99-40.00) (2.64-26.68)

DICE 0.81 0.82 0.81
(0.73-0.87) (0.72-0.87) (0.75-0.87)

HD (mm) 8.18 8.49 7.55
(4.18-14.28) (5.00-14.41) (4.02-13.13)

Status
Alive
Deceased

170 (70%)
72 (30%)

121(72%)
48 (28%)

49(67%)
24 (33%)

Follow-up 63.0 63.8 61.3
(months) (34.1-79.2) (35.6-77.9) (28.4-80.6)

Table 4.10: Clinical data, including follow-up and survival information, for the patients in
Dataset A used for the OS analysis. The data are listed for all the patients, only for those
used in the training and only for those used in the validation of the model. The follow-up
information is given as: median (interquartile range).

cian check in a simplified way. We included in the analysis only the ensemble
segmentation. However, for patients with very low ensemble performance com-
pared to the 3D one, the 3D configurations were taken. Then, only the con-
nected component which matched the labelled data was considered. Finally,
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Configuration
n◦ cases
DICE>0

DICE

2D 233

Mean 0.68 ± 0.24
Median 0.77
Min 0.004
Max 0.96

3D 260

Mean 0.66 ± 0.24
Median 0.74
Min 0.02
Max 0.96

ensemble 246

Mean 0.72 ± 0.23
Median 0.80
Min 0.001
Max 0.97

Table 4.11: DICE coefficient for the three configurations (2D, 3D and ensemble), without
the application post-processing. The DICE values in the table refer only to the patient with
DICE > 0. The number of patients with DICE > 0 (of a total of 270) is also displayed.

the contours with a DICE < 0.3 were excluded. In conclusion, a total of 242
patients out of 270 were included in the final analysis. Table 4.12 provides a
summary of the evaluation metrics (DICE, HD and ICC) obtained among the
242 automatic delineations we did not rejected after the selection during the
post-processing procedure on the initial 270 patients.

DICE HD ICC

Mean 0.78 ± 0.12 11.85 ± 11.47 0.66 ±0.19
Median 0.81 8.18 0.67
Min 0.33 2.50 0.02
Max 0.97 79.78 0.97

Table 4.12: Results of the DICE, HD and ICC for the 242 contours remained after the
post-processing techniques.

The results of the DICE and HU are quite similar to our best configu-
ration in the previous analysis on a limited number of patients. The ICC,
instead, seems improved and more similar to the results achieved with the
semi-automatic segmentation. In this case, we obtained that the 83% of the
features had a ICC < 0.85. Figure 4.7 provides a graphical overview of the
ICC values for all the 153 features.

It can be noted that a very good agreement was obtained with almost all
the shape features, nevertheless the majority of the firstorder and texture fea-
tures had a poor or a moderate agreement (ICC < 0.75).
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Figure 4.7: ICC value for each feature, indicating the agreement between manual and
automatic (with post-processing). The different colours correspond to the different categories
of features. The mean and the standard deviation of the ICC for each feature category are
reported too.

The next section will show to what extent this poor agreement impacts
on the performance of a clinical model, starting from the radiomic features
extracted from the manual and the automatic contours of the 242 patients.

Survival analysis

The analysis was performed twice (Table 4.13). First of all, the 169 patients
with manual contours were used for the training of the OS model, while the
same 169 patients with automatic contours, the 73 with manual contours and
the same 73 with automatic contours were considered as the test sets (case A).
Then, the model was built using the 169 patients with automatic contours and
tested on the other three groups of patients (case B).

The Cox regression LASSO model identified five and seven radiomic fea-
tures for the radiomic score in case of training done with manual (case A) or
automatic (case B) contours, respectively. Figure 4.8 shows the features that
mostly contributed in the prediction of the OS in the training set, along with
the coefficient of the model for each significant feature.

The features that were in common between the two types of segmentation
were the correlation from the glcm, which measures the level of correlation
between a voxel and its neighbour, and the SurfaceArea from the shape cate-
gory. The Maximum3DDiameter and the MajorAxisLength features, instead,
are quite similar and describe the 3D extension of the tumour. The maxi-
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Training Validation

Case A
Manual contours

Manual (73 pts)
Automatic (169 pts)

(169 pts) Automatic (73 pts)

Case B
Automatic contours

Automatic (73 pts)
Manual (169 pts)

(169 pts) Manual (73 pts)

Table 4.13: Schematic description of the datasets used for training and validation in the
two analysed cases. The number of patients used in each group of patients is reported in
parentheses.
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Figure 4.8: LASSO coefficients for the features that mostly contribute to the OS predic-
tion, when the model was trained with manual (top) and when with automatic (bottom)
contours.

mum diameter is indeed one of the radiological parameters commonly used in
the clinical practice to evaluate the extension and to monitor the evolution of
the disease. The physician usually identifies the axial slice with the largest
diameter and manually measures it. However, this procedure is performed in
only one slice and therefore in 2D, while the shape features appearing in the
radiomic scores are calculated from the 3D volume, providing a more complete
information.

The survival probability curves (Kaplan–Meier curves) for the two groups
of patients, the 169 used for the training and the 73 for the validation of the
model, are displayed in Figure 4.9, along with the percentage of deaths in each
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population.
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Figure 4.9: Kaplan–Meier curves, in months, for the 169 patients of the training (Figure
a) and the 73 patients in the validation set (Figure b).

The same curves stratified for the high- (over the third quartile of the
radiomic score) and low-risk (below the third quartile of the radiomic score)
groups are included in Figure 4.10 for the case A.

The plots show a good separation between the two groups in the 169 pa-
tients with manual segmentation used for the training and in the same pa-
tients with automatic contours used in this case as a test set (Log Rank test
p−value < 0.05), with higher survival probability for the group with the lower
radiomic score. However, the capability of the model in the generalisation of
the prediction result was not satisfactory and, in fact, the separation of the
curves in the validation sets was not good (non-significant p-value), when the
73 patients were used for the validation, both with manual (p− value = 0.15)
and automatic (p− value = 0.84) contours.

Similar results were obtained in case B (features from the 169 automatic
contours used for the training). The separation was good (Log Rank test
p− value < 0.05) both in case of the 169 patients used for the training (auto-
matic contours) and the same patients used in the model validation (manual
contours). The performance, instead, was not good when the validation was
performed on the 73 patients with automatic (p − value = 0.91) and manual
(p− value = 0.086) contours.

It should be noted that the worst separation was achieved with the 73 pa-
tients with automatic contours, both when the model was trained with the
automatic contours and when with the manual ones.
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Figure 4.10: Kaplan–Meier curves, in months, for the case A (features from the 169
manual contours used for the training). The curves obtained for the training set is on the
top left. The curves for the validation on the 73 patients with manual contours is on the top
right, on the 169 patients with automatic contours on the bottom left, on the 73 patients with
automatic contours on the bottom right. The pink curves refer to the survival probability
curve for the low-risk group (≤ q3), while the light-blue ones for the high-risk group (> q3).

The results of the OS model — in terms of the c-index — are included
in Table 4.14 for case A and case B, evaluating the performance both in the
training and in the validation sets. Moreover, the table displays the c-index
values for the model built using only the radiomic features, using only the
clinical information, and combining clinical and radiomic parameters. In the
clinical model the clinical variables that were more associated to the OS were
pT and site.

The most interesting result was that a significant difference between au-
tomatic and manual contours was not observed in the performance of the
OS model (partial likelihood ratio test p − value > 0.05). This behaviour
was found both in the training set between automatic and manual contours
(p − value = 0.45 for the radiomic model, p − value = 0.44 for the clinical-
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radiomic model), and in the validation set. The latter was evaluated comparing
the performance of the model trained with manual contours and validated on
manual contours with the performance of the model trained with automatic
contours and validated on automatic contours (p − value = 0.52 for the ra-
diomic model, p− value = 0.41 for the clinical-radiomic model).

As concerns the performance of the predictive model, the best result was
obtained with the clinical-radiomic model in the training set, both in case A
and case B, with comparable results between the two cases. Moreover, the
introduction of radiomic features increased the capability of the model to pre-
dict the OS compared to using only the clinical information (p-value < 0.01
between clinical-radiomic and only clinical models). When the model was val-
idated on the group of 73 patients, instead, the performance was in general
very low for all the configurations (only radiomic, only clinical, only clinical-
radiomic). The best c-index in validation was obtained with the clinical-
radiomic model when radiomic features were extracted from the manual seg-
mentation (c− index = 0.65), both in case A and in case B.

c-index (95% CI)

Model
Contours

Training *
Validation

used for the manual automatic
training (N = 169) (N = 73) (N = 73)

radiomic manual
0.69 0.57 0.52

(0.62-0.75) (0.47-0.67) (0.42-0.61)
clinical-

manual
0.72 0.65 0.60

radiomic (0.67-0.81) (0.52-0.76) (0.47-0.71)

radiomic automatic
0.67 0.58 0.50

(0.60-0.74) (0.49-0.68) (0.42-0.59)
clinical-

automatic
0.71 0.65 0.59

radiomic (0.65-0.80) (0.53-0.76) (0.47-0.70)

clinical –
0.64 0.61

(0.58-0.73) (0.49-0.72)

Table 4.14: Performance of the model in the training and validation sets, for the automatic
and manual contours. The first two rows refer to the case A, while the next two rows to
case B. The last row, instead, refers to the clinical model, where the radiomic features were
not used, and therefore the results were independent from the segmentation type.
* The performance was evaluated on the 169 patients used for the training of the model
(manual in case A, automatic in case B).
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4.3.3 Discussion and future improvements

The main result of this segmentation study was that, when two different seg-
mentation techniques were used (one automatic based on a deep-learning algo-
rithm and the other manual) for the prediction of the overall survival in patient
with lung cancer, a non-significant different was observed between the two ap-
proaches (p-value > 0.05). The performance of the OS model built with the
automatic and the manual contours was in fact similar, although the results
achieved with the DICE and the ICC metrics were not promising.

As concerns the DICE results, we did not observed a substantial improve-
ment compared to the previous analysis (see Section 4.2.5), despite the increase
in the number of input data for the training. In fact, in the analysis of this
last section, the DICE was 0.72 ± 0.23 for the best deep-architecture con-
figuration (ensemble) compared to 0.69 ± 0.24 we found previously for the
same configuration (see Table 4.6 and Table 4.11). All these values refer to
the performance without applying any post-processing, except the exclusion of
the cases where the automatic contours did not match the manual ones at all
(DICE = 0). Also the percentage of contours with DICE = 0 was similar in
the two automatic segmentation analyses for the ensemble configuration (8%
in the first analysis and 9% in the second one), while it slightly decreased for
the 3D architecture (8% for the first analysis and 4% in the second one). The
2D configuration gave once again the worst results, in terms of mean DICE
value and of number of cases with DICE = 0.

After the application of the post-processing and the exclusion of the pa-
tients with very bad contours (DICE < 0.3), the metrics increased to 0.78 ±
0.12 (Table 4.12). Further investigations are required in this field in order to
refine the results. For example, a GUI may be developed to allow a physician
to identify the connected component of interest, as in the previous analysis, to
select the best output among the three configurations (2D, 3D and ensemble)
or to neglect a contour which is considered not acceptable.

An increase of the ICC was instead observed in this second training, where
the 17% of the features had a ICC ≥ 0.85 compared to the 1% of the previous
analysis. However, the agreement between the features from the manual and
the automatic contours is still poor.

Although in this second training we used full resolution images (512×512)
and we increased the size of the annotated dataset from 220 to 638 images,
we introduced a completely independent dataset (Dataset C), which increased
the heterogeneity of the cases used to train the network. This was useful to
reduce the risk of overfitting, but it may have impacted negatively on the
performance of the network compared to the first segmentation analysis. In
the first analysis, in fact, we used CT images acquired at the same institute
(IEO) using a similar acquisition protocol both for the training and the vali-
dation. Even if the scanner and the acquisition/reconstruction protocols were
not exactly the same between training and validation (see Table 4.3 and Ta-
ble 4.4), we expect that the image quality was more uniform compare to a
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dataset from a different institute. For example, not all the CT images from
the Dataset C were acquired after the injection of contrast medium, as our
datasets, and this may confuse the network during the training. In order to
understand whether a dataset so heterogeneous in the image contrast among
the anatomical structures can be a possible source of impairment of the net-
work performance, in the future a new training with the exclusion of images
without contrast medium should be performed. Another approach to increase
the segmentation performance may be the implementation of a different ar-
chitecture. This aspect has already been investigated in the literature. It is
possible that the architecture we used is not able to learn new features, essen-
tial for the increase of its performance. For example, the U-net architecture
can be maintained but changing some elements of its structures (i.e the size
and the number of the convolutional filters, the number of layers and the loss
function) or using one of its variants [132,234]. Otherwise, a different architec-
tures from the U-Net may be investigated [248–251]. Another possibility is the
combination of images from hybrid acquisition modalities, such as CT/PET,
to exploit both the anatomic information from CT images and functional one
from the PET images. The two images are inherently co-registered and there-
fore have the same ground truth. Zhao et al. [252] proposed a deep-network
for lung lesion segmentation, which used the information from the PET and
the CT images, extracted separately with a V-Net and then fused to combine
the information. The combination of these two modalities can be useful for
the detection of the pathological lesions, excluding thus the areas that may
be wrongly included using only the CT images for the similarity of their tex-
ture with the tumours. Moreover, information from the PET and CT images
can be combined to improve the performance of predictive models. The main
limitation of this approach is that the availability of CT/PET images is lower
than radiological CT ones, hindering the creation of dataset with an adequate
number of input images for the training.

The fully automatic segmentation is essential to reduce the human inter-
vention and therefore the physician’s time and efforts. Moreover, once the
architecture is trained and validated, the automatic segmentation become an
operator-independent tool and thus more reproducible than manual contours.
The delineation of lesions and organs is essential not only for radiomic pur-
poses, but also in the clinical practice, such as in radiotherapy treatment plan-
ning, computed-assisted surgery, treatment response evaluation and dose mea-
surements in therapeutic nuclear medicine. However, the algorithms used in
this field are at the moment not performing optimally and the supervision
by an expert person is still necessary. In our study, for example, the 10% of
the patients (28 out of 270) was lost for the poor quality of the segmentation
network. In a dedicated radiomic study they can be retrieved back after the
corrections of the automatic contours done by the physician.

As concerns the OS prediction, even if a significant difference between the
two segmentation types was not found, the results were not completely iden-
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tical between them. We obtained, in fact, a different radiomic score when
the training was performed with the automatic segmentation instead of the
manual one, suggesting that there was a difference in the feature values which
impacted on what the model was capturing (see Figure 4.8). Moreover, a lower
prediction performance was obtained in the validation set with automatic seg-
mentation, which may be associated to a loss of information in the automatic
contours compared to the manual ones. In conclusion, we therefore recommend
not to mix manual and automatic contours in the same model development
until the automatic algorithm is properly improved. However, the automatic
and manual models are performing statistically in the same way in terms of
OS (p-value > 0.05 between manual and automatic contours). Further studies
with an increased number of patients are required to improve these results.

Limitations and future developments

The main limitation of this analysis was the limited number of patients used
both for the training of the segmentation network and for the development of
the survival model. Secondly, multiple operators got involved in the manual
segmentation phase and each of them contoured a different group of CT im-
ages. This may introduce a variability in how the tumours were delineated,
particularly for the Dataset C where a consensus among operators was not
possible to establish. This may have impacted also on what the automatic
network learned from the labels during the training part.

Furthermore, in future analysis the survival model needs to be validated
on an independent dataset. In this study we aimed at comparing the different
segmentation techniques in terms of the overall performance and not to build
a definitive model for the prediction of the survival. For this reason, we eval-
uated the prediction performance only using an internal validation procedure,
splitting the dataset in train and validation sets, and other machine learning
models different from the LASSO algorithm were not considered. We observed
that the model built from the manual contours and the model built from the
automatic ones were not significantly different for the prediction of the OS. In
contrast to our result, Huang et al. [131] found that the contours performed
by three radiologists using a semi-automated tool had a significant impact on
the prediction performance. With respect to our study, they analysed a differ-
ent outcome, which was the prediction of the EGFR mutational status in 46
patients affected by NSCLC. In order to evaluate in more depth the impact of
the different contours on the performance of predictive models, other outcomes
should be considered in the future.

Finally, the dataset used for the survival prediction (Dataset A) was char-
acterised by a variability in the scanner, acquisition protocols and in the recon-
struction algorithms that may be confounding factors for the feature stability,
as we deeply discussed in the previous chapters. A selection of the radiomic
variables was performed using the LASSO method, which rejects those vari-
ables that are introducing noise in the model itself. However, we are going to
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perform further analyses, considering only the robust features for the model
development and comparing this result to when all features are used.
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perspectives

In this Ph.D. project the robustness of the radiomic features in the field of
CT imaging was investigated. The anatomical region of interest of this study
was the lung district, focusing in particular on the oncological disease. Among
the different factors which potentially affect the robustness of the radiomic
features, the role of the CT reconstruction algorithm, of the tube voltage, of
the scanner model, of the segmentation methods and of processing techniques
(bin width and filters) was investigated. To achieve this goal, along with the
CT images of patients affected by lung tumour, we analysed the CT images of
a dedicated phantom, we fabricated specifically for CT radiomic analysis.

The phantoms used in the literature are often not suitable for radiomic
purposes: either their texture is homogeneous or, whenever they have hetero-
geneous inserts, the latter are not adequate to reproduce the tumour hetero-
geneity and the variability observed in a realistic dataset of patients. For this
reason, we developed a phantom, named Heterogeneous Lung Lesion Phan-
tom (HeLLePhant), with ad-hoc inserts to reproduce the CT signal and the
texture of real contrast-enhanced lung lesions. The novelty of the proposed
phantom lies in the two techniques adopted for the fabrication of the inserts,
which allowed us to create textures with a high level of heterogeneity. More
in detail, we fabricated 11 heterogeneous inserts: 2 3D-printed using a PET-G
filament, and 9 made of sodium polyacrylate mixed with a contrast medium
diluted with water. These techniques enable the creation of multiple inserts
with different heterogeneous textures and mean CT signals.

The main findings of this research project can be summarised in the fol-
lowing points.

� We developed two new methods to fabricate heterogeneous inserts which
simulate the lung lesions in CT imaging. They are well suited to study
efficiently the repeatability and reproducibility (varying tube voltage, CT
scanner and reconstruction algorithm) of the radiomic features.

� Most of the radiomic features has a good repeatability in CT imaging.
The analysis of repeatability was performed only with the phantom due
to radiation exposure issues. Between 74% and 100% of the original
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features (shape features excluded) were found to be repeatable (CV ≤
0.10), depending on the analysed configuration (scanner, voltage, bin
width and insert). Excellent repeatability was found particularly for the
PET-G inserts, for which the CV was lower than 0.10 for more than the
90% of the features in all the studied cases.

� Feature behaviour is texture dependent, confirming what other studies
in the literature have observed. Therefore, in order to generalise the
phantom results to a clinical investigation, it is mandatory to repro-
duce adequately the tissue texture for each investigated pathology and
encompass the heterogeneity of a clinical population. The insert fabrica-
tion techniques we proposed constitute the first important steps towards
these goals.

� Among the investigated parameters (CT reconstruction algorithm, CT
scanner, tube voltage and segmentation), the reconstruction algorithm
and the segmentation impact the features the most, considering the CT
images of patients affected by NSCLC. The larger impact of the recon-
struction algorithm was observed also in phantom.

� When the CT images are acquired with different but similar scanners
(same vendor, same reconstruction algorithm) and similar acquisition
protocols, or when the range of tube voltage used is small (100-120 kVp),
the texture is only weakly influenced by these parameters.

� The nnU-Net, a self-adapting framework developed by Isensee [239], was
trained and validated on proprietary datasets of CT images of patients
with lung tumours. Good results in terms of geometrical evaluation met-
rics (DICE and HD) were found when compared to the manual ground
truth.

� A difference between the various segmentation techniques was observed
in terms of ICC results. A poor reproducibility (ICC < 0.5) was in fact
found for a large number of original features (namely extracted from un-
filtered images) in the comparison between manual and automatic con-
tours (22% for the semi-automatic technique, and between 37% and 63%
for the deep-based one considering various configurations). However, the
statistical analysis did not detect a significant difference in the predic-
tion performance of the overall survival in patients with non-advanced
NSCLC between the deep-based segmentation and the manual one in
patients affected by NSCLC.

� Neither of the two bin widths we investigated (25 HU and 5 HU) appeared
to be more robust, both in patients and in phantom. However, a common
choice for this parameter is encouraged in order to generalise and compare
the results of different studies.
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� The filters impact the feature reproducibility. The wavelet-based fea-
tures, especially from the HH sub-band, are more prone to variability.
LoG features are, instead, more stable, except for a low value of sigma
(0.5 mm). These results were found with the CT images of patients. A
validation using the phantom images is required for the next steps of the
analysis.

� The textural features — in particular glrlm, glszm and gldm — are in
general the least robust features. This behviour was found using the CT
images of patients and of the phantom.

Future developments

The methodological studies discussed in this thesis provide subsets of robust
features. We expect that restricting the input features in predictive models to
the robust ones we proposed will improve their performance. Investigating this
aspect is the natural next step of this research project. For this purpose, we
are working on a dataset of 287 patients with advanced lung adenocarcinoma
(which includes the patients of the Dataset B used in the Chapter 4). The gen-
eral aim of the study is to find an association between the radiomic features
and the genetic mutations extracted from a tissue sample for each patient, and
between the radiomic features and the overall survival. An additional prospec-
tive dataset of patients is currently being collected to validate the results of
the model.

Another interesting observation in our study was that different contouring
techniques (automatic versus manual) do not impact significantly the predic-
tion of the overall survival in patients affected by NSCLC. Nevertheless, a more
accurate validation of this algorithm is required, and other clinical outcomes
should be tested to confirm our findings. The ongoing study of the association
between radiomic features and genetic mutations mentioned above will offer
further insight into this aspect.

Finally, the prototype of phantom we proposed should be improved with a
view to multi-centres studies. Our prototype for the PET-G inserts requires
further refinement to improve its similarity with the tumours, by increasing
the mean CT signal, reducing the heterogeneity, and creating more complex
shapes. On the other hand, the PET-G inserts are more suitable for the
replication of the experimental settings in different institutes. The PET-G
inserts are in fact created starting from a digital 3D-printing model. Sharing
the model among the various research groups may enable the replication of
the inserts, thus fostering a collaborative effort to harmonise the radiomic
procedures and analyses.
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Appendix A

Feature extraction: the
Pyradiomics package

Pyradiomics [73] is an open-source package for the feature extraction, based
on Python language. Pyradiomics software follows in general the IBSI rec-
ommendations, and any deviation from the IBSI is reported in the online
documentation (https://pyradiomics.readthedocs.io/en/latest/#).

The format of the input image and mask can be chosen among those read-
able by ITK package, such as NRRD, NIfTI, MHA, MHD, HDR, TIF and PNG.
Unfortunately, volumetric images and structures in DICOM format cannot be
used as they are but need to be converted to a suitable format. The software
3D slicer for image visualisation and processing is able to read the images in
DICOM and the contours in RT Structure format and convert them in one
of the formats listed above. A faster alternative is the Plastimatch software
(http://plastimatch.org), using the command convert. Both these tools are
open source.

The following categories of features can be computed: First-Order Statis-
tics, Shape (3D or 2D), Gray Level Cooccurence Matrix (glcm), Gray Level
Run Length Matrix (glrlm), Gray Level Size Zone Matrix (glszm), Neigbour-
ing Gray Tone Difference Matrix (ngtdm) and Gray Level Dependence Matrix
(gldm).

Furthermore, it is possible to extract the features after the application of
the subsequent filter: Laplacian of Gaussian (LoG), Wavelet (based on the Py-
Wavelets package), Square, Square Root, Logarithm, Exponential, Gradient,
Local Binary Pattern (2D) and Local Binary Pattern (3D).

All the details about the features and the filters, including the source code,
can be found in the online documentation.

The first step for the feature extraction is the customisation of the param-
eter file. This file contains all the information about the extraction and the
parameters which need to be set, and it has to be a YAML or JSON file. It
consists of three main parts:

1. imageType
It contains the list of all the filters that have to be applied to the image
before the extraction. Each of the filter name has to be put on a different
line and has to end with a colon, followed by the parameter settings, if
required. If the features have to be extracted from the images without
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applying filter, the image type is indicated by the term “Original”. If
the parameters of the filter are not specified, the extraction is performed
using the default values. For example, if the features have to be extracted
from unfiltered images and from LoG filtered images with different value
of σ, the following lines have to be added:

imageType:

Original: {}

LoG: {’sigma’: [0.5, 1.0]}

2. featureClass
In this part all the categories of features that need to be computed have to
be listed on separate lines. All the available features for each category are
extracted by default. If only a subgroup of features has to be extracted,
their name has to be reported after the category name.

3. setting
This part includes the set of the parameters which need to be customised
for the image processing, such as normalisation, resampling and discreti-
sation. The following example shows how to configure the voxel resam-
pling (new size and interpolation function), the bin width for the dis-
cretisation of the grey-level intensities, the distance parameter for the
glcm e ngtdm categories (the distance is equal to 1 in this example), and
the type of extraction (2.5D):

setting:

resampledPixelSpacing: [0.78, 0.78, 0]

interpolator: ’sitkBSpline’

binWidth: 25

distances: [1]

force2D: true

In the iteractive use of Pyradiomics — the modality used for the extraction
in this thesis — four commands are required to extract the features:

� Import of the library and packages:

import rad iomics
from rad iomics import f e a tu r e ex t r a c t o r ,

g e tFeatureC la s s e s
import SimpleITK as s i t k

� Read the image and mask files in:

mask = s i t k . ReadImage ( os . path . j o i n ( directory mask ,
'namemask . nrrd ' ) , s i t k . s i t kF l oa t32 )

image = s i t k . ReadImage ( os . path . j o i n ( d i r ec tory image ,
'nameimage . nrrd ' ) , s i t k . s i t kF l oa t32 )

144



� Read the parameter file in:

paramsFile =
os . path . abspath ( os . path . j o i n ( d i r e c to ry paramsFi l e ,
' nameparamsFile . yaml ' ) )

� Instantiate the feature extractor class using the information stored in
paramsFile and calculate the features:

ex t r a c t o r =
f e a t u r e e x t r a c t o r . RadiomicsFeatureExtractor ( paramsFile )

r e s u l t = ex t r a c t o r . execute ( image , mask )

The variable result is a dictionary which includes the information about the
version of the Python packages, the parameters set in the parameter file, geo-
metric information about the images and the mask, and the extracted features.

The list of the parameters set during the features extraction is shown in
Table A.1. Features are extracted in the 2.5D modality. To activate this type
of feature extraction, the force2D parameter was set to TRUE (see Section 1.2,
Feature categories). The voxels were resampled with the sitkBSpline interpo-
lator in the axial plane to 0.78×0.78 mm2, which was the average value among
the 103 images included in the study of Chapter 2 (range 0.52 – 1.38 mm).
Both the glcm and the ngtdm matrices were calculated using three different
offsets (1, 4 and 7) between the reference and the neighbour voxel. We used
the default values for all the remaining parameters which can be customised
in PyRadiomics. The only exception is the voxelArrayShift parameter, which
we fixed to 1000 HU.
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Parameter name Parameter value

imageType

� Original: {}
� Wavelet:

wavelet: coif1

� LoG:
sigma: [0.5, 1.0, 1.5, 2.5, 5.0]

featureClass
shape, firstorder, glrlm,
glszm, gldm, glcm, ngtdm

resampledPixelSpacing [0.78, 0.78, 0]

interpolator 'sitkBSpline'

binWidth 25 (5)

distances [1], [4], [7]

force2D true

force2Ddimension 0

voxelArrayShift 1000

Table A.1: Parameters set in Pyradiomics for the radiomic feature extraction, for the
unfiltered and the wavelet- and LoG-filtered images.

146



Appendix B

Feature intrinsic dependence
on number of voxels

As observed by Shafiq-Ul-Hassan et al. [103] and Fave et al. [102], some ra-
diomic features are intrinsically correlated with the number of voxels inside
the VOI. The reason for this correlation, in fact, can be easily identified in the
mathematical formula by which these features are defined. Therefore, a proper
correction was applied a posteriori in order to reduce this correlation.

First of all, all the features (shape features excluded) were tested for corre-
lation with the number of voxels, extracted from the original, wavelet-filtered
and LoG-filtered images. To do this, the features extracted from the CT im-
ages of the 103 NSCLC patients analysed in Chapter 2 were used, taking only
the series acquired and reconstructed for clinical purpose.
The correlation between each feature and the feature interpolated VoxelNum was
verified by calculating the Spearman’s rank correlation coefficient (ρS) with
the cor function in stats package in R (v. 3.6.2) [173]. The features with a
correlation coefficient |ρS| > 0.85 are listed in Table B.1, as long with the coeffi-
cient of correlation for the original images. Since this correlation comes from
the feature definition and not from the properties of the texture, the results
are quite similar among the three types of images investigated.

For the glrlm GrayLevelNonUniformity, the glrlm RunLengthNonUniformity, the
glszm GrayLevelNonUniformity and the gldm DependenceNonUniformity features a
normalised version is already implemented in Pyradiomics (indicated as Nor-

malized). Since a dependence on the number of voxels was not observed for this
version, these four features were excluded and only the already normalised def-
inition was taken into consideration.

The Busyness feature from the ngtdm category was divided by the number
of voxels too. However, the coefficient of correlation was not considerably
reduced after the correction (ρS = −0.64). In fact, the correction proposed in
the literature [102] requires a modification of the formula before the extraction.
Since the relationship between the Busyness feature and the number of voxels,
this feature was excluded.

The TotalEnergy feature from the firstorder category, the Coarseness feature
from the ngtdm category and the GrayLevelNonUniformity feature from the gldm

category, instead, were a posteriori corrected, as indicated in Table B.2: the To-

talEnergy and the GrayLevelNonUniformity were divided [102], while the Coarse-

ness was multiplied [103] by the number of voxels. Since no reference was
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found in the literature, the GrayLevelNonUniformity in the gldm category was
adjusted applying the same correction indicated for the corresponding feature
in the glrlm category. For all these three features a reduction of the coefficient
of correlation was observed (Table B.2).

In conclusion, the features firstorder TotalEnergy, ngtdm Coarseness and gldm

GrayLevelNonUniformity were properly corrected, while the features glrlm Gray-

LevelNonUniformity, glrlm RunLengthNonUniformity, glszm GrayLevelNonUniformity,
gldm DependenceNonUniformity and ngtdm Busyness were not included in the anl-
yses. The list of all the features included in the studies presented in this work is
reported in Table B.3. The suffix“modified”was added to the features that were
corrected a posteriori. This list of feature names is the same for the “Original”,
“Wavelet” and “LoG” features.

Feature ρS

original firstorder TotalEnergy 0.99
original glrlm RunLengthNonUniformity 0.91
original glszm GrayLevelNonUniformity 0.96
original gldm DependenceNonUniformity 0.97
original gldm GrayLevelNonUniformity 0.92

original ngtdm 1 Busyness 0.92
original ngtdm 1 Coarseness -0.96
original ngtdm 4 Busyness 0.89

original ngtdm 4 Coarseness -0.96
original ngtdm 7 Busyness 0.87

original ngtdm 7 Coarseness -0.94

Table B.1: List of features extracted from the original images which are correlated with
the number of voxels, along with the Spearman’s rank correlation coefficient.

Feature Correction ρS

original firstorder TotalEnergy / 0.41
original gldm GrayLevelNonUniformity / 0.39

original ngtdm 1 Coarseness × -0.02
original ngtdm 4 Coarseness × -0.43
original ngtdm 7 Coarseness × -0.44

Table B.2: Proposed corrections for the original features correlated with the number of
voxels that are not removed for the following analysis. The Spearman’s rank correlation
coefficient after the correction is reported too.

148



Category Identification number Features

1 Elongation
2 Flatness
3 LeastAxisLength
4 MajorAxisLength
5 Maximum2DDiameterColumn
6 Maximum2DDiameterRow

shape 7 Maximum2DDiameterSlice
8 Maximum3DDiameter
9 MeshVolume
10 MinorAxisLength
11 Sphericity
12 SurfaceArea
13 SurfaceVolumeRatio

14 10Percentile
15 90Percentile
16 Entropy
17 InterquartileRange
18 Kurtosis
19 Maximum
20 Mean
21 MeanAbsoluteDeviation

firstorder 22 Median
23 Minimum
24 Range
25 RobustMeanAbsoluteDeviation
26 RootMeanSquared
27 Skewness
28 TotalEnergy
29 Uniformity
30 Variance

31 1 Autocorrelation
32 1 ClusterProminence
33 1 ClusterShade
34 1 ClusterTendency
35 1 Contrast
36 1 Correlation
37 1 DifferenceAverage
38 1 DifferenceEntropy
39 1 DifferenceVariance
40 1 Id
41 1 Idm
42 1 Idmn
43 1 Idn
44 1 Imc1
45 1 Imc2
46 1 InverseVariance
47 1 JointEnergy
48 1 JointEntropy
49 1 MaximumProbability
50 1 MCC
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51 1 SumAverage
52 1 SumEntropy
53 1 SumSquares
54 4 Autocorrelation
55 4 ClusterProminence
56 4 ClusterShade
57 4 ClusterTendency
58 4 Contrast
59 4 Correlation
60 4 DifferenceAverage
61 4 DifferenceEntropy

glcm 62 4 DifferenceVariance
63 4 Id
64 4 Idm
65 4 Idmn
66 4 Idn
67 4 Imc1
68 4 Imc2
69 4 InverseVariance
70 4 JointEnergy
71 4 JointEntropy
72 4 MaximumProbability
73 4 MCC
74 4 SumAverage
75 4 SumEntropy
76 4 SumSquares
77 7 Autocorrelation
78 7 ClusterProminence
79 7 ClusterShade
80 7 ClusterTendency
81 7 Contrast
82 7 Correlation
83 7 DifferenceAverage
84 7 DifferenceEntropy
85 7 DifferenceVariance
86 7 Id
87 7 Idm
88 7 Idmn
89 7 Idn
90 7 Imc1
91 7 Imc2
92 7 InverseVariance
93 7 JointEnergy
94 7 JointEntropy
95 7 MaximumProbability
96 7 MCC
97 7 SumAverage
98 7 SumEntropy
99 7 SumSquares

100 DependenceEntropy
101 DependenceNonUniformityNormalized
102 DependenceVariance
103 GrayLevelNonUniformity
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104 GrayLevelVariance
105 HighGrayLevelEmphasis
106 LargeDependenceEmphasis

gldm 107 LargeDependenceHighGrayLevelEmphasis
108 LargeDependenceLowGrayLevelEmphasis
109 LowGrayLevelEmphasis
110 SmallDependenceEmphasis
111 SmallDependenceHighGrayLevelEmphasis
112 SmallDependenceLowGrayLevelEmphasis

113 GrayLevelNonUniformityNormalized
114 GrayLevelVariance
115 HighGrayLevelRunEmphasis
116 LongRunEmphasis
117 LongRunHighGrayLevelEmphasis
118 LongRunLowGrayLevelEmphasis

glrlm 119 LowGrayLevelRunEmphasis
120 RunEntropy
121 RunLengthNonUniformityNormalized
122 RunPercentage
123 RunVariance
124 ShortRunEmphasis
125 ShortRunHighGrayLevelEmphasis
126 ShortRunLowGrayLevelEmphasis

127 GrayLevelNonUniformityNormalized
128 GrayLevelVariance
129 HighGrayLevelZoneEmphasis
130 LargeAreaEmphasis
131 LargeAreaHighGrayLevelEmphasis
132 LargeAreaLowGrayLevelEmphasis

glszm 133 LowGrayLevelZoneEmphasis
134 SizeZoneNonUniformity
135 SizeZoneNonUniformityNormalized
136 SmallAreaEmphasis
137 SmallAreaHighGrayLevelEmphasis
138 SmallAreaLowGrayLevelEmphasis
139 ZoneEntropy
140 ZonePercentage
141 ZoneVariance

142 1 Coarseness
143 1 Complexity
144 1 Contrast
145 1 Strength
146 4 Coarseness

ngtdm 147 4 Complexity
148 4 Contrast
149 4 Strength
150 7 Coarseness
151 7 Complexity
152 7 Contrast
153 7 Strength
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Table B.3: List of Pyradiomics features used in all the studies presented in this work.
The prefixes 1 , 4 and 7 refer to the offset set for the feature extraction of the glcm and
ngtdm categories.

Note that the features belonging to the shape category were included only
in the group of features extracted from the original images. The filters we
applied, in fact, do not affect the borders of the segmentation but only its
texture. The shape features extracted from the filtered images are therefore
exactly the same as those extracted from the unfiltered ones.
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CT number of the
investigated materials

The following tables include all the objects scanned and analysed for the iden-
tification of the materials suitable for the replication of lung lesions. Table C.1

lists the food, Table C.2 the household items and Table C.3 the polymeric ma-
terials. In particular, materials in Table C.3 were specifically produced by the
C.I.Ma.I.Na group from the University of Milano using a subtractive, additive
or mould-based technique.

More in details, in the subtractive approach the final product is obtained
from a raw object machined by removing the excess material. Conversely, in
the additive technique the object is fabricated by adding the material gradually,
converting the digital model into its physical representation [253]. In this study
the objects were produced with two types of additive techniques: the fused fil-
ament fabrication (FFF) and the stereolithography. In brief, stereolithography
is based on the polymerisation of a liquid resin. The polymerisation process
is triggered by an ultraviolet laser beam, which hits the resin layer by layer,
following the indications of a virtual model. Thanks to this chemical reaction,
only the point of the resin selectively hit by the UV beam hardens and, after
a cleaning process, the final 3D object is obtained. In the FFF, instead, the
3D object is produced by the extrusion of a heated filament trough a small
nozzle upon the printing platform. The movable extrusion head — to which
the nozzle is attached — moves in the plane transversal to the direction of the
extrusion, following computer-controlled instructions. The material hardens
very rapidly by cooling, making it possible to print continuously the object
layer by layer in the longitudinal direction until the object is complete. The
typical materials used for this kind of manufacturing are of the thermoplas-
tic kind, such as acrylonitrile butadiene styrene (ABS), polylactic acid (PLS),
thermoplastic polyurethane (TPU), and glycol modified-polyethylene tereph-
thalate (PET-G). During the model design, some parameters can be set to
control the fabrication process, such as the nozzle temperature, the height of
the layers, the speed of the extrusion head, and the infill percentage.
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Material
Min
(HU)

Max
(HU)

Mean
(HU)

Median
(HU)

SD
(HU)

coffee beans -983 -319 -635 -622 117
coffee grounds -936 -335 -554 -574 89

chickpeas -901 326 -84 -54 273
beans -939 402 -114 -81 286
lentils -596 115 -132 -126 88
rice -411 76 -116 -116 62
spelt -712 -59 -331 -328 93

pistacchio nuts in pieces -739 4 -336 -336 97
peanuts in pieces -703 46 -316 -323 102
walnuts in pieces -643 -39 -289 -291 83

cornmeal -266 -127 -199 -199 17
pepper -468 -278 -358 -359 30
oregano -881 -707 -781 -782 29

Table C.1: List of the food materials analysed along with the basic properties of the CT
signal calculated inside the VOI.

Material
Min
(HU)

Max
(HU)

Mean
(HU)

Median
(HU)

SD
(HU)

floral foam -974 -937 -961 -961 3
sea sponge -1011 -910 -974 -974 18

car wash sponge -1005 -957 -976 -976 4
block of compressed cork -863 -362 -734 -735 30

powdered cork -900 -769 -835 -836 14
cork stopper -753 -576 -705 -709 18

polystyrene sphere -994 -935 -984 -984 3
eraser 594 979 869 872 48

Table C.2: List of common synthetic objects analysed along with the basic properties of
the CT signal calculated inside the VOI.
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Material
Manufacturing

technique
Min
(HU)

Max
(HU)

Mean
(HU)

Median
(HU)

SD
(HU)

PMMA subtractive 92 133 116 116 6

HMWPE subtractive -83 -53 -66 -65 5

glass-filled nylon subtractive 70 98 85 86 6

PVC 1 subtractive 984 1193 1081 1073 44

PVC3 subtractive -67 -36 -48 -48 5

PVC4 subtractive 873 1115 1023 1022 41

ABS natural 250◦C additive -97 -41 -69 -70 9
100% infill (filament)

ABS natural 250◦C additive -837 -495 -741 -748 48
25% infill (filament)

ABS Clear 250◦C additive -161 3 -52 -45 29
100% infill (filament)

ABS Clear 250◦C additive -813 -498 -724 -727 48
25% infill (filament)

PET Clear 230◦C additive 52 175 149 154 18
100% infill (filament)

PET Clear 230◦C additive -831 -410 -667 -678 68
25% infill (filament)

TPU Clear 230◦C additive -27 106 33 33 25
100% infill (filament)

TPU Clear 230◦C additive -812 -436 -680 -725 100
25% infill (filament)

Form2 STD GREY additive (stereo- 82 140 122 123 9
100% infill lithography)

Form2 Tough additive (stereo- 75 159 132 131 11
100% infill lithography)

polyurethane foam mould -982 -859 -919 -917 18
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silicone rubber mould -921 -715 -798 -798 18
foam

epoxy resin foam mould -433 -70 -272 -271 74

silicone rubber mould 273 315 301 302 8

ionogel poli(HEMA- mould 171 203 190 189 5
co-AN)

ionogel poli(HEMA- mould 180 204 190 190 5
co-AN)+post-processing
with laser at 405 nm

Table C.3: List of polymeric objects manufactured by the C.I.Ma.I.Na group using one
of the technique shown in the table. The information about the CT signal calculated inside
the VOI is reported too.

The types of food we investigated had a very low signal, usually much
lower than water. Instead, among the polymeric objects, two similar materi-
als matched the desired range: the TPU with infill equal to 100% (mean CT
number equal to 33 ± 25 HU) and the PET-G with infill equal to 100% (mean
CT number equal to 149 ± 18 HU). Both these materials were fabricated using
the FFF technique.

An additional material, deeply investigated in this thesis, is the sodium
polyacrylate. It is a non-toxic polymer which appears as a white powder in
its dry form. When a liquid is added to the powder, the sodium polyacrylate
absorbs it, increases its volume and takes a gel-like consistency. For exam-
ple, thanks to this property, this material is a key component of diapers. An
interesting study making use of the volume expansion of the sodium polyacry-
late was performed by Levine et al. [254]. They compared the volume-based
measurement with the approach based on the Response Evaluation Criteria
in Solid Tumors (RECIST)1 by scanning repeatedly the inserts with sodium
polyacrylate after introducing water in the sample at each scan. In this way
they simulated the tumour expansion, with the advantage of knowing the to-
tal mass of the target. They showed that using the volume measure better
predicts the mass of the insert than the RECIST length.

In the study discussed in Chapter 3, we produced various inserts made of
sodium polyacrylate in powder mixed with water or diluted contrast medium.
In summary, the fabrication procedure consisted in the placement of the pow-
der in the container using a small spoon, and then of the liquid using a syringe.

1RECIST provides guidelines to assess tumour growth over time and thus evaluate the
effectiveness of a treatment [255]. The evaluation of changes in tumour size is done by
measuring the unidimensional longest diameter.
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We determined empirically the amount of powder and liquid solution to be used
in order to obtain a homogeneous texture in 0.43 g of sodium polyacrylate and
12 mL of water at room temperature, respectively. We observed that it is bet-
ter to add all the water at once, since pouring the liquid little by little made
the gelling non-continuous, with the consequent formation of less dense areas.
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Appendix D

Reconstruction algorithms
reproducibility: patients vs

phantom

In the following sections the results of the feature reproducibility due to the
reconstruction algorithm from Chapter 2 and Chapter 3 are compared. The
comparison is done considering the same metrics (PV, percentual of variation)
and two different metrics (the two metrics used in the corresponding chapter,
CCC and PV).

D.1 Comparison using PV

The PV for the 103 patients of Chapter 2 was calculated for each feature for
all the patients between the FBP and the reference IR reconstruction using
eq. 3.6. For each feature, the median value was then taken among the patients
from the four populations separately. These results were compared visually
with the PV value calculated in phantoms, taking the median values among
the nine polyacrylate inserts. The plots were created for each of the four
protocol (Discovey CT750 HD-120 kVp, Optima CT660-120 kVp, Discovey
CT750 HD-100 kVp, Optima CT660-100 kVp) and are shown in Figure D.1,
where each point is a single feature (original type, 140 total features).

These plots show that the majority of the features had a similar behaviour
in the two cases, with in general a worst reproducibility in phantom. This dis-
crepancy may be due to a less numerosity of “subjects ” in phantom compared
to patients or to a difference in the texture.

D.2 Comparison using CCC and PV

The reproducibility in patients and in phantom was also compared using the
metrics adopted in Chapter 2 and Chapter 3, which were the CCC for patients
and PV for the phantom. The CCC among the 103 patients was calculated
between the FBP and the IR60 reconstructions (eq. 2.1). For the phantom
analysis, instead, the median PV among the polyacrylate inserts and the four
acquisition protocols was considered. Figure D.2 plots the value of the PV in
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phantom and the CCC in patients for each original feature.
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Figure D.1: Comparison of the PV calculated between FBP and the reference IR for the
four acquisition protocols. Each point represents an original feature.
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Figure D.2: Comparison of the PV calculated in phantom and the CCC in patients
between FBP and the IR. Each red point represents an original feature. The two considered
thresholds, 0.85 for CCC and 0.10 for PV, are highlighted in red.

The 42% of the features resulted reproducible in both the studies (CCC ≥
0.85 and PV ≤ 0.10), while the 15% were not stable between the two recon-
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struction algorithms in both the studies (CCC < 0.85 and PV > 0.10). The
remaining 43% of the features, instead, was not in agreement between the two
studies. When 0.20 was chosen as threshold for the phantom analysis, the
agreement increased to 78%.

In Table D.1 we reported the list of features based on the value of the PV
and CCC in the two analyses.

CCC≥0.85
PV≤0.10

CCC≥0.85
0.10<PV≤0.20

CCC<0.85
PV>0.10

CCC<0.85
PV≤0.10

CCC≥0.85
PV>0.20

firstorder 90
Percentile

firstorder Interquartile
Range

glrlm LongRun
Emphasis

glrlm
RunEntropy

firstorder 10
Percentile

firstorder Entropy firstorder Kurtosis
glrlm LongRunHigh
GrayLevelEmphasis

glrlm ShortRun
Emphasis

glszm SizeZone
NonUniformity

firstorder Maximum
firstorder RobustMean
AbsoluteDeviation

glrlm LongRunLow
GrayLevelEmphasis

glszm Zone
Entropy

glszm Zone
Percentage

firstorder Mean
AbsoluteDeviation

firstorder Skewness
glrlm RunLength
NonUniformity
Normalized

glcm1 Id
gldm Large

DependenceLow
GrayLevelEmphasis

firstorder Mean firstorder Variance glrlm RunPercentage glcm1 Imc2
gldm Small
Dependence
Emphasis

firstorder Median
glrlm GrayLevel

Variance
glrlm RunVariance

glcm1 Inverse
Variance

gldm Small
DependenceLow

GrayLevelEmphasis

firstorder Minimum
glrlm ShortRunLow
GrayLevelEmphasis

glszm LargeArea
Emphasis

glcm1 Contrast

firstorder Range
glszm SizeZoneNon

UniformityNormalized
glszm LargeAreaHigh
GrayLevelEmphasis

glcm1 Difference
Average

firstorder
RootMeanSquared

gldm GrayLevel
Variance

glszm LargeAreaLow
GrayLevelEmphasis

glcm1 Difference
Variance

firstorder TotalEnergy
gldm LowGray
LevelEmphasis

glszm ZoneVariance ngtdm1 Complexity

firstorder Uniformity
glcm1 Cluster
Prominence

gldm Dependence
NonUniformity
Normalized

ngtdm1 Contrast

glrlm GrayLevelNon
UniformityNormalized

glcm1 Cluster
Tendency

gldm Dependence
Variance

ngtdm1 Strength

glrlm HighGray
LevelRunEmphasis

glcm1 Difference
Entropy

gldm Large
Dependence
Emphasis

glcm4 Cluster
Prominence

glrlm LowGray
LevelRunEmphasis

glcm1 MCC
gldm Large

DependenceHigh
GrayLevelEmphasis

glcm4 Contrast

161



Appendix D. Reconstruction algorithms reproducibility: patients vs phantom

glrlm ShortRunHigh
GrayLevelEmphasis

glcm1 SumSquares
gldm Small

DependenceHigh
GrayLevelEmphasis

glcm4 Imc1

glszm GrayLevelNon
UniformityNormalized

ngtdm1 Coarseness glcm1 Idm ngtdm4 Contrast

glszm GrayLevel
Variance

glcm4 Cluster
Tendency

glcm1 Imc1
glcm7 Cluster
Prominence

glszm HighGray
LevelZoneEmphasis

glcm4 Correlation glcm1 JointEnergy glcm7 Imc1

glszm LowGray
LevelZoneEmphasis

glcm4 Difference
Average

glcm1 Maximum
Probability

ngtdm7 Contrast

glszm SmallArea
Emphasis

glcm4 Difference
Variance

glcm4 Maximum
Probability

glszm SmallAreaHigh
GrayLevelEmphasis

glcm4 Imc2
glcm7 Maximum

Probability

glszm SmallAreaLow
GrayLevelEmphasis

glcm4 JointEnergy

gldm Dependence
Entropy

glcm4 MCC

gldm GrayLevel
NonUniformity

glcm4 SumSquares

gldm HighGray
LevelEmphasis

ngtdm4 Strength

glcm1 Autocorrelation
glcm7 Cluster

Tendency

glcm1 ClusterShade glcm7 Contrast

glcm1 Correlation glcm7 Correlation

glcm1 Idmn
glcm7 Difference

Average

glcm1 Idn
glcm7 Difference

Variance

glcm1 JointEntropy glcm7 Imc2

glcm1 SumAverage glcm7 JointEnergy

glcm1 SumEntropy glcm7 MCC

glcm4 Autocorrelation glcm7 SumSquares

glcm4 ClusterShade ngtdm7 Strength

glcm4 Difference
Entropy

glcm4 Id
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glcm4 Idm

glcm4 Idmn

glcm4 Idn

glcm4 InverseVariance

glcm4 JointEntropy

glcm4 SumAverage

glcm4 SumEntropy

ngtdm4 Coarseness

ngtdm4 Complexity

glcm7 Autocorrelation

glcm7 ClusterShade

glcm7 Difference
Entropy

glcm7 Id

glcm7 Idm

glcm7 Idmn

glcm7 Idn

glcm7 InverseVariance

glcm7 JointEntropy

glcm7 SumAverage

glcm7 SumEntropy

ngtdm7 Coarseness

ngtdm7 Complexity

Table D.1: List of original features falling in the range of values defined by the threshold
0.85 for the CCC analysis in patients and 0.10 or 0.20 for the PV analysis in phantom.
The two columns with the red title correspond to the cases where the features resulted
reproducible (column 1) or non-reproducible (column 3) in the analyses of both Chapter 2
and Chapter 3.
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Appendix E

Semi- and fully automatic
segmentation

E.1 Semi-automatic segmentation: the GrowCut al-

gorithm

Most of the semi-automatic tools for medical imaging segmentation are based
for their simplicity on the active contour or the region-based approaches.

The active contour technique, also referred as Snake, starts from a paramet-
ric curve which is deformed during the algorithm iterations in order to match
the boundary of the target object. This deformation is controlled by the min-
imisation of an energy function, which rules both the contour localisation inside
the image and a smooth deformation following the lines and edges.

A region-based model, instead, starts from one or more voxels — named
seeds — inside the volume of interest and “grows” through the connected voxels
following a criterion of similarity among their grey-level intensities. For exam-
ple, the expansion process from the starting seeds may stop when it collides
with an edge. A relevant limitation of this technique is the dependence of the
final result on the choice of the similarity criterion and on the input seeds.
Moreover, it is possible that due to the noise of the image the criterion of sim-
ilarity loses its validity, and some holes are generated inside the segmentation.
In this thesis work, the GrowCut algorithm — based on the region growing
technique — was used.

The GrowCut algorithm starts from some seeds manually drawn by the op-
erator both in the target objects and in the background (each with a different
label). Then, from these inputs the algorithm classifies the voxels iteratively
using a weighted similarity criterion [256,257]. Vezhnevets et al. [256] described
the growing process using the bacteria simile: at each iteration the segmen-
tation grows from the seeded voxels as the bacteria spread attacking their
neighbour cells, until they have available space. Bacteria with greater force
defeat the less strong cells, thus imposing their “label” and “strength”. In an
image, the strength of a voxel is a measure of how likely that voxel is assigned
to the correct label. The maximum strength is assigned to the seed points,
while unlabelled voxels at the beginning have a strength equal to zero. The
force of a voxel (the conqueror) is given by multiplying its strength with the
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difference in grey-level intensities with the surrounding voxel (the defender).
Convergence is achieved when all voxels are labelled, and their labels do not
change iteration after iteration.

The algorithm works both with 2D and 3D images and allows multi-label
segmentations. Moreover, it is based on an interactive procedure, which means
that the user can revise the output segmentation and guide the algorithm in
real time towards the correct solution, by introducing new seeds where the
algorithm does not work properly.

The main drawbacks of the GrowCut algorithm are that it requires a human
intervention, even if minimal compared to manual segmentation, and that the
results are not fully reproducible since they depend on the input seeds. Nev-
ertheless, it does not need intensive computational power, and thanks to its
interactivity the resulting segmentation can be updated on-the-fly according
to the indications of the physician. Moreover, the code has been already imple-
mented in 3DSlicer (Grow from seeds tool), and therefore available to everyone,
since 3DSlicer is a free software. This last point is important to make the
results from different working groups comparable and integrable.

E.2 Fully automatic segmentation: the U-Net

Neural networks are an extremely interesting and complicated topic on which
entire theses can be written. Here I content myself with giving the basic notions
which are required in order to understand the application of convolutional
neural networks discussed in the next sections. For a thorough discussion the
interested readers can refer to ref. [258,259].

Neural networks

A neural network is a collection of operational nodes connected to each other.
Each node, or neuron, takes an input and transforms it into an output by
performing a certain operation which depends on parameters. The neurons
are arranged into layers. The first layer takes as input the data to be analysed,
such as an image. The last layer returns the desired output. Each layer feeds
the processed data into the consecutive one. The number of layers, the number
of neurons per layer, and the neuron’s operation distinguish different kinds of
neural networks.

The objective is therefore the identification of a function that maps the
input x ∈ RN into the output data y ∈ RM ,

y = f∗(x) .

This function is typically unknown (the symbol * is used to denote this as-
pect). The only ingredients that are known, and therefore used to build the
target function, are the N inputs x and — in the case of a supervised learning
technique — the corresponding outputs yi = f∗(xi) ∀ i in [1, N ].
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The training procedure consists in finding a function ỹ, which is an approx-
imator of the real function f . This approximation function is defined using a
non-linear function — named activation function (g) — which depends on some
parameters, named weights (w) and bias (b). The sigmoid, the hyperbolic
tangent and the ReLu (Rectified Linear Unit, defined as g(x) = max(0, x)) are
examples of activation functions often used in neural networks. The approxi-
mation function can then be expressed iteratively as

ỹ = G[K] = g[K](w[K] ·G[K−1] + b[K]) , (E.1)

where K identifies the last layer of the network, and G[l] is the activation of
the generic l-th layer (with 1 ≤ l ≤ K),

G[l] = g[l](z[l]) ,

z[l] = w[l] ·G[l−1] + b[l] .
(E.2)

Denoting by u[l] the number of units in the l-th layer, b[l] ∈ Ru[l] and w[l] ∈
Ru[l]×u[l−1]. The iteration starts with the input layer, G[0] = x.

Constructing the approximation function ỹ means identifying the best val-
ues for all the parameters θ (including both the weights w and the bias b)
through a training procedure consisting of two steps: the forward- and the
back-propagation.

In the forward-propagation, the network is evaluated from input to output,
passing through the various hidden layers, mapping the inputs x onto the
output data y for the given values of the parameters θ. The learning process is
achieved by minimising iteratively a cost function which measures the“distance”
of the network’s output from the known target.

The loss function can be represented in general as

L(θ) =
1

N

N∑
i=1

ℓ(ỹi, yi) +R(θ) , (E.3)

where N is the number of points in the training dataset, and ℓ the cost function
evaluated on each training point. Typical examples of loss function ℓ are the
mean square error and the mean absolute error (also known as L2 and L1

norms, respectively) for regression problems, and the cross entropy loss for
classification problems.

A regularisation term (R in Eq. (E.3)) is usually added to the loss function
as well. It is a function of the parameters which favours smaller values of the
latter in the minimisation of the cost L. This reduces the complexity of the
network and thus the risk of overfitting. Examples of regularisation techniques
are the L1 and L2 norms.

The best parameters θ∗ for the network are defined as those for which the
loss function is minimal,

θ∗ := argminθ L(θ). (E.4)
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The optimisation procedure therefore consists in the minimisation of the loss
function. This is achieved with the gradient descent algorithm, which consists
in updating iteratively each parameter of the network by a small value, pro-
portional to the derivative of the loss function with respect to the parameter
which has to be updated. Accordingly, the value of the parameters θ at each
step t of the iteration becomes

θ(t) = θ(t−1) − η
∂

∂θ
L(θ(t)) , (E.5)

where ∂
∂θ

denotes the gradient with respect to the parameters of the network,
and η is the learning rate, namely how much the gradient points towards the
minimum at each step t of the iteration. It is a crucial hyper-parameter, since
it affects the training and the achievement of the minimum. It can be either
set to a constant throughout the training, or varied step by step in order to
improve the speed of convergence of the algorithm.

Each step of the gradient descent therefore requires the computation of
the loss function and of its gradient with respect to the parameters of the
network. While the loss function is evaluated with the forward propagation
as discussed above, its derivatives are computed with the back-propagation
algorithm. The latter takes its name from the fact that the loss function is
propagated backward in the network from the outputs to the inputs, computing
the derivatives layer by layer. Let us consider eqs. E.1 and E.2. For the sake
of simplicity, we neglect the regularisation part in the loss function. The
derivatives of the loss function can be computed with the chain rule. The
derivatives with respect to the parameters of the l-th layer are given by

∂L

∂w[l]
=

∂L

∂z[l]

∂z[l]

∂w[l]
=

∂L

∂z[l]
G[l−1] ,

∂L

∂b[l]
=

∂L

∂z[l]

∂z[l]

∂b[l]
=

∂L

∂z[l]
.

(E.6)

The G[l−1] factor is known for each layer l form the forward-propagation part of
the optimisation. The only element which remains to be computed is ∂L/∂z[l].
The latter is obtained during the back-propagation from the [l+1] layer, where
the derivatives have already been calculated, as

∂L

∂z[l]
=

∂L

∂z[l+1]

∂z[l+1]

∂z[l]
=

∂L

∂z[l+1]
w[l+1] ∂g

[l]

∂z[l]
, (E.7)

where in the last equality eq. E.2 is used, exchanging [l] with [l+ 1] and [l− 1]

with [l]. In this equation, ∂L/∂z[l+1] and w[l+1] are known from the previous
layer [l + 1] of the back-propagation, and ∂g[l]/∂z[l] is fixed by the definition
of the activation function g. Therefore, the two derivatives in eq. E.6 are
determined from the forward-propagation and from the preceding layer of the
back-propagation phase.

This procedure is repeated several times until the algorithm reaches a min-
imum. Usually, at the first step of the iteration (t = 1) the parameters are

168



E.2. Fully automatic segmentation: the U-Net

set to random values. If L(θ) is convex, differentiable and its gradient is
Lipschitz-continuous with constant C > 0 (i.e. ||∂L(θ1)

∂θ
− ∂L(θ2)

∂θ
|| ≤ C ||θ1 − θ2||

∀ θ1,θ2), the gradient descent converges to an optimum θ∗ for t → ∞ provided
that η ≤ 1/C. If instead L(θ) is derivable but non-convex and its gradient
is Lipschitz-continuous, the gradient descent algorithm converges to a local
minimum for t → ∞ provided that η ≤ 1/C.

Since the gradient descent algorithm requires the sum over the entire train-
ing set for each parameter and each step of the iteration, the update of the
parameters may take a long time. This issue can be overcome with the stochas-

tic gradient descent, which instead relies on the evaluation of the gradient in a
single randomly chosen training point, rather than the entire dataset. Picking
a single point at each step may however cause the gradient to oscillate during
its path towards the minimum. The mini-batch gradient descent is a compromise
between the two types of gradient descent described above, making use of a
subset of the training set — named mini-batch — to update the parameters
at each step.

The result of the training is a network with values of the parameters tuned
so as to perform the desired task in an optimal way on the training data.
The trained network is then tested on another set of labelled data to assess
the network performance. Once the network is validated, it can be used on a
dataset with unknown targets.

Convolutional neural network

Convolutional neural networks (CNNs) are a particular kind of neural net-
works. The typical CNN layer architecture is shown in Figure E.1. This archi-
tecture is particularly suitable for image analysis thanks to layers of neurons
which convolve the input data with filters (or kernels). The result of the con-
volution is then run through the activation function which further filters the
output and introduces non-linearity. Each filter generates an abstract image
named feature map which is obtained by drawing out a certain feature from
the input image. Each layer may involve multiple filters and thus creates var-
ious feature maps. The convolutional neurons of the first layer, for instance,
usually detect basic patterns such as straight edges. More complex features
are extracted as we go deeper into the network.

Convolutional filters can be then followed by a pooling layer. The pooling
layer, instead, introduces local shift invariance and reduces the spatial resolu-
tion of the feature map (merging local group of neurons into a single unit in the
next layer, for example taking the average or the maximum of this group), re-
ducing the number of parameters and therefore the computational complexity.
The last layer, instead, is a fully connected layer, by which the final prediction
(such as a classification) is made. The main property of this network is the
local connectivity, since the input of each unit comes from a limited number of
pixels — close to each other and usually correlated to create patterns — of the
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Figure E.1: Schematic representation of the CNN. The input image passes through a
series of n convolutional layers and pooling layers. At each step i of this series, the filters
can be applied independently multiple times, according to the depth ci of the filter, called
channel. The output extracted from each of these filters is thus a different feature map.
Then the resulting object is flatted to turn it into an array and to be processed by a fully
connected layer (in which each neuron is connected to all the neurons of the next layer) for
the classification. For each possible label a probability is associated based on the features
extracted in the previous layers.

previous feature map (corresponding to area convolved to the filter, named the
receptive field). The size of the receptive field defines the size of the feature that
can be caught by the network: multi-scale approaches are usually adopted to
identified both small and large patterns inside the input image.

The FCNN, instead, is made of two parts: an encoding and decoding struc-
ture. The encoding part is the CNN architecture described above, in which the
input image is compressed through a series of convolutions, that capture the
image features at a lower and lower dimensional space. At the end of the en-
coding part, instead of the fully connected layer of the standard CNN, there is
the decoding path, which applies deconvolutions to restore the original image
resolution. With these two processes, the image is down-sampled to extract
high level features and its size is more and more reduced, and then it is up-
sampled increasing the spatial dimension and carrying the high-level features
learned during the decoding phase to the initial resolution. Finally, the last
layer is a classification operator, in which each pixel of the output image is
assigned to a label. Since the classification is performed pixelwise, the final
prediction maintains the information about the localisation. The final outputs
of the training are the kernels that must be able to provide a predictive mask
once applied to a new image, by properly classify each pixels/voxels of the
input image.

U-Net

An improvement of FCNN architecture described above consists in the addic-
tion of long skip-connections, which are operations of concatenation between the
feature maps of the two side of the network (down-sampling and up-sapling
parts) at the same depth level. This is the peculiarity of the U-Net archi-

170



E.2. Fully automatic segmentation: the U-Net

tecture [232, 233]. The U-Net has the same structure of a FCNN but with
skip-connections between the encoding and decoding paths: since each layer of
the deconvolution step is receiving information from a lower spatial resolution
layer, thanks to the skip connections it recovers the lost spatial localisation di-
rectly from the higher resolution layers of the encoding part [260]. In this way,
each layer of the decoding architecture has both the high-level information but
at lower resolution from the previous layer, and the more detailed information
but at lower level from the corresponding layer of the encoding path.

Figure E.2 shows a schematic representation of the U-Net network. The first
thing that catches the eye is its u-shaped structure.

Figure E.2: Schematic representation of the U-Net, with its symmetrical encoder-decoder
structure.

At the top left of the Figure E.2 there is the input image of size M×N . This
data is given to the encoding part of the network which is a succession of n

convolution blocks. Each block is made of a convolutional layer, an activation
function (usually a rectified linear unit function) and a max pooling filter. The
number n defines the depth of the network. The higher is the value of n, more
features can be captured, but more parameters must be learned during the
training and the network complexity increases. From the bottom to the top
of the architecture there is the decoding part (on the right part of the chain),
which is symmetric to the encoding part except for the deconvolution filters
used to restore the original size instead of the convolutional ones. In the centre,
the black dotted arrows represent the skip-connections, which connect the left
down-sampling part with the corresponding up-sampling layers. At the end of
the n deconvolutional blocks, the network generates a map of probability. Each
point of the map returns how likely it is that the corresponding pixel belongs
to each class. Finally, the class with the highest probability is assigned to each
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pixel. In case of the contouring of a single object (i.e. the lesion in medical
imaging), there are only two classes: the background (pixels equal to 0, black
in the figure) and the target object (pixels equal to 1, white in the figure).

The prediction masks of the training data are compared to the real labels,
given in input, and the weights are optimised at each iteration in order to
reduce as much as possible the difference between the ground truth and the
prediction. The choice of the loss function can impact the performance of the
network [261]. Typical functions investigated for the segmentation task are
the cross entropy [232] and the DICE coefficient [236].

Since the correct labels are provided to the algorithm at the beginning of the
learning process as reference examples and are used during the minimisation
operation, the architecture illustrated — and used in this thesis — is based on
a supervised learning approach.

nnU-Net

The network used in this thesis was the nnU-Net (‘no-new-net”), developed
by Isensee and colleagues in 2021 [239]. The nnU-net is a self-configurating
framework, meaning that it is able to adapt the hyperparameters and net-
work architecture based on the characteristics of the input dataset of images.
The nnU-Net, in fact, is able to select the pre-processing, the structure of
the architecture, the training and the post-processing ad-hoc according to the
characteristics of the input dataset, by applying some simple heuristic rules.
For instance, the algorithm fits the patch size and the batch one according to
the memory consumption. More in detail, larger the patch size is and better
the global information are seen by the algorithm, nevertheless higher compu-
tational resources are requires. Therefore, the network starts considering the
median size of all the images after resampling. Then it reduced the size iter-
atively until the estimated resources are below the GPU limits. If the patch
size is reduced the batch size is set to 2, if not it is increased until reaching
the available computational memory. Thanks to this automatic configuration
of the pipeline, the network is able to adapt itself to completely different tar-
gets. The developers of the nnU-Net, for example, showed the feasibility of
using this type of self-configuring architecture on a large variety of biomedical
datasets, mainly composed of MRI and CT images, succeeding in segmenting
different anatomical structures, both tumours (lung, brain, liver and kidney
lesions) and organs (heart, liver, and kidneys).

All images are resampled with a third order spline interpolation, while the
corresponding masks with linear interpolation. In case of anisotropic voxel
(which is defined as maximum axis spacing / minimum axis spacing > 3),
both images and masks are resampled with the nearest neighbour for z di-
rection. The grey-level intensities are normalised using the z-score technique
(subtracting the mean and then dividing by the standard deviation), but for
CT modality the images are clipped between the 0.5 and the 99.5 percentiles of
the foreground and then the z-score normalisation is applied. Data augmenta-
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tion is also computed, and it includes rotation, scaling, mirroring, addition of
Gaussian noise and Gaussian blur, gamma correction, modification of the im-
age brightness and contrast, and reduction of the image resolution. The type of
augmentation is chosen randomly according to a predefined probability value.
The intensity of each augmentation procedure is assessed by extracting ran-
domly from a predefined range the value of the parameter characteristic of
each augmentation type.

Finally, for the training two loss functions are used by taking their average:
a DICE and a cross-entropy loss functions.

Limitations

Some challenges still have to be faced in the application of deep architectures
in the medical field [262,263].

One of the main limitations is the difficulty in collecting large and balanced
dataset of labelled images. When the number of the parameters learned during
the training is large compared to the input data size, the network encounters
the overfitting problem (see Section 1.2 for the definition). For this reason, it is
important to feed the network with a large and heterogeneous training data,
otherwise it may be not able to generalised on never seen samples. Testing
the network on an independent dataset is often required to be sure that the
network is not in overfitting. Data augmentation, the use of the dropout in the
architecture or the transfer learning [264] may help to reduce this issue.

A second point is the choice of the hyperparameters. Hyperparameters are
parameters that are not learned during the training process, but they are set
at the beginning by the operator and dictate the entire training process. For
example, the number of layers, the filters sizes and the type of optimisation
algorithm are typical hyperparameters in CNN. At the moment, fixed values
to be used have not been established yet, but case by case it is possible to find
in literature advice from other expert developers. Fortunately, there are some
tools that optimise the choice of the hyperparameters [265]. However, these
algorithms require a long time for the optimisation and the best hyperparame-
ters are obtained ad-hoc for each particular training set, and therefore are not
generalisable.

Another important aspect is the computational requests, in particular with
complex network such as the 3D architectures. Usually, GPU acceleration
hardware is required to speed up and complete the training.

Last but not the least, one of the most mentioned problems of deep net-
works is the not easy interpretability of its hidden layers. For this reason, these
deep algorithms are defined as black box models. In fact, it is not straightfor-
ward to figure out what and where the network is learning, making therefore
difficult to understand what is happening during the training and the reasons
of wrong classifications. However, recent techniques have been developed to
help in the interpretation of the results through visualisation approaches. The
main idea of such algorithms is to identify the features that are relevant for
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the prediction, highlighting the areas inside the image that contribute mostly.
Examples of such algorithms are the Local Interpretable Model-agnostic Ex-
planations (LIME) algorithm [266] and the Gradient-weighted Class Activation
Mapping (Grad-CAM) algorithm [267].
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Wei Ting Hwang, Sharyn I. Katz, Charu Aggarwal, Jeffrey C. Thompson,
Erica L. Carpenter, and Despina Kontos. Combining radiomic pheno-
types of non-small cell lung cancer with liquid biopsy data may improve
prediction of response to EGFR inhibitors. Scientific Reports, 11(1):1–13,
2021.

[162] Jooae Choe, Sang Min Lee, Wooil Kim, Kyung Hyun Do, Seonok Kim,
Sehoon Choi, and Joon Beom Seo. CT radiomics-based prediction of
anaplastic lymphoma kinase and epidermal growth factor receptor mu-
tations in lung adenocarcinoma. European Journal of Radiology, 139:109710,
2021.

193



Bibliography

[163] Lan Song, Zhenchen Zhu, Li Mao, Xiuli Li, Wei Han, Huayang Du,
Huanwen Wu, Wei Song, and Zhengyu Jin. Clinical, Conventional CT
and Radiomic Feature-Based Machine Learning Models for Predicting
ALK Rearrangement Status in Lung Adenocarcinoma Patients. Frontiers

in Oncology, 10:1–14, 2020.

[164] Xin Tang, Yuan Li, Wei Feng Yan, Wen Lei Qian, Tong Pang,
You Ling Gong, and Zhi Gang Yang. Machine Learning-Based CT Ra-
diomics Analysis for Prognostic Prediction in Metastatic Non-Small Cell
Lung Cancer Patients With EGFR-T790M Mutation Receiving Third-
Generation EGFR-TKI Osimertinib Treatment. Frontiers in Oncology,
11:1–10, 2021.

[165] Xinguan Yang, Xiao Dong, Jiao Wang, Weiwei Li, Zhuoran Gu, Dashan
Gao, Nanshan Zhong, and Yubao Guan. Computed Tomography-Based
Radiomics Signature: A Potential Indicator of Epidermal Growth Fac-
tor Receptor Mutation in Pulmonary Adenocarcinoma Appearing as a
Subsolid Nodule. The Oncologist, 24(11):e1156–e1164, 2019.

[166] Hailin Li, Rui Zhang, Siwen Wang, Mengjie Fang, Yongbei Zhu, Zhenhua
Hu, Di Dong, Jingyun Shi, and Jie Tian. CT-Based Radiomic Signature
as a Prognostic Factor in Stage IV ALK-Positive Non-small-cell Lung
Cancer Treated With TKI Crizotinib: A Proof-of-Concept Study. Fron-

tiers in Oncology, 10:1–9, 2020.

[167] Mattea L. Welch, Chris McIntosh, Benjamin Haibe-Kains, Michael F.
Milosevic, Leonard Wee, Andre Dekker, Shao Hui Huang, Thomas G.
Purdie, Brian O’Sullivan, Hugo J.W.L. Aerts, and David A. Jaffray. Vul-
nerabilities of radiomic signature development: The need for safeguards.
Radiotherapy and Oncology, 130:2–9, 2019.

[168] Ivan Zhovannik, J. Bussink, Alberto Traverso, Zhenwei Shi, Petros
Kalendralis, Leonard Wee, A. Dekker, Rianne Fijten, and René Mon-
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