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“And if you feel that you can’t go on
And your will’s sinkin’ low

Just believe, and you can’t go wrong
In the light you will find the road

Though the winds of change may blow around you
But that will always be so...
I will share your load.”

Led Zeppelin, Physical Graffiti (Feb 24, 1975)
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Chapter 1
Introduction

The goal of this thesis is to investigate the potential use of dark-field
Digital Holographic Microscopy for advanced semiconductor overlay
metrology. We will present first overlay metrology results using a novel
off-axis dark-field digital holographic microscopy concept that acquires
multiple holograms in parallel by angular frequency multiplexing. The
presented results show potential for significant improvement and that
digital holographic microscopy is a promising technique for future over-
lay metrology tools. Theoretical analysis and experimental investiga-
tions will be presented to validate this potential and quantify to which
extent it can be considered the future overlay metrology tool. This
chapter offers a brief introduction to semiconductor industry and the
challenges of semiconductor metrology and clarifies the context of our
research towards the use of holographic microscopy with an overview
of holography and its application. The structure of the thesis is out-
lined at the end of this chapter.

1.1 Semiconductor Industry

In the era of the fourth industrial revolution, semiconductor industry has shown
outstanding developments. Starting with a single transistor on a computer chip
in the early 60s to fabricating billion transistors on a chip of roughly the size of a
grain of sand [1]. This evolution has significantly impacted on our daily life, from
electronic devices, such as computers and smartphones, to modern automobiles
and medical equipment.

These rapid developments in the micro-electronics industry have been achieved
by a continuous and aggressive reduction of the dimensions of semiconductor
devices, a trend known as Moore’s law [2]. Semiconductor devices like memory
and logic CPU’s are built ‘layer-by-layer’ in a sequence of repeating steps of
lithography, etching, deposition etc. Smaller device features help to reduce power
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Figure 1.1: Simplified drawing of the repetitive fabrication process of a semiconductor
device. The lithography step where the patterning of a new product layer start is
marked with ‘exposure’. The patterning of the device features takes place during optical
lithography where a mask (‘reticle’) is imaged on a resist-coated wafer with a diameter
of 300 mm. The field size of the image on the wafer is about 25 × 36 mm2 and
the lithography tool prints this field multiple times on the wafer in a step-and-scan
fashion. After the lithography step the resist is developed and the wafer undergoes
further processing steps like etching or ion implantation.

consumption, increase processing speed and allow more functionality in a smaller
volume. Moreover, the high productivity of today’s semiconductor industry helps
to dramatically reduce the cost which makes semiconductor devices cost-effective
for many applications. Figure 1.1 shows a simplified drawing of the various
repetitive process steps that take place during semiconductor manufacturing [3].

A consequence of this progress is a rapidly increasing demand for chips that are
being used in an increasing variety of applications. This has become particularly
visible during the Covid-19 pandemic where the semiconductor industry has been
struggling to keep up with the demand for chips. Almost every large industry
is currently delaying their production because of that [4]. To deal with such an
outbreak new technologies needs to be explored. Fabrication processes need to be
faster and more efficient and every part of the current nano-lithography systems
has to evolve to match the highly demanding requirements.

Manufacturing functioning chips with sufficient yield requires good control of
the so called Critical Dimension (CD) of device features. Moreover, the patterns
between different layers need to be properly connected and a good control of
overlay (OV) between different layers is required. As a rule-of-thumb the maxi-
mum allowed CD variation is about 10 % of the nominal CD while the maximum
allowed OV error is roughly 30 % of the nominal CD. Today, chips with a CD
as small as several nanometers are being manufactured which requires CD and
OV control that is roughly in the range of 0.5 and 1.5 nm respectively. However,
in practice the required measurement precision must be better than 10 % of the
maximum allowed process excursion. So today’s CD metrology tools need < 0.1
nm precision and OV metrology tools need to be in the 0.1 - 0.2 nm regime [5].

These are challenging requirements since small process variations in the man-
ufacturing environment can lead to CD and OV variations that exceed the tight
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1.1. Semiconductor Industry

sub-nm control limits. As a result, various metrology techniques are used in
production to measure these critical parameters. Metrology techniques can be
applied during development, production and post-production. Scanning elec-
tron microscope (SEM) is one of the most versatile techniques used for in-line
measurements followed by critical dimension small-angle X-ray scattering (CD-
SAXS), where X-rays scattered from periodic nanostructures are analysed to
non-destructively determine the pattern shape. In addition, Transmission elec-
tron microscopy (TEM) and 3D Atomic force microscopy (AFM) have tradition-
ally been used for the needs of semiconductor industry. But for in-depth mea-
surements of parameters like overlay non-destructive and penetrating techniques
have to be used for determining any kind of displacement between subsequent
patterned layers.

The work presented in this thesis will focus on potential improvements of op-
tical overlay metrology so in the next section we will present a brief overview
of the existing optical overlay metrology techniques that are being used today.
Moreover, we will also discuss some of the (future) OV metrology challenges that
these tools are facing.

1.1.1 Overlay Metrology

Overlay (also called registration error) refers to the lateral displacement of the
lithographically exposed and developed pattern in one layer with respect to a
previously created underlying structure in another layer. The measurement and
control of the overlay between subsequent lithography steps is one of the critical
steps in high volume semiconductor manufacturing. Currently the overlay accu-
racy in high-end manufacturing is of the order of 1-2 nm and the precision of
overlay metrology is of the order of 0.1-0.2 nm [6].

We need to denote that there is a lot of confusion in the scientific community
regarding these two terms and their meaning. Overlay accuracy is defined as how
close a measurement is to its correct value. While overlay precision is defined
as how close two or more measurements are to each other, regardless of whether
those measurements are accurate or not. Both terms reflect on how close a mea-
surement is to the true value, but they are not the same. And in fact, in an actual
metrology tool what matters most is its precision for the obvious reason that if
a fabrication process has a good overlay precision, in other words reproducible
results per measurement, and the final product is yielding, the semiconductor
manufactures will not complain about the overlay accuracy.

There are two kinds of optical overlay metrology in semiconductor industry.
The most conventional image-based overlay (IBO) metrology and the diffraction-
based overlay (DBO) metrology that is generally used on layers that have the
most tight overlay control requirements. Many publications has shown that both
the accuracy and total measurement uncertainty of DBO method are superior to
the traditional IBO method, which made DBO the dominant way to measure OV.
On the following subsections, an overview of the two techniques is presented for
a better understanding of the importance of OV for the semiconductor industry.
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1.1.2 Image-Based Overlay

As the name indicates the Image-Based-Overlay metrology (IBO) technique is an
imaging method where a microscope is used to determine the pattern displace-
ments based on the measured images. IBO uses specialized optical imaging tools
and has traditionally been used in the industry, see Ref. [7, 8]. IBO has two basic
measurement modes to perform OV metrology, Bright Field Microscopy (BFM)
and Coherence Probe Microscopy (CPM) [9]. A schematic representation of the
two modes is shown in Figure 1.2.

In Bright Field Microscopy, the tool uses the standard method of optical mi-
croscopy systems. The illumination in the Bright Field microscope is directed
through a complex optical system and high precision optics are used to offer a
high resolution imaging performance. Measurements are performed using white
light while auto-focus is performed via the interferometer. OV is then measured
on specially designed metrology marks.

Figure 1.2: Schematic representation of two measuring modes of IBO. (a) a Bright
field microscope where a collimated beam of a white light source is focused on the
target which then is imaged on an image sensor.(b) a Coherence Probe Microscope
based on a Linnin interferometer. A beam splitter and a reference mirror are added to
allow measurements of the complex field.

The first metrology marks that were used in IBO metrology were the box-in-
box (BiB) targets. A schematic drawing of such a BiB target is shown in Fig
1.3 (a). BiB targets consist of an inner-box (orange blocks) and an outer-box
(blue blocks) in, respectively, the developed resist layer and a previously created
lower layer [10]. The microscope creates an image of this BiB target and overlay
is determined from this image by measuring the position of the inner box edges
relative to the outer box edges.

Over time these BiB targets were replaced by gratings, that are called Ad-
vanced Imaging Metrology marks (AIM), since a grating image has more edges
which improves overlay metrology precision. Figure 1.3. (d) presents an AIM
mark where the inner and outer layers of the wafer are indicated with the blue and
orange blocks respectively. AIM consists of inner and outer structures printed on
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Figure 1.3: Intensity-based overlay marks. (a) Schematic drawing of a Box-in-box
mark (BiB). Blue blocks indicate the bottom layer and orange blocks the top layer.
(b) an actual BiB target and (c) how OV is determined. (d) Schematic drawing of an
Advanced Imaging Metrology mark (AIM). (e) an actual AIM target and (f) how OV
is determined. The optical images (b) and (c) were reproduced from [11].

two subsequent layers. Each of this structure is symmetric with respect to 90◦ ro-
tation. This grating target is characterized by periodic series of lines and spaces.
The center of inner and outer structures is found with kernel (black dotted lines)
to check the grating profile. The overlay is then determined as the vector be-
tween the two centers. The algorithm checks the location of the symmetry point
of pattern associated with current layer and repeats the process for a layer that
is used as a reference. The difference of the two locations is the overlay error.

Coherence Probe Microscopy is an extension to regular microscopy, and was
introduced as a method that enables 3-D measurement of pattern dimensions.
CPM is based on a Linnik interferometer and measures both the amplitude and
phase of an image. For more information about Linnik interferometer theory, see
[12]. The output signal corresponds to the signal of coherent region, by making
a focus scan; the tool gives a ‘cross-section’ image of the target, and then OV is
deduced from this image. CPM is mainly used when process variations creates
an effect that is visible to the BFM, but does not affect the target topography.

In IBO, lens aberrations and illumination imperfections introduce an offset
called tool induced shift (TIS) that can be corrected by measuring the OV for
0◦ and 180◦ wafer orientation [13]. Unfortunately, TIS in IBO is sensitive to
wafer processing variations. For example, film thickness variations will change
the spectral shape and angular distribution of the light that is diffracted by
the gratings which results in varying TIS errors. This variation can only be
minimized by illuminating the target at a well-defined wavelength and a well-
defined illumination angle which goes at the expense of signal level (resulting in
long measurement times).

IBO techniques had already reached the maximum potential of their perfor-
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Figure 1.4: Diffraction-based overlay mark. (a) Top-view of the X and Y gratings of
DBO mark (b) Stacked gratings alignments and how it corresponds to symmetric and
asymmetric scattering of the diffracted light.

mance capability for OV metrology with many challenges that are impossible to
overcome and keep up with the industrial requirements in terms of OV metrol-
ogy precision and accuracy. This is the reason why semiconductor industry is
focused on scatterometry based analysis to measure overlay with the so called
Diffraction-based OVerlay that will be addressed in the following paragraph.

1.1.3 Diffraction-Based Overlay

In order to deal with the highly demanding overlay requirements of today’s semi-
conductor devices, Diffraction-Based Overlay metrology (DBO) [9, 14, 15] was
successfully introduced several years ago as an improved method to measure OV.
For scatterometry-based 3D overlay, displacement between the layers is deter-
mined from intensity variations among the diffracted orders from stacked grat-
ings (named DBO marks). A DBO mark consists of small overlapping gratings
in the resist layer and an underlying layer. The periodicity of the grating lines
or the grating pitches range from 400 to 1600 nm and the size of the DBO marks
ranges from 58 × 58 to 5 × 5 µm2.

If the gratings are perfectly aligned (=zero overlay error) they form a symmet-
ric composite grating with symmetric scattering properties. However, a small
misalignment (OV error ̸= 0) creates an asymmetric composite grating which
changes the intensities of the +1st diffraction order (I+1) and the -1st diffraction
order (I-1) as schematically shown in Figure 1.4.

The superiority of DBO with respect to IBO is in the fact that the OV infor-
mation is encoded in an intensity difference instead of the location of edges in
an image. This makes the measurement in DBO less sensitive to aberrations in
the optics between the target and the detector. Moreover, in DBO the individual
grating lines no longer need to be resolved which allows the use of smaller grating
pitches which further improve metrology precision.

18



1.1. Semiconductor Industry

1.1.4 Signal formation in µDBO

In order to explain the signal formation in DBO we use a simple plane-wave
propagation model. A schematic drawing of the signal formation is shown in Fig.
1.5 where the properties of the wafer can potentially affect the signal processing.

With the assumption of a plane wave propagation, the intensities I+1 and I-1
are given by:

I+1 = |Aejα + Bejβ |2 = A2 + B2 + 2ABcos(β − α), (1.1)

I−1 = |Ae−jα + Bejβ |2 = A2 + B2 + 2ABcos(β + α), (1.2)

where A,B are the amplitudes of the waves diffracted for the top and bottom
grating respectively.

Here α is a phase term introduced by a spatial translation of the top layer that
is proportional to OV :

α = 2π
OV

P
, (1.3)

with P the grating pitch. β is a phase term for the bottom grating that depends
on the thickness of the wafer :

β = 4π
T

λ
, (1.4)

the bottom grating carries the phase depending on the extra distance traveled
due to the height difference T .

Figure 1.5: (a) Schematic of a plane wave hitting a top and bottom grating, with the
first diffraction orders of both gratings. (b) Intensity versus phase term α. The expected
swing curve which around the origin reveals a linear dependency between OV and ∆I
(solid red and blue lines). (c) Sensitivity K for two wafers with different thicknesses T .
Color indicates different T for a measured ∆I.

Normally, the OV is very small compared to the grating pitch, P so the angle
α is close to 0 and we can use the approximation sin(α) = α and cos(α) = 1.
Under those conditions the detected intensities are given by:
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I+1 = A2 + B2 + 2ABcos(β) + 4π
AB

P
sin(β)OV (1.5)

I−1 = A2 + B2 + 2ABcos(β) − 4π
AB

P
sin(β)OV (1.6)

The intensity asymmetry between the two diffraction orders, ∆I = I1 − I−1 is
then:

∆I = 4AB × sin(β)sin(α)

≈ 8π
AB

P
sin

(
4π

T

λ

)
OV. (1.7)

For the sake of simplicity we have excluded phenomena like bouncing waves
between top and bottom layers or asymmetric grating lines. However, despite this
rather extreme simplification it still serves as a useful expression that takes into
account all the essentials in order to obtain overlay information from a grating.
Equation (1.7) is the core of the DBO Model. However, on the OV measurements
that we will present in Chapter 2, the expected OV errors are many times smaller
than the grating pitch and we will approximate this equation with the following
simplified expression:

∆I ≡ I+1 − I−1

I+1 + I−1
≈ K(λ) ×OV, (1.8)

for convenience, we have normalized the intensity difference to the total intensity.
Here K(λ) is a stack sensitivity parameter that depends on the geometry of the
grating and the material properties of the thin film stack in which the gratings are
embedded. This parameter is an unknown scale factor that can become as small
as 10-2 nm-1 which results in the need for an accurate and robust measurement of
the +1st and -1st order intensities. K is essentially unknown since it depends on
the grating properties and the optical properties of the materials between the top
grating and bottom grating. In practice these properties are not known, making
it impossible to accurately calculate the OV error without eliminating this factor.

Equations (1.7) and (1.8) show that the unknown overlay sensitivity K also
depends strongly on wavelength. [16]. This behaviour is shown in Fig. 1.5(c).
To obtain a robust measurement of overlay, attention should be paid to the
measurement settings such as the selected wavelength for known thickness of the
wafer. As shown in Fig. 1.5(c) a careful selection of wavelengths can eliminate
the sensitivity factor. However, the results of [16] have shown that near-zero
stack sensitivity corresponds to unstable overlay measurement conditions on the
swing-curve and such regions must be avoided.

In Chapter 2, we will show that this term can be eliminated by measuring the
intensity difference on two pairs of overlapping gratings where a small known
shift (“bias”) is added to the unknown OV error. This “bias” is a designed shift
within the linear region of the swing curve. Then the intensity differences can
be measured using, for example, a scatterometer [17] or a dark-field microscope
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[18]. However, differential intensity noise between these two off-axis illumination
beams must be low since overlay is encoded in an intensity difference between a
+1st order and a -1st order.

1.1.5 Challenges in Optical Overlay Metrology

Continuous improvements in optical overlay metrology are needed to keep up with
shrinking device dimensions in modern chips. This generates new challenges that
optical metrology faces which lead to demanding metrology sensor requirements.
Most of these challenges are related to the dimensions or the materials that are
used on today’s wafers and how they are associated with the performance of
metrology tools.

Starting with the size of the metrology targets, since the semiconductor indus-
try is advancing to smaller and smaller dimensions in modern chips, it is essential
to reduce the size of the metrology targets. This has a lot of benefits but also
comes at a price. Smaller metrology targets have the advantage to be placed in-
die (enabling intra-field corrections) instead of only in the scribe lanes of a wafer,
allowing more freedom and flexibility in metrology target placement [19]. Mul-
tiple targets of different designs nearby ensures accurate overlay measurements
during film stack changes, as it gives the freedom to choose an overlay target
that matches the optical properties of the film stack. And finally smaller targets
enable a throughput gain when more than one overlay targets are measured in a
single acquisition, which might be beneficial for edge placement error control.

On the dark side of this development, smaller target size can affect the overlay
error performance since the periodic gratings of an Overlay target cannot be
considered as pure infinite gratings anymore [20]. When the size of an individual
target becomes smaller than 5 × 5 µm2 and the grating pitch is on a range of a
few hundred nanometers, finite grating effects will emerge due to edge effects. For
instance, the currently smaller OV mark (the C4) has a 2.2 × 1.5 µm2 size and
consists of only four grating lines. A consequence of diffraction of a smaller area
is a decrease in the diffraction efficiency (fewer diffracted photons are captured
by the optics). Later on we will show that this is also related to the thickness of
the resist layer which also becomes thinner and thinner over time. Finally, the
small targets introduce optical leakage and proximity effects from the surrounding
structures and could degrade the accuracy of the measurement.

Figure 1.6.(a) summarizes the OV target size challenge. DBO marks with sizes
that ranges from 8 × 8 down to 2.2 × 1.5 µm2 were imaged with a dark-field
microscope. All dark-field images were taken with the same camera integration
time and have been rescaled with respect to the target size depicting. That ex-
plains why the smaller targets are more blurred. As shown, for smaller target
size, there is a reduction of the diffraction efficiency with a 17 % reduction from
C16 to C4. At the same time, the target-to-target standard variation (3 σ vari-
ance) for the 3 targets (within the drawn lines) shows that the reduction of the
dimensions introduces light leakage from grating to grating that translates to OV
errors. This data were reproduced from [19].

As it was already aforementioned another challenge that optical OV metrology
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Figure 1.6: (a) Dark-field images of Diffraction-based overlay marks. The sizes of
these OV marks are the following, C16 is 8 × 8 µm2, C8 is 4 × 4 µm2, and C4 is 2.2 ×
1.5 µm2. Signal stength is normalized to the larger target size. The estimated target-
to-target standard variation (3 σ variance) for the 3 targets (within the drawn lines).
This data was reproduced from [19]. (b) The film stack for a variety of materials. A
close up of the bottom gratings reveals potential grating deformations that could occur
during production. (c) A plot of the rapid increase in the total number of metrology
points per wafer within the last 15 years [21]. A schematic drawing of the wafer with
red dots that represent the metrology points is included.

encounters is the properties of the film stack. Fig. 1.6.(b) shows the complexity
of the film stack and the consistency of multiple layers with different properties.
The thickness of the wafers depends on the product and application and can
potentially affect the measurement and nowadays varies from 0.3 up to 1 µm.
A large variety of materials is regularly used in semiconductor device manufac-
turing, resulting in a strong wavelength dependency of the signal strength. For
instance, the bottom grating in DBO is often covered by absorbing layers, like
amorphous silicon, which are highly absorbing in the visible wavelength range
and correspond to a decrease of the diffraction efficiency. Furthermore, the top
grating is formed in a thin resist layer that tends to become thinner and thinner
over the years. Currently thin resists are less than 10 nm thick and the diffraction
efficiencies are less than 0.01 %, requiring long acquisition times and delays the
metrology process.

Moreover, wafer-processing steps like etching (step 5 of Figure 1.1) can lead
to an asymmetric deformation of a grating profile as well as grating imbalances
which results in a wavelength-dependent measured overlay. This is schematically
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shown on the close-up of the bottom grating lines in Fig. 1.6.(b). In order
to adequately deal with this a DBO tool often measures at multiple wavelengths
over a large wavelength range [22]. This also results in low diffraction efficiencies.

Finally, DBO measurements need to be performed on many points on a wafer
for many wafers at high throughput to ensure the stability and robustness that
is required. Fig. 1.6.(c) shows a plot of the rapid increase in the total number
of metrology points per wafer within the last 15 years [21]. The introduction
of µDBO targets allowed intra-field control (blue point in the plot), followed by
additional sampling optimization with fingerprint estimation (green point). But
the turning point was the inclusion of computational metrology that allowed a
rapid increase of the number of metrology points above 105 measurements per
wafer. Since the metrology marks become smaller and smaller the total number of
metrology points also needs to keep up with this reduction. In practice this means
that acquisition times for a DBO image must be in the order of a few milliseconds
or parallel sensing needs to be enabled with the use of more compact metrology
tools.

In the end it is clear that a combination of weak signals, small acquisition
times and sub-nm precision requirements drives the need for high-brightness light
sources. These are a few of the main challenges of optical metrology and in this
thesis we will show that Digital holographic microscopy (DHM) can potentially
address and solve these challenges with a cost-effective solution. Before diving
into the details on how we propose to use DHM for advanced OVerlay metrology,
from Chapter 2 and onwards, we start by briefly describing the method in section
1.2.

1.2 Digital Holographic Microscopy

Digital Holographic Microscopy (DHM) is a well established method that has
already been described in detail in several books and review papers [23–29]. Here
we just give a short overview of the developments of DHM, from the discovery
of holography to the present day. Then we will present the general concepts of
holography, recording and reconstructing a hologram with the scalar wave theory
and the Fourier analysis.

1.2.1 Introduction to Holography

Holography dates from 1947, when Hungarian electrical engineer and physicist
Dennis Gabor developed the theory of holography while working on resolution
improvements in electron microscopy [30, 31]. The given name comes from the
Greek word holos; whole, and graphe; writing, indicating that holography can
reveal the entire message. The type of holography originally proposed by Gabor,
utilizes an inline setup. This setup was an inline recording technique in which
weakly scattered light from a transmissive object was made to interfere with the
strong reference wave. The interference pattern contains both the amplitude and
phase of the object. He was awarded the Nobel prize in physics in 1971 for this
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invention. However, widespread application of this technique was impractical
until the invention of the laser in 1960.

The reconstructed image from the in-line holography was noisy due to the
presence of the twin image of the object. The twin-image was and still is a
classical problem in holographic imaging and several methods were proposed
to eliminate or suppress it in the reconstruction. In 1951, Bragg and Rogers
developed a solution to subtract the twin image by recording a conjugated second
hologram of the object at twice the distance from the first [32]. Ever since, various
techniques have been developed regarding twin-image reduction in holography
and a review is given by Hennelly et al. [33].

A breakthrough in holography came in the form of the off-axis holographic
recording proposed by Leith and Upatnieks [34], and Lohmann [35] in 1960s.
The off-axis holography led to the complete separation of the twin image and the
object image in the reconstructions which later on led to developments in the
field of color display holography through the works of Leith and Upatnieks [36],
Mandel [37] and Pennington and Lin [38]. The development of powerful digital
computers and high resolution printing led to the field of computer generated
holograms and digital recording of holograms. Goodman and Lawrence [39], and
Yaroslavskii and Merzlyakov [40] were among the first to propose the idea of
recording and reconstructing holograms digitally.

With the development of high resolution CCD (charge coupled device) technol-
ogy, and the subsequent cost reduction digital holography was further developed
by Schnars and Juptner [41]. Today holography has become a wide-spread dis-
cipline of modern optics and finds many practical applications like holographic
data storage [42, 43], non-destructive testing of materials [44, 45], 3D shape mea-
surement and display [46–48], and phase contrast microscopy [49, 50] to name a
few.

Significant developments in image enhancement had also emerged from DHM.
Works with deep UV (193 nm) [51] DHM, x-ray imaging of crystallographic struc-
ture [52], electron microscopy [53] and gamma ray holography [54] had all been
demonstrated to offer an increased resolution potential. At the same time, DHM
is able to correct for image imperfections introduced by the lens by calibrating
wavefront aberrations [50, 55–61].

This thesis focuses on microscopy applications of digital holography for semi-
conductor metrology, and therefore it is important to acknowledge some of them.
Metrology of deformations and vibrations is a major topic of DHM [62–66]. For
instance, Schulze et al. demonstrated the use of DHM for defect detection on
semiconductor wafers, and compared their results with other wafer inspection
technologies. In addition, the phase information allowed the visualization of the
topology of defects of a wafer, with images comparable to scanning electron mi-
croscope (SEM) images. These developments created the idea of applying DHM
for measuring OV based on DBO configurations. With the knowledge of the
complex field combined with prior work on defect detection on semiconductor
wafers we started our investigation aiming to develop a technology that can be
used for advanced OV metrology.

After this brief outline of the origins and the applications of holography, it is
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important to explain the basic principles of this technique and derive expressions
that can offer a stepping stone towards the results that will be presented in the
following chapters of the thesis.

1.2.2 Basic Principles of Holography

In holography, coherent interference of a reference and an object wave is recorded
as an interference pattern. In Figure 1.7(a) we represent this interference of the
two beams in an off-axis configuration for a monochromatic wave. For many
practical applications of interest a scalar wave approximation is sufficient for de-
scribing the principle of holography. Let A, B, ϕo, and ϕr, be the amplitudes and
phases of the object and the reference wavefronts, respectively. For simplicity,
the reference beam is considered as a plane wave but in principle, any nonuni-
form wave may be used for recording the hologram. The complex amplitude of
reference and object waves are given by:

Eo(x, y, z) = |Eo| eiωte−iϕo(x,y,z), (1.9)

ER(x, y, z) = |ER| eiωte−iϕR(x,y,z), (1.10)

In these equations, ejωt is a time-varying function where ω is the angular fre-
quency and is equal to ω = f

2π , with f the frequency. The angular frequency
ω, the frequency f and the wavelength λ are related to the speed of light c as
c = λf .

For a monochromatic wave in the visible wavelength range the optical frequency
f ranges from 3.8 × 1014 to 7.7 × 1014 Hz. These frequency variations of the
electric field cannot be measured by any of the currently available light sensors.
Only the intensity of light is detected and since in most applications, the spatial
distribution of the electric field is of interest we can neglect the time varying part
of eq. (1.9 and 1.10) and consider only the spatial part of the complex wave.
The coherent addition of the object wave Eo and the reference wave ER yields
the following intensity distribution in the detection plane:

I(x, y, z) = (Eo(x, y, z) + ER(x, y, z))(E∗
o (x, y, z) + E∗

R(x, y, z))

= EoE
∗
o + ERE

∗
R + EoE

∗
R + ERE

∗
o (1.11)

where ∗ denotes a complex conjugation. This notation is further simplified by
omitting the (x, y, z). EoE

∗
o = |Eo|2 and ERE

∗
R = |ER|2 are the auto-correlation

terms of the object and the reference wavefront and since they contain no phase
terms, they are the DC components of the recorded intensity. On the other
hand, the remaining terms are complex terms that include both amplitude and
phase information for the two wavefronts. These terms are usually called cross-
correlation terms for this reason. This interference can be written as

E∗
REo + E∗

oER = |Eo| |ER| [e−iϕRe+iϕo + e+iϕRe−iϕo ]

= 2 |Eo| |ER| cos(ϕR − ϕo). (1.12)
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It can be seen that the sum of the two cross-correlation terms depends on their
relative phase. For this analysis we see that eq. (1.12) is the intensity of the
recorded hologram with the complex field information hidden in the two of the
four terms. By illuminating this hologram with a copy of the reference wave ER,
we get the transmitted field:

ERI = ER |Eo|2 + ER |ER|2 + EREoE
∗
R + ERERE

∗
o . (1.13)

The first term ER |Eo|2 represents the complex field of the reference wave

modulated by the intensity of the object wave |Eo|2 (its intensity) and the second
term represents the same complex field but now modulated by the intensity of the
reference wave, |ER|2. With the same reasoning, now the third term Eo |ER|2,

and forth term Eo |ER|2 represent the complex field of the object field and its
conjugate multiplied by the reference field’s intensity respectively.

We are interested in the reconstruction of the third term which has exactly the
same properties as the original object wave. An observer perceives it as coming
from a virtual image of the object located exactly at the original object location
(Figure 1.7.(b)). In the in-line configuration proposed by Gabor [30], the four
reconstructions of Figure 1.7.(b) are superimposed. The presented derivations
explain the twin-image challenge of in-line holography that was mentioned in
section 1.2.1, and helps to illustrate the off-axis configuration where the angle
θ between reference and object wave allows an easy spatial separation of the
wavefronts as depicted in the angular spectrum image.

1.2.3 General description of DHM

Standard digital holographic microscopy (DHM) setups consist of an illumination
source, an interferometer, a detector, and a computer. For the illumination, a
laser source with sufficient coherence is commonly used to produce interference
between the two beams. For multi-wavelength techniques, a tunable laser or a
mix of different lasers can be coupled into the interferometer. There are also low-
coherence techniques for the purpose of reducing speckle and spurious interference
noise (more on this in Ch. 6).

Two main types of interferometers are the Michelson interferometer for reflec-
tive objects and the Mach-Zehnder interferometer for transmissive objects. A
schematic drawing for each configuration is shown in Fig. 1.8. In each diagram,
the light green beam is the input from the laser, the light blue is the reference
beam path, and the light red is the object beam paths. In both designs, the
paths of the reference and object beam are matched in order to generate a fringe
pattern. The object is illuminated with a plane wave using a 4F system. The
reference arrives at the image plane with the same wavefront curvature as the
object wave, with the use of the same optics. An offset in the angle of incidence
of the reference beam is generated by rotating the M2 mirror for the off-axis
configuration. The Mach-Zehnder types require more components but offer more
flexibility in alignment, especially when microscopic imaging optics are used.

Nowadays, CCD, or CMOS cameras are used to capture and digitize a holo-

26



1.2. Digital Holographic Microscopy

Figure 1.7: (a) Schematic of the recording of a hologram. (b) Schematic of the re-
construction of the virtual image of the object. The angular spectrum represents the
Fourier analysis of the hologram (details on Appendix 1.A.).

graphic interference pattern. The pixel size of these devices is several microns
with thousands of pixel counts. 100+ megapixel cameras are readily available
today, capable of recording hologram samples in more than a 10,000 by 10,000
array, an amazing improvement over the 256 by 256 vidicon-generated array. At
the same time, Moore’s law has improved the speed of computers allowing the
processing of multiple holograms within a few minutes and at very low cost.

It is important to denote that while some display applications of hologra-
phy are most effective when the hologram is recorded on photographic plates or
photopolymers, the developments described above have led to the almost com-
plete replacement of films by electronic detectors when holography is used in
microscopy or other applications in which the hologram can be recorded in a
small but high-resolution format. Once the hologram exists in electronic form, it
is natural to reconstruct images digitally [28].

The holographic reconstruction process is quite straightforwards using either
of the configurations depicted in Fig. 1.8. Fig. 1.8. (c) outlines the steps for the
reconstruction of a reflective 1951 USAF Test Target. The measured hologram is
digitized by the camera and input to the computer as a 2-D array of integers with
8-bit, 12-bit or 16-bit gray-scale resolution. Based on the principles described in
1.2.2, a 2D-Fourier Transform is applied to the complex 2-D array in order to
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Figure 1.8: (a) Michelson interferometer for DHM of reflective sample. (b) Mach-
Zehnder interferometer for DHM of transmissive sample. LS: Light source; BS: beam-
splitters; L: lenses; H: Sample Position; G,G’: Apertures; H’: Fourier plane ; M: mirrors.
(c) Off-axis DHM process. This data was reproduced from [26].

obtain the angular spectrum. From the angular spectrum the sideband that
corresponds to the third term of eq. 1.13 (yellow circled area) is computationally
filtered and shifted to the origin. An inverse Fourier transform is then performed
to obtain the complex field of the object beam.
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1.A Fourier analysis of the hologram

A Fourier transform (FT) is a mathematical transform that decomposes functions

depending on space r⃗ or time t into functions depending on spatial frequency k⃗r or
temporal frequency f . The Fourier transform is one of the most frequently used
mathematical tools to describe optics phenomena such as wavefront propagation,
filtering, image formation, and holographic reconstructions [23, 67].

For the Fourier analysis that we use for the holographic reconstructions of
this thesis it is important to denote the fundamental mathematical expression
that are regularly used. The Fourier transform of a 2D function f(x, y) and the
inverse Fourier transform of this function from the spatial frequency domain back
to space domain F (kx, ky) are

F (kx, ky) =

∞x

−∞

∞x

−∞
f(x, y)exp[i2π(xkx + yky)]dxdy, (1.14)

f(x, y) =

∞x

−∞

∞x

−∞
F (kx, ky)f(x, y)exp[−i2π(xkx + yky)]dkxdky. (1.15)

In the following analysis we will use the notations F (kx, ky) = F{f(x, y)}
and f(x, y) = iF{F (kx, ky)}, where F and iF are the Fourier transform and its
inverse transform, respectively. And an important mathematical tool that we
will need for our analysis is also the convolution between two function f(x, y)
and g(x, y) given by:

h(x
′
, y

′
) = f ⊗ g =

∞x

−∞

∞x

−∞
f(x, y)g(x

′
− x, y

′
− y)dxdy, (1.16)

with ⊗ the symbol that denotes the convolution. The convolution theorem states
that a multiplication in the spatial domain equals a convolution in the spatial fre-
quency domain [23]. The Fourier transform of the holographically reconstructed
wavefront is equal to the sum of the F of four individual terms of eq. (1.13):

F{ERI} = F{ER |Eo|2} + F{ER |ER|2} + F{EREoE
∗
R}F{ERERE

∗
o}. (1.17)

We consider a plane reference wave having constant amplitude B propagating
in the direction (0, sin θ, cos θ):

ER(x, y, z) = |ER| e2πi(y sin θ+z cos θ)/λ. (1.18)

If we omit the z direction we end up with the angular spectrum that was repre-
sented in Fig. 1.7.(b). Since the reference is a plane wave, the Fourier transform

of ER |ER|2, (the second term of eq. (1.18)), is a delta function δ(kx, ky − kr)
centered at kx = 0, ky = kr. Here kx and ky are the spatial frequencies and
kr = sin θ/λ, is considered a single point within the frequency domain. Applying
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the convolution theorem for the first term of eq. (1.18) we obtain the following:

F{ERE
∗
oEo} = ẼR(kx, ky) ⊗ Ẽ∗

o (kx, ky) ⊗ Ẽo(kx, ky). (1.19)

If the object wave has frequency components lower than R, then the convolu-
tion term expressed by eq. (1.21) has an extension equal to 2R ending up at the
center of the angular spectrum, like the second term. The third and the fourth
terms in equation (1.18) are given by

F{ERE
∗
REo} = ẼR((kx, ky) ⊗ Ẽ∗

R(kx, ky) ⊗ Ẽo((kx, ky)

= Ẽo((kx, ky), (1.20)

F{ERERE
∗
o} = ẼR((kx, ky) ⊗ ẼR((kx, ky) ⊗ Ẽ∗

o ((kx, ky)

= δ((kx, ky − 2kx) ⊗ Ẽ∗
o ((kx, ky). (1.21)

For the complete separation of these two terms from the base-band (center of
spatial frequency domain), kr ≥ 3R. At the same time the maximum angle in the
off-axis configuration, θmax, determines the maximum spatial frequency, kmax,
in the hologram:

kmax =
2

λ
sin

θmax

2
. (1.22)

Eq. (1.23) sets the Nyquist sampling criterion, which is an upper limit on the
maximum angle-of-incidence of the reference beam. This is a limiting factor of
the resolution of the detector (or the pixel pitch) which translates to the required
frequency in order to get a spatial separation of the reconstructed wavefronts.
Or in other words, if the periodicity of the fringe pattern could be resolved by
the detector.

1.B Scalar Diffraction Theory

We will use the scalar diffraction theory to describe the basic holographic image
formation. We start with the Fresnel-Kirchoff diffraction formula for the general
problem of diffraction from a 2-D aperture as depicted in Fig. 1.9.

There are different approximations for calculating the diffracted wavefront at
Σ. Here we consider the Rayleigh-Sommerfeld diffraction integral, as depicted by
Goodman [23], the wavefront at the plane Σ(x, y) located at a distance z from
the plane (x0, y0)) is given by:

E(x, y; z) =
ik

2π

x
E0(x0, y0)

exp(ikr⃗)

|r|
dx0dy0, (1.23)

where E0(x0, y0) is the object field over the input plan Σ0 at z = 0, E(x, y) is
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Figure 1.9: Geometry of diffraction. Σ0 is the input plane and Σ is the output plane

the wavefront over the output plane Σ at z, and k is the wavenumber given by
k = 2π/λ with λ the wavelength. The propagation distance of every point source
that is diffracted from within the aperture is:

r⃗ =
√

(x− x0)2 + (y − y0)2 + z2. (1.24)

Eq. (1.23) represents the diffraction integral which can be written as a Huygens
convolution integral between the object field Eo and the point spread function
(PSF):

E(x, y; z) = E0 ⊗ SH =
i

λ

x
E0(x0, y0)SH(x− x0, y − y0)dx0dy0, (1.25)

where SH is the impulse response of the propagation of a point spread func-
tion (PSF) that represents the Huygens spherical wavelet. When the paraxial
approximation is valid, for z3 ≫ k

8 [(x− x0)2 + (y − y0)2]2max, the Fresnel PSF is
then :

SH(x− x0, y − y0; z) =
ikexp[ik⃗r⃗]

2π|r|
, (1.26)

According to Fourier optics, the convolution integral can also be calculated
by multiplying the individual Fourier transforms of Eo and SH , followed by an
inverse Fourier transform. Eq. (1.26) is then given by:

E(x, y; z) = iF{F{[Eo(x0, y0)]}F{[SF (x0, y0)]}}, (1.27)

If the distance z is large compared to (x − x0) and (y − y0), the binominal
expansion of the square root up to the third term yields

r ≈ z

[
1 +

(x− x0)2

2z
+

(y − y0)2

2z

]
. (1.28)

By inserting eq.(1.28) to eq.(1.26), we get the Fresnel approximation of the
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diffraction integral:

E(x, y; z) =
exp(ikz)exp

[
ik x2+y2

2z

]
iλz

x
E0(x0, y0)exp

[
ik

(
x2
0 + y20

)
2z

]

× exp

[
−ik

(x0x + y0y)

z

]
dx0dy0, (1.29)

If the far-field condition is fulfilled meaning that the distance z is z ≫ k(x2
0 +

y20)/2), the term exp

[
ik

(x2
0+y2

0)
2z

]
can be dropped from eq. (1.29), as it is equal

to unity. This gives us the following equation:

E(x, y; z) =
1

iλz

x
E0(x0, y0)exp

[
−ik

(x0x + y0y)

z

]
dx0dy0. (1.30)

Eq. (1.30) is the Fraunhofer diffraction equation which is commonly used
to model the diffraction of waves when the diffraction pattern is viewed at a
long distance from the diffracting object, but also when it is viewed at the focal
plane of an imaging lens [68]. This equation was named in honour of Joseph
von Fraunhofer although he was not actually involved in the development of
the theory. Throughout the thesis we make use of this equation to explain the
propagation of the holograms and to represent the angular spectrum as views in
the back focal plane of an imaging lens.
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Chapter 2
Diffraction-based overlay
metrology using
angular-multiplexed
acquisition of dark-field
digital holograms

In semiconductor device manufacturing optical overlay metrology mea-
sures pattern placement between two layers in a chip with sub-nm
precision. Continuous improvements in overlay metrology are needed
to keep up with shrinking device dimensions in modern chips. This
chapter presents the first overlay metrology results using a novel off-
axis dark-field digital holographic microscopy concept that acquires
multiple holograms in parallel by angular multiplexing. We show that
this concept reduces the impact of source intensity fluctuations on
the noise in the measured overlay. With our setup we achieved an
overlay reproducibility of 0.13 nm and measurements on overlay tar-
gets with known programmed overlay values showed good linearity of
R= 0.9993. Our data show potential for significant improvement and
that digital holographic microscopy is a promising technique for future
overlay metrology tools.

The content of this chapter has been published in: Christos Messinis, Theodorus T. M. van
Schaijk, Nitesh Pandey, Vasco T. Tenner, Stefan Witte, Johannes F. de Boer, and Arie den
Boef, Diffraction-based overlay metrology using angular-multiplexed acquisition of dark-field
digital holograms, Opt. Express 28(25): 37419-37435 (24 Nov 2020).
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Diffraction-based overlay metrology using angular-multiplexed
acquisition of dark-field digital holograms

2.1 Introduction

The rapid developments in the micro-electronics industry have been achieved
by a continuous and aggressive reduction of the dimensions of semiconductor
devices, a trend known as Moore’s law [2]. Currently, semiconductor devices
like memory and logic CPU’s are built ’layer-by-layer’ in a sequence of repeating
steps of lithography, etching, deposition etc. In order to keep defects under
control, metrology of the fabricated features is performed at various stages of the
manufacturing process [5].

Multilayered devices with feature sizes of only a few nanometers are in produc-
tion and require robust metrology of parameters like pattern placement (overlay /
OV) and pattern shape (critical dimension / CD) with sub-nm precision (Figure
2.1). In addition, these parameters need to be measured at high throughput on
many points on a wafer, requiring short measurement times in the milli-second
range [69]. This chapter presents Digital Holographic Microscopy as a promising
new technique for OV metrology. In order to clarify the context of our work we
will first present a short summary of existing overlay metrology techniques.

2.1.1 Overlay Metrology

Overlay (also called registration error) refers to the lateral displacement of the
lithographically exposed and developed pattern in one layer with respect to a
previously created underlying structure in another layer. The measurement and
control of the overlay between subsequent lithography steps is one of the critical
steps in high volume semiconductor manufacturing. Currently the overlay in
high-end manufacturing is of the order of 1-2 nm and the precision of overlay
metrology is of the order of 0.1-0.2 nm [6].

For many years, Image-Based-Overlay metrology (IBO) was used to measure
overlay on so-called box-in-box (BiB) targets. BiB targets consist of an inner-
box and an outer-box in, respectively, the developed resist layer and a previously
created lower layer [10]. IBO uses a bright-field microscope to create an image
of this BiB target and overlay is determined from this image by measuring the
position of the inner box edges relative to the outer box edges. Over time these
BiB targets were replaced by gratings since a grating image has more edges which
improves overlay metrology precision. In practice the optics in an IBO tool have
very low aberrations that are well-below the level of what is needed for normal
imaging since aberrations can introduce a pattern shift that leads to overlay
metrology errors.

In order to deal with the highly demanding overlay requirements of todays
semiconductor devices, Diffraction-Based Overlay metrology (DBO) [9, 14, 15]
was successfully introduced a few years ago. An overlay target used in DBO
consists of small (approximately 5x5 µm2) overlapping gratings in the resist layer
and an underlying layer.

An overlay error between these gratings changes the intensities of the +1st

diffraction order (I+1) and the -1st diffraction order (I-1). The intensities I+1 and
I-1 as function of overlay are periodic with a period equal to the grating pitch.

34



2.1. Introduction

Figure 2.1: A close look at a modern CPU chip. The construction of this chip is
simplified on the close look drawing. Silicon integrated circuit layers of various materials
are printed on top of each other and the product quality is determined by parameters
like OVerlay (OV) and Critical Dimension (CD), shown with black arrows.

In practice, the overlay is much smaller than the pitch so we can linearize the
response of I+1 and I-1 to a small overlay:

I+1 = Iill ×DE × (1 + K ×OV ), I−1 = Iill ×DE × (1 −K ×OV ) (2.1)

Here Iill is the intensity of the illumination beam, DE is the diffraction efficiency
of the combined gratings at zero overlay and K is an overlay sensitivity term.
Taking the difference between I+1 and I-1 yields:

∆I ≡ I+1 − I−1 = 2Iill ×DE ×K ×OV. (2.2)

In practice, DE and K are usually not known in advance since they depend
on the stack of materials in which the top and bottom gratings are embedded.
Moreover, the intensity of the illumination beam can also show some unknown
variations. However, these terms can be eliminated by measuring the intensity
difference on two pairs of overlapping gratings where a small known shift (“bias”)
of, respectively, +d and -d is added to the unknown overlay (Fig. 2.2). This
results in two measured intensity differences:

∆I+d = 2Iill ×DE ×K(OV + d), ∆I−d = 2Iill ×DE ×K(OV − d), (2.3)

We have now two measured intensity differences from which we can eliminate the
unknown term (Iill ×DE ×K) and determine the overlay [3]:

d
∆I+d + ∆I−d

∆I+d − ∆I−d
= OV. (2.4)

Figure 2.2: Schematic drawing of two pairs of overlapping gratings that have a small
programmed shift of respectively +d and -d added to the unknown overlay OV.
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The intensity differences ∆I+d and ∆I−d can be measured using, for exam-
ple, a scatterometer [17] or a dark-field microscope [18]. The advantage of DBO
with respect to IBO is that the overlay information is encoded in an intensity
difference instead of location of edges in an image. This makes the measurement
in DBO less sensitive to aberrations in the optics between the target and the
detector. Moreover, in DBO the individual grating lines no longer need to be
resolved which allows us to use smaller grating pitches which further improve
metrology precision. By using two off-axis illumination beams and a large Nu-
merical Aperture (NA) (≈ 0.8) of the collection optics, pitches as small as 400
nm can be used. However, differential intensity noise between these two off-axis
illumination beams must be low since overlay is encoded in an intensity difference
between a +1st order and a -1st order.

In practice overlay metrology faces a few challenges that lead to demanding
sensor requirements:

1. Targets are small (5x5 µm2) and are surrounded by patterns that may im-
pact the measured overlay. Therefore sufficient spatial resolution is needed
to separate the target from its environment. For dark-field microscopy this
means that we need a large NA for the image formation.

2. The bottom grating in DBO is often covered by absorbing layers like amor-
phous silicon and the top grating is formed in a thin resist layer. This
results in low diffraction efficiencies of the +1st and -1st diffraction orders
that are used in DBO. In addition, overlay needs to be measured on many
points on a wafer for many wafers at high throughput. In practice this
means that acquisition times for a DBO image must be in the order of a
few milliseconds. The combination of weak signals, small acquisition times
and sub-nm precision requirements drives the need for high-brightness light
sources.

3. The large variety of materials used in semiconductor devices leads to a
strong wavelength-dependency of the signal strength. Moreover, wafer-
processing steps like etching can lead to an asymmetric deformation of a
grating profile which results in a wavelength-dependent measured overlay.
In order to adequately deal with this a DBO tool often measures at multiple
wavelengths over a large wavelength range [16, 70, 71].

Single mode lasers have sufficient brightness to deal with the second chal-
lenge but they dont have the wavelength flexibility to deal with the third chal-
lenge. Supercontinuum sources (SCS), in combination with an Acousto-Optic
Tunable Filter (AOTF), are a very attractive alternative for lasers since they
offer high brightness and fast and flexible wavelength tuning over a large range.
SCS sources, however, tend to show high intensity noise levels [72, 73] that can
potentially degrade a DBO-based overlay measurement.

Figure 2.3 shows two possible versions of a dark-field microscope for DBO that
both use two oblique illumination beams to illuminate the overlapping grating
pairs from opposite sides. In both methods the objective captures only the +1st

and -1st diffraction orders and discards specular reflections. These methods form
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a +1st order image and a -1st order image of the overlapping grating pairs on an
image sensor from which the overlay of these pairs is derived.

Figure 2.3: (a) Schematic drawing of a dark-field microscopy sensor that measures
two diffraction orders simultaneously with the use of a wedge in the pupil plane. The
wedge separates the two detected signals in the image plan (camera) offering parallel
measurement. (b) Schematic drawing of a dark-field microscopy sensor that uses the
full-NA to increase the resolution with sequential measurements of the -1st and +1st

diffraction orders at respectively t=T1 and t=T2.

The sensor shown in Fig. 2.3(a) uses a wedge in the pupil plane of the objective
that separates the +1st and -1st order images on a camera. This allows parallel
measurement of the two images which makes it robust against intensity noise
of the light source since this noise is common-mode for the +1st and -1st order
images. However, each image can use only half the NA of the objective which
lowers the imaging resolution. This resolution loss is solved in the sensor shown
in Fig. 2.3(b) where the +1st and -1st order images are measured sequentially
in time. In this method, the full NA is available for imaging but the sequential
acquisition makes this sensor more susceptible to intensity fluctuations of the light
source that can degrade the measurement precision. In the following section, we
present in detail a method that enables the full NA for imaging and at the same
time offers parallel acquisition of the two diffraction order images.

2.1.2 dark-field Digital Holographic Microscopy

In this chapter we present dark-field off-axis Digital Holographic Microscopy (df-
DHM) [74–76] using a SCS plus AOTF as a novel solution for the challenges
that we mentioned in the previous section. Our df-DHM achieves a high spatial
resolution by using the full NA while at the same time is robust against intensity
noise of the source since both -1st and +1st order holograms are acquired in
parallel.

Moreover, our df-DHM uses only a simple uncoated plano-asphere imaging
lens which offers a high transmission over a large spectral range. Such a simple
lens will introduce aberrations but that can be computationally corrected [49]
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since DHM retrieves the complex field of an object image [26, 27, 77]. The large
spectral range offered by this single imaging lens in combination with the SCS
and AOTF also offers a path towards fast multi-wavelength imaging over a large
wavelength range.

Another advantage of df-DHM over existing OV measurement techniques is
the coherent amplification of the object image that is achieved by the coherent
mixing with the reference beam. This coherent amplification lifts the image above
the sensor read-out noise and allows quantum noise limited imaging of weakly
diffracting overlay targets. This feature is especially of interest for OV metrology
applications in the near-IR range where image sensors still tend to have relatively
high detector noise levels.

In order to achieve sub-nm precision levels with df-DHM we need a good un-
derstanding of various challenges that come with the realization of such a tool.
For example, in a previous paper [78], we have reported on the impact of the
coherence length of the light source on the field of view (FoV). In this paper we
extend our df-DHM investigation towards the parallel acquisition technique that
makes the overlay metrology more robust against differential intensity noise in
the two off-axis illumination beams.

Parallel acquisition of multiple holograms has already been demonstrated back
in 1976 with a detailed review of two-reference-beam holographic interferome-
try by Dandliker et al. [79]. In this paper, it is shown that two-reference-beam
holography can be used for quantitative measurements of surface displacements.
Pedrini et al. [80] extended this approach for quantitative evaluations of image-
plane holograms or digital Fresnel holograms to determine both in-plane and
out-of-plane deformations at the same time.

Recently, D. Cohoe et al, have also reported a DHM technique that offers a
parallel acquisition of three off-axis holograms at three wavelengths [81]. A three-
wavelength beam illuminates a transparent sample inside a water-filled chamber
and a relay lens is used to project the transmitted light on a camera. A color
filter inside the chamber creates three separate reference beams per wavelength
which results in three overlapping holograms that each have a different fringe ori-
entation and fringe density. The authors used this method to improve the phase
reconstruction of digital holograms of protozoa by reducing 2π phase ambiguities.
Similarly, T. Tahara et al, presented a single-shot multi-wavelength off-axis DHM
with a wide field-of-view using a large reference angle of more than 40 degrees
[82]. This yields a very dense fringe pattern and the intentional aliasing that is
introduced by this dense fringe pattern in combination with the relatively large
pixel pitch results in a wide separation of the multi-colored signal in the spatial
frequency domain.

In this chapter we report the use of this parallel image acquisition technique
for overlay metrology using df-DHM. In contrast to the previous research on this
topic we use this parallel imaging technique to measure small intensity differences
between the two images. We present the first measured overlay data on a test
sample that demonstrates that parallel imaging reduces the impact of intensity
noise of the light source and thus improves the measurement reproducibility. In
what follows, Section 2.2 provides a very brief review of DHM, followed by an
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explanation of how we realize the parallel acquisition of multiple holograms. This
is then followed by a detailed description of the novel off-axis dark-field DHM
setup that we have built (Section 2.3). Section 2.4 presents the first experimental
results that demonstrate the parallel acquisition (Section 2.4.1), the first over-
lay measurements with off-axis df-DHM (Section 2.4.2), and the verification of
the noise correlation of the presented setup along with measured overlay repro-
ducibility (Section 2.4.3). Section 2.5 concludes this chapter.

2.2 Off-Axis Dark-Field Digital Holographic
Microscope

This section presents the details of how we realize the parallel acquisition of
multiple holograms using off-axis df-DHM. We first briefly present some theo-
retical background of our technique. Then we describe the setup that we have
built to demonstrate the capabilities of this technique for semiconductor overlay
metrology.

2.2.1 Theoretical Analysis of Off-axis df-DHM

In df-DHM the object is usually illuminated at an oblique angle of incidence.
The specular reflection is discarded and part of the diffracted light is captured
by a lens with a numerical aperture (NA). The captured light creates a dark-field
image on an image sensor with magnification M and an off-axis reference beam
is coherently added to this dark-field image which results in an intensity pattern
on the image sensor given by:

I(r⃗) = Eobj(r⃗)E∗
obj(r⃗) + Eref (r⃗)E∗

ref (r⃗) + γEref (r⃗)E∗
obj(r⃗) + γEobj(r⃗)E∗

ref (r⃗)
(2.5)

where Eobj(r⃗) is the complex amplitude distribution of the object wave, Eref(r⃗)
is the reference wave and γ is the degree of coherence between the object beam
and the reference beam.

The last term of Eq.(2.5) is of interest as it contains the complex object field,
Eobj(r⃗), that we need to retrieve. It is however multiplied by the reference field.
In off-axis DHM the reference beam is usually a plane wave with amplitude A
that is incident on the image sensor at an angle of incidence of θref and an
azimuthal angle ϕref . Applying a 2D-Fourier Transform (FT) to the detected
image and assuming an infinite plane wave reference beam yields the spatial
frequency spectrum in k-space:

Ĩ(k⃗) = Eobj(k⃗)⊗E∗
obj(k⃗)+A2δ(k⃗)+γAE∗

obj(k⃗+ k⃗ ref ))+γAEobj(k⃗− k⃗ ref ) (2.6)

where ⊗ denotes a convolution. Of these four terms, the first is the auto-
correlation of the object beam Eobj(k⃗) which has a diameter of 4π(NA/M)/λ
and is centered at the origin. Likewise, the second term is the auto-correlation
of the reference beam Eref(k⃗), resulting in a delta function placed at the origin
(Figure 2.4.b). These two terms are the DC components of the recorded intensity.

39



Diffraction-based overlay metrology using angular-multiplexed
acquisition of dark-field digital holograms

The last two terms are cross-correlation terms that describe the interference
between the object and reference beams. These terms are the Fourier trans-
forms of the shifted object beam and its complex conjugate, respectively. The
magnitude of the shift, |⃗k ref | is given by:

|⃗k ref | =
2π sin θref

λ
(2.7)

where θref is the angle of the reference beam. In order to fully recover the ob-
ject wave distribution, these side-bands need to be completely separated from the
base-band. In case of incomplete separation, imaging artifacts may occur which
can only be removed with advanced algorithms [83]. As a side-band separation is
preferred we can determine the required angle of the reference beam. According
to Eq. (2.6) the side-bands are completely separated from the base-band term if

|⃗kref| > 6π(NA/M)/λ.

At the same time, the Nyquist sampling criterion [84] sets an upper limit on
the maximum angle-of-incidence of the reference beam. For an image sensor
pixel pitch of px we require that |⃗k ref | + 2π(NA/M)/λ < 2π/2px. These two
conditions are summarized in the following expression:

λ

2px
− NA

M
> sin θref >

3NA

M
(2.8)

If this condition is satisfied then the hologram is adequately sampled and the
two side-bands are separated from the base-band in the Fourier domain. For
example, an NA=0.5, a magnification M of 100x, a wavelength of 550 nm and a
typical image sensor pixel size of 4 µm results in a reference angle between 0.86◦

and 3.65◦.

Retrieving the complex object field from an off-axis hologram requires only a
few simple signal processing steps. Fourier transforming the acquired hologram
yields the 2D-spatial frequency spectrum. Then by selecting only one of the two
side-bands and filtering out the rest of the signal we obtain the spectrum of the
object field. Finally we obtain the complex object field with an inverse Fourier
Transform of this object spectrum.

This concept can be extended to retrieve multiple dark-field images in a sin-
gle multiplexed hologram. Our approach is schematically shown in Figure 2.4.
Instead of using one illumination beam and a corresponding reference beam we
now use two illumination beams that each generate two object beams that are
projected on the image sensor. To each of these object beams we add two cor-
responding reference beams and we use coherence gating [85, 86] to ensure that
each object beam only adds coherently with its corresponding reference beam.
In addition, we also give the two reference beams different azimuthal angles re-
sulting in a different orientation of the side-bands of the spectra of the resulting
holograms as shown in Figure 2.4(b). With this approach, two holograms are
captured by the image sensor using only one image acquisition, and the two
object fields can be retrieved with only three Fast Fourier Transforms (FFT’s).

This method is essentially a form of frequency multiplexing, which is already
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Figure 2.4: (a) Schematic drawing of an off-axis dark-field digital holographic micro-
scope. Camera image contains two interference patterns initially introduced by the two
separate branches. (b) Spatial frequency domain representation of the detected signals.
The illumination branches have different azimuthal angles in the reference arms result-
ing in a 90◦ angle difference.

used in telecommunications for multiplexing signals [87]. Compared to time do-
main signals, images have 2D spatial frequency spectra which offers a lot of room
to fill the frequency spectrum with multiple object fields that can all be acquired
in a single image acquisition. The number of object fields that can ultimately
be packed in the spatial frequency-domain depends on the pixel size of the im-
age sensor (according to Eq. (2.8)) and dynamic range. With the continuous
improvements of image sensor technology we expect that this technique can be
scaled-up to ultimately acquire more than four object fields in parallel.

In our off-axis DHM the reference beams are placed at azimuthal angles of
nominally +45◦ and +135◦ relative to the x-axis. For convenience we refer to
these beams as Ref−1 and Ref+1. The target is illuminated from opposite direc-
tions which generates two object beams ill−1 and ill+1 that are imaged on the
camera.

2.3 off-axis df-DHM setup

Figure 2.5 shows the novel off-axis dark-field digital holographic microscope that
was built to demonstrate the parallel acquisition of multiple holograms scheme
that was presented in the previous section.

The off-axis df-DHM setup is comprised of a fiber coupled Supercontinuum
White light source (LS ; Leukos Rock 400 5) combined with an Acousto-Optical
Tunable Filter (AOTF ; Gooch & Housego TF550-300-4-6-GH57A). This AOTF
device provides beams with a bandwidth in the range of [4–7 nm] and covers the
whole visible range [400–700 nm]. We also added dichroic mirrors and bandpass
filters in front of the AOTF to block longer wavelengths of the source. This
AOTF was selected based on considerations that will be presented in Chapter 3
([78]), where we will show that the required Field-of-View (FoV) (100 µm) for
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semiconductor metrology in a df-DHM setup can be achieved with light sources
with bandwidth of about 5 nm. With this combination we get a horizontally
polarized laser beam with an optical power of more than 1 mW. The AOTF
introduces some wavefront distortions which we remove using a spatial filter to
improve the wavefront quality and to obtain a beam with a Gaussian beam profile.

Figure 2.5: Detailed drawing of df-DHM holographic setup. a) Light source. On
the left-hand side the light source and the AOTF direct the illumination beam to the
interferometric part of the setup. A 50/50 beam splitter separates the light in two
branch (+1st and -1st branch) where two additional 90/10 beam splitters splits the
light between illumination and reference arm. With collimators (CL) and polarization
maintaining single mode fibers (PM) the four paths are coupled and sent to the mi-
croscope. b) Sensor head. On the microscope, the four paths are distributed in two
illumination and two reference arms. With collimator lenses (CL2) we illuminate the
sample at an incident angle of ≈ 70◦ and the generated diffraction orders are captured
by a single lens (SL) and are recombined with the reference arms on the CMOS camera.
c) A panoramic view of the illuminator is presented, showing the azimuthal angles of
the two reference arms.

For the parallel acquisition of +1st and -1st order we separated the beam in two
paths using a 50/50 beam splitter (BS1; Thorlabs BS013) and for each path we
added a 90/10 beam splitter (BS2; Thorlabs BS025) that splits 10% of the light
in the reference beam and the remaining 90% of the light in the illumination
beam. As shown in Fig. 2.5, we matched the distances of each beam pair

42



2.3. off-axis df-DHM setup

(illumination beam and reference beam) with the use of delay lines so that the
optical path difference (OPD) between each pair is minimized. In addition, we
have also introduced an optical path length difference between the two pairs of
approximately 10 cm. This is well beyond the (24 µm) coherence length of the
light source which ensures that we have two mutually incoherent holograms on
the camera.

Our df-DHM setup uses four polarization maintaining (PM) fibers (PM -
Shafter-Kirchhoff PMC-400Si-2.3-NA014) with a nominal length of 1.5 meters
to couple the two illumination beams and the two reference beams to the holo-
graphic microscope head with collimation lenses (CL; Schafter Kirchhoff 60FC-
M10-01). This separates the “light source” from the “sensor head” and offers
flexibility to build a compact df-DHM inside a metrology system where volume
constraints can be challenging. Realizing a stable fiber coupling, however, is a
challenge since small beam pointing fluctuations can lead to variations in cou-
pling efficiency [88, 89] that creates small additional beam intensity fluctuations
at the fiber output. In order to minimize this effect we have placed the optics in
front of the fibers in a separate housing that reduces beam pointing fluctuations.
This resulted in coupling efficiencies of approximately 60% for all the four arms.
The first results that we got from this setup and that we will present in section
2.4 indicate that this simple approach already reduces the intensity noise in the
illumination beams to acceptable levels.

The microscope has two off-axis illumination arms which illuminate the target
from opposite directions at an incident angle of ≈ 70◦ with respect to the normal
of the sample plane. Each illumination arm consist of a collimation lens (CL2;
Schafter Kirchhoff 60FC-M3.1-51) resulting in a large illumination spot of ≈ (500
µm). Two adjustable mirrors were used for fine-tuning the angle of incidence
using the approach that is described in Chapter 3.

The objective lens is a plano-asphere lens with effective focal length of 8 mm
and an NA of 0.5 (SL ; Thorlabs A240TM). With this NA the setup of Fig. 2.5
is capable of imaging small gratings with pitches down to 400 nm. We choose
a nominal magnification of 100x by placing our detector 800 mm away from the
SL. A camera (Basler acA4112-8gm) with a 12 Mpixel CMOS image sensor with
3.45 µm pixel size was used.

According to eq. (2.8) the 3.45 µm pixel size and the 100x magnification yields
an upper and lower limit of θref of, respectively, 3◦ and 0.86◦ (for the shortest
wavelength). In our setup we set θref to approximately 1◦ for both reference
beams. This was measured from the angular spectrum of a measured hologram.
The azimuthal angles of the two holograms were measured from the angle between
a horizontal line and the line through the origin of the spectrum and the center
of the side-band. The azimuthal angles were 37.5◦ and 142.8◦ respectively.

Our microscope uses a single imaging lens which adds a parabolic phase profile
to the object image on the camera [23]. We can compensate for this curvature
by also using a spherical reference wavefront. We realize this by directing the
spherical wave that is radiated from the reference fiber directly to the image
sensor without using a collimation lens.
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2.4 Experimental Results

This section presents the first experimental results that demonstrate the
diffraction-based overlay metrology capabilities of our df-DHM setup. For these
experiments we used an ASML test wafer with multiple targets. The square
gratings printed on this wafer have various pitches, P, ranging from 400 to 1200
nm and various sizes ranging from 58x58 µm2 to 5x5 µm2. Firstly, we present the
parallel acquisition of multiple holograms followed by the first OV measurements
on targets with a known pre-programmed overlay where we compare the mea-
sured values with these pre-programmed values. Finally, we present measured
overlay reproducability data that demonstrate that our parallel image acquisition
setup reduces the impact of intensity noise.

2.4.1 Parallel acquisition of multiple holograms

Firstly, we measured the actual magnification M of the setup. We measured M
by collecting dark-field images of a known target. The silicon wafer that we used
contained square gratings with dimensions of 58x58 µm2 and etch depth of 90
nm. From the measured image size of this target on the camera we obtained a
100x magnification with an uncertainty of approximately ± 0.5 which is based
on five repeated measurements.

In order to demonstrate our concept of parallel acquisition, we set the center
wavelength at 532 nm with the AOTF. At this wavelength the bandwidth B
is approximately 6 nm. This wavelength ensured that most of the diffracted
light travels through the center region of the lens. This improved the imaging
performance since lens aberrations are not yet corrected for in the experiments
that we report here.

For the image acquisition, the delay lines of the reference arms (Fig. 2.5) were
adjusted to ensure that the maxima of the observed fringe patterns were centered
in the images. Then we acquired several holographic images of different targets
of this test wafer. Fig. 2.6(a) shows two overlapping holograms of two square
gratings in one camera image. The presented targets are two square top-only
(resist only) gratings with dimensions of 38x38 µm2 and etch depth of 90 nm.

The large 1◦ tilt angle of the reference beam results in a large fringe density
and only if we enlarge the area of interest we can see the fringe pattern that
is formed by the two overlapping off-axis holograms. Fig. 2.6(b) presents the
angular spectrum of the detected image, obtained with a Fast Fourier Transform
(FFT). This image shows that the cross-correlation terms of the two overlapping
fringe patterns are fully separated.

Figure 2.6 presents the reconstruction steps needed to retrieve the amplitude
and phase of the obtained object field. From Fig. 2.6(b) we selected the two
cross-correlation terms located on top-left and top-right of the image. These
areas contain the cross-correlation information for image reconstruction of the
-1st and +1st order images. As shown, top left is the side-band of the -1st order
image and top right is the side-band of the +1st order image while the side-bands
at the bottom of the image are their complex conjugates, as explained in section
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Figure 2.6: Off-axis df-DHM process for a semiconductor wafer.(a) Recorded Holo-
gram with two interference patterns;(b) angular spectrum,with the cross-correlation
term used for the reconstruction within the solid red circled areas, top left for the -1st

diffraction order and top right for the +1st diffraction order;(c),(d) amplitude and phase
reconstruction for -1st order; and (e),(f) amplitude and phase reconstruction for +1st

order.

2.2.1.

The side-bands in the spatial frequency spectrum show multiple displaced
bright spots that correspond to the different pitches of the gratings that are
present in the image. Figure 2.6(c),(e) show the intensity and Fig. 2.6(d),(f)
show the phase of the retrieved images of -1st order and +1st order respectively.
The phase images represent a phase profile of the optical field reflected from the
surface of the target. For targets with different pitches we expect different phase
profiles, similarly displayed in the spatial frequency domain.

2.4.2 Overlay measurements with off-axis df-DHM

After demonstrating the parallel acquisition of multiple holograms, we move to
the next step where we demonstrate the use of our DHM concept for overlay
metrology. The presented off-axis df-DHM can simultaneously measure the +1st

and -1st diffraction orders which can be used to calculate overlay using Eq. (2.4).

The silicon test wafer that was used for our measurements contains various
diffraction-based overlay targets with programmed overlay values in a range of
-20 nm to +20 nm. Each target consist of two overlapping grating pairs as
shown in Fig. 2.2 with a bias d of +20 nm and -20 nm that was added to the
programmed overlay. The size of each grating pair is 38x38 µm2, the same as the
ones shown on Fig. 2.6.
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Figure 2.7: Overlay measurements of targets with known bias. (a) Reconstructed
Amplitudes for +1st and -1st order; (b) Plot of the programmed OV versus retrieved
OV. Black dashed line is the expected OV while the red dotted line is the linear fit of
the retrieved OV spots (red dots)

Fig. 2.7(a) presents the retrieved -1st and +1st order images for targets with
various programmed OV errors and using a wavelength of 532 nm. These re-
trieved images were obtained using the method described in Section 2.4.1. In
our setup the two illumination spots have a small intensity difference that leads
to significant overlay offsets. In order to correct for this we also measured a ref-
erence resist grating without the etched grating underneath. For such a grating
an unbalance in the measured +1st order and -1st order images can only come
from an unbalance in the two illumination intensities. The measured intensities
for this reference grating have therefore been used to correct for the illumination
unbalance in the overlay measurements.

In order to come to an overlay number we determined the total signal level
for the -1st order image and the +1st order image in a Region-of-Interest (RoI).
The RoI size was 10x10 µm2 and was centered on the two grating pairs. This is
done for the positively biased grating pair (d=+20 nm) and the negatively biased
grating pair (d=-20 nm). This yields two intensity difference signals of ∆I+d and
∆I−d that allow us to calculate overlay with eq.(2.4).

Fig. 2.7(b) presents measured OV as a function of the programmed OV. The
black dashed line shows the expected OV while the red dotted line is a linear fit of
the experimental data. A comparison of the measurements and the programmed
OV are off by approximately 1 nm. Our measurements show good matching to a
linear fit of the measured data (R2 = 0.9993), which only shows small deviations
from the expected value. The observed average -1 nm offset between measured
and programmed overlay can be explained by the estimated 1 nm OV uncertainty
that can occur during the lithographic patterning step of the resist grating. In
addition we have also observed a small drift in our breadboard that may also
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contribute to this offset.

2.4.3 Differential intensity noise and measured Overlay
Reproducibility

DBO encodes overlay in a small intensity difference between the +1st and -
1st images which makes it only sensitive to differential intensity noise in the
illumination beams since common-mode noise in the measured +1st and -1st

order images will drop-out in the difference. We use a single light source for
measuring these images so ideally the differential noise in the measured images
should be zero. However, our setup uses single-mode fibers to guide the two
illumination and two reference beams to the microscope head and, as noted in
section 2.3, small fluctuations in the fiber coupling efficiency can introduce some
differential intensity noise to the illumination and reference beams.

The impact of intensity fluctuations in the illumination beams on the measured
overlay can be modeled with the DBO signal formation model that we presented
in the introduction. Denoting the normalized intensity fluctuations on the +1st

and -1st order illumination beam by ϵ+1 and ϵ-1 yields for the detected DBO
signals:

I+1,±d = Iill ×DE × (1 + ϵ+1)(1 + K × (OV ± d)), (2.9)

I−1,±d = Iill ×DE × (1 + ϵ-1)(1 −K × (OV ± d)) (2.10)

Taking the difference ∆I±d = I+1 − I−1 and substituting these differences in
eq.(2.4) using the approximation that 1(1 + ϵ) = 1 − ϵ for ϵ ≪ 1, yields for the
noise δOV in the measured overlay:

δOV =
ϵ+1 − ϵ-1

2K
−

ϵ2+1 − ϵ2−1

4K
. (2.11)

The noise terms ϵ±1 are of the order of 1% so we ignore the second term on the
right-hand side. It can be seen that only differential noise will result in an overlay
error. In practice K is of the order of 10−2 nm−1 [90] so for overlay errors less
than 0.1 nm the normalized differential noise ϵ+1 − ϵ-1 must be below 10−3.

Figure 2.8(a) shows the measured normalized intensity fluctuations of the two
illumination beams. This data was obtained by redirecting the two illumination
beams to a CCD camera (Vimba Prosilica GT2300 with 4.1 Mpixels of 4.5 µm
pixel size) and acquiring 100 images with an acquisition time of 50 µs over a time
interval of about 100 seconds. The intensity in each beam was determined by
summing the signal levels of those pixels that are covered by an illumination spot.
As a final step we normalized the measured intensity to the mean value of all 100
measurements. The result shown in Fig. 2.8(a) clearly shows highly correlated
intensity fluctuations in the “+1st illumination” and “-1st illumination” beams.
The differential noise has a standard deviation of 6.7 × 10−4 and a correlation
coefficient of 0.98. This encouraging result shows that the impact of fiber coupling
fluctuations is small compared to the intensity noise of the source.

In holography, however, intensity noise in the reference beams also shows up
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Figure 2.8: Normalized intensity fluctuations over 100 images that were acquired over
a time interval of approximately 120 s. (a) Noise correlation between the two illumi-
nation beams spots for 100 measured intensities, here Corr is the correlation coefficient
and σϵ is the standard deviation of the intensity fluctuations the two signals. The
fluctuations over time are presented in the bottom right corner; (b) Noise correlation
between the two reference beams spots for 100 measured intensities. The fluctuations
over time are presented in the bottom right corner.

as noise in the first order images so we also measured the intensity fluctuations
for the two reference beams using the same procedure as described above for the
illumination beams. Since the reference beams have lower intensities we used a
longer acquisition time of 500 µs. The result of the measured normalized intensity
fluctuations for the reference beams is shown in Fig 2.8(b). This measurement
was separately done from the measured illumination beams so a point-to-point
comparison of the measured noise between illumination and reference beams is
not possible. Fig 2.8(b) shows that the standard deviation of the observed noise
is comparable to the noise in the illumination beams (standard deviation of the
differential noise is 1.5 × 10−3). However, we clearly see that the correlation
between the two reference beams is not as good as what we observe in the illu-
mination beams. The measured correlation is only 0.69 which indicates that we
suffer from some fluctuations in the fiber coupling efficiency in one (or potentially
both) of the reference fibers. This is supported by the fact that one of the ref-
erence beams in the current setup travels a much longer path through air before
it is being coupled in the fiber. Since we have achieved such encouraging results
on the illumination fibers we are confident that we can ultimately also achieve a
good noise correlation between the reference beams.

After characterizing the differential noise in the illumination and reference
beam we moved on to characterize the differential noise in the +1st and -1st

order images that we acquired with our df-DHM setup. Fig. 2.9 shows the
normalized signal variations in the retrieved +1st and -1st order images that we
measured with our df-DHM setup. This was done by collecting 100 holograms
at an acquisition time of 30 ms and measuring the signal levels in the +1st order
and -1st order signals. The signal is formed by a coherent addition of a reference
beam and an object beam so we can expect that the noise has contributions from
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the illumination and reference beams and possibly also from air turbulence that
can lead to contrast loss fluctuations of the interference pattern.

The data in Fig. 2.9 show that the -1st order and +1st order signals have
an encouraging correlation of 0.91. However, we also observe a difference in
the magnitude of the noise that will result in an incomplete cancellation of the
noise in the measured intensity difference. The measured data indicates that
a combination of sub-optimal fiber coupling and beam pointing fluctuations is
currently preventing us from achieving a complete suppression of the differential
noise. We believe that better fiber couplers and shorter beam paths before the
fiber couplers will solve this problem.

Figure 2.9: Correlation between the normalized intensity noise between -1st and +1st

reconstructed amplitudes. The normalized noise over time is presented on the bottom
right corner.

Figure 2.10(a), presents measured overlay reproducibility data on nine different
overlay targets for both a parallel and a sequential acquisition of the +1st and -1st

order images. These results were obtained by doing 150 overlay measurements
for each target and calculating the standard deviation of the overlay variation.
It can be seen that parallel acquisition consistently has a better reproducibility
which is due to the suppression of the common mode intensity noise.

The measured reproducibility of the parallel acquisition is of the order of 0.13
nm which is promising since this already approaches the level of what is needed
for overlay metrology. Moreover, we have to bear in mind that this result was
obtained on a simple breadboard setup where we could not yet achieve a complete
suppression of the differential noise in the illumination beams. It is expected
that a more stable setup will significantly improve the reproducibility which will
make the benefit of parallel acquisition over a sequential acquisition even more
pronounced.
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Figure 2.10: (a) Measured overlay reproducibility data for nine OV targets. Red line
presents the measured values for sequential acquisition and blue line for the parallel
acquisition. (b) shows the OV variation for OV Target 9 over time for sequential
acquisition and (c) for parallel acquisition.

2.5 Conclusion

We have presented a novel concept for measuring overlay based on spatial fre-
quency multiplexed dark-field Digital Holography (df-DHM). We have also pre-
sented first measured overlay data using this concept. We have built a breadboard
version of this concept using standard off-the-shelf components and only a sin-
gle imaging lens. This setup was not yet optimized for mechanical stability and
alignment. Moreover, the retrieved images were not yet corrected for aberrations
that are introduced by the single imaging lens. Despite these minor imperfections
the measured data shows the potential of using df-DHM for overlay metrology.

After an experimental demonstration of the capability to acquire two holo-
grams in parallel we have presented data showing good agreement between mea-
sured overlay and programmed overlay on a test sample. The linearity was very
good (R2 =0.9993) and the maximum observed deviation of about 1 nm between
the measured overlay and the expected overlay can be explained by a combina-
tion of overlay uncertainty in the test sample (≈ 1 nm) and overlay errors (≈ 1
nm) that are introduced by various small imperfections in our breadboard setup.
For example, a small mechanical misalignment of the stage on which the sample
was mounted in combination with a small illumination beam inhomogeneity can
already introduce a 1 % relative intensity unbalance between +1st order and -1st

order images. For our sample this 1 % unbalance would already lead to a 1 nm
error.

Diffraction-Based overlay measurements are sensitive to differential noise in
the illumination beams that generate the +1st and -1st order images so we have
also looked in the noise performance of our df-DHM setup. The two illumination
beams and the two reference beams originate from the same source so ideally
the noise between these four beams is common mode with no differential noise
terms. Measured data on the two illumination beams clearly show a strong com-
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mon mode noise term that cancels in the overlay measurement and only a small
differential noise term that has a negligible impact on the overlay measurement.
Unfortunately, the two reference beams show a significant differential noise term
on top of the common-mode noise. After carefully studying this effect we have
come to the conclusion that this is most likely coming from a small fiber mis-
alignment in combination with small beam point fluctuations of the beams that
are coupled into the single mode fibers. Despite these imperfections we have been
able to show 0.12 nm overlay reproducibility using parallel acquisitions.

During the course of our investigations we have identified various improvements
to our setup that we will implement in future experiments. For example, more
stable fiber couplers in combinations with shorter beam paths in the illuminator
part are expected to significantly reduce the differential noise. Better aligned
sample stages in combination with a more homogenous illumination beam are
expected to significantly improve the overlay metrology precision to the levels
that are required in the semiconductor industry. Once we have also calibrated
the lens aberrations we can also apply image corrections enabling overlay mea-
surements over a larger wavelength range. In this paper, we have shown that
df-DHM is a very promising candidate for future overlay metrology and we are
working on many directions for further improvements.
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Chapter 3
Study on the Impact of
coherence length on the
field of view in dark-field
holographic microscopy

In this chapter we perform a feasibility study of the limitations of the
use of dark-field Digital Holographic Microscopy due to the impact of
the coherence length. This report is essential as it confirms that df-
DHM can be a promising optical metrology technique that uses optics
with acceptable complexity. A theoretical analysis and an experimen-
tal demonstration of this technique is presented, showing the impact of
the coherence length of the light source on the Field-of-View. At the
end of the chapter we also present the first holographically obtained
images of metrology targets with the first iteration of a df-DHM test
setup.

3.1 Introduction

The aggressive reduction of semiconductor devices according to Moores law [2]
has driven many improvements in optical wafer metrology and semiconductor
processing equipment such as lithography. Currently, chips with feature sizes

The content of this chapter has been published in: Christos Messinis, Vasco T. Tenner,
Johannes F. De Boer, Stefan Witte, and Arie den Boef, Impact of coherence length on the
field of view in dark-field holographic microscopy for semiconductor metrology: theoretical
and experimental comparisons, Appl. Opt. 59(11): 3498-3507 (7 Apr 2020).
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below 10 nm are in production and require robust metrology of parameters like
pattern placement [overlay (OV)] and pattern shape [critical dimension [CD])
with sub-nanometer precision. In addition, these parameters need to be measured
at high throughput on many points on a wafer, requiring small measurement
times in the millisecond range [69].

Over the years, several studies and industrialized products have investigated
optical techniques for CD and OV metrology, like scatterometry [3, 14, 91]. For
pattern placement measurements, diffraction-based overlay metrology (DBO) has
emerged as a robust scatterometry-based technique [16, 70, 71].

DBO technology measures the overlay of small overlapping diffraction gratings
(< 5x5 µm2) printed on a multilayered semiconductor wafer by measuring a small
intensity difference between the +1st (I+1) and -1st (I-1) diffraction order, which
scales linearly with the overlay error between these gratings according to [3]:

I+1 − I−1

I+1 + I−1
= K ×OV. (3.1)

For convenience, we have normalized the intensity difference to the total inten-
sity. The scale factor K is a sensitivity parameter that depends on the material
properties of the thin film stack in which the gratings are embedded. This un-
known scale factor K is eliminated by measuring the intensity difference on 2
pairs of overlapping gratings where a small known shift (“bias”) of, respectively,
+d and -d is added to the unknown overlay, as presented in the previous chapter.
In practice K can become as small as 10-2 nm-1 which results in the need for
an accurate and robust measurement of the +1st and -1st order intensities. This
is only possible if the 0th order light coming back from the target is effectively
suppressed using dark-field imaging techniques.

Good accuracy and robustness is achieved by a careful selection of 1 or more
wavelengths [16]. Due to the large variety of materials in modern semiconductor
devices, these optimum wavelengths can cover a large range from 400 nm up to
900 nm. Fast (sub-ms) wavelength tunability over a large range can be provided
by a super-continuum source in combination with an acousto-optic tunable filter
(AOTF). These sources provide an illumination intensity of more than 1 mW/nm
which is needed for metrology with sub-nm precision on small metrology gratings
(< 5x5 µm2) that can have a low diffraction efficiency (< 0.01 %). Shot noise
considerations show that the noise in DBO scales with P/

√
N where P is the

grating pitch and N is the number of detected photons. Using this approximate
formula shows that we need to detect ≈ 106 photons for sub-nm noise levels.
Assuming a diffraction efficiency of a DBO grating pair of 0.01 % and a total
sensor transmission of about 10 % leads to a required illumination power of about
4 mW. This is achievable with a super-continuum source and an AOTF that has
a bandwidth of about 4 nm.

The need to measure with high-precision on small gratings also drives the
need for high NA optics that must have low aberrations over a large wavelength
range and with a sufficiently large transmission. As a result of these challenging
requirements modern metrology tools use complex high-precision optics.
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As a consequence of Moores law, overlay metrology requirements will continue
to tighten so we can expect that this will lead to even more complex optics,
meaning higher number of optical surfaces. In order to deal with this trend,
dark-field Digital Holographic Microscopy (df-DHM) can be a potential technique
to meet the challenging future metrology requirements with a few lens elements
(preferably one) which allow high transmission over a large wavelength range.
With df-DHM we measure the complex field on a camera which allows the use
of computational techniques to correct for residual imaging imperfections that
would give rise to metrology errors [92, 93].

Recently, C. Shen et al, reported on a similar optical metrology challenge where
aberration correction over a large wavelength range was needed in the field of
silicon chip imaging [12]. They proposed a multi-spectral microscope system
using aperture-scanning Fourier ptychographic microscopy for phase retrieval.
Our application, however, requires measurement times well below a fraction of a
second which is highly challenging with iterative phase-retrieval techniques but
quite feasible with digital holographic microscopy (DHM).

In essence, digital holographic microscopy (DHM) is a well know technique
that has already been described in many papers like references [26, 27, 41, 77, 94–
101]. In summary, in DHM the light scattered from the sample (object field) is
coherently mixed with a reference beam resulting in an interference pattern on
the camera that allow the acquisition of both amplitude and phase of diffracted
fields [26, 94]. In our investigation we look into dark-field DHM since specularly
reflected light often has a low sensitivity for the parameter of interest like overlay
and we therefore do not want to include the 0th order in the image acquisition.

Comparing to other techniques, the main advantage of DHM is that it offers
the capability to image small scattering targets (of a computer chip) that can
have a diffraction efficiency as low as 0.01 % simply by boosting the detected
signal with a reference by the virtue of coherent amplification.

Many holographic systems have already been presented [95, 98–100], which
can be categorized in two main groups, in-line and off-axis systems. In-line
holographic systems are characterized by a nominally zero angle between the
object and the reference beam, where a sequence of measurements is used to
determine the complex field and is known as phase-shifting interferometry (PSI)
[97, 101]. Conversely, off-axis systems use an angularly offset reference wave, as
was originally done by Leith and Upatnieks [77], offering a single-shot acquisition
of the complex field by separating the two beams in spatial frequencies [41, 100].

Several groups have already reported df-DHM. For instance, Dubois and Gros-
fils used df-DHM to improve the detection of 3D nanosized particles smaller than
the resolution limit [74]. Likewise, Gross et al, combined df-DHM with off-axis-
DHM for single hologram 3D-tracking of gold nanoparticles diffusing in water
[75]. The use of df-DHM for semiconductor metrology is a relatively new topic
that can potentially improve the metrology capabilities but that also offers some
challenges that need to be addressed. A particular challenge of df-DHM using an
oblique illumination beam is the impact of the coherence length of the light on
the Field-of-View (FoV). In order to have sufficient intensity from a supercon-
tinuum source with an AOTF we need a bandwidth of a few nanometers (∼= 4
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Figure 3.1: (a) Propagation of the illumination beam over a high angle θill on the
wafer. Here ∆L is the delay between the edges A & B of the wavefront. (b) The
interference of the reference beam (red) with the image beam (black) on the detector.
Here ∆L’ is the delay between the edges of the diffracted wavefront.

nm) as stated earlier. However, this results in a relatively short coherence length
that limits the FoV where fringes are visible. Only for specific reference angle,
NA, magnification and source bandwidth parameter ranges, the fringes are re-
solved over a sufficiently large FoV. Since the information of the complex field
is encoded in the measured fringe pattern, a more detailed understanding of the
fringe contrast as a function of various sensor parameters is required since this
will enable us to design a df-DHM system where the bandwidth of the light is
optimized for sufficient intensity and sufficiently large FoV.

In this chapter, we analyze the impact of the coherence length of the light
source on the FoV and we present a custom-built df-DHM that we used to verify
our analysis. Finally, we present the first holographically obtained images of
metrology targets that have been acquired with our df-DHM setup.

3.2 Dark-Field Digital Holographic Microscope

3.2.1 Temporal Coherence limitations

The use of the higher diffraction order creates a time delay between the edges of
the illumination beam as depicted in Fig. 3.1(a). This time delay will propagate
through the imaging system. At the camera the imaging beam is mixed with a
reference beam where an additional time delay can be introduced as depicted in
Fig. 3.1(b).

Fringes are only visible when the optical path length between the object and
reference beam is within the temporal coherence length of the source. This effect
means that fringe visibility is dependent on the location within the target image
and on the temporal coherence length of the light source.

In the remainder of this section we will further quantify this relation between
FoV and coherence length using a simple model that can be applied to both
in-line and off-axis holography.
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Figure 3.2: The theoretical model for df-DHM. We denote θill as the illumination
angle, θobj as the angle of the 1st diffraction order captured by the imaging system, θim
as the angle of the illumination beam after exiting the imaging system and θref as the
angle of the reference beam.

3.2.2 Theoretical Analysis

In this chapter, we will derive a simple analytical model of the relation between
the coherence length (i.e. bandwidth) of the light source and the FoV of the
image. To begin with, we define the basic principles of this model. For the sake
of simplicity, we present only the 1D implementation where all the image-forming
beams are in the x-z plane as shown in Fig. 3. An extension to a more general
2D model is quite straightforward and is presented in Appendix 3.A. We start
with the well-known grating equation:

sin(θn) = n
λ

P
+ sin(θill), (3.2)

where θill is the illumination angle, λ is the wavelength, P is the grating pitch
and θn is the angle of the nth diffraction order generated from the target. With
the grating equation we can determine the NA of an objective lens that is needed
to capture the 1st order in an imaging system as shown in Fig. 3.2.

For simplicity, we will consider an ideal aplanatic imaging system as shown in
Fig. 3.2 that obeys the following relation:

sin(θim) =
1

M
sin(θobj), (3.3)

where θobj is the angle of the 1st diffraction order, which is essentially θn with
n equal to ±1. M is the magnification of the imaging system.

In our analysis we consider simple plane wave propagation and we assume
equal amplitudes of reference beam and object beam. The illumination beam
has a complex amplitude at the grating plane of:

Eill(x) = ei
2π
λ sin(θill)x, (3.4)
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and using the sign convention of Ref. [102], we find for the object field:

Eobj(x) = e−i 2π
λ sin(θobj)x. (3.5)

The image field and the reference fields at the camera plane are, respectively,
given by:

Eim(x) = e−i 2π
λ sin(θim)x. (3.6)

Eref (x) = ei
2π
λ sin(θref )x. (3.7)

On these expressions, i indicates the imaginary unit. In holography the detected
intensity is defined as:

I(x) = |Eobj(x) + Eref (x)|2 = |Eobj(x)|2 + |Eref (x)|2 + Eobj(x)E∗
ref (x) + c.c.

(3.8)
where the product of the two fields (cross-terms) will give the interference of
reference and object wave. From this interference we can define the spatial fre-
quencies ∆k difference of the k vectors. The wavenumber of the imaging wave
on the detector is :

kim =
2π

λ
sin(θim), (3.9)

which from Eq. (3.2) and (3.3) becomes:

kim =
1

M

(
n

2π

P
+

2πsin(θim)

λ

)
, (3.10)

while the wavenumber of reference wave is :

kref =
2π

λ
sin(θref ), (3.11)

From the first cross term of Eq. (3.8) we reach to a sinusoidal interference
pattern given by :

I(x) = 1 + cos[(kim − kref )x]. (3.12)

Using the previously defined plane wave expressions for the illumination and
reference beam and using the grating equation, Eq. (3.2) and the aplanatic
imaging condition, Eq. (3.3) we find for the intensity on the camera:

I(x;λ) = 1 + cos

(
n

M

2π

P
+

2π

λ

(
sin(θill

M
− sin(θref

)
x

)
. (3.13)

In order to describe the finite coherence length of the light source, we have to
extend the model to quasi-monochromatic illumination which we can easily do
by writing the wavelength λ as center wavelength λc on which we add a small
wavelength deviation ∆λ. Eq. (3.13) then becomes:

I(x;λc,∆λ) = 1 + cos

(
2π

(
n

M

1

P
+

(
1

λc
− ∆λ

λc
2

)(
sin(θill)

M
− sin(θref )

))
x

)
.

(3.14)
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For the completeness of the analytical model we must integrate over the band-
width (B) for various spectrum shapes. Here we consider the rectangular and
the Gaussian case, where the bandwidth of the Gaussian beam is defined by the
full width at half maximum (FWHM).

� The case of a rectangular spectrum yields an intensity of:

I(x;λc, B) = 1 + cos

(
2π

(
n

M

1

P
+

1

λc
Sλ

)
x

)
sinc

(
π
B

λ2
c

Sλx

)
. (3.15)

� For a Gaussian spectrum we find:

I(x;λc, B) = 1 + cos

(
2π

(
n

M

1

P

)
x

)
exp

(
−2π2B

2Sλ
2x2

λ4
c

)
. (3.16)

So far, this analytical model is valid for both off-axis and in-line DHM. It can
be seen that Sλ = 0, occurs when the direction of the reference beam coincides
with the direction of the 0th diffraction order in a bright-field setup. This is
of course the case of an ideal imaging system where the FoV is independent of
bandwidth.

In the two final expressions for the two different spectra, we focus on the fringe
contrast of the detected intensity, which is a sinc function for a rectangular shape
and a Gaussian for a Gaussian shape. From the fringe contrast in each case, Eq.
(3.15), Eq. (3.16), we can draw some conclusions on the design requirements of
a df-DHM setup.

In order to establish a relation between bandwidth and FoV from Eq. (3.15)
and Eq. (3.16) we need to set a limit on the required fringe contrast. We
selected a contrast limit of 2/π since for this value, the Field-of-View (FoV) of
our analytical model is equal to the FoV of the simple path-length ray model
that is shown in Fig. 3.1. This yields the following relation between FoV and
bandwidth (B) for a rectangular spectrum:

B <
1

FoV

λ2
c

MSλ
. (3.17)

Expression (3.17) shows that the FoV depends on the bandwidth of the source
and several parameters of the setup, like the magnification, the wavelength and
the angle sensitivity Sλ. For an accurate prediction of the FoV for a given
bandwidth B we need to know this sensitivity term Sλ. According to Eq. (3.15)
we can determine the value of Sλ via the fringe period Λ. Starting from the
definition of fringe period, Λ:

Λ =
2π

∆k
, (3.18)

from Eq. (3.15) we know that the spatial frequency in the rectangular spectrum
case is:

∆k = 2π

(
n

M

1

P
+

1

λc
Sλ

)
, (3.19)
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Figure 3.3: Schematic of dark-field digital holographic microscope (df-DHM). Two
illumination beams are separated using polarizing beam splitter (PSB1) following a
Mach-Zehnder interferometer configuration. The transmitted illumination beam hits
the target with an oblique angle and generates the 1st diffraction order (object beam)
that is captured by the imaging system. The reflected illumination beam (reference
beam) is recombined with the object beam with a second polarizing beam splitter
(PBS2).

For n = 1 we reach to the following expression for the fringe period:

Λ =
λc∣∣ λc

MP + Sλ

∣∣ , (3.20)

With this simple model we can calculate the required values of the design pa-
rameters of a dark-field digital holographic microscope, that offers the FoV that
is needed for metrology.

3.2.3 Experimental Setup

In this section we describe a dark-field digital holographic microscope (df-DHM),
as shown in Figure 3.3 that was built to verify the theory presented in the previous
section.

A fiber-coupled superluminescent diode (SUPERLUM cBLMD Light Source)
was used as light source (LS) with a central wavelength of 785 ± 10 nm and 46 ±
5 nm bandwidth. To test the validation of the theoretical model, two additional
bandpass filters (BF) of 5±1 nm and 10±2 nm FWHM bandwidths (Edmund
Optics, Hard Coated with OD ≥ 4) were used with a center wavelength of 785
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nm. The spectra used in the experiments are presented in the results section
(Fig. 3.4). The light of the fiber was collimated using a 2 lens telescope, of a
fiber coupler (FC Thorlabs F280APC-B) and a best form lens (BFL1 Thorlabs
LA1908-B). By rotating the linear polarizer (PF1 Thorlabs LPVIS100-MP2) that
is in front of a polarizing beamsplitter (PBS1 Thorlabs PBS252) we can tune the
intensity ratio between the illumination and reference beams which allows us to
minimize the acquisition time. The illumination beam is projected on the target
at an angle of ≈ 70◦ and a spot size of ≈1.2 mm. The +1st diffraction order
generated from the grating was captured by a 4f imaging system and the 0th

order light that was reflected by the target was blocked by a beam dump (BD).

This imaging system contained two lenses, a plano-asphere as the objective lens
with effective focal length of 8 mm and an NA of 0.5 (AL2- Thorlabs A240TM).
With this NA according to Eq. (3.2) the setup of Fig. 3.3 is capable to detect
targets with minimum pitch size of ∼= 550 nm. We choose a nominal magnification
of 25x with the use of a best form lens (BFL3) with focal length of 200 mm and
back focal length of 197.8 mm (Thorlabs LBF254-200-B). The CCD camera was
a Vimba Prosilica GT2300 with 2336 x 1752 pixels and a pixel pitch of 5.5 µm.

The reference beam is incident on the CCD camera through a nominally identi-
cal 2-lens system (AL1 and BFL2), resulting in similar beam size with the object
wave. In addition, the optical path length of the reference can be tuned with an
adjustable delay line of two mirrors (M3, M4) which is needed for in-line phase-
shifting holographic interferometry. The reference beam is recombined with the
object beam using a second polarizing beam splitter (PBS2) that is placed on a
high precision rotation stage. This rotation allows us to do in-line and off-axis
holographic microscopy. Finally, by rotating the linear polarizer PF2 we can op-
timize the contrast of the fringe pattern on the camera. With this setup we are
able to measure the intensity I1 of the +1st diffraction order. However, according
to Eq. (3.1) we also need to measure the -1st diffraction order intensity for an
overlay measurement. This could be done by rotating the wafer over 180◦ around
its normal vector and measure I−1.

However, a wafer rotation can cause a small lateral position shift of the gratings
which impacts the contrast of the hologram according to Eq. (3.15) and (3.16)
and thus also impacts the measured intensity. Our setup does not yet have this
wafer rotation stage since we first wanted to experimentally verify our analysis
on the impact of coherence length on FoV. Once we have experimental data to
support our model we can use these result to select a rotation stage for actual
overlay measurements.

3.2.4 Experimental Results

In this section, we present the experimental results that demonstrate the impact
of coherence length on the Field-of-View and test the validity of the model that
we presented in the previous section.

Firstly, we measured the spectrum of the light source with a spectrometer
(Ocean Optics FX-series) with a spectral resolution of 1.5 nm. We took three
different spectra, shown in Fig. 3.4, without any filter (black curve) and after
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Figure 3.4: Spectrum used in the experiment. Black curve is the unfiltered spectrum
of the SLD, blue curve is the 10 nm bandwidth filtered spectrum and red curve is the
5nm bandwidth filtered spectrum.

transmission through the narrowband interference filters (red and blue curves).
All the spectra were within the range of what was expected, we can see that the
unfiltered spectrum of the light source gave two peaks, one at 752 nm and one at
785 nm. For the other two measurements we slightly increase the exposure time
and we obtain a 5.5 nm bandwidth (FWHM) for the 5 nm bandpass filter and
a 10 nm FWHM for the 10 nm bandpass filter. Based on the resolution of the
spectrometer that was used, we expect that our measurements should be within
the margin of ±1.5 nm of the measured data, and on our comparison with the
theoretical results we take this tolerance into account.

In order to correctly determine the FoV at the target, we also need to know the
magnification M. We measured M by using a silicon test wafer from ASML. This
silicon substrate contained square gratings with dimensions of (58x58 µm2) and
etch depth of 90 nm. These square gratings have various pitches from 700 to 900
nm. From the measured image size of this target on the camera we obtained a
magnification of 24.5 with an uncertainty of ≈ ±0.4 which is based on 5 repeated
measurements.

For this experiment, we acquired several holographic images of a large blazed
grating with pitch (P ) of 833 nm (Thorlabs GR25-1208) for 3 different band-
widths. For this pitch, a 785 nm wavelength and a 70◦ angle-of-incidence, the 1st

order is diffracted almost normal to the grating surface. The delay line (Fig. 3.3)
was adjusted to ensure that the maxima of the observed fringe patterns were cen-
tered in the images. Fig. 3.5(a,b,c) shows the interference pattern located in the
central part of the captured images. The fringes are oriented vertically and with
a fringe period Λ of ≈ 6 µm. This fringe period is determined by the measured
fringe period on the detector divided by the magnification. Fig. 3.5(d,e,f) shows
the intensity averaged over the vertical direction. We used this measured fringe
period to determine the value of Sλ using Eq. (3.21). We found the value of Sλ to
be 0.033. The uncertainty in this value is estimated to be approximately 2%, and
is mainly determined by the uncertainty in the wavelength (785 ± 10 nm) and
the measured magnification (24.5 ± 0.4). From this measured Sλ we obtained a
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reference angle of 5.2 mrad, with a similar amount of relative uncertainty. This
reference angle indicates an in-line configuration.

The fringe contrast as function of location is extracted as follows. From the
average curves we move to the Fourier space and select the cross-correlation terms
and then with inverse Fourier space transform we obtained the orange curves of
Fig. 3.5(g,h,i). The width of the area where the fringe contrast exceeds 2/π (≈
0.6) is around 30, 75 and 130 µm for 46, 10 and 5.5 nm bandwidths respectively.
From the images of Fig. 3.5 we can also notice that for 5.5 and 10 nm bandpass
filters we see a revival of the fringe visibility. For the 10 nm bandwidth we see
a revival at ± 110 µm position on the wafer, while for the 5.5 nm bandwidth
this revival begins at the edge of the FoV. Fringe contrast and spectral shape are
connected via a Fourier Transform (FT) [103], so this revival is indeed expected
for a rectangular spectrum (also seen in Eq. (3.15)). However, the spectrum of
the 46 nm bandwidth is more smooth and given the properties of FT we do not
expect to see a significant revival in fringe contrast.

Figure 3.5: Measured fringe visibility (a, b, c) and period (d, e, f) of the interference
patterns. Normalized fringe contrast (g, h, i) comparison with the theoretical fringe
contrast (blue curves) and the measured fringe contrast (orange curves).

To validate our model, Figure 3.6 shows a plot of the FoV as a function of
bandwidth according to Eq. (3.18) using the measured values of M and Sλ. In
this figure we also added the three measured results that we obtained from the
experiment with error bars that indicate the measurement uncertainty (Figure
3.5).

The final measurement that we did with this experimental setup was to obtain
a complex image of overlay metrology targets on an ASML test wafer. Since
speed is important for overlay metrology we decided to use single-shot off-axis df-
DHM. We began with setting the delay line at a point where the fringe visibility is
maximum at the center of the FoV, as previously shown with the blazed grating.
Then we increased the angle of the reference beam to ≈ 2 ◦ by rotating the angle
of PBS2 which resulted in off-axis holographic images from which the complex
image object field was determined.

Figure 3.7(a) is the obtained hologram for a 10 nm bandwidth, where the
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Figure 3.6: Theoretical curve of the expected FoV for selected bandwidth of light
source. Blue curve is calculated for the measured reference angle of 5.2 mrad. Black
dotted spots with error bars for the experimental results for 3 different bandwidths with
red arrows presenting the uncertainties of the measurements.

Figure 3.7: Off-Axis Digital holographic microscopy process for a semiconductor
wafer. The bandwidth of the light source was set at 10 nm (FWHM). (a) hologram
with interference pattern, (b) angular spectrum, with the cross-correlation term used
for the reconstruction within the yellow circled area, (c) amplitude image; and (d) phase
image.
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Figure 3.8: (a) Reconstructed phase for a selected square grating with pitch size of
900 nm. (b) Phase profile of Fig. 8(a) across the drawn white line, showing the 2π
interference phase modulo and (c) the unwrapped interference phase of the selected
target.

interference fringes are visible on the locations of the known targets. We chose
the 10 nm bandwidth as it corresponds to a sufficiently large FoV and it provides
higher intensity and therefore shorter acquisition times compared to the 5.5 nm
bandwidth. For these targets we focused on the ones in the center which have
pitches from top to bottom of 700, 800 and 900 nm respectively. Fig. 3.7(b) is
the Fourier transform of the recorded hologram showing the zero-order which is
the DC terms of the recorded intensity and the twin image peaks which are the
two cross-correlation terms. From Fig. 3.7(b) we selected one of the twin image
peaks as it contains the cross correlation information for image reconstruction. As
shown, these cross correlation terms have different positions for different targets,
but for this demonstration we selected a large enough region-of-interest (ROI)
to reconstruct more targets. Figure 3.7(c) shows the intensity and Figure 3.7(d)
shows the phase of the image reconstruction. The phase image represents a phase
profile of the optical field reflected from the surface of the target. For targets
with different pitches we expect different phase profiles.

To validate the phase image of Fig. 3.7(d), we have plotted the phase profile
of one reconstructed target. Specifically, we have selected the bottom left target,
that has a pitch size of 900 nm (as shown in Fig. 3.7(d)). On the observed
phase image on Figure 3.8(a), the phase interference is not completely vertical,
indicating that the reference beam is not perfectly aligned in the x-z plane but
that it has a small spurious azimuthal angle which we can ignore since it has a
negligible impact on our results. Figure 3.8(b) shows the measured phase profile
of this target as shown on the drawn white line, where we can observe 2π phase
jumps. After applying a phase-unwrapping algorithm to the data in Figure 3.8(b)
we obtain the continuous phase variation.

3.2.5 Discussion

In order to compare the measured values for the Field-of-View with our theoreti-
cal derivation, we have to know the bandwidth of the spectrum, the magnification
M , the illumination and reference angles. Here, we describe the procedure for
determining these quantities from the measured data.

With respect to the magnification, we have used a target with known size and
then through the pixel size of the detector, the determination of the magnification
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is straightforward. Moreover, we also need to consider the uncertainties in the
illumination and the reference angles.

The illumination angle was determined by observing the direction of the 1st
order that was diffracted by the Thorlabs blazed grating. For the 785 nm illumi-
nation wavelength, the 1st order passed through the center of the objective lens
indicating that this 1st order propagates normal to the grating surface. Using
the grating equation, Eq. (3.2) we find an angle of incidence of ≈ 70◦. We also
note from Eq. (3.17) that small errors in the illumination angle hardly impacts
the uncertainty in Sλ.

The angle of the reference beam was determined by measuring the pitch Λ of
the fringes on the camera. Using Eq. (3.21) we obtained a reference angle of
5.2 mrad for the images shown in Figure 3.5. This allows us to calculate the
sensitivity parameter Sλ (Eq. (3.17)) which is needed for the calculation of the
FoV as a function of bandwidth, given by Eq. (3.18).

The measured fringe contrast, as shown in Fig. 3.5, also shows that the width
of the contrast curve increases for smaller bandwidth. The red dots shown in the
graph of Fig. 3.6 proves this argument as the experimental results match with
the theoretical curve.

For the theoretical curves of Figure 3.5(g,h,i) we have plotted the fringe con-
trast that we had derived from Eq. (3.15), Eq. (3.16). For the results we consider
only the rectangular shape as it was the shape of the two bandpass filters. For
the unfiltered spectrum, the shape is neither Gaussian nor rectangular shape so
we have calculated the expected contrast curve numerically from the measured
shape of the spectrum. The numerically calculated contrast curve looks similar
to a sinc function.

For the first holographically obtained images of metrology targets we have
increased the reference angle by rotating the PBS2. Our theory indicates that
with off-axis holography for small angles of ≈2◦ of the reference beam, we have a
larger FoV compared to in-line holography. With the off-axis measurements, the
predicted FoV for the 10 nm bandpass filter is around 727 µm at the contrast
limit of 2/π (using Eq. (3.18)) which is larger than the in-line case. Note that
for a 2◦ reference beam angle, the cross-correlation terms are not completely
separated from the DC term. For a complete separation of these terms in our
setup the reference beam angle needs to be ≈3.4◦ but the resulting fringe density
was too high for our camera that had an image sensor with a 5.5 µm pixel pitch.
Fortunately, for this particular wafer sample there is almost no diffracted light
at the edge of the NA so the resulting imaging artifacts are small.

Our experiments confirmed that the fringe contrast varies within the image
according to Eq. (3.17). We now use this result to estimate the impact of
contrast variations that may be introduced by a spurious translation after a 180◦

wafer rotation. The effect of a spurious translation means that the measured
interference patterns for the acquisition of the +1st and -1st order images will
have slightly different contrast values of, respectively, C+∆C and C−∆C. This
will impact the measured intensities that we retrieve from the interferograms and
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using Eq. (3.1) we find for the measured overlay OVm:

(C + ∆C)I1 − (C − ∆C)I−1

(C + ∆C)I1 + (C − ∆C)I−1
= K ×OVm, (3.21)

where ∆C(I1 − I−1) tends to 0 and can be ignored from the denominator part,
simplifying Eq. (5.1) as:

I1 − I−1

I1 + I−1
+

∆C

C
= K ×OVm. (3.22)

Using this expression we find for the overlay error ∆OV = OVm - OV :

∆OV =
1

K

∆C

C
. (3.23)

With todays overlay requirements the OV metrology errors must be less than
≈ 0.1 nm and assuming an overlay sensitivity K of 10−2 nm−1 we find that the
relative contrast difference ∆C/C should be less than 10−3. In order to deal with
such a severe requirement, we need a good understanding of the mechanisms that
result in a contrast variation across the image field. The results presented here
are a first step towards dealing with this challenge.

3.2.6 Conclusion

This work presents a theoretical model of the impact of coherence length on
the Field-of-View in a dark-field digital holographic microscope. This model has
shown that the FoV is inversely proportional to the bandwidth of the light source.

With the presented model we can define requirements of design parameters that
ensures that the setup offers sufficient FoV. These parameters are the wavelength
and the bandwidth of the light source, the magnification and NA of the imaging
system, as well as the specifications of the camera. These limiting factor will lead
to the required bandwidth for a desired Field-of-View.

The experimental setup presented here, can be a novel addition to the future
optical metrology tools. Our first demonstration presented a technique that can
provide both phase-shifting and off-axis measurements, with off-axis able to reach
single shot acquisition. This publication is a first step to build a df-DHM that
should ultimately be able to offer fast and precise metrology on small metrology
targets on semiconductor wafers. The next step in this investigation is to correct
for small residual aberrations coming from the wavefront of the objective lens.

67



Feasibility study for the use of df-DHM

Appendix 3

3.A The 2D extension of the df-DHM model

Following the sign convention of Ref. [102], the grating equation describing the
configuration of Fig. 3.2 takes the form of Eq. (3.2). This sign convention
requires that n > 0. If the rays are diffracted to the left (the counterclockwise
side) of the zeroth order (n = 0), then positive diffraction orders are generated,
n > 0. If the diffracted ray runs rights of the zeroth order (the clockwise side),
then negative diffraction orders (n < 0) are generated.

We will consider backward propagation as positive, meaning θi >0 always. All
angles are taken positive with respect to the normal, counterclockwise. All the
analysis was obtained by following the above sign convention.

For the simple plane-wave model, using Fig. 3.2 we define the reference wave
as:

Eref (r⃗) = Are
j 2π

λ n⃗r r⃗, (3.24)

where Ar is the amplitude of the wave, λ is the wavelength, r⃗ is the position
vector and n⃗r is a unit vector describing the direction of propagation of the
reference wave and is given by:

n⃗r =

nxr

nyr

nzr

 =

sin(θr)cos(ϕr)
sin(θr)sin(ϕr)

cos(θr)

 , (3.25)

here θr is the angle of the reference wave with respect to the z-axis and ϕr is the
azimuthal angle with respect to the x-axis. Following a similar notation for the
object wave we have:

Eo(r⃗) = Aoe
j 2πL

λ ej
2π
λ n⃗or⃗, (3.26)

where

n⃗o =

nxo

nyo

nzo

 =

sin(θo)cos(ϕo)
sin(θo)sin(ϕo)

cos(θo)

 , (3.27)

For planar diffraction in (x,z) plane sin(ϕo) = 0. For the description of the
imaging system we use the expression:

sin(θo) =
F1

F2
sin(θ1). (3.28)

The intensity in the image plane for digital holography is:

I(x) = |Eobj(x) + Eref (x)|2

= |Eobj(x)|2 + |Eref (x)|2 + Eobj(x)E∗
ref (x) + Eref (x)E∗

obj(x). (3.29)

68



3.A. The 2D extension of the df-DHM model

Expanding this expression with the model description that we follow yields:

I(x) = A2
o + A2

r + 2AoArcos

(
2π

λ
(L + (n⃗o − n⃗r)r⃗)

)
, (3.30)

where 2πL/λ is a path length difference between reference and object beam at
(0,0,0).

We normally consider the intensity in the (x, y)-plane where the camera is
located so we split the unit vectors in an in-plane (parallel) unit vector and a
perpendicular (senkrecht) unit vector :

n⃗ = sin(θo)p⃗ + cos(θo)s⃗. (3.31)

Likewise, the position vector is also decomposed in the z-component r⃗s and an
in-plane (x, y) position r⃗p. The following drawings illustrate the two vectors,
Fig. 3.9.

Figure 3.9: (a) the unit vector direction of Eq. (3.32), (b) the position vector direction.

The intensity in the image plane of Eq. (3.31) will take the form:

I(r⃗p) = A2
o + A2

r + 2AoArcos

(
2π

λ
(L + ((sin(θo)p⃗o − sin(θr)p⃗r)r⃗p)

)
, (3.32)

The in-plane propagation of the nth diffraction order is given by the grating
vector equation. This expression includes Eq. (3.2) which is the case of conical
diffraction by a 1D-periodic grating:

sin(θn)p⃗n = n
λ

P
p⃗G + sin(θill)p⃗ill, (3.33)

with the use of the sine-rule for imaging:

sin(θo)p⃗o =
1

M
sin(θn)p⃗n, (3.34)

we now define a sensitivity vector S⃗p, similar to the angle sensitivity parameter
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of Eq. (3.17) to keep the expression of the detected intensity manageable:

S⃗p =
sin(θill)

M
p⃗ill − sin(θr)p⃗r, (3.35)

with the use of Eq. (3.35) and Eq. (3.36) , the vectorized notation yields the
following expression of the detected intensity:

I(r⃗p) = A2
o + A2

r + 2AoArcos

(
2π

λ
(L− S⃗p · r⃗p) +

2nπ

MP
p⃗G · r⃗p)

)
, (3.36)

this expression is valid for monochromatic light with infinite coherence length.
Quasi-monochromatic light contains a range of wavelengths centered around a
center wavelength λc. For small wavelength deviations ∆λ away from the central
wavelengths we can use the following approximation for the wavelength λ:

1

λ
=

1

λc + ∆λ
≈ 1

λc
− ∆λ

λc
2 , (3.37)

this yields for the detected interference pattern:

I(r⃗p) = A2
o + A2

r + 2AoArcos

(
2π

(
1

λc
− ∆λ

λc
2

)
(L− S⃗p · r⃗p) +

2nπ

MP
p⃗G · r⃗p)

)
,

(3.38)

The total intensity is now obtained by integrating over the wavelength range
(bandwidth) for the spectrum shape of the light source. For simplicity, for the
rectangular case this integration runs from B/2 to +B/2 where B is sufficiently
large to cover all the light in the spectrum:

IT (r⃗;λc, B) =
1

B

∫ B/2

−B/2

I(r⃗;λc,∆λ)d∆λ. (3.39)

For a symmetric spectrum (which is generally sufficiently true) we can write for
the integral:

I(r⃗) = A2
o + A2

r + 2AoArγ(r⃗p;λc, B)cos

(
2π

(
1

λc

)
(L− S⃗pr⃗p) +

2nπ

MP
p⃗G · r⃗p))

)
,

(3.40)

here γ is a coherence term that describes the local image contrast at position
r⃗p. In order not to further complicate the analysis we assume a simple rectangular
spectrum with full bandwidth B:

γ(r⃗p;λc, B) =
1

B

∫ B/2

−B/2

cos

(
2π

(
∆λ

λc
2

)
(L− S⃗p · r⃗p)

)
d∆λ, (3.41)
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evaluating this integral yields:

γ(r⃗p;λc, B) = sinc

(
π

(
B

λ2
c

)
(L− S⃗p · r⃗p)

)
. (3.42)

For the simplicity of this analysis we have considered planar diffraction in (x,z)
where sin(ϕo) = 0. In reality this needs to be included and can be easily added

on the vectorial derivation of S⃗p for r⃗p = xn⃗x + yn⃗y. Now r⃗p is a vector that

denotes a position (x,y) on the camera image and S⃗p is modified as:

S⃗p =
1

M
((sin θill −M sin θref cosϕref )n⃗x − (M sin θref sinϕref )n⃗y), (3.43)

where ϕref is the azimuthal angle of the reference. For convenience we now
convert all parameters to wafer level by adding the magnification of the setup,
M, and we introduce to following notation: xw,yw=x,y

M , sin θill=NAill, NAref =
M sin θref . So NAref is essentially the sine of the reference angle as seen from the
wafer side. This yields a compact expression for the coherence γ in the image:

γ(xw, yw) = sinc

(
π
B

λ2
c

(L− xw(NAill −NAref cosϕref ) − ywNAref sinϕref )

)
.

(3.44)

Figure 3.10 presents the coherence of the image as derived on Eq. (3.46) where
the direction is given by the tangent of the two coordinates:

tanβ =
sinϕref

NAill

NAref
− cosϕref

, (3.45)

Figure 3.10: Schematic drawing of the contrast direction for an azimuthal angle of
135◦.

To derive an expression for the FoV, we consider a contrast limit of 2/π. For
the case of L=0, the maximum of the coherence is in the center of the image and
the FoV, with a sinc function that depends only on the sensitivity term. In the
2D case this term is defined by the direction of the parallel unit vectors and the
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position vectors of the two beams. The FoV can be shown to be given by:

FoV =
λ2

c

B

1√
NA2

ill + NA2
ref − 2NAillNArefcosϕref

(3.46)

We can use this equation to determine the expected FoV of our setup. For
instance, with ϕ = 0◦ we expect a FoV of 75 µm while if we increase the azimuthal
angle to ϕ = 45◦ the expected FoV decreases to 50 µm. We need to denote that
expression (3.18) is the bandwidth for the rectangular shape with the original
expression:

B <
λ2
c

2x

1

Sλ
, (3.47)

where 2x is equal to the FoV, leading to the full expression of Eq. (3.18):

B <
λ2
c

FoV ′
1

Sλ
=

λ2
c

MFoV

1

Sλ
=

λ2
c

FoV

1

sin(θill −Mθref )
. (3.48)

3.B Experimental Validation of the 2D extension

In this Appendix we compare signal variations of experimental data with the
theoretical expectations to confirm the impact of coherence in the setup. For
this comparison we use a sample that consists of larger gratings in order to make
the effect better visible. These targets have large pitch sizes (900-1200 nm) and
for that reason we use a 635 nm wavelength. A longer wavelength according to
the specifications of the used AOTF resulted in a bandwidth B of about 7 nm
which limits the FoV according to our analysis.

Figure 3.11 shows the reconstructed images of these targets for both diffraction
orders along with a comparison of the measured and predicted values of the field
of view and the direction β of “constant coherence” lines.

Fig. 3.11(a) and 3.11(c) represents the reconstructed amplitudes of -1st and
+1st order respectively, where the signal variation between the two is visible as
expected from the analysis in section 3.A. It can be seen that the coherence vari-
ations γ between object and reference beams are tilted in a different orientation
between the two signals due to the different azimuthal angle of the two reference
beams. For instance, for ϕ = 0◦ we expect that the orientation of the fringes
would be parallel to the y-axis of the detector. In order to measure the contrast
direction, β, we measure the angle difference of the brightest line of FoV from
the positive x-axis (as shown of Fig. 3.11(c)). For the -1st order the contrast
direction was 106.9◦ while for the +1st order it was 70.03◦.

We determine the FoV from the measured images by fitting a quadratic profile
to the signal variation inside the grating along the y-direction and determining the
width W at which the signal level has reduced to 60% of its maximum value. This
was done for all pixel columns along the x-direction which allowed us to obtain
an average value of W and an estimate of the standard deviation of W. In order
to come to the FoV from the measured width W we need to take the orientation
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of the coherence function into which is done by multiplying the measured W by
sin(β). The measured FoV for the two diffraction orders was found to be 61.69
µm for the -1st order and 45.98 µm for the +1st order. The standard deviation
of the measured width was measured to be 5 µm.

The location of the side-bands in Fig. 3.11(b) allow us to determine the tilt
angles of the 2 reference beams. Inserting the sine of these angles in Eq. (3.47)
and Eq. (3.48) and using the central wavelength of 635 nm and a bandwidth
B of 7 nm yields an expected FoV and and expected orientation angle β of the
signal level as a function of the azimuthal angle of the reference beams. These
expected values for the FoV and β as function of azimuthal angle are shown in,
respectively, Fig. 3.11(d) and 3.11(e). Here the blue curve denotes the -1st order
image and the red curve denotes the +1st order image. The blue and red dots in
these figures indicate the measured values that we obtained from the images in
Fig. 3.11(a).

Figure 3.11: Impact of coherence length. (a), (c) Reconstructed amplitudes of -1st

and +1st order respectively. (b) the angular spectrum of the signal. (d) the expected
FoV against the azimuthal angle and (e), the contrast direction against the azimuthal
angle, with the addition of the two measured values of figures (a) and (c).

Both plots of Fig. 3.11(d) and 3.11(c) show a good match between measured
and expected data. On Fig. 3.11(d) we see a small deviation of ≈ 4 µm on the
FoV and on Fig. 3.11(e) a small deviation of ≈ 1◦ on contrast direction. This
deviation is small and can be attributed to the difference between the actual
spectrum shape and the model’s rectangular shape, and the noise level during
the measurement.

From the experiments shown above, we find that the FoV is mainly limited by
the coherence length of the source. As such FoV can be increased significantly by
reducing the bandwidth of the source. Also, the required FoV for OV metrology is
continuously shrinking as the size of the target gratings is continuously shrinking.
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Chapter 4
Diffraction-based overlay
metrology from visible to
infrared wavelengths using a
single sensor

Thus far, overlay measurements have been limited to visible wave-
lengths, but the use of materials that are opaque to visible wave-
lengths necessitates measurements using infrared light. In this chap-
ter we demonstrate that an overlay sensor based on digital holographic
microscopy can perform such overlay measurement at infrared wave-
lengths, while maintaining functionality at visible wavelengths. This
was done by constructing a breadboard setup that is capable of mea-
suring overlay at wavelengths ranging from 400 to 1100 nm, with the
possibility to extend to 1600 nm. Using the setup we demonstrated
good linearity between an applied amount of overlay and the measured
amount. In addition, we demonstrated that the setup is only sensitive
to structures at the top of the wafer. Measurements are therefore un-
affected by the fact that Si is transparent at 1100 nm. These results
demonstrate the viability of an overlay sensor that is sensitive to vis-
ible and infrared light, allowing more freedom in choice of materials
for integrated circuits.

The content of this chapter has been published in: Theodorus T. M. van Schaijk, Christos
Messinis, Nitesh Pandey, Armand Koolen, Stefan Witte, Johannes F. de Boer, and Arie
den Boef, Diffraction-based overlay metrology from visible to infrared wavelengths using a
single sensor, J. of Micro/Nanopattern. Mater. Metrol. 21(1): 014001 (14 Feb 2022).
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4.1 Introduction

Over the years, optical overlay metrology has seen significant innovations that
were needed to keep up with the demanding overlay requirements of the semicon-
ductor industry. For many years, image-based overlay metrology using box-in-box
metrology targets has been the work horse on essentially all layers [10]. A big
improvement in metrology precision and robustness came with the introduction
of advanced imaging metrology targets where the box structures were replaced
by gratings.

Another big step forward was the introduction of (micro) diffraction-based
overlay metrollogy (µDBO) where an overlay target consists of overlapping
grating-pairs [9, 15, 104]. These overlapping gratings are optically coupled, and
as a result of this coupling, a small shift between the gratings (overlay) creates a
small but measurable intensity variation in the diffracted light. The use of multi-
ple grating-pairs with different intentional overlay bias in an overlay target allows
an accurate determination of overlay from the measured diffracted intensities [3].
An evolution of the µDBO targets that is much less sensitive to stack variations
was proposed previously [105]. The use of multiple wavelengths in µDBO has
significantly improved process-robustness and allowed accuracy levels in the sub-
nanometer range even in the presence of process variations [16, 70, 71]. As a
result, metrology using µDBO-marks has become the standard for many overlay-
critical layers in logic and memory devices.

However, in addition to improving precision, accuracy, and robustness, overlay
metrology tools must also deal with decreasing signal levels. Several materials
that are regularly used in semiconductor device manufacturing, such as amor-
phous carbon, are highly absorbing at visible wavelengths, resulting in a loss
of overlay signal. Solutions such as topography-transfer and mark clear-out are
sometimes used to still detect a signal from an overlay target that is buried un-
derneath an absorbing layer. However, topography transfer is not always robust,
and it can also introduce additional overlay metrology errors. Mark clear-out is
also not preferred since it involves additional processing steps that increase cost.

A more preferred approach would be the use of (near) infrared wavelengths
since many materials like silicon and amorphous carbon tend to become more
transparent towards longer wavelengths. However, enlarging the wavelength
range of optical overlay metrology tools is far from trivial since these tools con-
tain many high-quality lenses that need anti-reflection (AR) coatings to minimize
light losses and ghosting effects. The wavelength range of these AR coatings is
usually limited to about one octave which prevents a significant extension of the
wavelength range of an optical metrology tool. Moreover, one would also need
an image sensor that covers the visible to the infrared wavelength range and that
also offers a high quantum efficiency and low read noise levels. Despite the im-
pressive progress in image sensor technology there is still a significant challenge
to reach the low read noise levels in the infrared wavelength range.

One could consider using dedicated overly metrology tools for visible-only and
infrared-only. From a technical perspective this is possible but this will signifi-
cantly raise the cost-of-metrology. Moreover, this is also not attractive in terms
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of ease-of-use. Ideally, one would like to have an overlay metrology tool that
covers the full wavelength range from visible to infrared in a single sensor with
the performance and cost level of existing tools.

In this chapter we present dark-field digital holographic microscopy (df-DHM)
that offers a wavelength range of 400 to 1100 nm and uses only one uncoated
lens for imaging an overlay target on an image sensor. The aberrations of this
single lens can be computationally corrected using established back-propagation
algorithms [106]. The df-DHM concept has been previously described in Ch. 2
and Ch. 3 and here we extend this concept with a camera sensor that offers a
large wavelength range with high quantum efficiency but with somewhat elevated
read noise levels [107] (Sony IMX990). However, the coherent detection in df-
DHM raises even weak metrology signals well above the noise levels of this image
sensor.

It should be noted that sythetic extensions of the wavelength range are possi-
ble using DHM [108]. In such a system, a digital hologram is illuminated using
two beams, each at a different wavelength. Each of these beams provides phase
information about the object modulus its wavelength. By combining the phase
information from both beams it is then possible to define a synthetic beat wave-
length as Λ = (λ1λ2)/(λ2 − λ1), where λ1 and λ2 are the wavelengths of the two
beams, respectively. While such a solution provides an excellent extension of the
wavelength range when the object responds similarly to each individual wave-
length, it’s use is limited when the object response depends on the wavelength.
For example, amorphous silicon has an absorption coefficient of 17184 cm−1 at
a wavelength of 800 nm, but is almost completely transparent at 1600 nm [109].
This means that any object that is buried beneath a layer of amorphous silicon
yields a weak signal at visible wavelengths, and thus does not allow to syn-
thetically extend this wavelength. In the infrared, it is quite possible to image
through the layer of amorphous silicon demonstrating the benefit of using longer
wavelengths.

In the next section we first briefly summarize our df-DHM concept followed by
a description of the breadboard setup. We then present the first proof-of-concept
data to demonstrate the potential overlay metrology capabilities of our df-DHM
concept. We end the chapter by identifying the major effects that are currently
limiting performance and by proposing methods of solving these limitations.

4.2 UV-Vis dark-field DHM

We propose to measure OV of µDBO gratings using a dark-field digital holo-
graphic microscope. Our df-DHM microscope has already been extensively re-
ported previously in Chapter 2 (and ref.[110]) and is schematically shown in Fig.
4.1. The wafer is illuminated at an angle of 70◦ relative to the wafer normal using
a polarized, collimated and coherent beam of light. The dark-field is subsequently
imaged onto a camera which is located above the wafer using a single imaging
lens. Here, an off-axis hologram is created due to the coherent interference with
a tilted reference beam. From this hologram, the complex electric field of the
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light at the camera plane can be recovered computationally as was described in
Ch. 2.2.

Figure 4.1: Schematic representation of df-DHM setup consisting of the actual sensor
(highlighted in green) and the illuminator (rest of the setup). Light is generated using
a supercontinuum source, filtered by an AOTF and split into four branches. The blue
and red lines indicate the beam path of the beams corresponding to the +1st and 1st

diffraction orders, respectively. The solid lines indicated the illumination beams, while
the dashed lines indicate the reference beams. A dark-field image is created using
the imaging lens (IL). Finally, the reference beams are focussed next to the IL by a
focussing lens (FL) such that the beam on the camera is diverging. The setup contains
two AOTFs and two beam splitting sections as indicated in the figure by the dashed
rectangle. Currently, switching between the two wavelength ranges is performed using
flip-mirrors, but these can be easily replaced by dichroic mirrors.

Since the complex electric field fully describes a polarized beam of light, the
collected hologram can be used to computationally back-propagate the light, e.g.
to the pupil plane. When the object is a point scatterer, the phase profile that is
obtained in this plane is a good representation of the aberrations of the imaging
lens. It is therefore possible to correct for the lens aberrations, e.g. by subtracting
the phase profile that was measured for a point scatterer (the reference) from the
profile that was measured for an overlay target. This technique is explained in
detail in one of our papers [106] and will be presented in the Ch. 5. As shown
in this paper, excellent imaging performance can be achieved using this method
even using a severely aberrated optic. Since the lens does not have to be well-
corrected for aberrations a simple, single lens element can be used. This limits the
number of airglass interfaces and results in low reflection losses even without anti-
reflective coatings. This eliminates the main reason for the limited wavelength
range of most optics, and therefore the simple imaging lens can operate over a
very wide wavelength range.

One other feature of our df-DHM concept is the parallel acquisition of the +1st

and −1st order dark-field images of the µDBO overlay targets Ch. 3.As a result
of this unique feature of DHM, we can use the full numerical aperture (NA) of
the imaging lens which helps to improve the spatial resolution which is beneficial
for small metrology targets. Moreover, a large imaging NA also offers a larger
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wavelength range over which a metrology target can be measured.

4.3 Experimental setup

The experimental setup consists of two parts: an illuminator that generates and
conditions the two illumination- and reference beams, and a sensor that collects
the actual holograms. Both are schematically shown in Fig. 4.1 and a pho-
tograph of the setup is shown in Fig. 4.2. Coherent light is generated using a
supercontinuum laser spanning a bandwidth of 410 to 2400 nm (Leukos Rock 400
5). Subsequently, the light is spectrally filtered using two acousto-opti tunable
filters (AOTF) (Leukos Tango Dual VIS-NIR1). These AOTFs cover wavelength
ranges of 400 to 650 nm and 640 to 1100 nm, respectively. Each of the AOTFs is
fiber coupled to an endlessly single mode photonic crystal fiber and the output of
each of these fibers is collimated using an off-axis parabolic mirror (OAPM) that
operates over a very wide wavelength range (Thorlabs MPD01M9-P01). Next,
the three beams are split into four beams using a set of beam splitter cubes
optimized for each respective wavelength range with a 45% − 45% − 5% − 5%
splitting ratio. A number of flip-mirrors then allows to select between the three
operating ranges. It should be noted that this beam combining can also be done
using dichroic mirrors to eliminate this mechanical step. Finally, the two illu-
mination beams each pass through a separate optical delay line matching the
optical path length of the illumination beam to its corresponding reference beam
to well within the coherence length of the light source, ensuring interference at
the camera plane. The resulting four beams propagate to the sensor.

This sensor was already described in some detail in the previous section. The
illumination beams pass through a beam compressor consisting of two OAPM,
allowing for a wide wavelength range. As a sample, we typically use a simple test
wafer containing multiple µDBO grating pairs as shown in Fig. 4.3. The dark
field is imaged using a custom-made CaF2, biaspheric lens with a focal length
of 4.283 mm and an NA of 0.5. This lens was optimized for a magnification of
50× and a wavelength of 400 nm, which minimizes the total aberrations over a
bandwidth of 400 to 1100 nm.

The reference beams pass through a focusing lens. This lens focusses the beam
onto a mirror adjacent to object beam and this serves two purposes. Firstly,
the center of the focussed spot can be closer to the object beam than that of a
large beam. This significantly reduces the angle between the object and reference
beams and therefore the fringe frequency on the camera and the requirement on
the pixel pitch. Secondly, the imaging system is non-telecentric and shows a
spherical wavefront at the camera. By matching the radius of curvature of the
reference beam to that of the object beam, recovery from the hologram improves.
In our current setup we use free-space coupling to project illumination beams on
the wafer and the reference beams on the camera. However, we have shown
previously that we can also use fiber coupling which we will implement as one of
the next steps in this investigation.

Finally, the beams interfere at the camera (Aval ABA-013VIR-GE, Sony
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Figure 4.2: Photograph of the experimental setup. Not included in the photo are the
fiber-coupled supercontinuum source, the AOTFs and the beamsplitting cubes for the
near-infrared wavelengths. Visible light arrives from the AOTF through the yellow fiber
in the top left and is collimated using an OAPM. Then, a set of beam splitting cubes
splits the beam into four, indicated in red, orange, blue, and cyan. After the splitting
section (dashed dark green box), two delay lines ensure path length matching (yellow
box). Subsequently, two beam compressors consisting of OAPMs reduce the beam size
of the illumination beams (magenta boxes). Finally, the dark field of the overlay targets
is imaged onto a camera in the actual sensor (light green box). The photo is mirrored
in the horizontal direction to match the schematic in Fig. 4.1.

Figure 4.3: (a) A µDBO-target consists of four grating pairs. Two of these grating
pairs run in the vertical direction and are used to measure overlay in the horizontal
direction, the other two grating pairs are used to measure overlay in the vertical direction
and are not used in this work. (b), (c) A cross-section of the two vertical grating pairs.
As can be seen, each of the grating pairs has an intentional offset in the overlay of d = 20
nm. By measuring both gratings pairs, the measurement can be made independent of
the stack in between the top and bottom gratings.

IMX990 sensor). This camera has a relatively uniform quantum efficiency rang-
ing from 400 to 1600 nm. This is achieved by thinning down the InP substrate of
a backside-illuminated InGaAs camera sensor. In addition, this sensor features
a pixel pitch of 5 µm, which is achieved by replacing the typical In-bump that
connect the photosensitive die to the readout electronics by Cu-Cu bonds. Both
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features have been industrialized relatively recently and play a crucial role in
enabling holography from the visible to infrared using a single sensor.

4.3.1 Signal processing

After capturing the hologram on the camera, all processing is done computa-
tionally. These steps were explained in great detail before in Ch. 2, and will be
covered more briefly in this section. All images in this section were obtained at
a wavelength of 520 nm. For each additional wavelength of interest, we repeat
the entire procedure.

As an input to the algorithm, two images are required: a hologram of the target
and a hologram of a reference grating which allows to calibrate the beam profile
of the illumination beam. This reference grating would normally be on a fiducial,
but for this first experiment we used a resist-only grating that was present on our
wafer sample. The signal flow is schematically illustrated in Fig. 4.4. Each of
these holograms is first converted to the spatial frequency domain using a Fourier
transform (FFT), resulting in images such as Fig. 4.4(c). Subsequently, the two
sidebands are computationally filtered and shifted to the baseband.

Then, an inverse FFT (iFFT) is performed to obtain the two dark field images
corresponding to the two diffraction orders, which are shown in Fig. 4.4(b) and
4.4(d). In these images we can then define a region of interest for each of the
biased gratings and integrate the power in each of these gratings. This yields
four values for the target hologram and four values for the reference hologram.
To make the system less susceptible to inhomogeneities in the illumination beam,
the target values are divided by their corresponding reference value. Finally, the
asymmetry in the diffraction pattern is calculated and the OV is calculated from
these asymmetries as is typically done for µDBO-targets.

4.4 Experimental Results

4.4.1 Wide wavelength range operation

To demonstrate the wide wavelength range of operation for the sensor, we show
images of µDBO targets ranging from 500 to 1100 nm in Fig. 4.5. As shown in
Fig. 4.5(a), the sensor captures multiple diffraction orders at shorter wavelengths.
At longer wavelengths, the diffraction orders pass through the edge of the NA
and more and more aberrations start to become more apparent. This is especially
apparent in Fig. 4.5(e). Such aberrations can be corrected using the procedure
outlined in Ref. 10, but this is outside the scope of this paper.

4.4.2 Overlay measurements

To demonstrate the wide bandwidth of operation further, we used this setup to
measure the OV of a range of µDBO targets with a programmed overlay of 20,
10, 0, 10, and 20 nm. The resulting measured overlay values are shown for each
programmed overlay value in Fig. 4.6(a) and Fig. 4.6(b) for a wavelength of
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Figure 4.4: Signal flow for the reconstruction. (a) The raw camera image and the
zoomed image clearly shows that the fringes of the hologram are resolved. After per-
forming an FFT, it is clear that the signal is split into a baseband and four sidebands
in (c). The baseband is not of interest to us, but the sidebands contain the complex
electric field of the -1st and +1st diffraction orders. Each sideband is separately filtered
using the window shown, shifted to the baseband, and converted back to image space
using an iFFT. Finally, the absolute squared value is taken to obtain an image similar
to a regular dark-field image, but with the advantage that both diffraction orders can
be measured simultaneously and that the phase-image is also retrieved. The resulting
image for the -1st and +1st diffraction orders are shown in (b) and (d), respectively.

Figure 4.5: Demonstration of the wide wavelength range over which the sensor can
operate. Each of the images shows a 900-nm-pitch µDBO-target measured at the indi-
cated wavelength. Each of the gratings is 8 x 8 µm2.

520 nm and 1100 nm, respectively. These wavelengths were also chosen because
they clearly demonstrate the potential to provide visible to infrared overlay mea-
surements using a single sensor. It should be noted that the target used for the
measurement at λ = 520 nm showed a stack sensitivity of 0.59, while target used
at λ = 1100 nm showed a stack sensitivity of 0.12. Since stack sensitivity is a
measure for the asymmetry in the diffraction pattern as a function of overlay, this
means that the measured asymmetry and thus the signal-to-noise ratio is almost
five times greater for the same overlay value for the λ = 520 nm target as com-
pared with the λ = 1100 nm target. This explains the difference in performance
for these two wavelengths.

In these figures it can be clearly seen that the sensor is sensitive for wavelengths
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Figure 4.6: Measured overlay versus the expected overlay for wavelengths (λ) of 520
and 1100 nm. The grating pitch (P) was selected such that the diffracted light would be
close to the center of the pupil for minimum aberrations. These constitute the first-ever
overlay measurements ranging from the visible to the infrared with a single sensor. As
can be seen, performance is slightly worse in the infrared. This is not inherent to the
wavelength, but to the sample that we used as is explained in the text.

ranging from the visible to the infrared. Large errors are still present however
due to a combination of low stack sensitivity, poor focus control and a poor
beam quality in combination with oblique illumination. In addition, the sensor is
sensitive to phase fluctuations and therefore to air turbulence, which also affects
the static reproducibility, as shown in Fig. 4.7.

Figure 4.7: Static reproduction of the overlay with respect to its mean value for 600
and 1200 nm pitch targets measured at a wavelength of 520 and 1100 nm, respec-
tively. After preparing the setup, 100 camera images were acquired without intention-
ally changing the setup in any way. Any fluctuations in the measured overlay value
therefore represent noise which we attribute to mechanical instabilities and turbulence.
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The 3σ-deviation was determined to be 122 and 76 pm for the λ = 520 nm and
λ = 1100 nm measurements, respectively. The stability of the current breadboard
setup can still be improved substantially by a reduction of the optical path lengths
and by physically shielding the beams from turbulence.

4.4.3 Coherence gating with df-DHM

Finally, it is worthwhile to note that Si becomes transparent above 1030 nm.
This means that a significant fraction of the light propagates to the back of the
wafer, reflects of the sample holder, and propagates back to the camera. This
is most apparent when comparing a regular dark-field image obtained at 1030
nm to one obtained at 1100 nm as shown in Fig. 4.8(a) and 4.8(b), respectively.
Fortunately, the coherence length of the light that we use is much shorter than
the thickness of the sample, meaning that the reflected light does not interfere
with the reference beam. From a hologram obtained at 1100 nm, it is therefore
possible to recover the dark-field image using the process shown in Fig. 4.4. The
result is shown in Fig. 4.8(c) and it is indeed clear that the background is much
darker.

Figure 4.8: Demonstration of the power of coherence gating at infrared wavelengths.
Up to a wavelength of 1030 nm Si is opaque and good images can be obtained using
a regular dark-field microscope as is shown in Fig. 4.8(a). For longer wavelengths, Si
becomes transparent which allows the light to propagate to the backside of the wafer.
This results in a strong background signal as is shown in Fig. 4.8(b). DHM is only
sensitive to signals with an optical path length that match the optical path length of the
reference beam due to coherence gating. By carefully matching the optical path length
for light diffracted of the front side of the wafer, the background can be suppressed
quite substantially as shown in Fig. 4.8(c).

4.5 Conclusion

In conclusion, we have demonstrated for the first time a single sensor for measur-
ing overlay on semiconductor wafers from the visible up to the near infrared. The
sensor operates based on digital holographic microscopy and is able to obtain the
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overlay values using a single image acquisition, while at the same time allowing
the use of the full NA of the lens. A good correlation between programmed and
measured overlay was found.

In the future, the wavelength range of the sensor can be extended even further
by including an additional AOTF operating up to the maximum wavelength
covered by the camera, 1600 nm. In addition, the stability of the measurements
can be increased by enclosing the beam to avoid turbulence and by increasing
the region with good fringe contrast by reducing the bandwidth of the source and
by path length matching the illumination beam to the reference beam coming
from the opposite side of the sensor. Another interesting addition to the sensor
is the aberration correction technique, that will be explained in the next chapter
and which will increase the image quality and remove the need for mechanical
refocusing. Finally, many other technical improvements are envisioned to make
the sensor more suited to an industrial setting. DHM therefore provides an
interesting route towards the next generation of overlay sensors.
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Chapter 5
Aberration calibration and
correction with
nano-scatterers

We have shown that our microscope offers several features that are
beneficial for overlay metrology, like a large wavelength range in Ch.
4. However, imaging with a single lens results in highly aberrated
images. In this chapter, we present an aberration calibration and
correction method using nano-sized point scatterers on a silicon sub-
strate. Computational imaging techniques are used to recover the full
wavefront error, and we use this to correct for the lens aberrations.
We present measured data to verify the calibration method and we
discuss potential calibration error sources that must be considered. A
comparison with a ZEMAX calculation is also presented to evaluate
the performance of the presented method.

5.1 Introduction

The aggressive reduction of semiconductor device dimensions as stated by Moores
law [2] has driven many improvements in optical wafer metrology and semi-
conductor processing equipment like lithography. Integrated circuits consist of
multilayer complex structures with feature sizes below 10 nm that need to be

The content of this chapter has been published in: Christos Messinis, Theodorus T. M.
van Schaijk, Nitesh Pandey, Armand Koolen, Ilan Shlesinger, Xiaomeng Liu, Stefan Witte,
Johannes F. de Boer, and Arie den Boef, Aberration calibration and correction with nano-
scatterers in digital holographic microscopy for semiconductor metrology, Opt. Express
29(23): 38237-38256 (2 Nov 2021).
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controlled in terms of placement (overlay, OV) and minimum feature size (Criti-
cal Dimension, CD). As a result, overlay and CD need to be robustly measured
with sub-nm precision at high throughput on many points on a wafer, requiring
small measurement times in the milli-second range [3].

Optical Overlay metrology has seen notable advances over the years to keep up
with the demanding requirements of the semiconductor industry. For many years
image-based overlay metrology (IBO) using Box-in-Box (BiB) metrology targets
has been the main approach. IBO uses a bright-field microscope to create an
image of this BiB target and OV is determined by measuring the position of the
inner box edges with respect to the outer box edges. Significant improvement of
metrology precision and robustness came when the box structures were replaced
by gratings. These advanced imaging metrology targets have a smaller size al-
lowing more features in a device and more edges which improves the precision
[9, 10].

Another big step forward was the introduction of (micro) Diffraction-Based
Overlay metrology (DBO) where an overlay target consists of overlapping grating-
pairs [14]. DBO is a scatterometry-based technique for measuring overlay on
advanced layers at high throughput [111]. DBO measures on metrology targets
that consist of small overlapping gratings with approximately 8 × 8 µm2 size.
An overlay error between these overlapping gratings creates a small intensity
difference between the +1st and -1st diffraction order, which scales linearly with
overlay. Dark-field microscopy with high-quality optics is used to create +1st

and -1st order images of the metrology targets on a camera and these images
are used to determine overlay (OV). Robustness and sub-nm accuracy is possible
by optimizing the grating etch and using carefully selected multiple wavelengths
[112]. However, the relentless push to follow Moores law drives existing opti-
cal overlay metrology to the extreme limits of its possibilities. For example,
novel devices and process flows result in the use of new materials that are only
sufficiently transparent at infrared wavelengths which drives the need for OV
metrology tools that cover a larger wavelength range. In addition, there is a
strong push to reduce the size of the metrology targets which requires improved
imaging resolution in OV metrology. On top of this, the diffraction efficiency of
overlay targets continues to decrease to the 0.01 % levels due to thin resist that
is used in EUV lithography and increased light losses in the stack of layers that
cover the bottom grating. Last but not least, a solution for all these challenges
needs to be realized at acceptable cost and in a small footprint since available
space for metrology is limited.

We are exploring dark-field Digital Holographic Microscopy (df-DHM), as a
DBO metrology technique that can potentially address these challenges [110].
Our df-DHM uses a supercontinuum source in combination with an Acousto-
Optical Tunable Filter (AOTF) as a tunable light source and a single uncoated
aspheric imaging lens which allows imaging over a large wavelength range since
there are no anti-reflecting coatings that limit the usable wavelength range. More-
over, this results in a compact sensor with a high transmission and at acceptable
cost. As an alternative for a single imaging lens, a catadioptric Schwarzschild
objective could be of interest as well [113]. However, the central obscuration of
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these objectives limits the freedom in optimizing the wavelength and pitch of a
metrology grating for best accuracy and robustness. This makes these objectives
less preferred for the high-end metrology applications for which our df-DHM is
intended.

However, a single aspheric lens only offers diffraction-limited imaging perfor-
mance for the wavelength for which the lens was designed. For other wavelengths
large aberrations will significantly degrade the image quality to levels that are
unacceptable for metrology applications. For example, Figure 5.1(b) shows a
dark-field image of a grating with a pitch of 400 nm that was obtained with our
single-lens setup using a wavelength of 532 nm and an illumination angle of in-
cidence of 70◦ (Fig. 5.1(a)). For these measurement settings, the -1st diffracted
order passes through the edge of the exit pupil where spherical aberration will
lead to a serious image degradation. Figure 5.1(c) shows the wavefront error in
the exit pupil of our lens (Thorlabs A240TM) which has been calculated with ZE-
MAX optical design software using nominal lens design data. The graph shows
the Zernike coefficients of this wavefront error where we have used the fringe-
indexing convention (Appendix 5.A). It can be clearly seen that a large 4th order
spherical aberration (Z9) is present that explains the poor imaging quality in
Figure 5.1(b).

Figure 5.1: (a) schematic drawing of a dark field microscope with a 532 nm wavelength
and 70◦ illumination angle. (b) dark field image of 400 nm grating pitch targets. (c)
Zernike decomposition for Thorlabs A240TM lens as obtained with ZEMAX for λ =
532 nm and NA = 0.465.

Fortunately, Digital Holographic Microscopy (DHM) is able to correct for these
lens aberrations since a hologram allows us to retrieve the complex field of the
aberrated image. This complex field can then be back-propagated to the exit
pupil where we can apply a wavefront error correction. Calibrating wavefront
aberrations in DHM has been a subject of research for many years. It has been
shown that the wavefront errors introduced by a microscope objective and lenses
can be successively removed in DHM [50, 55], as well as spherical aberration [56],
chromatic aberration [57], astigmatism [58, 59], or anamorphism [60, 61]. For the
wavefront reconstruction in DHM with a single hologram, an accurate knowledge
of setup parameters such as the wavefront shape of the reference beam and the
object-image distance are critical.

The possibility of correcting lens aberrations in digital holography was first
outlined by Stadelmaier and Massig [56]. A pupil-based evaluation of the com-
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plex point-spread-function (PSF) was originally proposed by Charrire et al. [114],
where the complex amplitude point-spread function of a high NA microscope
objective was measured with DHM and the retrieved wavefront error was decom-
posed in a set of Zernike polynomials. In that work the authors used the fiber
tip of a scanning near field microscope as a point source.

Here we will present aberration calibration and aberration correction for dark-
field DHM by measuring the complex PSF using point scatterers on a flat sub-
strate. In contrast to the work presented in [114, 115] we use a single imaging
lens with high aberration levels instead of a high-quality microscope objective.
Moreover, instead of using a strong point source (a single-mode fiber tip) we use a
nanometer-sized scattering structure that has been created on a bare silicon wafer
surface. Such a structure can be reproducibly made in various ways and allows
an easy and fast in-line aberration calibration in DHM-based wafer metrology.
The amount of light that is diffracted from such a small structure is weak, but
we will show that the coherent amplification of the reference wave in DHM still
allows wavefront calibrations with sub-milli-wave repeatability. We will also show
that this method is able to calibrate and correct even very large aberrations in a
single lens df-DHM. Finally, our method uses a spherical reference wave coming
from the tip of a single-mode fiber without collimation optics. As a result, the
reference wavefront shape is known with a high degree of accuracy which helps
to reduce wavefront calibration errors.

In the next section (5.2) we will briefly explain the concept of lens calibration
using a point-scatterer in a single-lens DHM setup. We will show that non-
telecentric single-lens imaging allows us to use a spherical reference wave coming
from the tip of a single mode fiber. We will then present our experimental df-
DHM setup followed by a detailed description of the calibration procedure and
the measured wavefront aberrations of our single lens. Section 5.3 presents results
of lens aberration calibration with a point source and on the correction that has
been applied to highly aberrated images of small grating targets that are used
for overlay metrology. Section 5.4 discusses potential error sources that impact
the precision and accuracy of our aberration calibration method and section 5.5
concludes the paper with an outline of the following steps that we plan to take
to improve overlay metrology.

5.2 Theory

5.2.1 Imaging model of a single lens Digital Holographic
Microscope

Many DHMs create an image of an object with a microscope objective and a tube
lens [26, 115]. Such a double-telecentric imaging setup introduces no quadratic
wavefront curvature in the image and a collimated off-axis reference beam is used
to retrieve the complex image via well-known Fourier transform techniques. This
collimated reference beam is often made with a beam expander and wavefront
errors in this beam expander will impact the retrieved complex image and need
to be compensated.
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Figure 5.2: Schematic drawing of a single lens holographic imaging system, where do
is the object distance, di is the image distance and f is the focal length of the lens. Red
solid lines indicate the ray tracing of the object beam while blue dotted lines indicate
the presence and orientation of the spherical reference beam.

Alternative designs for DHM use only a microscope objective to produce a
magnified image of an object, which is also equivalent to a lensless holographic
setup with an object wave emerging directly from the magnified image of the
specimen and not from the sample itself [49, 116]. Usually, these designs use a lens
in the reference beam to produce a spherical reference wave with a curvature that
matches the curvature that is created by the microscope objective. The additional
optical elements on the reference beam path may add undesired wavefront errors
that should also be calibrated.

Our fiber-coupled df-DHM setup, uses a single imaging lens which adds a
quadratic wavefront to the complex image field on the camera. At first sight,
this quadratic wavefront may seem undesired. However, such a wavefront allows
the use of a spherical reference wave which can be created using the tip of a single-
mode fiber. This further reduces the required amount of optics and therefore the
number of potential error sources.

Using the plane wave propagation model as described by Goodman in [23] we
can show that the complex field Ei of the image on the camera is given by:

Ei(xi, yi) = e
j π
λ(di−f)

(x2
i+y2

i )
(
H(xi, yi) ⊗ Eo

(
− xi

M
,− yi

M

))
. (5.1)

Here ⊗ denotes a convolution and H(xi, yi) is the Fourier transform of the aper-
ture stop in the back focal plane of the lens (for the full derivation of Eq. (5.1)
see appendix 5.B). H is essentially the complex point-spread-function (PSF) of
this single-lens imaging system. Eo(− xi

M ,− yi

M ) is the complex field in the object
plane and M is the magnification. The quadratic phase term in Eq. (5.1) has a
radius of curvature di− f where di is the image distance and f is the focal length
of the lens. For clarity, the symbols used in Eq. (5.1) are also indicated in Figure
5.2 which shows the paraxial single lens imaging along with the reference beam.

The spherical reference beam Er at the image plane in our df-DHM has a
radius of curvature di − f and its complex amplitude in the image plane is given
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by:

Er(xi, yi) = Ae
j π
λ(di−f)

((xi−Xr)
2+(yi−Yr)

2)
. (5.2)

The reference beam, that is propagated from the tip of a fiber, generates spher-
ical waves that are described with the quadratic phase approximation. The
quadratic phase terms in the image field and the reference beam are identical
when the fiber tip is positioned in the pupil plane of the imaging lens. In this
case the coherent sum of the image field and the reference wave yields an intensity
I on the camera:

I(xi, yi) = |Ei|2+A2+Ae
j 2π
λ(di−f)

(xiXr+yiYr)
(
H(xi, yi) ⊗ Eo

(
− xi

M
,− yi

M

))
+c.c.

(5.3)

In this expression, the term c.c. denotes the complex conjugate. The quadratic
phase terms in the image field and the reference beam are eliminated, and the
complex field of the image field can be retrieved with standard Fourier transform
techniques.

5.2.2 Lens calibration and correction with complex
point-spread-functions

The usual way to characterize an optical imaging system, is its point-spread func-
tion (PSF) which is an image of a single point source. A point source illuminates
the lens aperture with a spherical wave that is insensitive to non-uniformity in
the illumination beam. Without aberrations, the wavefront in the exit pupil of
our df-DHM will be perfectly spherical (Fig. 5.3), and the point source will be
imaged as a diffraction limited Airy disk. However, lens aberrations will deform
the wavefront (red curve in Fig. 5.3) and will result in an aberrated Airy disk
with enhanced side lobes and a lower peak intensity. For isoplanatic imaging the
PSF is invariant to a shift of the object and in that case a measurement of the
complex PSF at 1 point in the field is sufficient to calibrate the aberrations in the
imaging system. For this assumption to be valid we keep the object in the center
of the field of view (FoV), where any small shifts will not impact the measured
wavefront.

For a point source that is centered in the object plane, we find for the retrieved
complex PSF in the image plane:

PSF (xi, yi) = H(xi, yi) ⊗ δ
(
− xi

M
,− yi

M

)
. (5.4)

Here, the point source is represented by the Dirac-delta function δ. The complex
field can be computationally back-propagated to the pupil plane using a Fourier
transform, which yields:

F{PSF} = |P (xf , yf )|ejW (xf ,yf ). (5.5)

Here |P (xf , yf )| represents the amplitude of the field in the exit pupil and
W (xf , yf ) represents the wavefront aberration of the object wave. In general,
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Figure 5.3: The lens calibration process with a point source. A point-scatterer illu-
minates the whole lens aperture. A lens free of aberrations corresponds to a smooth
spherical wavefront and a diffraction limited point-spread function (PSF) on the image
plane (shown in (a). A non-ideal lens will deform the wavefront and will result in an
aberrated PSF in the image plane (shown in (b).

this wave aberration is field-dependent. However, non-isoplanatic behavior is
usually small for the field sizes that are commonly used in metrology.

Once the lens aberrations have been calibrated with the method as described
above, the aberration correction in off-axis DHM is quite straightforward. Fourier
transforming the camera image yields the spatial frequency spectrum of the holo-
gram. This consists of a baseband term and two sidebands. These two sidebands
are, respectively, the complex field in the exit pupil and its complex conjugate.
We select the sideband with the complex field in the exit pupil and we multiply
this with the conjugate wavefront error e−jW (xf ,yf ) that we calibrated with the
point-scatterer. Then with a second Fourier transform we obtain an aberration-
corrected amplitude image of the object.

In practice, the object (a metrology target in our case) is often imaged at a
different focus position as the focus position that was used for the aberration
calibration. As a result, a (small) focus correction may be needed as well which
is easily realized by adding a focus correction term to the field in the exit pupil.
The lens aberration and focus correction is given by:

F{Efcor (xf , yf )} = F{Ef (xf , yf )}e−jW (xf ,yf )e−jα4Z4(xf ,yf ). (5.6)

Where Efcor (xf , yf ) is the corrected field in the exit pupil, with e−jα4Z4(xf ,yf )

as the focus correction term. The term α4 represents the amount of defocus
and Z4(xf , yf ) is the Zernike polynomial, as presented in [117]. The polynomial
expression of Z4 is given in Appendix 5.A. In the following section, we apply this
concept to df-DHM to obtain the complex amplitude point-spread function of our
imaging system and correct for the aberration introduced by the lens element on
an overlay test target.
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5.3 Experimental results of aberration
calibration and correction

5.3.1 Sample preparation

To test the calibration method that we described in the previous section we
created two samples with well-defined point objects. The first sample is a bare
silicon substrate on which we deposited gold nanoparticles. The nanoparticle
solution (A1C-70-CIT-DIH-1-5, Nanopartz) is specified to contain 75 nm gold
cubes with citrate ligands that are dispersed in water. For the preparation we
cast a drop of 20 uL on the silicon and after 30 seconds we rinse with ethanol
and dry with N2 (dinitrogen). The size of the nanoparticles was measured to
be approximately 80 nm while the shape was varied, with spherical, nanorods or
other nanoparticles also present. Potential nanoclusters were also formed at some
parts of the sample but for the calibration we used an isolated gold nanoparticle,
like the one that is shown in the scanning electron microscope (SEM) image on
Figure 5.4. The second sample was also fabricated on bare silicon, but now a
nano-hole pattern was milled with a 30 keV focused gallium ion beam (FEI Helios
Nanolab 600). The ion beam current was set to 100 pA with a focal spot diameter
of 80 nm. The nano-hole array was milled in 500 cycles and with a dwell time of
1 ms.

5.3.2 Experimental setup

To demonstrate DHM capability for lens aberration calibration we selected as
our imaging lens an off-the-shelf plano-aspheric lens (Thorlabs A240TM - SL)
with an effective focal length of 8 mm and an NA of 0.5. Because of the extreme
level of aberrations on the edges of the used lens, we have selected a digital
aperture stop of 0.465. This lens is intended for collimating laser diode light
with a wavelength of 780 nm and cover glass between the laser and the lens. The
lens material was molded glass type D-LAK 6 with a focus shift of 0.35 mm in
the visible range. In our experiment, however, we used a 532 nm wavelength and
there was no cover glass present between the object and the lens. As a result,
we can expect high spherical aberrations that will result in a severely degraded
image of the metrology targets that we are interested in (as already shown in
Figure 1).

The off-axis df-DHM setup (Fig. 5.4(a)) uses a fiber coupled Supercontinuum
White light source (LS; Leukos Rock 400 5) combined with an Acousto-Optical
Tunable Filter (AOTF; Gooch & Housego TF550-300-4-6-GH57A). This AOTF
device has a bandwidth in the range of 47 nm and covers the whole visible wave-
length range from 400 to 700 nm. For the majority of the presented experiments,
we have selected an AOTF frequency that corresponds to a 532 nm wavelength
with a bandwidth of 5 nm. We verified the selected wavelength with a bandpass
filter (FLH532-4). A delay line is used to match the optical path of the reference
and the illumination beam and polarization maintaining fibers (PM - Shafter-
Kirchhoff PMC-400Si-2.3-NA014) are used to couple the light from the source
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path to the sensor head. The sensor head is comprised of two off-axis illumination
arms which illuminate the target from opposite directions at an incident angle of
approximately 70◦ with respect to the normal of the object plane.

For DBO measurements the two sides generate the -1st (L. Arm) and +1st

(R. Arm) diffraction orders. Each illumination arm generates a Gaussian-shaped
spot on the object plane (1/e2 diameter approximately 130 µm) with the use of
two microscope objectives (FL- 50X Mitutoyo Plan Apo Infinity Corrected Long
WD Objective) and two adjustable mirrors for fine-tuning the angle of incidence.
These objectives give a well-defined illumination spot in the whole visible range
but at the same time negate the compactness of the setup and increase the total
cost. We plan to replace them with small parabolic mirrors that can operate in a
broader wavelength range, combined with an illumination beam characterization.
In addition, two corresponding spherical reference beams are coherently added
to the corresponding object beams. The two reference beams have different
azimuthal angles resulting in a different orientation of the sidebands of the spectra
of the resulting holograms. With this approach, two holograms are captured by
the image sensor using only one image acquisition, and the two object fields can
be retrieved with only three Fast Fourier Transforms (FFTs). Further details of
this setup and the parallel acquisition of multiple holograms are given in Ch. 2.
The microscope consists of the single plano-aspheric Thorlabs lens (SL) and a
camera (Basler acA4112-8gm) with a 12 Mpixel CMOS image sensor with 3.45
µm pixel size. We chose a nominal magnification of 100x by placing our detector
800 mm away from the lens.

5.3.3 Aberration Calibration in dark-field Digital
Holographic Microscopy

For calibrating the lens aberration, we used only one of the illumination beams
and the corresponding reference beam (R.arm and R.ref in Figure 5.4). The
illuminated sample contains either gold nanoparticles or nanoholes and light that
is scattered from these structures is captured by the lens and creates an aberrated
PSF on the camera. This aberrated PSF is coherently mixed with the spherical
reference beam and the resulting hologram is used to retrieve the complex PSF.
Figure 5.4(b) shows some of the images in the various steps of the retrieval of
the complex PSF and the complex field in the exit pupil.

With df-DHM we obtain the hologram of the PSF and by Fourier transforming
we move to the spatial frequency domain (angular spectrum) where the cross-
correlation or interference terms of Eq. (5.3) are fully separated from the base-
band. To retrieve the amplitude and the phase of the PSF, using the angular
spectrum method that was first outlined by E. Leith and J. Upatnieks [34], we
select the sideband that corresponds to the 3rd term of Eq. (5.3) (top right
sideband), filter out the other terms and shift this sideband to the origin of the
angular spectrum.This yields the complex field in the exit pupil (Eq. (5.5)). We
could retrieve the PSF in the image plane (Eq. (5.4)) with an additional FFT,
but this is not required for the aberration calibration.

In order to verify our results with ZEMAX, we decompose the wavefront aber-
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Figure 5.4: (a) the fiber-coupled df-DHM. An Au nanoparticle of approximately 80 nm
size is illuminated with an oblique illumination beam (R. Arm) of 70◦. The object beam
will form a PSF that is coherently mixed with the reference beam (R. Ref) resulting in
a hologram on image plane. An SEM image of the sample (Au nanoparticle) is shown
in the bottom. (b) the holographic reconstruction process. By Fourier transforming
the PSF hologram we back-propagate to the pupil plane and the angular spectrum.
To retrieve the complex field in the pupil (Eq. (5.5)), we select one of the sidebands,
filter out the other terms and shift it to the origin of the angular spectrum. The right-
hand side graphs show the recovered wavefront (amplitude and 2π-wrapped phase of
the PSF).

rations of the imaging lens into Zernike polynomials [118–120]. ZEMAX simu-
lations generates Zernike coefficients using the fringe-indexing convention [117]
which is commonly used by lens designers [121]. More details about Zernike
polynomials are summarized in Appendix 5.A.

The wavefront error of the pupil that we recovered with our calibration method,
contains 2π phase wrapping errors because of the large spherical aberrations of
our lens. This is of no concern for aberration correction as the wrapped phase
distribution can be directly used. However in order to quantify the aberrations
by a Zernike decomposition, we must apply a 2D phase unwrapping algorithm to
the measured wavefront error. The absolute deformation of the phase front can
now be decomposed in Zernike polynomials. Figure 5.5 shows the unwrapped
wavefront errors for the two measured samples and a first comparison of the
measurements and the ZEMAX prediction in terms of Zernike coefficients.

For this first comparison in Figure 5 we present the measured wavefront errors
of the gold nanoparticle (PSF 1) and the FIB-sample (PSF 2). Using the same
color-scale the two wavefronts look almost identical with a small asymmetry on
the wavefront error distribution. On the Zernike decomposition of the wavefronts
(Fig. 5.5(a)), it is shown that the two samples are in quite good agreement.
Almost all the Zernike coefficients follow the same trend with Z9 coefficients
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Figure 5.5: (a) Zernike decomposition of measured wavefront errors for two different
samples along with simulated data as predicted with ZEMAX optical design software
(blue bars). PSF 1 (red bars) is the gold nanoparticle and PSF 2 (green bars) is the FIB-
sample. The results were obtained for λ = 532 nm and NA = 0.465. (b) Repeatability
measurements of the Z9 aberration of the measured PSFs.

with only 3 milli-waves difference. The only significant deviation between the
two samples is on Z5 (astigmatism) where we measured a 0.12 waves difference.
We are still investigating the main cause for this deviation.

Figure 5.5(a) also shows the Zernike decomposition of the ZEMAX wavefront.
The observed differences between the measured wavefront and the ZEMAX wave-
front are due to a combination of lens manufacturing tolerances and residual
measurement errors in our setup. The lens in our setup is mass-produced and
the tolerance data of this lens are not available but are expected to be significant.
In our setup we have also identified a few small error sources that we will dis-
cuss in section 5.4. We also measured the repeatability of the retrieved Zernike
coefficients. For each of the two nano-scatterers we acquired 20 holograms under
the same conditions and the measured reproducibility of the dominant spherical
aberration Z9 is shown in Fig. 5.5(b). Despite the small amount of light scat-
tering, we found a standard deviation of only 0.3 milli-waves for PSF 1 and 0.7
milli-waves for PSF 2.

We also performed a wavefront measurement through focus, and we compared
the retrieved Zernike polynomial Z4, that correspond to defocus, with the amount
of Z4 that was expected for this lens. Figure 5.6(a) shows the comparison of
the measured data and the expected behavior. These results were obtained by
measuring the PSFs for various focus positions. For PSF1 1 µm steps from -6 µm
up to +6 µm defocus were obtained along with two more measurements in the
extreme cases of 10 µm defocus. For PSF2 since the signal for the nanohole array
was weaker we limit the measurements to 2 µm steps and align the measured Z4

with the data for PSF1. As a result, for the second sample the defocus range was
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from -9 µm up to 5 µm. For larger positive defocus the visibility of the PSF2 was
low and we could not complete the measurement. The two sets of measured data
change linearly through focus with almost the same slope and with R2 values of
almost unity. There is a small offset in the measured graphs compared to the
calculated graphs of approximately 2 µm which can be explained by the fact that
the depth-of-focus (DoF) scales with λ/NA2 which in our case yields a DoF of
approximately 2 µm and the best focus position of the measured PSFs was done
manually.

Since we ultimately also plan to use our DHM setup over a large wavelength
range, we also measured how the amount of spherical aberration Z9 varies over
the wavelength range that we could cover with the AOTF that we currently have
in our setup. Figure 6(b) shows the measured through-wavelength Z9 variation
for the gold nanoparticle sample (red dots) and the nanohole sample (green dots),
along with the variation predicted by ZEMAX (blue dotted line). It can be seen
that our measured wavelength variation is consistent with the behavior that we
expect from the dispersive nature of the lens material. Moreover, we also see that
our measurement results are in agreement with the ZEMAX calculations. The
discrepancy between ZEMAX calculations and measured data can be explained
by some uncertainty in the actual wavelength of our AOTF and some uncertainty
in the actual NA that was used in the ZEMAX calculation. The AOTF drifts
over time and can correspond to an uncertainty on the selected wavelength that
deviates from 1-2 nm to 5-10 nm in the whole visible range. At the same time,
due to numerical approximations, we estimated an uncertainty of 10−3 on the
NA that was used in the ZEMAX calculations.

Figure 5.6: (a) through focus comparison of the measured PSFs and the predicted
slope from ZEMAX. Red squares are the data points of the gold nanoparticle fitted
with a red dashed line while the green circles are the data points for the nanohole fitted
with a green dotted line. The blue dash-dotted line is the Z4 slope predicted by a
ZEMAX calculation. (b) through wavelength variation of Z9 of the measured PSFs
and the predicted slope from ZEMAX. Red squares are the data points of the gold
nanoparticle with error bars indicating an uncertainty of about 15 milli-waves while the
green circles are the data points for the nanohole with uncertainty of about 25 milli-
waves. The blue dashed line is the Z9 slope that was calculated with ZEMAX.
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In the following subsection we use the calibrated wavefront errors to correct for
the lens aberrations and we will show how this improves the imaging of grating
targets that are used for OV metrology.

5.3.4 Aberration Correction in dark-field Digital
Holographic Microscopy

The df-DHM setup is intended to be used for diffraction-based Overlay metrology
on multiple grating targets. To test the aberration correction capabilities of our
df-DHM we use a test wafer with overlay targets of small overlapping gratings.
The gratings in the bottom layers are etched in a silicon wafer and have an etch
depth of about 90 nm. The gratings in the top layer are lithographically made in
a resist film with a thickness of about 90 nm. The size of these square gratings
varies, and in this experiment, we will focus on gratings of 10 × 10 µm2, 8 × 8
µm2 and 5 × 5 µm2 size and a pitch of 400 nm. This pitch in combination with
the used wavelength of 532 nm will result in highly aberrated images since the
1st diffraction orders are at the edge of the lens aperture where the impact of
aberrations is highly visible, as already shown in Figure 5.1.

In these measurements we used the left illumination pair (L. Arm) to generate
the -1st diffraction order and the right illumination pair (R. Arm) to generate the
+1st diffraction order as shown in Figure 5.4. The two holograms were measured
in parallel, as explained in Ch. 2. For the calibration the nano-scatterers were
also placed at the center of the field of view (FoV). Figure 5.7 shows the aberration
correction process for the image that is formed by the -1st diffraction order.

Figure 5.7 shows the impact of lens aberrations on the quality of a retrieved
image of an overlay target. The highly aberrated image of the targets with
a 400 nm grating pitch can significantly affect the overlay measurements since
there is not a well-defined target area to measure the total amount of light that
is diffracted in the -1st order. Moreover, in real production wafers an overlay
target is normally surrounded by patterns and the aberrations would cause a
large amount of optical crosstalk from the surrounding patterns into the target
area. The correction of the retrieved aberrated image of the -1st diffraction order
is shown in Figure 5.7. As described in subsection 5.2.2, the complex field Ef in
the pupil is multiplied by the conjugate wavefront aberration e−jW (xf ,yf ) that we
obtained in the calibration step. For the correction of the two diffraction orders
the same error phase mask was used. Moreover, an additional focus correction
e−jα4Z4(xf ,yf ) was also applied since the gold nanoparticle was measured at a
(slightly) different focus than the grating sample.

Figure 5.8 shows the aberration correction of the retrieved df-image for the
+1st diffraction order. The correction steps are the same. We are using the same
raw hologram from which we reconstruct the raw df-images. For the correction
we apply the same wavefront error phase mask and with an additional FFT we
obtain the corrected df-image for the +1st diffraction order.

As shown in Fig. 5.7 and Fig. 5.8, the -1st and +1st order images of the
400 nm test grating are now nicely corrected resulting in a vast improvement
in sharpness. Even an incidental dust particle located on the left of the first
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Figure 5.7: The aberration correction process for the -1st diffraction order, A retrieved
-1st order amplitude of OV targets with df-DHM, Ei(xi, yi) is back-propagated to the
pupil. In pupil plane we select the cross-correlation term of the -1st order Ef (xf , yf ) and
we filter out the remaining signals. We then multiply the complex field with the phase of
the retrieved wavefront error from the calibration e−jW (xf ,yf ) and the focus correction
term e−jα4Z4 . With an additional FFT the corrected image is obtained E0(xi, yi). (a)
A close look on the -1st intensity of a highly aberrated target with grating pitch of 400
nm and 8 × 8 µm2 size. (b) a close look of the corrected -1st intensity image of the
same target.

grating is now sharply imaged. This significant improvement in image quality will
improve metrology performance since the target area is now very localized and
well-defined. Moreover, it is expected that crosstalk from surrounding patterns
will also be significantly reduced. Before concluding this section, it is important
to emphasize that our aberration correction in the exit pupil implicitly assumes
that the aberrations are the same for every position in the field. This assumption
cannot be generally made. However, for OV metrology we focus on an area of
approximately 100 µm2 and within this region we can assume that the aberrations
are the same.

5.4 Potential error sources in our calibration
method

In the previous section we showed that our calibration and correction method
significantly improves image quality even in the presence of large aberrations. In
this section we will have a closer look at some items that must be considered for
the best possible aberration calibration and correction result:

1. size of the selected PSF
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Figure 5.8: The aberration correction process for the +1st diffraction order, A re-
trieved +1st order amplitude of OV targets with df-DHM, Ei(xi, yi) is back-propagated
to the pupil. In pupil plane we select the cross-correlation term of the +1st order
Ef (xf , yf ) and we filter out the remaining signals. We then multiply the complex field
with the phase of the retrieved wavefront error from the calibration e−jW (xf ,yf ) and
the focus correction term e−jα4Z4 . With an additional FFT the corrected image is
obtained E0(xi, yi). (a) A close look on the +1st intensity of a highly aberrated target
with grating pitch of 400 nm and 8 × 8 µm2 size. (b) a close look of the corrected +1st

intensity image of the same target.

2. amplitude inhomogeneity of the reference beam

3. decentering of the virtual field Ef in the exit pupil

4. longitudinal position errors of the reference fiber tip

The first 2 items generally result in very small calibration errors that will
impact the quality of aberration correction, so it is imperative to keep them at
the milli-wave level. Items 3 and 4 can lead to a significant error in the calibrated
wavefront but these errors also occur in the imaging of the metrology target so
they will effectively cancel in the aberration correction.

5.4.1 Size of the selected PSF

The PSF of an aberrated coherent imaging system generally contains many
diffraction rings around the central peak. In practice, however, we can only
select a finite part of the PSF in a digital hologram. In that case the measured
PSF (PSFmeas) can be written as the multiplication of the real PSF (PSFreal)
and a (rotationally symmetric) window function AW :

PSFmeas(xi, yi) = PSFreal(xi, yi) ∗AW (xi, yi). (5.7)
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This windowing operation results in a low-pass filtering of the field in the exit
pupil since this field will be convolved with the Fourier transform of AW .This con-
volution will smoothen steep wavefront variations in the exit pupil so it will result
in measured aberrations that are less than the actual aberration. This is clearly
visible in Figure 5.9(a) and 5.9(b) which shows the retrieved 4th-order spherical
aberration (Z9) of our lens as function of diameter of the circular window AW .
For the calibration and correction of the overlay targets that we reported in the
previous sections we used a circular window with a diameter of 40 µm (indicated
with the dashed line in Figure 5.9(c)). This window diameter offers a consistency
on the measured Z9 for both samples as many diffraction rings are included and
at the same time potential interference from the surroundings is also minimized.

Figure 5.9: (a) The retrieved wavefront of a measured PSF that is multiplied by a
8 µm size window. (b) the retrieved wavefront of the same PSF multiplied with a
40 µm window. (c) Measurement variation of Z9, spherical aberration of the 2 PSF for
different window filtering size that ranges from 1 µm up to 70 µm.

5.4.2 Amplitude inhomogeneity of the spherical reference
beam

In the df-DHM setup (fig. 5.4(a)) we use the tip of single mode fiber to generate
a well-defined spherical reference wave. To redirect the reference beam to the
camera we use a standard half-inch mirror. This additional mirror surface can
introduce some micro speckle to the reference beam due to the roughness of the
mirror. Moreover, the mirror surface can potentially be degraded over time. The
rate of degradation of the coating of the mirror depends on the way the mirror was
stored, the humidity and the air flow which can potentially add dust particles
in the mirror surface. All these factors can potentially affect the amplitude
homogeneity of the reference beam and introduce a small amount of speckle
noise in the reference beam.

This speckle noise leads to small amplitude inhomogeneities on the reference
beam which affect the retrieval of the complex PSF. This introduces calibration
errors on the wavefront measurements, and we need to be sure that the impact
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on the lens calibration is sufficiently small. To see the impact of the amplitude
inhomogeneity we used a first order approximation to correct the hologram from
spatial amplitude variations in the reference beam using the following equation:

Scorr =
SDHM − SREF√

SREF

. (5.8)

Here SDHM is the acquired digitized camera image of the measured hologram
and SREF is the acquired digitized camera image of the measured reference beam.
After averaging out the reference beam on a measured hologram we compared
the retrieved Zernike coefficients between the raw PSF and the corrected PSF.
Figure 5.10(a) presents the measured intensity of the reference beam where the
amplitude inhomogeneities are visible. The inset shows an enhanced contrast
image of the speckle noise in a region of interest of about 3.5x1.4 mm2 at camera
level. The relative signal variation in this region was measured to be 2.5% which
can be further reduced by using a better-quality mirror. Figure 5.10(b) presents
the Zernike decomposition of the same sample (PSF 1) when the raw measured
hologram (Raw PSF) was used compared to the measured hologram after cali-
brating for the speckle noise of the reference beam using Eq. (5.8). (Corrected
PSF).

Figure 5.10: (a) The measured intensity of the reference beam and a close look on a
region of interest with relative speckle noise of 2.5%. (b) the Zernike decomposition of
the retrieved wavefronts of the PSF in the two cases along with the difference of the
Zernike Coefficients (∆Zern.Coeff.) of the two wavefronts in milli-waves.

As shown in Fig. 5.10(b), there is a very good correlation between the two
wavefronts with Zernike coefficients difference △Zern.Coeff less than 1 milli-wave.
This shows that the amplitude inhomogeneity of the reference beam in our ex-
perimental setup has a minimum effect on the measured wavefronts and the
assumption that we made in section 5.2.1 is valid.
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5.4.3 Decentering of the virtual field Ef in the exit pupil

In the holographic image retrieval, the hologram is initially transformed from the
image plane to the pupil plane with a Fourier transform to uncover the baseband
signal and the four sideband signals. To retrieve a complex image, we shift the
proper sideband term to the origin of the angular spectrum and multiply this
with a pupil window (dashed circle in Fig. 5.11(a)) with a radius that is equal to
the NA of the imaging lens. In practice a small offset s⃗ of the shifted sideband
can occur as shown in Fig 5.11(a). This will result in a small amount of pupil
decentering that lead to small wavefront calibration errors.

Figure 5.11: (a) Schematic drawing of decentering of the exit pupil. (b) Effect of the
decentered pupil to coma Z7. ∆⃗s is the shift in k space and is equal to λ/FoV.

Figure 5.11 shows a schematic drawing of the pupil after shifting to the origin
of NA space and windowing. In this particular case the window defines the NA
stop and blocks all signals outside the sideband. A small error shift s⃗ will slightly
de-center the sideband and introduce wavefront aberrations in a manner that is
somewhat similar to additional wavefront aberrations that are introduced by an
aperture stop shift as reported in chapter 10 of [119]. For a small shift error and
a sufficiently smooth wavefront we can approximate the wavefront of the shifted
sideband by a Taylor expansion:

W (k⃗ + s⃗) = W (k⃗) + ∇W · s⃗. (5.9)

Here ∇W denotes the gradient of the wavefront W . A large 4th order spherical
aberration (Z9) in combination with a shift s⃗ (in either kx or ky) shows up as,
respectively X-coma (Z7) and Y-coma (Z8). To show this effect we start with
the wavefront error of Z9:

W9 = α9(6ρ4 − 6ρ2 + 1). (5.10)

Here α9 represents the amount of spherical aberration Z9 which is multiplied
with the Zernike polynomial, expressed in waves and ρ =

√
ρx2 + ρy2 is the

normalized radial pupil position. A small shift in △ρx results in a new wavefront
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W9,△:

W9,△ = W9 +
dW9

dρ

dρ

dρx
△ρx. (5.11)

Evaluating the 2nd term shows that the shifted wavefront introduces X-coma and
a tilt in x-direction:

W9,△ = W9 + △ρxZ9(24ρ3 − 12ρ) cosϕ. (5.12)

The 3rd order coma is described by the Zernike polynomial W7 = α7(3ρ3 −
2ρ) cosϕ (see Appendix 5.A). So the small shift △ρx introduces a coma increment
with a △Z7 given by:

△Z7 = 8α9
△kx
NAobj

. (5.13)

Here NAobj is the edge of the objectives NA. This analysis shows that a small
shift error only becomes significant for lenses with large spherical aberrations
that we have in our setup. Fortunately, this shift error also occurs in the imaging
of the metrology target so residual wavefront calibration errors will effectively
drop out in the aberration correction.

Figure 5.11(b) shows the effect of small decentering errors. In this numerical
experiment we have deliberately introduced a shift in the kx direction in the
range about -0.02 to +0.02 in k-space. It can be clearly seen that the retrieved
amount of X-coma varies linearly with the amount of shift.

5.4.4 Longitudinal position errors of the reference fiber tip

In section 5.2.1 we presented the single lens DHM where the fiber tip of the
reference beam is located in the pupil plane as shown in Figure 5.2. In DHM the
Z-position of the reference beam defines the Z-location of the Fourier plane where
we have the virtual NA stop. However, in practice small longitudinal position
errors of the reference fiber tip can occur that result in a mismatch between the
Z-location of the virtual Fourier plane and the actual exit pupil of the imaging
lens. Here we will show that this results in additional field-dependent coma. The
cause of this field-dependent coma is similar to the effect that we described in the
previous section and is further clarified in Figure 5.12(a). An off-axis position of
the point-scatterer will result in a tilted wavefront behind the lens. This tilt in
combination with a Z-offset of the virtual aperture will introduce additional coma
that scales linearly with field position of the nano-scatterer. On Fig. 5.12(a) an
over-exaggerating drawing is used to highlight the impact of these position errors.

We estimated the longitudinal position error dfx of the reference fiber tip in
our setup to be approximately 15 mm, as shown in Fig. 5.12(a). To evaluate
the effect of this position error, we measured the wavefront error as function of
x-position of the gold nanoparticle. We determined the X-coma (Z7) and plotted
the measured Z7 as function of x-position in the field. The result is shown in
Figure 5.12(b) along with the ZEMAX calculation that was done for an aperture
stop that was 15 mm away from the exit pupil. The bottom graph of figure
5.12(b) represents the deviation from a straight line of the measured data.
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Figure 5.12: (a) schematic drawing of the measured distances in the setup, dx is the
field position variation and dfx is the longitudinal error shift of the reference fiber tip.
(b)(Top) Through field comparison of the measured PSF and the predicted slope from
ZEMAX. Red dots are the data points of the gold nanoparticle fitted with a dashed line
while the solid blue line is the expected Z7 slope by ZEMAX. (Bottom) the deviation
of the measured data from the fitted line.

We observe that our measured data is in good agreement with the ZEMAX
calculations. The small difference in the slope can be caused by a residual mea-
surement error of the fiber Z-position. The offset of the measured coma may be
real or due to a small offset of the virtual aperture as explained in the previ-
ous section. The deviation of the measured coma as function of field position
from the expected linear behavior is on average below 1 milli-wave which demon-
strates the capability of achieving milli-wave calibration precision using weakly
scattering nanostructures.

The field-dependent coma that is introduced by a reference fiber Z-
misalignment results in non-isoplanatic imaging where aberration cannot be ef-
ficiently corrected. It is therefore essential that the fiber tip is placed as closely
as possible to the exit pupil. We checked with ZEMAX that this indeed resulted
in a negligibly small field-dependent coma for our Thorlabs lens.

5.5 Conclusion

We have demonstrated a robust method for measuring aberrations and correcting
the aberrated images in a df-DHM. We presented measured data that shows that
weak point scatterers are very suitable for calibrating large wavefront aberrations
in Digital Holographic Microscopy. Although our setup still contained some im-
perfections like a longitudinal offset of the reference fiber, we have been able to
show convincing data of the aberration correction capabilities of our technique.
Uncorrected images of metrology targets on a test wafer looked severely distorted
but this image quality dramatically improved after applying an aberration cor-
rection.
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The measured data that we have shown has been measured at only 1 wave-
length, but this calibration method is expected to perform well over a wide wave-
length range. At longer wavelengths the amount of light that is scattered by a
point-scatterer will be significantly reduced. However, since we use an AOTF as
a wavelength tuning device the bandwidth of the measurement light will also go
up which results in higher intensity levels of the illumination beam. Moreover,
the noise in the measured wavefront is in the sub-milli-wave level and is still well
below the few milli-wave level that we need.

The wavefront errors measured with a nanohole and a gold nanoparticle were
very similar, but we did observe a small (≈ λ/10) but significant difference in
astigmatism (Z5). One possible cause might be the actual shape of the gold
nanoparticle. It provides stronger signals but poor control of the particle shape.
The nanohole sample made with the focused ion beam milling tool combined
with scanning electron microscopy (FIB-SEM) on the other hand offers excellent
control on the nanohole dimensions but the scattering is weaker. Given the
already good reproducibility performance we believe that a FIB-SEM -created
nanohole target is the better option for further experiment and we plan to explore
this in more detail.

The measurement data in section 5.4.4 have shown that a longitudinal offset
of the reference fiber tip creates a position dependent coma that varies linearly
in the field. This will lead to non-isoplanatic imaging conditions that limits the
aberration correction capabilities to a small field of view. However, we plan to fix
this longitudinal offset and ZEMAX simulations show that this will significantly
increase the field size over which we can computationally correct for aberrations.

The results presented here are a stepping-stone towards the next step in this in-
vestigation. Now that we can correct aberrations, we can start exploring the over-
lay metrology capability of our DHM concept in the case when the metrology tar-
gets are surrounded by other structures. The broad point-spread-function (PSF)
in the presence of aberrations will lead to severe optical crosstalk from the sur-
rounding structures to the metrology target and degrade metrology performance.
The excellent aberration correction capabilities that we have demonstrated here
are expected to significantly reduce this optical crosstalk error. Demonstrating
and quantifying this improvement will be the next step in this investigation.
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Appendix 5

5.A Zernike coefficients

Zernike polynomials are a mathematical description of a 3D wavefront deviation
from a plane wave. Every surface deviation is described by a set of circular
symmetrical orthogonal basis functions defined over a unit circle. By this scheme
the Zernike Polynomials are defined as:

Z±m
n = Zj = Rm

n (ρ)

{
cosmϕ for +m

sinmϕ for −m
, (5.14)

where m is a positive or zero integer, and Rm
n (ρ) is the radial factor given by

Rm
n (ρ) =

(n−m)/2∑
s=0

(−1)s(n− s)!

s!(n+m
2 − s)!(n−m

2 − s)!
ρn−2s. (5.15)

The norm of a Zernike polynomial is then given by

Nnm = |Z±m
n (ρ, ϕ)|2 =

∫ 2π

0

∫ 1

0

Z±m
n (ρ, ϕ)Z±m

n (ρ, ϕ)ρdρdϕ =
π(1 + δ0m)

2(n + 1)
.

(5.16)
This norm, however, is not used by programs like ZEMAX. The following Ta-
ble provides a list of the first 16 Zernike polynomials to be used in the wavefront
aberration function expansion in both standard and Fringe notation. These poly-
nomials are commonly used for wavefront calibration since they are well adapted
to accurately describe the phase aberrations in the pupil aberration function.

108



5.A. Zernike coefficients

Fringe notation Standard Notation Zernike Polynomial Description

Z1(ρ, ϕ) Z0
0 (ρ, ϕ) 1 piston

Z2(ρ, ϕ) Z1
1 (ρ, ϕ) ρ cosϕ tilt

Z3(ρ, ϕ) Z−1
1 (ρ, ϕ) ρ sinϕ tilt

Z4(ρ, ϕ) Z0
2 (ρ, ϕ) 2ρ2 − 1 focus

Z5(ρ, ϕ) Z2
2 (ρ, ϕ) ρ2 cos 2ϕ astigmatism

Z6(ρ, ϕ) Z−2
2 (ρ, ϕ) ρ2 sin 2ϕ astigmatism

Z7(ρ, ϕ) Z1
3 (ρ, ϕ) (3ρ3 − 2ρ) cosϕ coma

Z8(ρ, ϕ) Z−1
3 (ρ, ϕ) (3ρ3 − 2ρ) sinϕ coma

Z9(ρ, ϕ) Z0
4 (ρ, ϕ) 6ρ4 − 6ρ2 + 1 spherical

Z10(ρ, ϕ) Z3
3 (ρ, ϕ) ρ3 cos 3ϕ trefoil

Z11(ρ, ϕ) Z−3
3 (ρ, ϕ) ρ3 sin 3ϕ trefoil

Z12(ρ, ϕ) Z2
4 (ρ, ϕ) (4ρ4 − 3ρ2) cos 2ϕ oblique spherical

Z13(ρ, ϕ) Z−2
4 (ρ, ϕ) (4ρ4 − 3ρ2) sin 2ϕ oblique spherical

Z14(ρ, ϕ) Z1
5 (ρ, ϕ) (10ρ5 − 12ρ3 + 3ρ) cosϕ 5th order coma

Z15(ρ, ϕ) Z−1
5 (ρ, ϕ) (10ρ5 − 12ρ3 + 3ρ) sinϕ 5th order coma

Z16(ρ, ϕ) Z0
6 (ρ, ϕ) 20ρ6 − 30ρ4 + 12ρ2 − 1 spherical

Table 2: The first 16 Zernike polynomials as a function of (ρ, ϕ).
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5.B Derivation of Eq.(5.1)

We derive Eq. (5.1) in a two-step process:

1. we first calculate the field Ef in the back focal plane of the lens

2. we then obtain the field Ei the image plane by propagating the field Ef to
the image plane using the Fresnel approximation as outlined in chapter 5.4
of [23].

According to Eq. (5.6-5.25) in [23] the complex field Ef in the back focal plane
of the lens is given by:

Ef (xf , yf ) = P (xf , yf )

∞x

−∞
Eo(xo, yo)e−j 2π

λf (xoxf+yoyf )dxodyo. (5.17)

Where P is a quadratic phase term given by:

P (xf , yf ) =
A(xf , yf )

jλf
e−j π

λf ( do
f −1)(x2

f+y2
f ). (5.18)

Here A denotes the aperture stop in the back focal plane. Assuming Fresnel
diffraction we can write for the the field Ei at a distance di from the lens is:

Ei(xi, yi) = e
−j π

λ(di−f)
(x2

i+y2
i )

∞x

−∞
Ef (xf , yf )G(xf , yf )e

−j 2π
λ(di−f)

(xfxi+yfyi)dxfdyf .

(5.19)
Where G is a quadratic phase term given by:

G(xf , yf ) = e
j π
λ(di−f)

(x2
f+y2

f ). (5.20)

We now use the paraxial imaging condition 1/do + 1/di = 1/f and the magni-
fication M = di/do and substitute Eq. (5.17) in Eq. (5.19). This yields Eq.
(5.1):

Ei(xi, yi) = e
j π
λ(di−f)

(x2
i+y2

i )
(
H(xi, yi) ⊗ Eo

(
− xi

M
,− yi

M

))
. (5.21)

Where H is the Fourier transform of the aperture stop A:

Hi(xi, yi) =

∞x

−∞
A(xf , yf )e

−j 2π
λ(di−f)

(xfxi+yfyi)dxfdyf . (5.22)
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Chapter 6
Pupil Apodization in Digital
Holographic Microscopy for
Reduction of Coherent
Imaging Effects

A dark-field Digital Holographic Microscope with a single lens for
imaging is a potential candidate for future overlay metrology on semi-
conductor wafers. Aberrations caused by this single lens are com-
putationally corrected allowing high-resolution imaging over a large
wavelength range. However, the spatially-coherent imaging conditions
in our microscope introduce coherent imaging artifacts that can limit
the metrology performance. In this chapter we present computational
apodization of the optical field in the exit pupil of the lens as a po-
tentially effective solution to mitigate these coherent imaging effects.
A comparison of experimental data and simulations is presented that
demonstrates the importance of this apodization in metrology applica-
tions. Moreover, our data also shows that exploiting the full potential
of DHM requires an imaging lens with low optical scattering levels.

The content of this chapter has been published in: Christos Messinis, Manashee Adhikary,
Tamar Cromwijk, Theodorus T.M. van Schaijk, Stefan Witte, Johannes F. de Boer, and Arie
den Boef, Pupil Apodization in Digital Holographic Microscopy for Reduction of Coherent
Imaging Effects, Optics Continuum 1, 1202-1217 ( 10 May 2022).
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6.1 Introduction

Digital Holographic Microscopy (DHM) is a well-known and established technique
for high resolution imaging in various application domains like bio-medical imag-
ing and semiconductor defect inspection [26, 27, 122, 123]. DHM acquires the
amplitude and phase of an image which offers various unique opportunities like
(3D) imaging of low-contrast objects and digital aberration correction [56, 124].
Recently we have reported the use of dark-field DHM (df-DHM) as a potential
solution for the growing challenges of overlay (OV) metrology in semiconductor
industry [110, 125].

In semiconductor device manufacturing the relative placement between vari-
ous patterned layers in a chip (called Overlay) must be robustly measured with
sub-nanometer precision. This measurement can, for example, be done with a
technique called Diffraction Based Overlay (DBO) [3]. In DBO a pair of small
overlapping gratings is illuminated resulting in the generation of a +1st and a -1st

diffraction order. An overlay error between these overlapping gratings creates a
small intensity difference between these orders, which scales linearly with over-
lay. Today, high-resolution dark-field microscopy is commonly used to image the
+1st and -1st diffraction order images of the metrology targets on a camera and
these images are used to determine overlay. Robustness and sub-nm accuracy
is possible by optimizing the grating etch and using carefully selected multiple
wavelengths [112].

However, the relentless push to follow Moores law [2] drives existing optical
overlay metrology to the extreme limits of its capabilities. Novel devices and
process flows result in the use of new materials (like amorphous carbon) that are
highly absorbing at visible wavelengths but sufficiently transparent at infrared
wavelengths. This drives the need for metrology tools that can cover a larger
wavelength range. In addition, there is a strong push to reduce the size of the
metrology targets that requires improved imaging resolution. On top of this, the
diffraction efficiency of metrology targets continues to decrease to unprecedented
low levels due to thin resist that is used in (high-NA) EUV lithography and
increased light losses in the stack of layers that cover the bottom grating. Last
but not least, a solution for all these challenges needs to be realized at acceptable
cost and in a small footprint since available space for metrology is limited.

A promising solution to all these challenges is dark-field Digital Holographic
Microscopy (df-DHM). We have already presented the operation of df-DHM that
uses a tunable quasi-monochromatic spatially coherent light source. The use of 2
off-axis reference beams with different azimuthal angles allows angular frequency
multiplexing, enabling the separate imaging of the +1st and -1st diffraction orders
using the full NA of the imaging lens which improves imaging resolution. A
schematic drawing of df-DHM is shown in Fig. 6.1. The off-axis df-DHM setup
uses a fiber coupled Supercontinuum White light source (Leukos Rock 400 5)
combined with an Acousto-Optical Tunable Filter (Gooch & Housego TF550-
300-4-6-GH57A). This AOTF device has a bandwidth in the range of 47 nm and
covers the whole visible wavelength range from 400 to 700 nm. A delay line is
used to match the optical path of the reference and the illumination beam and
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Figure 6.1: (a) the fiber-coupled df-DHM. The sample is illuminated with two oblique
illumination beams (Ill.+1st and Ill.-1st) of ± 70◦ respectively. The object beams are
captured by the imaging lens (SL) and coherently mixed with their respective reference
beams (Ref.+1st and Ref.-1st) resulting in a hologram on image plane (CMOS camera).
(b) the holographic reconstruction process. The camera image contains two interference
patterns initially introduced by the two separate branches. By Fourier transforming
the hologram we back-propagate to the pupil plane and the angular spectrum. The
illumination branches have different azimuthal angles in the reference arms resulting
in a 90◦ angle difference. For reconstruction of the complex field two Fast Fourier
Transforms for the two interference terms are required.

polarization maintaining fibers (PM - Shafter-Kirchhoff PMC-400Si-2.3-NA014)
are used to couple the light from the source path to the sensor head. The sensor
head is comprised of two off-axis illumination arms which illuminate the target
from opposite directions at an incident angle of approximately 70◦ with respect
to the normal of the object plane.

For DBO measurements the two sides generate the -1st (L. Arm) and +1st (R.
Arm) diffraction orders. Each illumination arm generates a Gaussian-shaped spot
on the object plane (1/e2 diameter approximately 130 µm) with the use of two
microscope objectives (FL- 50X Mitutoyo Plan Apo Infinity Corrected Long WD
Objective) and two adjustable mirrors for fine-tuning the angle of incidence. In
addition, two corresponding spherical reference beams are coherently added to the
corresponding object beams. The two reference beams have different azimuthal
angles resulting in a different orientation of the sidebands of the spectra of the
resulting holograms. With this approach, two holograms are captured by the
image sensor using only one image acquisition, and the two object fields can be
retrieved with only three Fast Fourier Transforms (FFTs). Further details of this
setup and the parallel acquisition of multiple holograms are given in Ch. 2 and
Ch. 5. The microscope consists of a single plano-aspheric Thorlabs lens (SL) and
a camera (Basler acA4112-8gm) with a 12 Mpixel CMOS image sensor with 3.45
µm pixel size. We chose a nominal magnification of 100x by placing our detector
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800 mm away from the lens.
It is worth mentioning that the coherent mixing of the diffracted orders with

their respective reference beams offers noiseless optical amplification which lifts
the image above the noise floor of the image sensor and boosts the detection
sensitivity of very weak metrology targets. This has already been demonstrated
in Ch. 4 and [125], where a weak measured signal of a silicon wafer at 1030 nm
wavelength is coherently mixed with a reference beam resulting in a ”noise clean”
amplified holographic image. Finally, the retrieved complex field in DHM allows
us to computationally correct for aberrations in the imaging lens, as shown in Ch.
5 and [106]. A single imaging lens might seem undesired as it adds a quadratic
wavefront to the complex image on the camera, but it is required as it enables
imaging on a larger wavelength range. We eliminate this quadratic term by
introducing a spherical reference beam that is propagated from the tip of a fiber
placed in the pupil plane of the imaging lens.

However, our df-DHM concept operates in a spatially coherent imaging regime
[23]. As a result, the Coherent Transfer Function of our df-DHM creates oscil-
latory edge transitions in the retrieved images (as shown in Fig. 6.2) that are
undesired for metrology applications. In the next section (6.2) we will briefly
explain the impact of coherent imaging conditions in metrology applications,
present digital pupil apodization as an effective solution and compare various
implementations. Section 6.3 presents simulations and measurements on actual
metrology targets along with point-spread functions (PSFs) for a better evalu-
ation of the use of this method. Section 6.4 discusses the effectiveness of pupil
apodization for metrology applications and the potential limitations and section
6.5 concludes the paper with an outline of the following steps that we plan to
take to improve overlay metrology.

6.2 Theory

6.2.1 Coherent Imaging Effects in DHM

We use DHM that requires a spatially coherent quasi-monochromatic illumination
to enable interference between reference and object beam. This requirement
also introduces inherent coherent imaging effects in the reconstructed images.
In earlier work, the use of low spatial coherent sources [126–128], multiplexing
holograms methods [129–131], image processing methods [132, 133], and hybrid
methods [134, 135] have been studied to improve the imaging quality. In our
investigation, we look into a hybrid method of the use of a super continuum source
combined with image processing method for coherent imaging effects reduction.
But by definition, a super continuum source, even with low temporal coherence,
introduces coherent effects to the holographic imaging, causing reduction of the
sharpness of the reconstructed image and further degrading the imaging quality.

The coherent imaging effects that we can expect in our df-DHM will show up
as:

1. Ringing effects at edges due to the steep cut-off of the Coherent Transfer
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Function

2. Increased optical crosstalk (X-talk) between neighboring patterns

3. Speckle (in case of rough surfaces)

In the numerical reconstruction of a hologram the commonly applied two-
dimensional Discrete Fourier Transform (2D DFT) method on the pupil plane
introduces Gibbs-ringing. This ringing effect is due to the presence of a sharp
cut-off in the pupil plane that is forward-propagated to the image. Gibbs-ringing
is a common artifact caused by the finite k-space sampling and is the effect of the
truncation of higher frequencies at the sampling borders [136]. This shows up as
spurious oscillations in the vicinity of high frequency region like the edges of a
metrology target, as shown in Fig. 6.2. This phenomenom is more clearly present
on the smallest metrology targets and remains even after aberration correction.
As a result, these oscillations can degrade not only the quality of the images but
also impact the metrology results obtained with df-DHM.

Gibbs-ringing is present mainly at the edges of a structure but it also expands
in every direction. This means that the spurious oscillations can affect nearby
structures also and result in additional coherent imaging effects with an overlap
of high frequencies of different structure in k-space. This crosstalk should be
minimized to allow precise metrology on targets that are surrounded by other
patterns. This is an effect that becomes more visible for smaller metrology tar-
gets, and hence the higher frequencies are enlarged resulting in light leakage from
one structure to a neighbouring structure.

Speckle is another undesired coherent imaging effect and it can generally be
found in both reflection and transmission DHM. In reflection configuration, grain
speckle occurs when the reflected light irradiates the sample surface. At the same
time in both configurations non-diffusing objects can cause undesired diffraction,
like dust particles, scratches, and defects on and in the optical components of the
setup. Since our df-DHM concept is intended for high end semiconductor wafers
we do not expect significant speckle noise originated from the wafer but we will
show that in our df-DHM setup, weak scattering from the imaging lens can add
a small amount of speckle to our measurements.

Fig. 6.2 shows the coherent imaging effects that are currently present in our
measured df-images. We selected a micro-DBO (µDBO) metrology target with
8 x 8 µm2 grating size that consists of four grating pairs with a grating pitch of
600 nm. Two of these grating pairs run in the vertical direction and are used to
measure overlay in the horizontal direction, the other two grating pairs are used
to measure overlay in the vertical direction but since we illuminate the sample
from the horizontal direction they are not visible on a measured df-image. These
grating pairs can potentially add coherent imaging effects in the measurements.

Figs. 6.2.(a) and 6.2.(b) shows the presence of coherent effects on an aberration
corrected dark-field intensity image in both linear and logarithmic scale. The
selected wavelength for this measurement was 576 nm with a bandwidth of 5 nm.
In more details, in linear scale we can already detect the spurious oscillations
within the metrology marks. And in logarithmic scale it is revealed that ringing
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and cross talk from y grating marks are also affecting the metrology marks.
Finally, some dust particles that are located around the targets increase the
speckle noise on our measurements. This is mostly visible in the logarithmic
scale of the df-images.

Figure 6.2: Coherent imaging effects on our df-DHM. A metrology target’s normalized
intensity is imaged in (a) linear scale and (b) logarithmic scale.

In previous publications we have described the numerical reconstruction pro-
cess of df-DHM. In essence, we apply a 2D Fourier Transform (FT) to the detected
image and assume an infinite plane wave reference beam. As shown in Fig. 6.1(b)
we obtain the spatial frequency spectrum in k-space where we select the cross-
correlation terms that describe the interference between the object and reference
beam. Then we select the proper sideband with a computational aperture stop
that is centered around the sideband and we shift this sideband to the origin of
the k-space. Applying an inverse FFT finally yields the complex image field.

Using the plane wave propagation model for a single-lens imaging system as
described by Goodman in [23] we can show that the complex field Ei in image
plane is given by Eq. (5.1) [106]:

Ei(xi, yi) = e
j π
λ(di−f)

(x2
i+y2

i )
(
Eo

(
− xi

M
,− yi

M

)
⊗H(xi, yi

)
, (6.1)

where Eo(− xi

M ,− yi

M ) is the complex field in the object plane and M is the mag-
nification. The quadratic phase term in Eq. (6.1) has a radius of curvature di−f
where di is the image distance and f is the focal length of the lens. ⊗ denotes
a convolution and H(xi, yi) is the Fourier transform of the aperture stop in the
back focal plane of the lens. H is the coherent transfer function (CTF) of this
single-lens imaging system and is the Fourier transform of the aperture stop A,
given by:

Hi(xi, yi) =

∞x

−∞
A(xf , yf )e

−j 2π
λ(di−f)

(xfxi+yfyi)dxfdyf . (6.2)

This filtering procedure implicitly assumes that the Fourier transform is zero
everywhere outside the sampled region. This is not the case for finite objects.
Setting this null space to zero is a simple and convenient solution, however, the
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procedure corresponds to a multiplication of the true objects Fourier transform
with a hard-stop in image space, which in our case is a circle. This results in a
convolution of the true object with the Airy function which adds coherent arti-
facts in our retrieved images that we plan to solve with digital pupil apodization.

6.2.2 Digital Pupil Apodization

To correct for these coherent imaging effects a manipulation of the pupil image
is required. Earlier we mentioned the multiplexing holograms methods and the
image processing methods. With df-DHM we can explore all known methods for
noise suppression, but we will focus on the use of window functions during the
reconstruction process.

With apodization we can either apodize the hologram in the image plane [137]
or in the pupil plane [138] to mainly reduce the diffraction during the numerical
reconstruction. Apodization functions can suppress the side lobes of the Airy
disk which effectively suppresses ringing effects at object edges at the expense
of some loss in resolution. For our investigation we will use cosine-sum window
functions that will moderate the effect of the CTF and reduce crosstalk noise by
smoothing the higher frequencies of the measured holograms.

The selection of these windows came after the justification made already back
in the 70s by Fredric J. Harris [139]. In his work, Harris categorized the numerous
window functions based on their significant use and distinct parameters. Starting
from the classical rectangle (or Dirichlet) and triangle (or Bartlet) windows, he
concluded that windows that are constructed with 3 or 4 nonzero terms (or
Dirichlet kernels) can be used for side-lobe suppression.

In this work, we will focus on these window functions as the coefficients are
easy to generate and of being able to be applied as a spectral convolution after
the 2D DFT. Blackman and the Blackman-Harris windows that are constructed
as the summation of 3 and 4 shifted Dirichlet kernels respectively. These window
functions are zero-valued outside of a chosen interval, normally symmetric around
the middle of the interval, usually near a maximum in the middle, and tapering
away from the middle. For our investigation we assume an amplitude apodization
that varies in the radial direction in the pupil plane according to the following
cosine-series:

win(ρ) =

N∑
n=0

αncos (πnρ) , (6.3)

where n are integers of the 2D sum of cosine windows and αn are the window
coefficients which are constrained to a sum of unity. In the simplest case of a
rectangular window (win(ρ) = 1) only the first coefficient α0 = 1 is needed, thus
a cosine function. To apply this equation to our measured holograms, ρ is the
normalized radial position in the pupil plane and is equal to:

ρ =
1∣∣∣⃗k∣∣∣
√
k2x + k2y, (6.4)
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kx, ky are the k space coordinates that can take values up to the edge of the
pupil where we have the maximum spatial frequency of NAobj/λ. Here λ is the
wavelength and NAobj is the Numerical Aperture of the imaging lens (NAobj =
0.5 ). We set the size of the apodization window less or equal to NAobj or
the boundaries of the cross-correlation term in which we apply the apodization
window.

Instead of digital apodization it is also possible to use moving sub-apertures for
reducing coherent imaging effects. Similar to the classical physical manipulation
of the pupil [140], we can digitally select a smaller window size and apply it on
different parts of the pupil image [141]. At the end we take the summation of the
intensities of the different reconstructed windows and obtain a noise suppressed
df-image. This approach requires multiple holographic reconstructions and thus
more time even if it is single shot, and since we need to have a fast numerical
reconstruction we will limit our investigation to the use of a single apodized
window function in the pupil.

Figure 6.3 shows the suppression of the side lobes of the PSF for various pupil
apodization windows. A first comparison of the different window functions shows
that there is a trade-off between width of the side lobe, which determines the res-
olution, and the suppresion of the side lobes, which determines optical crosstalk
between neighbouring structures in an image.

The simulated window functions show that in practice if resolution is not a crit-
ical requirement and the application is focused on the coherent effect suppression,
the best window functions are the hybrid Blackman windows, and especially the
Blackman - Harris, the Blackman - Nuttal and the Nuttal window. On the
contrary, if the resolution is important Hamming and Hann windows offer suffi-
cient resolution with less noise suppression. In literature different hybrid window
functions have been reported [142] in search for the optimum window that offers
almost diffraction limited resolution with maximum noise suppression. In this
work we will focus on the Blackman window as it offers sufficient resolution and
suppresses the noise to the required noise levels for metrology.

Figure 6.3: Theoretical influence of apodization window functions on an ideal PSF. A
cross section of normalized intensity image, (a) linear scale, (b) logarithmic scale.

In Ch. 5 we presented an aberration calibration procedure in which we retrieve
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the wavefront error of our imaging system by measuring the PSF using a point
scatterer. Then we only needed to include an aberration correction step on our
filtering procedure and obtain an aberration-corrected hologram. We corrected
for lens aberrations by multiplying the complex field in the pupil plane with the
phase conjugate of the retrieved wavefront error. With the same reasoning we
will also perform apodization digitally in the pupil image. This removes the sharp
cut-off of the spatial frequency spectrum in the pupil plane resulting in a strong
suppression of the side lobes of the PSF. This will suppress optical crosstalk from
neighbouring structures that surround a metrology target. The lens aberration
correction and the implementation of the window function are then given by:

Efapo
(xf , yf ) = Ef (xf , yf )e−jW (xf ,yf )win(xf , yf ). (6.5)

Where Efapo
(xf , yf ) is the corrected field in the exit pupil. In the following

section, we apply this concept to both simulations and measurements of PSFs
obtained with our df-DHM.

6.3 Experimental results on coherent imaging
effects suppression

6.3.1 Measurements and simulations on PSF

To investigate the effect of digital apodization on the coherent image quality
of metrology targets we start with the characterization of the diffraction-limited
point-spread function (PSF). The PSF is the usual way to characterize an optical
imaging system, and the proper way to demonstrate the effect of apodization
through the side-lobes suppression and the loss of resolution. A point source
illuminates the lens aperture with a spherical wave that is insensitive to non-
uniformity in the illumination beam. For the measurement we used a bare silicon
sample with drilled nano-holes in different parts of the sample. These nano-hole
were milled with a 30 keV focused gallium ion beam (FEI Helios Nanolab 600).
The ion beam current was set to 100 pA with a focal spot diameter of 80 nm.
The nano-holes were milled in 500 cycles and with a dwell time of 1 ms. The
diameter of the nano-holes is approximately 80 nm.

The point scatterer was placed in the center of the image field of our DHM
setup. Aberration correction was applied to the PSF by applying a wavefront
correction to the field in the exit pupil of the lens. The wavefront correction was
derived from a Zernike fit of the measured wavefront using the lowest 83 Zernike
polynomials. In this way the PSF is only affected by the small residual wavefront
errors that could not be captured by the Zernike fit.

For the simulations of the PSF we used the same wavelength, bandwidth and
Field of view as the ones that we used for the measurements so that we will
have a good comparison between the measurements and the simulations. For the
comparison of Fig. 6.4 we selected a 576 nm wavelength with a bandwidth of 5
nm. At the same time we have included additional shot noise and read-out noise
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for a better representation of actual measurement conditions. The comparison
of simulated and measured PSFs is presented in Fig. 6.4

Figure 6.4: Comparison of simulated and measured PSFs. (a) simulated Airy disk, (b)
measured Airy disk, (c) simulated apodization with Blackman window, (d) measured
apodization with Blackman window. (e) presents the cross-section of the above images
in logarithmic scale, and (f) provides a closer look on the response in the 4 different
cases.

From this comparison we observe that the measured unapodized PSF and the
PSF after apodization with a Blackman window could not surpass a noise flour
of the order of 10−6 (or -60 dB), as shown in Fig. 6.4(e). On the other hand,
we observe that the simulated PSFs show excellent sidelobe suppression after
apodization. At a closer look to the center of the Airy disk and the apodized
PSF, we see that there is a good correlation between the simulations and the
measurements, Fig 6.4(f). At this point and for noise levels above 10−5 we see
that the simulated and the measured diffraction-limited PSFs are overlapping
while in the contrary the apodization windows reach this noise level immediately
after the 1st Airy ring.

The flattening of the noise shows that the use of apodization windows does not
offer sufficient coherent imaging effects suppression in our DHM setup. In that
sense while apodization can assist with the crosstalk reduction and reduction of
the ringing effects in the region-of-interest in the metrology target area, it will
still lead to a noise suppression at 10−5 noise levels. In the next section, we will
present the experimental data from which we were able to locate the cause of the
observed noise floor.
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6.3.2 Effectiveness of apodization and potential limitations

In order to investigate the cause of the noise flattening on the experimental data
we look into three potential noise sources that could contribute to this effect:

1. Roughness of the silicon wafer

2. Detection noise

3. Scattering from lens imperfections

1. Roughness of the silicon wafer

Starting with the roughness of the silicon wafer, an Atomic Force Microscopy
scan of the roughness showed a root-mean-square (RMS) error of 142 pm and
maximum peak-to-valley of 2.3 nm during the scan. These values suggest that
the sample was very smooth and is probably not introducing speckle to our
measurements. A simple method to check the presence of speckle coming from
the wafer is to compare the high-frequency residual wavefront variations in the
exit pupil of our imaging lens for different nano-holes. If the roughness of the
silicon dominates the noise floor that is shown in Fig. 6.4 then this should
show up as noise in the wavefront residual in the exit pupil. The fingerprint
of this noise in the wavefront residual should then vary between different nano-
hole measurements. In other words, the wavefront residuals measured for two
nanoholes should show little or no correlation.

To experimentally test this hypothesis we have selected two nano-holes with
approximately the same size (measured with AFM). For these 2 nano-holes we
measured the WFE (Fig. 6.5(a) and 6.5(d)) in the pupil and we subtracted a
fitted wavefront (using the lowest 83 Zernike polynomials). The resulting resid-
ual WFEs of the 2 nano-holes show high-frequency variations that are shown in
Fig. 6.5(c) and 6.5(f). The two locations have a clear speckle correlation which
suggests that surface roughness of the silicon substrate does not contribute sig-
nificantly to the high-frequency speckle-like wavefront variations. The measured
correlation was 0.8130 with a deviation that can be contributed to additional
noise on the second PSF. As shown in Fig. 6.5(d), there is a phase gradient
present in the measured WFE, which is attributed to a nearby nano-hole that
introduced additional scattering to the measured wavefront.

2. Impact of detection noise

The detected digital hologram contains shot noise that is inherent to the detection
of photons. Moreover, the image sensor also adds some read noise to this shot
noise. In order to test the impact of these noise sources we performed a frame
averaging on the same PSF.

Fig. 6.6 presents a comparison of the measured PSF in a single holographic
reconstruction and after 150x reconstructions. It is clear that after frame av-
eraging there is no improvement with respect to the noise levels, meaning that
our measurements are not limited by shot noise and image sensor read noise. In
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Figure 6.5: Residual wavefront errors for two PSFs. (a), (d) are the measured WFEs
and (b),(e) are the fitted aberration terms. (c) and (f) presents the residual wavefront
errors for the two PSFs simple by removing the fitted wavefronts from the measured
ones.

Figure 6.6: (a) Cross-section of the normalized intensity of a PSF measured with and
without frame averaging. (b) and (c) The single-frame measured PSF and the same
PSF after 150 frames averaging. Both figures presented in logarithmic scale.

principle, in holography this is expected due to coherent amplification. Even if
the object beam is weak, in our case the PSF, it is coherently amplified by the
reference beam.
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3. Scattering from lens imperfections

Our df-DHM uses an off-the-shelf plano-aspheric lens (Thorlabs A240TM) with
an effective focal length of 8 mm and an NA of 0.5. Because of the extreme level
of aberrations on the edges of the used lens, we have selected a digital aperture
stop of 0.48. According to the data supplied by Thorlabs, we should expect a
root-mean-square (RMS) wavefront error (WFE) of 0.058 waves. As a result of
this residual wavefront error, some weak scattering will occur at the lens surfaces
which results in a weak speckle background in the retrieved images.

A simple method to check the presence of lens-induced light scattering is to look
at high-frequency residual wavefront variations in the exit pupil of our Thorlabs
A240TM imaging lens. Similarly to what we presented in Fig. 6.5, in the case
of scattering from the lens, we will measure the same PSF for three different
wavelengths. As a result of the close proximity of the exit pupil to the lens this
residual WFE will be more or less invariant for small wavelength changes.

To measure this correlation we retrieved the complex WFE for three closely
spaced wavelengths (532, 550 and 576 nm) and then removed a fitted wavefront
that we obtained by fitting the lowest 83 Zernike polynomials to the measured
wavefront. We can then measure the residual phase variation in the pupil. If
the residual phase variation or the residual WFE of the PSF show significant
correlation for different wavelengths then this is another indication that light
scattering from the lens is the main cause of the observed speckle.

Figure 6.7, presents the residual wavefront errors that we obtained by measur-
ing the PSF at three different wavelengths. For every wavelength (532, 550 and
576 nm) we remove the fitted aberrations terms from the retrieved WFE and we
plot the residual WFE. As shown all graphs show a clear correlation of the resid-
ual WFE which is a very strong indication that our measurements are impacted
by the roughness of the lens surface. To measure the correlation coefficient for
different wavelengths we had to resize the measured WFE as the size of the side-
band in the angular spectrum is wavelength dependent (eq. 6.5). We resize the
WFE with respect to the middle wavelength and we measured correlations above
0.75. In details, the correlation between 6.7.(a) and 6.7.(b) was 0.7678, between
6.7.(a) and 6.7.(c) was 0.8018 and between 6.7.(b) and 6.7.(c) 0.7805.

Moreover, we computed the RMS error for the three wavelengths and it was
0.0510, 0.0560 and 0.0516 waves respectively which is close to the expected wave-
front error that has been specified by the supplier of this lens. This is another
clear indication that scattering caused by the lens is the main cause for the
speckle background that we observe in our images.

For the three wavelengths there is some additional noise present in the edges
of the pupil which is more visible on the shorter wavelengths and on the right
side. This additional WFE could be related to the size of the aperture stop in
the pupil which we considered fixed for an NA of 0.48 or it can be an error during
the filtering of the holographic process that we neglected for the time being.

In order to further substantiate our observation we performed a second exper-
iment where we replaced the sample with the tip of a single-mode fiber. We used
a polarization maintaining PANDA fiber (Schafter Kirchhof - PMC-E-400Si-3.5-
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Figure 6.7: Lens surface roughness. Residual Wavefront Error experiment. (a),(b),(c)
the RWE for the measured PSF for 532, 550 and 576 nm wavelength respectively.

NA013-3-APC.EC-150-P) with Nominal NA of 0.13 and a mode field diameter
(MFD) of 3.5 µm . The use of a fiber tip to measure the PSF has already been
reported by [114] and it allows us to exclude the impact of any scattering from
the silicon substrate that we used for the previous experiments. However in our
experiment due to the small NA of the fiber, which at a 520 - 580 nm wavelength
range is ≈ 0.08, instead of an Airy disk, df-DHM will image a Gaussian spot.

For the measurements with the fiber tip we selected three different wavelengths
(532, 550 and 576 nm ) and we look into the speckle correlation on the recon-
structed images. Fig. 8 summarize the measurements with the fiber tip. Fig.
6.8(a),(b) and (c) show the normalized intensity images of the holographically
reconstructed Gaussian spot of the fiber tip for the three selected wavelengths in
logarithmic scale. For these measurements we have averaged 100x reconstructed
images.

A cross-section plot of the measured normalized intensity in Fig. 6.8(d) shows
that for all the wavelengths the noise levels are of the same order. Looking at
the speckle correlation between different wavelengths, it is clear that there is
no correlation between the three measurements. To confirm that we have also
measured the correlation coefficients between (a),(b) and (c) within the drawn
squares and the correlation was below 10%. The absence of correlation between
the three measured signals again points to lens scattering as the main suspect
for the observed speckle in our images.

At this point, it is good to highlight that the speckle that we measured with
DHM was impossible to detect with regular imaging of the fiber-tip. We have
performed the same measurements without additional reference beams and look
into the measured normalized intensities of the 3 different wavelengths after av-
eraging 100 images. Fig. 6.9(a),(b) and (c) show the normalized intensity images
of the Gaussian spot of the fiber tip for the three selected wavelengths in loga-
rithmic scale. A cross-section plot of the measured normalized intensity in Fig.
6.9(d) confirms that in regular imaging the measurements are buried in the read
out noise and corresponds to a lower noise suppression, making it impossible to
detect speckle. This clearly shows the superior dynamic range capabilities of
DHM compared to regular imaging techniques.
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Figure 6.8: Fiber-tip experiment. (a),(b) and (c) are the holographically reconstructed
intensity images of the fiber tip for 532, 550 and 576 nm wavelength respectively. (d)
Logarithmic plot of the cross-section (as indicated with the red dotted line) of the
normalized intensities of the measured Gaussian spots.

In the next subsection, we apply digital apodization on actual metrology tar-
gets. We will show that even with the presence of micro-speckle from the lens
roughness apodization can still contribute to df-DHM by suppressing a large part
of coherent imaging artifacts.

6.3.3 Measurements and simulations on metrology targets

Since we quantify the digital apodization response to a PSF, now we will apply
apodization windows to metrology targets to see the response on coherent imaging
effects suppression on measured holograms. We selected a micro-DBO (µDBO)
metrology target with 8 x 8 µm2 feature size that consists of four grating pairs
with a grating pitch of 600 nm, like the one shown in Fig. 6.2.

We will first simulate the effect of apodization neglecting the effect of micro-
speckle of the lens surface. With these simulations we can estimate the effec-
tiveness of digital apodization on metrology targets on ideal conditions. Then
we will present actual measurements where we will apply the same apodization
window to see the coherent imaging effect suppression on the current setup. For
both simulations and measurements we will use same setup parameters, with an
NA of 0.48 and a selected wavelength of 576 nm.

For the simulations the same targets were simulated and the Blackman
apodization window was applied. The results of the simulations are shown in
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Figure 6.9: Fiber-tip experiment. (a),(b) and (c) are the normalized intensity images
of the fiber tip for 532, 550 and 576 nm wavelength respectively. (d) Logarithmic plot
of the cross-section (as indicated with the red dotted line) of the normalized intensities
of the measured Gaussian spots.

Fig. 6.10. Fig. 6.10(a) and 6.10(b) show the simulated target on a regular image
and an image where the Blackman window was applied on the pupil plane. Fig.
6.10(c) presents the cross section in logarithmic scale where the effectiveness of
apodization is impressive. We can see at least a 10−5 coherent noise suppression
and a smooth surface for the metrology mark, with no coherent artifacts present.

For the measurements of this metrology target we first correct for lens aberra-
tions, in order to obtain an aberration free ”regular” image and then we applied
the Blackman window in the pupil plane. Figure 6.11 shows the effect of apodiza-
tion on the metrology target on the current df-DHM setup. In the measurements
we see that the intensity smoothens on the surface of the metrology target and
completely suppresses Gibbs artifacts. At the same time multiple spurious oscil-
lations on the surrounding area are also suppressed by an order of magnitude.
This is still far from the ideal result that was presented on the simulations but
it already convincingly shows a fast way to remove coherent imaging effects by
applying a digital apodization in the pupil plane.

6.4 Conclusion

In this chapter we have investigated the potential of digital pupil apodization in
DHM for coherent imaging effect suppression. We presented both simulations
and measurements that demonstrate the simplicity of this method where a 2D
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Figure 6.10: Simulated results of digital apodization on metrology targets. (a) a regu-
lar image obtained after holographic reconstruction, (b) apodized image with Blackman
apodization window. (c) is the cross-section along the red-dashed lines, where blue and
red lines show the normalized intensity of the regular and apodized image respectively.

Figure 6.11: Experimental results of digital apodization on metrology targets. (a)
a regular image obtained after holographic reconstruction, (b) apodized image with
Blackman apodization window. (c), (d) regular and apodized image in logarithmic
scale. (e) is the cross-section along the red-dashed lines, where blue and red lines show
the normalized intensity of the regular and apodized image respectively.

window function needs to be included in the holographic reconstruction.

We have first applied apodization to diffraction limited PSF’s (“Airy disks”) to
demonstrate the effectiveness on side lobe suppression. The results showed that
apodization clearly suppresses side lobes of the Airy disc. This side lobe suppres-
sion helps to reduce optical crosstalk between images of neighbouring structures
at the expense of some resolution loss. This is especially relevant in optical wafer
metrology applications like overlay metrology where a small metrology target is
often surrounded by other patterns. Light from these surrounding patterns that
“leaks” into the metrology target resulting in a reduced metrology performance.

During our investigation we observed the presence of a weak background
speckle in our PSF images that limited the effectiveness of apodization. By
conducting a number of experiments we identified that the quality of the lens
surface is the main factor of this deviation. The lens surface roughness adds
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micro-speckle on the measurements which in extend create a noise barrier that
prevents apodization to reach its full potential. The lens that we currently use
is an off-the-shelf low-cost glass-moulded lens. We expect that more advanced
lens manufacturing techniques will allow us to significantly reduce the noise floor
that we now observe in our results.

However, the size of the window function can proven to be beneficial on higher
diffraction order suppression. For example, in an overlay measurement where we
look on the intensity imbalance between the +1st and -1st diffraction order images
there might be an overlap with a higher diffraction order in the image plane.
This can be easily removed by carefully placing the window function in a smaller
aperture size centered around the 1st diffraction order in the pupil. This leaves
the main frequency contributions of the higher order out of the reconstructed
image.

This work has shown that df-DHM has the potential to be a powerful tool
in optical wafer metrology provided that we can suppress the lens-induced light
scattering to sufficiently low levels. Current measurements still show relatively
large background noise levels, we plan to continue this investigation with a better
lens quality which we are confident that will lead to robust coherent imaging
effect suppression. This work also highlighted the excellent dynamic range of
DHM compared to typical microscopy measurements. DHM was sensitive to the
effect of lens roughness while a typical intensity image was buried in camera
noise, unable to demonstrate this effect.
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Chapter 7
Summary And Outlook

7.1 Summary

This thesis explores the potential use of dark-field Digital Holographic Microscopy
(df-DHM) for advanced semiconductor overlay metrology. Theoretical analysis
and experimental investigations have been performed to validate this potential
and quantify to which extent it can be considered a promising technique for future
overlay metrology tools. Semiconductor metrology is a very demanding field that
constantly needs to innovate in order to cope with the challenging requirements
from the semiconductor industry. Below is a summary of each chapter:

Ch. 2 This chapter presents details of our df-DHM concept. We show that an-
gular frequency multiplexing allows us to acquire two off-axis holograms of
the so-called +1st order and -1st order images in parallel. This approach
allows us to use the full NA of the imaging lens and the parallel acquisi-
tion also ensures immunity to intensity noise of the light source. In our
df-DHM concept we have made specific design choices that result in sig-
nificant application benefits, but that also creates specific challenges that
we have investigated in more detail. For example, in our concept the light
source is fiber-coupled to the microscope optics via single-mode fibers. This
results in a very compact sensor head that enables high-speed metrology
by putting multiple df-DHM sensor heads in parallel. However, during the
first proof-of-concept overlay measurements we have discovered that the
reproducibility of our overlay measurements were significantly degraded by
instabilities in the single-mode fiber coupling efficiency. This is something
that can be solved with a more stable opto-mechanical design.

Ch. 3 This chapter presents a theoretical model of the impact of coherence length
on the Field-of-View in a dark-field digital holographic microscope. This
model shows that the FoV is inversely proportional to the bandwidth of
the light source. The presented model can be used to define requirements
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of design parameters that ensure that the setup offers sufficient FoV for
metrology. A test setup was presented to demonstrate the holographic re-
construction capabilities for both phase-shifting and off-axis measurements,
with off-axis able to reach single shot acquisition.

Ch. 4 This chapter demonstrates the successful utilization of our df-DHM concept
for measuring overlay over an extended wavelength range. Thus far, over-
lay measurements have been limited to visible wavelengths, but the use of
materials that are opaque to visible wavelengths necessitates measurements
using infrared light. We have constructed a breadboard test setup that is
capable of measuring overlay at wavelengths ranging from 400 to 1600 nm.
Using the setup, we demonstrated good correlation between programmed
amount of overlay and measured overlay. These measurements constitute
the first ever report of semiconductor metrology for this extended wave-
length range with a single sensor. In addition, we demonstrated coherence
gating offered a very effective suppression of undesired light that reached
the sensor. This nicely demonstrate the viability of an overlay sensor that
is sensitive to visible and infrared light, allowing more freedom in choice of
materials for integrated circuits.

Ch. 5 In this chapter, an aberration calibration and correction method using
nano-sized point scatterers on a silicon substrate is presented. Compu-
tational imaging techniques are used to recover the full wavefront error and
we use this to correct for the lens aberrations, assuming isoplanatic imag-
ing conditions. Measured data shows that point scatterers are very suit-
able for calibrating even large wavefront aberrations in Digital Holographic
Microscopy. Although our setup still contained imperfections like a longi-
tudinal offset of the reference fiber, we have been able to show convincing
data of the aberration correction capabilities of our technique. Uncorrected
images of metrology targets on a test wafer looked severely distorted but
this image quality dramatically improved after applying an aberration cor-
rection. This calibration method is expected to perform well over a wide
wavelength range, thus offering a lens calibration tool for the entire wave-
length range. Finally, potential calibration error sources are presented to
evaluate the performance of the presented method and offer an insight on
the diffraction limited capabilities that can be reached with a simple lens.

Ch. 6 The final chapter of this thesis presents computational algorithms to mit-
igate effects that are inherent to the use of coherent illumination. The
ultimate goal is to explore the overlay metrology capability of the df-DHM
when the metrology targets are surrounded by other structures. In this
case, the broad point-spread-function (PSF) in the presence of aberrations
will lead to severe optical crosstalk from the surrounding structures to
the metrology target and degrade metrology performance. The excellent
aberration correction capabilities that we have demonstrated are expected
to significantly reduce this optical crosstalk error but not yet on the re-
quired level. Optical crosstalk can be further reduced by additional digital
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apodization that can suppress the sidelobes. With the addition of apodiza-
tion on the measured PSFs we can significantly reduce coherent noise and
reach better metrology performance. During this investigation, a devia-
tion between simulations and experiments revealed that light scattering
from lens imperfections (e.g. surface roughness) limited the effectiveness of
apodization.

7.2 Outlook

The results that we have presented in this thesis are relevant for the semiconduc-
tor industry. Some of the main accomplishments are:

1. Feasibility and potential of dark-field digital holographic microscopy for
semiconductor metrology.

2. The theoretical model and experimental demonstration verified the possible
use of our df-DHM and lead to a US patent entitled Method of Determining
a Characteristic of a Structure, and Metrology Apparatus with patent No.
11,119,415 B2 publication date: September 14, 2021.

3. Angular frequency multiplexed dark-field DHM with the ability of single
shot measurement of two diffraction orders simultaneously. This project
signifies the first OV measurements with df-DHM with sun-nm precision.
This novel approach for measuring overlay with parallel acquisition of two
diffraction orders lead to a WO patent application Dark Field Digital Holo-
graphic Microscope and Associated Metrology Method with patent No.
2021/121733 publication date: June 24, 2021.

4. The extended wavelength range from visible to infrared (400 - 1600 nm).
This addition to df-DHM constitute the first ever report on an optical
metrology tool that is capable to perform OVerlay metrology for this ex-
tended wavelength range with a single sensor.

5. The in-situ lens aberration calibration and correction. This project worked
in parallel with the extension of the wavelength range since it allows df-
DHM to collect highly aberrated images on wavelength far from the de-
signed wavelength of the optical surface and then correct for the introduced
aberration. This is a very important application that can be already ap-
plied to the next wafer fabrication loop. A section with some calibrating
targets (like nano-hole arrays) can be used to offer field dependent aberra-
tion calibration for a large wavelength range.

6. The addition of digital filtering to optimize image quality. Since resolution
is reaching diffraction-limited performance with the lens aberration cali-
bration we needed to deal with the next challenge of coherent noise. With
the nature of df-DHM this is a straightforward approach where every kind
of digital filtering in the pupil image is possible and can correct for coher-
ent artifact, and or suppress higher diffraction orders that in image plane
overlaps with the desired measured intensities.
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The progress and results that have been reported in this thesis is of interest for
the semiconductor industry. However, despite the good progress several signifi-
cant challenges still need to be solved before df-DHM can be used in an industrial
environment. Solving these challenges are scientifically interesting problems with
direct relevance for industry.

1. Illumination beam spot calibration and optimization. The illumination
spot profile, for example, is a critical parameter in overlay metrology. An
inhomogeneity of the illumination spot in combination with small position-
ing errors of the metrology target will change the diffracted optical power.
This can give rise to significant errors in the measured overlay that exceed
the required sub-nm precision levels. A next step in this investigation is
therefore an accurate calibration of the complex illumination spot profile.
This may appear simple but the accuracy needs to be in the sub-percent
regime which makes this a daunting but not impossible task. Various tech-
niques can be explored and compared like DHM, ptychography and Shack-
Hartmann sensing. A related and equally interesting research challenge is
how to correct for an inhomogeneous illumination spot. An overlay target
is essentially a 3D-diffraction structure consisting of a top and a bottom
grating and the total amount of diffracted 1st order light is determined by
a complex combination of the spot profile on the top target and the bottom
target. Extensive research is still needed to tackle this challenge.

2. Field dependent aberration calibration. Aberrations of the imaging lens
depend on the position in the field. So far we have only considered lens
aberration in the center of the FoV, where for isoplanatic imaging conditions
the PSF is invariant to a shift of the object and in that case a measure-
ment of the complex PSF at 1 point in the field is sufficient to calibrate the
aberrations in the imaging system. The df-DHM will introduce a high-end
lens that was designed for this application with a higher NA of 0.8. To
calibrate this lens it is a necessity to calibrate the field dependency of the
aberrations of this lens. This will require additional computational algo-
rithms that generate a shift-variant wavefront error that we could include
on the calibration of the imaging lens.

3. Micro-speckle correction for noise suppression. In the course of our ex-
periments with df-DHM we observed that due to the high dynamic range
capabilities of the sensor, it was possible to detect residual noise on our
measurements. This noise was due to micro-roughness of the lens. With
access to the complex field we can apply computational algorithms to cali-
brate and correct for this micro-speckle.

4. Spectral shaping for crosstalk reduction. Our setup uses a super-continuum
source that is combined with an acousto-optical tunable filter (AOTF).
The AOTF is usually driven using a sinusoidal RF wave (≤ 100 MHz).
Such an AOTF allows a continuous tuning bandwidth of more than 2 um,
with tuning speeds as low as 1 ms, thus allowing overlay measurements

132



7.2. Outlook

over a wide bandwidth and with fast wavelength switching. In Chapter
3, we presented that the fringe contrast on the camera, and therefore the
measured signal strength, is dependent on the optical path length difference
between the illumination and reference beams, as well as the spectrum of
the light. The fringe contrast around perfectly matched line delays of the
object and the reference beam is typically the coherence function, This
coherent function is expected to be a Gaussian-like function for an AOTF
driven with a single RF tone. With spectral shaping we can potentially
use multiple RF frequencies combined in order to re-shape the coherence
functions and thus the fringe contrast in the image plane. In the ideal
case, we could obtain a sinc-like spectrum, which will result in a coherence
function with a sharp cut-off. Since df-DHM has this diagonal configuration
for the two multiplex holograms, potential crosstalk from any off-diagonal
structures is eliminated. In a more realistic approach we could apply spectra
shaping to enhance the contrast on the desired FoV and suppress it on areas
that nearby structures are located.

5. Control of polarization. In the course of our experiments we considered
orthogonaly polarized light. This was mainly due to two factors. The
AOTF required a polarized input and a better control of the fringe contrast
between reference and object beam is obtained when they share the same
polarization state. For metrology applications we need to investigate the
effect of polarization on the accuracy and precision of df-DHM.

6. Mitigation of the vibration sensitivity. In Chapter 2, we have presented the
benefit of the parallel acquisition regarding the noise fluctuations of the
light source. However, during we have discovered that the reproducibility
of our overlay measurements were significantly degraded by instabilities in
the single-mode fiber coupling efficiency. This was mainly due to pointing
fluctuation on the coupling to the fibers can be solved with a more stable
opto-mechanical design. This is something that can be easily solved in a
more industrial environment dedicated to high standards of performance.

7. Exploitation of the UV range for metrology. A new direction of df-DHM
would be the extension to the UV wavelength range. This can open up a
new range of metrology applications that df-DHM can thrive.

8. 3D imaging with dark-field DHM. The df-DHM so far demonstrated excel-
lent performance in overlay metrology of thin 3D structures (≈ 700 nm)
that consisted of a few layers. A next step is to demonstrate the ability
to reconstruct complex 3D structures, such as 3D MEMS with thicknesses
that can reach 1 mm. And then use such measurements for even more
advanced metrology application.

As it is perceived, with this thesis we have only hit the tip of the iceberg. There
are still many improvements that can be made to improve the performance and
enhance the capabilities of digital holographic microscopy for metrology appli-
cations. DHM therefore provides a promising route toward the next generation
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of overlay sensors. In a few years df-DHM might become a metrology tool for
demanding application in the semiconductor industry.
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[63] U. Schnars and W. P. O. Jüptner, Digital recording and numerical recon-
struction of holograms, Measurement Science and Technology 13(9):R85–
R101 (2002). 24

[64] M. A. Schulze, M. A. Hunt, E. Voelkl, J. D. Hickson, W. R. Usry, R. G.
Smith, R. Bryant, and C. E. T. Jr., Semiconductor wafer defect detection
using digital holography, in K. W. T. Jr. and I. Emami (editors), Process
and Materials Characterization and Diagnostics in IC Manufacturing, vol.

139

https://www.tandfonline.com/doi/pdf/10.1080/09500340108230973
https://www.tandfonline.com/doi/pdf/10.1080/09500340108230973


BIBLIOGRAPHY

5041, pp. 183 – 193, International Society for Optics and Photonics, SPIE
(2003). 24

[65] C. E. T. Jr., T. M. Bahm, L. R. Baylor, P. R. Bingham, S. W. Burns,
M. Chidley, L. Dai, R. J. Delahanty, C. J. Doti, A. El-Khashab, R. L.
Fisher, J. M. Gilbert, J. S. G. Jr., G. R. Hanson, J. D. Hickson, et al.,
Direct to digital holography for semiconductor wafer defect detection and
review, in A. Starikov, K. W. T. Jr., and A. Starikov (editors), Design,
Process Integration, and Characterization for Microelectronics, vol. 4692,
pp. 180 – 194, International Society for Optics and Photonics, SPIE (2002).
24

[66] N. Pandey, Digital hologram recording systems: some performance improve-
ments, PhD thesis (2011). 24

[67] G. Pedrini, Handbook of Optical Metrology: Principles and Applications -
Chapter 7 (2009). 29

[68] M. Born and E. Wolf, Principles of Optics: Electromagnetic Theory of
Propagation, Interference and Diffraction of Light (7th Edition), Cam-
bridge University Press, 7th edn. (1999). 32

[69] N. G. Orji, M. Badaroglu, B. M. Barnes, C. Beitia, B. D. Bunday,
U. Celano, R. J. Kline, M. Neisser, Y. Obeng, and A. Vladar, Metrol-
ogy for the next generation of semiconductor devices, Nature electronics
1(10):532–547 (2018). 34, 54

[70] H.-J. H. Smilde, A. den Boef, M. Kubis, M. Jak, M. van Schijndel, A. Fuchs,
M. van der Schaar, S. Meyer, S. Morgan, J. Wu, et al., Evaluation of a novel
ultra small target technology supporting on-product overlay measurements,
in Metrology, Inspection, and Process Control for Microlithography XXVI,
vol. 8324, p. 83241A, International Society for Optics and Photonics (2012).
36, 54, 76

[71] K. Bhattacharyya, A. den Boef, M. Jak, G. Zhang, M. Maassen, R. Tijssen,
O. Adam, A. Fuchs, Y. Zhang, J. Huang, et al., Holistic approach using
accuracy of diffraction-based integrated metrology to improve on-product
performance, reduce cycle time, and cost at litho, in Metrology, Inspection,
and Process Control for Microlithography XXIX, vol. 9424, p. 94241E, In-
ternational Society for Optics and Photonics (2015). 36, 54, 76

[72] A. Kudlinski, B. Barviau, A. Leray, C. Spriet, L. Héliot, and A. Mussot,
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Nederlandse samenvatting

Dit proefschrift onderzoekt de toepassing van donkerveld (dark-field) digitale
holografische microscopie (df-DHM) voor geavanceerde halfgeleider overlay me-
trologie. Theoretische analyse en experimenteel onderzoek werden uitgevoerd om
dit potentieel te valideren en te kwantificeren in welke mate df-DHM kan worden
beschouwd als een veelbelovende techniek voor toekomstige overlay metrologie.
Halfgeleidermetrologie is zeer uitdagend en moet voortdurend innoveren om te-
gemoet te komen aan de uitdagende eisen van de halfgeleiderindustrie. Hieronder
volgt een samenvatting van elk hoofdstuk:

Ch. 2 In dit hoofdstuk worden de details van ons df-DHM concept beschreven.
We laten zien dat angulaire frequentiemultiplexing ons in staat stelt om
twee off-axis hologrammen van de zogenaamde +1st orde en -1st orde beel-
den in parallel te verwerven. Deze aanpak stelt ons in staat om de volledige
NA van de imaging lens te gebruiken en de parallelle acquisitie zorgt ook
voor ongevoeligheid voor intensiteit ruis van de lichtbron. In ons df-DHM
concept hebben we specifieke ontwerpkeuzes gemaakt die resulteren in aan-
zienlijke toepassingsvoordelen, maar die ook specifieke uitdagingen creëren
die we nader hebben onderzocht. In ons concept is de lichtbron bijvoorbeeld
via een single-mode glasvezel gekoppeld aan de optiek van de microscoop.
Dit resulteert in een zeer compacte sensorkop die hogesnelheidsmetrolo-
gie mogelijk maakt door meerdere df-DHM sensorkoppen parallel te zet-
ten. Tijdens de eerste proof-of-concept overlay-metingen hebben we echter
ontdekt dat de reproduceerbaarheid van onze overlay-metingen aanzienlijk
werd aangetast door instabiliteiten in de effeciency van de inkoppeling in de
single-mode glasvezel. Dit is iets dat kan worden opgelost met een stabieler
opto-mechanisch ontwerp.

Ch. 3 Dit hoofdstuk presenteert een theoretisch model van de invloed van de co-
herentielengte op de afmetingen van het objectveld (FoV) in een donkerveld
(dark-field) digitale holografische microscoop. Dit model toont aan dat de
FoV omgekeerd evenredig is met de bandbreedte van de lichtbron. Het ge-
presenteerde model kan worden gebruikt om eisen te stellen aan de ontwerp-
parameters die ervoor zorgen dat de opstelling voldoende FoV biedt voor
metrologie. Er werd een testopstelling gepresenteerd om de holografische
reconstructiemogelijkheden te demonstreren voor zowel faseverschuivende
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als off-axis metingen, waarbij off-axis het voordeel biedt van een holografi-
sche reconstructie op basis van een acquisitie.

Ch. 4 Dit hoofdstuk demonstreert het succesvolle gebruik van ons df-DHM con-
cept voor het meten van overlay over een uitgebreid golflengtebereik. Tot
nu toe waren overlay-metingen beperkt tot zichtbare golflengten, maar
het gebruik van materialen die ondoorzichtig zijn voor zichtbare golfleng-
ten maakt metingen met infrarood licht noodzakelijk. Wij hebben een
breadboard-testopstelling gebouwd die in staat is overlay-metingen uit te
voeren bij golflengten van 400 tot 1600 nm. Met deze opstelling hebben
wij een goede correlatie aangetoond tussen de geprogrammeerde hoeveel-
heid overlay en de gemeten hoeveelheid overlay. Deze metingen tonen de
haalbaarheid aan van ons df-DHM concept voor overlay metrologie over
een groot golflengte gebied met een enkele sensor van halfgeleidermetrolo-
gie voor dit uitgebreide golflengtegebied met een enkele sensor. Bovendien
toonden we aan dat coherentie-gating een zeer effectieve onderdrukking
bood van ongewenst licht dat de sensor bereikte. Dit toont mooi de le-
vensvatbaarheid aan van een overlaysensor die gevoelig is voor zichtbaar en
infrarood licht, waardoor meer vrijheid ontstaat in de keuze van materialen
voor gentegreerde schakelingen.

Ch. 5 In dit hoofdstuk wordt een methode gepresenteerd voor de kalibratie en
correctie van lens aberraties met behulp van puntverstrooiers op een silici-
umsubstraat. Deze puntverstrooiers hebben een diameter van ongeveer 80
nanometer. Computationele beeldvormingstechnieken worden gebruikt om
de fout in het golffront te bepalen en we gebruiken deze om te corrigeren
voor de lensafwijkingen, uitgaande van isoplanatische beeldvormingscondi-
ties. Uit de metingen blijkt dat puntverstrooiers zeer geschikt zijn voor het
kalibreren van zelfs grote golffrontaberraties in Digitale Holografische Mi-
croscopie. Hoewel onze opstelling nog onvolkomen heden bevatte zoals een
longitudinale positionerings fout van de referentie glasvezel, zijn we in staat
geweest om overtuigende gegevens van de aberratie correctie mogelijkheden
van onze techniek te tonen. Ongecorrigeerde beelden van metrologiedoelen
op een testwafer zagen er ernstig vervormd uit, maar de beeldkwaliteit ver-
beterde drastisch na toepassing van een aberratiecorrectie. Verwacht wordt
dat deze kalibratiemethode goed zal presteren over een breed golflengtebe-
reik, zodat een lenskalibratie methode voor het gehele golflengtebereik be-
schikbaar is. Tenslotte worden een aantal potentiele kalibratiefoutbronnen
gepresenteerd om de prestaties van de gepresenteerde methode te evalue-
ren en inzicht te geven in de diffractie-begrensde afbeeldingen die met een
eenvoudige lens kunnen worden bereikt.

Ch. 6 Het laatste hoofdstuk van dit proefschrift presenteert computationele al-
goritmen om effecten te verzachten die inherent zijn aan het gebruik van
coherente verlichting. Het uiteindelijke doel is om de overlay metrologie
mogelijkheden van de df-DHM te onderzoeken wanneer de meetobjecten
omgeven zijn door andere structuren. In dit geval zal de brede point-
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spread-functie (PSF) in aanwezigheid van aberraties leiden tot ernstige op-
tische overspraak van de omringende structuren naar het meetobject en de
metrologieprestaties verminderen. De uitstekende aberratiecorrectiemoge-
lijkheden die wij hebben aangetoond, zullen naar verwachting deze optische
overspraakfout aanzienlijk verminderen, maar nog niet op het vereiste ni-
veau. Optische overspraak kan verder worden verminderd door extra digi-
tale apodisatie die de zijlobben van de impulse response onderdrukken. Met
de toevoeging van apodisatie op de gemeten PSF’s kunnen we de coherente
ruis aanzienlijk verminderen en betere metrologieprestaties bereiken. Tij-
dens dit onderzoek bleek uit een afwijking tussen simulaties en experimen-
ten dat lichtverstrooiing door lensimperfecties (b.v. oppervlakteruwheid)
de effectiviteit van apodisatie beperkte.
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