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Abstract

Background: Eye movement modelling examples (EMME) are demonstrations in

which learners' not only see a model's (e.g., a teacher's) task performance on a com-

puter screen (as in regular video examples) but also the model's eye movements

(represented as moving coloured dots overlaid on the screen). Thereby EMME help

guide learners' attention towards the relevant information and can model cognitive

strategies which are otherwise unobservable for learners.

Objectives: This study investigated whether EMME can help to learn deductive rea-

soning strategies and how the presence/absence of a teacher's verbal explanation

affects learning from EMME.

Methods: Secondary education students (N = 137) were randomly assigned to study

video examples under one of four conditions in a 2 (EMME: yes/no) x 2 (verbal expla-

nations: yes/no) between-subjects design.

Results and Conclusions: Results revealed only a beneficial effect of the presence of

verbal explanations on performance on the practice problems, but no pretest-to-

posttest learning gains.

Implications: Seeing the teacher's eye movements does not appear to enhance learn-

ing of deductive reasoning. The presence/absence of the teacher's verbal explanation

does not seem to affect learning deductive reasoning.

K E YWORD S

attention cueing, example-based learning, eye movement modelling examples, eye tracking

1 | INTRODUCTION

Studying video modelling examples is an effective way to learn new

skills (Van Gog & Rummel, 2010). In video modelling examples a model,

for instance a teacher or instructor, explains and demonstrates step by

step how to perform a task. One of the possible advantages of studying

video modelling examples is that relevant information can be presented

to the learner both visually and verbally. The multimedia principle

(Mayer, 2014) states that this can enhance learning. Especially when

combined with the modality principle (Mousavi et al., 1995), which

states that by presenting information in multiple modalities

(e.g., visualizations with narrated rather than written verbal explana-

tions) the learner is less likely to be cognitively overloaded, by spread-

ing information processing across the visual and phonological working

memory channels (Baddeley, 1992), and information integration is facili-

tated, leading to better learning outcomes. Observational learning from

multimedia materials like video modelling examples has been shown to

be effective for learning (Van Gog, Rummel, et al., 2019). However, the

effectiveness can be affected by how the learning materials are

designed. A lot of research within the field of multimedia learning has
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focused on which design characteristics are important to take into

account when designing learning content. Some examples of design

characteristics are: the use of static or dynamic visualizations (Höffler &

Leutner, 2007), the visual presence or absence of the person who dem-

onstrates and explains the task (Van Wermeskerken et al., 2018; Wang

& Antonenko, 2017), the presence or absence of visual (Richter

et al., 2016) and social cues (Mayer, 2014), or whether the video exam-

ple is recorded in first-person perspective or in third-person perspective

(Fiorella et al., 2017).

The current study focuses on one specific type of video modelling

examples, referred to as ‘eye movement modeling examples’ (EMME;

Van Gog, Jarodzka, et al., 2009), which consists of a screen recording

that shows the learner a demonstration by a model (e.g. a teacher or

an expert) of how to perform a task, while simultaneously showing

where the model was looking during this task demonstration (e.g. as a

coloured dot or circle). The aim of the current study was to investigate

whether EMME can foster the learning of cognitive problem solving

strategies and whether this depends on the absence or presence of

the model's verbal explanation.

2 | EYE MOVEMENT MODELLING
EXAMPLES

As stated above, EMME are video examples in which you see a screen

recording of a model solving a task while also seeing where the model

was looking at during task performance. EMME can serve two functions.

The first function of EMME is that they align the learner's attention with

that of the model, which then can help the learner to select and inte-

grate the relevant information of the task demonstration. Compared to

regular modelling examples (ME; i.e., video examples of screen record-

ings without the model's eye movements superimposed) in EMME the

learner's attention is directed and synchronized with that of the model,

thus creating a state of joint attention (i.e., the phenomenon of automati-

cally attending an object someone else is attending; Brennan

et al., 2008; Frischen et al., 2007). The creation of joint attention

between the model and the student is important as information within

video examples are often transient (i.e., information is only temporarily

available) meaning that students can miss out on important information

when they do not attend to the right information at the right time,

which can negatively affect students' learning (Ayres & Paas, 2007). By

offering attentional guidance by means of EMME, the risk of not attend-

ing important information can be reduced. In this way, the learner's pro-

cessing of visual information (i.e. the on screen learning material with

visible interactions—e.g. clicks, drags, typing- of the model with the

material) and visual-verbal information (i.e. on screen learning material

with the model's verbal explanation) can be facilitated.

That the attentional guidance provided by EMME affects the

learner's visual attention, aligning it more with the model's visual atten-

tion, and also enhances learning, is supported by research. Several

studies have compared the effects of EMME with ME on attention

allocation (by measuring the learner's eye movements during

example study) and learning outcomes (i.e. post-test performance;

Jarodzka et al., 2012, 2013; Van Marlen et al., 2016, 2018). For instance,

the studies by Jarodzka et al. (2012, 2013) demonstrated that EMME

compared to ME enhanced learning to perform classification tasks. In

the study by Jarodzka et al. (2012) EMME were used to help students

learn how to classify the symptoms of epileptic seizures of infants by

showing an expert's eye movements while the expert watched case

videos of patients and additionally provided verbal explanations. In the

control condition, participants saw the same case videos with the

verbal explanation but without the expert's superimposed eye-

movements. In the study of Jarodzka et al. (2013), EMME were used

to help students to learn to classify the locomotion patterns of fish.

Again, the eye-movements and verbal explanations of an expert

were recorded and shown to participants. Besides the learning ben-

efits, the studies of Jarodzka et al. (2012, 2013) also showed that

the learner's eye movements while watching the video examples in

the EMME conditions were more similar to those of the model than

in the ME condition, as evidenced by a higher scanpath similarity

(Jarodzka et al., 2013) or smaller Euclidean distances between the

model's gaze position and that of the learner (Jarodzka et al., 2012).

In addition, Van Marlen et al. (2018) have recently demonstrated

that college students watching EMME fixated on the verbally

referred visual task elements more often and faster than students

watching ME.

The second function of EMME is that they make it possible to visu-

alize perceptual and cognitive strategies that would otherwise remain

unobservable for learners. This can be done either in the presence or

absence of the model's verbal explanation. EMME without the model's

verbal explanation have been shown to enhance study strategies for

digital hyperlinked texts (Salmer�on & Llorens, 2018) and illustrated texts

(in seventh grade students: Mason et al., 2015, 2016, 2017; in college

students: Scheiter et al., 2018). More specifically, the studies by Mason

et al. (2015, 2016, 2017) examined whether observing EMME prior to

studying an illustrated text would enhance text picture integration dur-

ing study. In the EMME, the model demonstrated how to integrate

information from the text and picture by making transitions between

certain terms in the text and the corresponding part of the picture.

Compared to students who did not observe EMME (i.e., participants in

the passive control group were only presented with the text without

any other instructions), students in the EMME condition showed better

text-picture integration while studying the (new) illustrated text, and

also performed better on a text comprehension test.

That EMME without verbal explanations can also model percep-

tual strategies was demonstrated in studies showing that EMME

enhance visual search performance when people had to search for

errors in software code (Stein & Brennan, 2004), errors on printed cir-

cuit boards (Nalanagula et al., 2006) or lung-nodules on X-ray scans

(Litchfield et al., 2010). The study of Stein and Brennan (2004) used a

within-subject design in which for half of the software bugs partici-

pants saw EMME and for the other half of the bugs the participants

did not receive an example video. In the study of Nalanagula et al.

(2006) several types of EMME visualizations were compared with a

control condition in which participants were presented with the

printed circuit boards without any examples, whereas Litchfield et al.

1498 van MARLEN ET AL.
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(2010) compared several types of EMME's showing different eye

movement patterns (that were either deliberately recorded/selected

or originated from models with different levels of expertise).

Other research has shown that EMME with verbal explanations

can be used to model inspection strategies aimed at enhancing to

learn to classify in classification tasks (Jarodzka et al, 2012, 2013,

Vitak et al., 2012) and can model procedural problem-solving strate-

gies to enhance problem solving (Van Marlen et al., 2018, Experiment

2). For instance, in the study of Van Marlen et al. (2018, Experiment 2)

EMME demonstrated procedural problem-solving strategies about

solving geometry problems. In this study students watched EMME in

which they saw the model making transitions between elements of

the problem (i.e. the different angles that had to be solved) while ver-

bally explaining the underlying principles to solve the angles.

In contrast, there is also research in which EMME demonstrated

procedural problem-solving strategies but were not effective to enhance

learning even though the model's verbal explanations were included (Van

Gog et al., 2009). For instance, in the study by Van Gog et al. (2009) stu-

dents watched EMME or ME about how to solve a procedural puzzle

problem with or without the model's verbal explanations. The procedural

puzzle problem was an isomorph of the Tower of Hanoi problem

(Newell & Simon, 1972) in which puzzle pieces (frogs) had to be moved

in a specific order from one side to the other side. The model in the video

examples verbally explained from the start till the end of the problem

how to solve this problem. Results revealed no positive effect of EMME

on learning. However, on the transfer task it was even found that stu-

dents who watched EMME including the model's verbalization had lower

performance than students who watched the EMME without the

model's verbalization. An alternative explanation given by the authors for

these findings was that perhaps the verbal explanations were already

sufficient for the students to guide their attention. One possible limita-

tion of the study was that the verbal explanation in combination with the

model's eye movements may have been redundant as the model also

used the mouse cursor to perform problem-solving steps, and this also

guided students' attention. In this context it is possible that the verbal

explanation in combination with the visible interaction of the model with

the puzzle environment made the EMME redundant. Research on this

so-called redundancy effect has shown that the addition of redundant

information hampers learning instead of facilitating learning (Kalyuga &

Sweller, 2014). This suggests that the model's verbalizations might play

an important role in learning from EMME.

In sum, some studies (Jarodzka et al., 2012, 2013; Van Marlen

et al., 2018; Vitak et al., 2012) found positive effects of EMME con-

veying perceptual/cognitive strategies on learning if the EMME

included verbal explanations, whereas other studies found a negative

effect (Van Gog et al., 2009) or no effect (Van Marlen et al., 2016) of

EMME with verbal explanations on learning. Drawing conclusions

about the role of the model's verbalizations on learning from EMME

remains difficult because, with the exception of Van Gog et al. (2009),

none of the discussed studies have manipulated the presence or

absence of verbal explanations. Therefore, in the current study we

aimed to examine whether the presence or absence of verbal explana-

tions affects learning deductive reasoning strategies from EMME. In

the present study, possible redundancy of the verbal explanations

should not be an issue, as we used a deductive reasoning task called

Mastermind (see more details below) in which several sources of

visual information need to be integrated in order to solve the problem.

Thus, the model's visualized eye-movements indicated which sources

needed to be integrated, and the model's verbal explanation indicated

how they needed to be integrated.

3 | THE PRESENT STUDY

The aim of the present study was to examine whether EMME would be

effective for fostering learning of cognitive strategies (more specifically:

deductive reasoning) and whether this would be affected by the presence

or absence of the model's verbal explanations. Secondary education stu-

dents were presented with video modelling examples in which the model

demonstrated how to break the code in a Deductive Mastermind task,

either with or without verbal explanation. The Deductive Mastermind task

(cf. Gierasimczuk et al., 2013) is an adapted version of the classic board

game Mastermind. A code has to be deduced from a set of code breaking

attempts. In the Deductive Mastermind task, the code breaker is provided

with an image depicting several code-breaking attempts and corresponding

feedback, which the code breaker must use to deduce the correct code by

systematically comparing the entered codes with its corresponding feed-

back. In the EMME, the cognitive strategies involved in systematically com-

paring the entered codes and feedback become visible through the

depiction of the model's eye movements. In the present study, a 2 � 2

between-subject design was used in which the students received video

examples with (EMME) or without (ME) visualizations of the model's eye

movements and with or without the model's verbal explanation.

We expected that the students in the EMME conditions would ben-

efit from seeing the model's problem-solving strategies and would

therefore show greater learning gains from pretest to posttest and the

near transfer problems than students in the ME conditions. Based on

the multimedia principle (Mayer, 2014) and the modality principle

(Mousavi et al., 1995), we expected students in the verbal explanation

conditions to show higher learning gains than students in the no verbal

explanation conditions. Even though Van Gog et al. (2009) found that

the presence of a verbal explanation presumably made the attention

guidance provided by the EMME redundant, we expected that the pres-

ence of verbal explanations would further enhance learning from EMME

in the present study, as the attention guidance provided by the EMME

would complement the strategy information (i.e. the model demon-

strated multiple deductive reasoning strategies which had to be com-

bined to solve the problems) conveyed in the verbal explanations.

4 | METHOD

4.1 | Participants

One hundred and forty Dutch secondary education students in their

first year of pre-university education (the track that prepares students

van MARLEN ET AL. 1499

 13652729, 2022, 5, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1111/jcal.12712 by V

rije U
niversiteit A

m
sterdam

, W
iley O

nline L
ibrary on [19/02/2023]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



for enrollment at a university, and has a six-year duration) were

recruited out of five classrooms all from the same school. Three stu-

dents did not provide informed consent to use their data and were

therefore excluded from the study. The final sample consisted of

137 students (Mage = 12.66, SD = 0.51, 64 male). Participants were

randomly assigned to one of four conditions resulting from a 2 (model-

ling example: EMME vs. ME) � 2 (verbal explanation: present

vs. absent) between-subjects design: EMME verbal explanation pre-

sent (n = 34), EMME verbal explanation absent (n = 35), ME verbal

explanation present (n = 33), ME verbal explanation absent (n = 35).

5 | MATERIALS

5.1 | Deductive mastermind task

The deductive reasoning task used in the current study is an adapta-

tion of the board game Mastermind. This Deductive Mastermind task

is part of the popular online learning platform called ‘Math Garden’
(in Dutch ‘de Rekentuin’ www.mathgarden.com; Gierasimczuk

et al., 2013). In the digital Deductive Mastermind game, the learner

plays the role of a code breaker. The task for the learner (code

breaker) is to unravel the correct code. To do so, the learner is shown

an image depicting previously entered codes with the corresponding

feedback (see Figure 1). The learner must use the feedback of all pre-

vious code breaking attempts, to enter the correct code, and code

breaker is given only one chance to break the code. Hence the term

‘Deductive Mastermind’, as the learner has to deduce the correct

code by processing all the feedback of earlier code breaking attempts.

In the current study, the coloured pins of the deductive Mastermind

task were represented as coloured flowers. In addition, the feedback

pins were represented as coloured dots: a green dot for correct flower

and location, an orange dot for correct flower only (i.e. wrong

location), and a red dot for stating that a flower does not occur in

the code.

5.2 | Mastermind test problems

The Mastermind problems used in the present experiment differed

in terms of the number of flowers in the code (two, three, or four

flowers) and the number of code-breaking attempts being shown

(i.e., this ranged between two to five attempts). The pretest com-

prised of six problems in which the code consisted of two flowers

and six problems in which the code consisted of three flowers result-

ing in a total of 12 problems. Based on difficulty ratings obtained

from the database of ‘Math Garden’ (Gierasimczuk et al., 2013) we

selected problems of which half of the two flower codes and half of

the three flower codes were rated as easy and the remaining half as

difficult.

For the two video examples we used Mastermind problems that

consisted of three flower codes, each showing three code breaking

attempts. After each video example students were presented with the

opportunity to practice applying the modelled strategy themselves on

an isomorphic practice problem (created by replacing the flowers with

different flowers so that the task looked different, but it was structur-

ally identical).

Twelve post-test problems were created by replacing the flowers

of the pretest problems with different types of flowers, so that the

posttest problems looked different from the pretest problems but

were otherwise identical. See Figure 1 for an example.

Finally, six near transfer problems were created, which were more

complex than the pretest/posttest problems and consisted of four

flower codes. Within the four-flower code category half of the near

transfer problems were rated as easy and the other half as difficult

based on the ‘Math Garden’ database.

F IGURE 1 A screenshot of
an eye movement modelling
example depicting the
mastermind task. The blue circle
represents the gaze location of
the model, in this case inspecting
the feedback of the third code-
breaking attempt. On top the
three rows with the flower codes
along with the corresponding
feedback on the right are
displayed. Underneath the codes
the answer selection pane with
the different possible flower
types are displayed

1500 van MARLEN ET AL.
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5.3 | Eye movement modelling examples

A SMI 250 Hz remote eye tracker (SensoMotoric Instruments, GmbH)

was used to create the two EMME videos. SMI Experiment Center

3.7.60 software to display the tasks and iViewX 2.8 software was

used for recording the model's eye movements while the model com-

pleted the tasks. After recording, SMI BeGaze 3.7 software was used

to visualize the model's eye movements in the videos of the screen-

recording of the task. The eye movements were represented as a

moving blue coloured circle with a diameter of 30 pixels and a line

width of 3 pixels.

In the EMME videos, the male model started by inspecting the

flower codes and the corresponding feedback from top to bottom.

Once all the codes and feedback were inspected, the model made

transitions between two different lines of code and the corresponding

feedback, hereby implying that the comparison of these two lines of

code and feedback would provide information regarding the correct

code. In the conditions in which verbal explanations were also pre-

sent, the model was then explaining strategies regarding what could

be deduced from these lines of code and feedback. In the video exam-

ples, three strategies were demonstrated. The first strategy is the least

difference strategy. In this strategy, two rows of code are compared

in which only one flower in the code differs from the other code. By

looking at the corresponding feedback, you can deduce whether this

single difference in the code indicates whether a particular flower

belongs in the code. The second strategy being demonstrated in the

video examples is the integration of knowledge. By this we mean that

the knowledge of a part of the code is further used to deduce later

part(s) of the code. For example, knowing that the leftmost flower of

the code must be a green flower instead of a blue flower might enable

you to deduce that the blue flower must be placed on a different loca-

tion in the code. The third strategy concerns the usefulness of feed-

back. If the feedback of code-breaking attempt consists of only red

pins, then you can deduce that no flower in that code is present in the

final code. The other way around, if the feedback pins consist of green

and orange pins, then you can deduce that at least you know which

type of flowers must be present in the final code. One video example

demonstrated all strategies with the main focus on the usefulness of

feedback strategy (the occurrence of two orange feedback pins indi-

cating that the correct flowers of the code was present but not yet

placed in the correct order) and the other video example demon-

strated the least difference strategy and the integration of knowledge

strategy. The least difference strategy was needed in nine pretest/

posttest problems and in five near transfer problems, the integration

of knowledge strategy was needed in seven pretest/posttest

problems and in three near transfer problems, and the usefulness of

feedback strategy was needed in seven pretest/posttest problems

and in five near transfer problems.

In the EMME, the model made comparisons (i.e. comparisons

between lines of code and corresponding feedback) until the full code

was deduced. Every solved part of the code, or sub step of the prob-

lem, was entered immediately by clicking on the correct answer

option underneath the problem and was visible in the screen

recording of the task. The model behaved didactically, so the eye

movements between the code and feedback were very deliberate.

The length of the two EMME videos was 135 and 139 s, respectively.

For the regular modelling example conditions (ME conditions), the

screen recordings were exported without the eye movements super-

imposed. The screen recordings were exported with or without the

verbal explanations. Therefore, the videos across conditions were

equal regarding the screen recording and length and only differed

regarding the presence/absence of the model's eye movements and

presence/absence of the verbal explanation. See Appendix for the

translated transcript of the verbal explanation about how to solve the

Mastermind problem depicted in Figure 1.

5.4 | Experimental measures

5.4.1 | Proportion correct mastermind problems

One point was given for each correctly solved Mastermind problem.

In total, students could earn 12 points for the pretest, 12 points for

the posttest, 2 points for the isomorphic problems and 6 points for

the near transfer problems. For the pretest, isomorphic problems and

near transfer problems the proportion of correctly solved problems

was calculated by dividing the number of points by the maximum

obtainable points.

5.4.2 | Pre-test to post-test gain score

To measure the student's progression from pretest to posttest, we

calculated a gain score. For each participant a gain score was calcu-

lated as the number of points earned in the posttest minus the num-

ber of points earned in the pretest (post-test–pre-test).

5.5 | Procedure

The experiment was conducted during a math lesson that lasted

approximately 50 min. The tables in the classroom were separated to

ensure the students would not collaborate or look at each other's lap-

top screens. On each table a sheet of paper was placed stating the

student name, participant number, version number, headphone (if a

student was assigned to a condition including verbal explanations) and

a website URL. As the students entered the classroom they were

instructed to find their table and to take out their laptop. Once every

student was seated, the experimenter gave general instructions about

the experiment and answered practical questions. After these instruc-

tions the students were asked to type in the URL, which opened the

online questionnaire used for the experiment hosted by Qualtrics

(www.qualtrics.com) and to type in the given participant number and

experiment version. Subsequently, the students were instructed to

start with the online program at their own pace. The program then

started by asking the informed consent followed by demographic

van MARLEN ET AL. 1501
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questions (age and gender). Students then received instructions about

the Mastermind task stating that the students had to break the code

by using the feedback provided for each code-breaking attempt. The

students were explained the meaning of the different types of feed-

back (i.e. what the different coloured pins meant). However, how the

students should use the feedback to unravel the code was not

explained. After the Mastermind instructions, students worked on the

12 pretest problems. Then the students were presented with the

video examples in random order. They received the instruction that

they were about to see how someone else solved a Mastermind prob-

lem, and only students in the EMME condition were additionally

instructed that the blue circle showed them where the person had

looked while solving the problem. Students in the conditions with ver-

bal explanations in the examples were asked to check whether the

headphone was connected properly and the volume was on. Then the

students watched the video example, followed by the corresponding

isomorphic problem, and the second video example followed by the

corresponding isomorphic problem. Subsequently, students received

the 12 post-test problems followed by the six near transfer problems.

The order of the problems in the pre-test, the video examples, the

problems of the post-test, and the near transfer problems was ran-

dom. The answer options selected by the students were registered by

the Qualtrics software.

5.6 | Data analysis

One student was unable to finish the pre-test due to technical prob-

lems, and was therefore excluded from all analyses. In addition, eight

students were unable to finish the isomorphic practice problems in

time, 25 additional students were unable to finish the post-test in

time, three students were considered outliers on the post-test

(i.e. absolute z-score larger than 2.5), and an additional 14 students

did not finish the near transfer problems in time. Table 1 shows the

total number of participants per condition included in the different

types of analyses.

The data were analysed with 2 (modelling example: EMME

vs. ME) x 2 (verbal explanation: present vs. absent) ANOVAs and par-

tial eta squared is reported as a measure of effect size, with

ηp
2 = 0.01, ηp

2 = 0.06, ηp
2 = 0.14, representing small, medium, and

large effects respectively (Cohen, 1988). Due to the violation of nor-

mality assumption regarding all outcome measures, we conducted

additional non-parametric Kruskal-Wallis tests to check whether the

results of the main effects of the ANOVAs would hold. These non-

parametric analyses revealed the same pattern of results as found

with the ANOVAs. Non-parametric Mann–Whitney U tests were con-

ducted to check for possible interactions (EMME verbal vs. ME verbal,

and EMME no verbal vs. ME no verbal), however like the results of

the ANOVAs no significant interactions were found. Additionally,

Bayesian ANOVAs were conducted with JASP (version 0.8.6; jasp-

stats.org; JASP team, 2019; Wagenmakers et al., 2018). The advan-

tage of Bayesian analyses is that instead of simply rejecting the null

hypothesis, Bayesian analyses provide an estimate of how much more T
A
B
L
E
1

M
ea

n
(a
nd

SD
)a

nd
m
ed

ia
n
(a
nd

m
in
–m

ax
)f
o
r
th
e
pr
et
es
t,
th
e
ga
in

sc
o
re

(p
o
st
te
st
–p

re
te
st
),
an

d
th
e
ne

ar
tr
an

sf
er

pr
o
bl
em

s
fo
r
th
e
fo
u
r
co

nd
it
io
n
s:
M
o
d
el
lin

g
ex

am
p
le

(E
M
M
E
vs
.M

E
)

�
ve

rb
al
ex

pl
an

at
io
ns

(v
er
ba

le
xp

la
na

ti
o
ns

vs
.n

o
-v
er
ba

le
xp

la
na

ti
o
ns
)

E
M
M
E

M
E

V
er
ba

le
xp

la
na

ti
o
ns

M
(S
D
)j

M
dn

(m
in
–m

ax
)

N
o
-v
er
ba

le
xp

la
na

ti
o
ns

M
(S
D
)j

M
dn

(m
in
–m

ax
)

V
er
ba

le
xp

la
na

ti
o
ns

M
(S
D
)j

M
dn

(m
in
–m

ax
)

N
o
-v
er
b
al

ex
p
la
n
at
io
n
s
M

(S
D
)j

M
dn

(m
in
–m

ax
)

P
ro
po

rt
io
n
C
o
rr
ec
t

P
re
te
st

(n
=

1
3
6
)a

0
.4
3
(0
.2
9
)j

0
.3
3
(0
.0
0
–0

.8
3
)

0
.4
0
(0
.3
2
)j

0
.3
3
(0
.0
0
–1

.0
0
)

0
.3
9
(0
.3
0
)j

0
.4
2
(0
.0
0
–0

.9
2
)

0
.3
4
(0
.2
6
)j

0
.2
5
(0
.0
0
–0

.8
3
)

Is
o
m
o
rp
hi
c
(n

=
1
2
8
)b

0
.6
5
(0
.4
2
)j

1
.0
0
(0
.0
0
–1

.0
0
)

0
.3
4
(0
.3
7
)j

0
.5
0
(0
.0
0
–1

.0
0
)

0
.5
5
(0
.4
2
)j

0
.5
0
(0
.0
0
–1

.0
0
)

0
.3
2
(0
.3
8
)j

0
.0
0
(0
.0
0
–1

.0
0
)

P
o
st
te
st

(n
=

1
0
0
)c

0
.5
1
(0
.2
6
)j

0
.5
8
(0
.0
0
–0

.9
2
)

0
.3
4
(0
.2
8
)j

0
.2
5
(0
.0
0
–0

.9
2
)

0
.4
7
(0
.2
8
)j

0
.4
6
(0
.0
0
–0

.8
3
)

0
.3
8
(0
.2
9
)j

0
.3
8
(0
.0
0
–0

.8
3
)

N
ea

r
T
ra
ns
fe
r

(n
=

8
6
)d

0
.2
3
(0
.2
2
)j

0
.1
7
(0
.0
0
–0

.6
7
)

0
.1
5
(0
.1
7
)j

0
.1
7
(0
.0
0
–0

.5
0
)

0
.1
4
(0
.1
9
)j

0
.0
0
(0
.0
0
–0

.5
0
)

0
.2
0
(0
.2
1
)j

0
.1
7
(0
.0
0
–0

.6
7
)

G
ai
n
sc
o
re

(n
=

1
0
0
)c

0
.6
3
(1
.9
5
)j

0
.0
0
(�

2
.0
0
–4

.0
0
)

0
.4
6
(2
.4
9
)j

0
.0
0
(�

4
.0
0
–6

.0
0
)

0
.4
6
(1
.7
7
)j

0
.0
0
(�

3
.0
0
–4

.0
0
)

0
.5
0
(2
.3
0
)j

0
.5
0
(�

5
.0
0
–6

.0
0
)

a T
he

nu
m
be

r
o
f
pa

rt
ic
ip
an

ts
pe

r
co

nd
it
io
n
fo
r
th
e
P
re
te
st

ar
e:

E
M
M
E
V
er
ba

l(
n
=

3
4
),
E
M
M
E
N
o
-V

er
ba

l(
n
=

3
5
),
M
E
V
er
ba

l(
n
=

3
3
),
an

d
M
E
N
o
-V

er
b
al
(n

=
3
4
).

b
T
he

nu
m
be

r
o
f
pa

rt
ic
ip
an

ts
pe

r
co

nd
it
io
n
fo
r
th
e
Is
o
m
o
rp
hi
c
pr
o
bl
em

s
ar
e:

E
M
M
E
V
er
ba

l(
n
=

3
4
),
E
M
M
E
N
o
-V

er
ba

l(
n
=

3
1
),
M
E
V
er
ba

l(
n
=

3
1
),
an

d
M
E
N
o
-V

er
b
al
(n

=
3
2
).

c T
he

nu
m
be

r
o
f
pa

rt
ic
ip
an

ts
pe

r
co

nd
it
io
n
fo
r
th
e
P
o
st
te
st

an
d
G
ai
n
sc
o
re

ar
e:

E
M
M
E
V
er
ba

l(
n
=

2
4
),
E
M
M
E
N
o
-V

er
ba

l(
n
=

2
6
),
M
E
V
er
ba

l(
n
=

2
4
),
an

d
M
E
N
o
-V

er
b
al
(n

=
2
6
).

d
T
he

nu
m
be

r
o
f
pa

rt
ic
ip
an

ts
pe

r
co

nd
it
io
n
fo
r
th
e
N
ea

r
T
ra
ns
fe
r
pr
o
bl
em

s
ar
e:

E
M
M
E
V
er
ba

l(
n
=

2
1
),
E
M
M
E
N
o
-V

er
ba

l(
n
=

1
9
),
M
E
V
er
ba

l(
n
=

2
1
),
an

d
M
E
N
o
-V

er
b
al
(n

=
2
5
).

1502 van MARLEN ET AL.

 13652729, 2022, 5, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1111/jcal.12712 by V

rije U
niversiteit A

m
sterdam

, W
iley O

nline L
ibrary on [19/02/2023]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense

http://jasp-stats.org
http://jasp-stats.org


likely the alternative or null hypothesis is compared to the other

hypothesis given the obtained data. The inclusion Bayes Factor

(BFinc), which is an estimate of the likelihood of the model if it con-

tains the effect, were reported for the main analyses. For example, a

BFinc = 20.00 when reporting a main effect of verbal explanation

would indicate that the model is 20 times more likely than the null

model without an effect of verbal explanation.

6 | RESULTS

The performance data of the pretest problems, isomorphic problems,

near transfer problems, and the gain scores are presented in Table 1.

We first examined whether the prior knowledge measured as the per-

formance on the pretest was equal across conditions. Results of this

2 � 2 ANOVA with the proportion correct of the pretest as depen-

dent variable indicated no main effect of modelling example, F

(1, 132) < 1.00, p = 0.341, no main effect of verbal explanation, F

(1, 132) < 1.00, p = 0.380, and no interaction, F(1, 132) < 1.00,

p = 0.829.

6.1 | Performance isomorphic practice problems

To test our hypothesis that students would learn more from an EMME

than a regular modelling example and whether learning was affected

by the presence/absence of verbal explanations, a 2 � 2 ANOVA with

the proportion correctly solved isomorphic problems as the depen-

dent variable was conducted. The results revealed no main effect of

modelling example, F(1, 124) < 1.00, p = 0.394, ηp
2 < 0.01,

BFinc = 0.234, a main effect of verbal explanation, F(1, 124) = 15.04,

p < 0.001, ηp
2 = 0.10, BFinc = 81.114, indicating that students pre-

sented with video examples that also included verbal explanations

outperformed students who did not receive verbal explanations.

There was no significant interaction, F(1, 124) < 1.00, p = 0.581,

ηp
2 < 0.01, BFinc = 0.268.

6.2 | Pretest to post-test gain score

To test whether students with EMME showed larger learning benefits

than students with the regular video examples and to examine

whether this is influenced by the presence/absence of verbal explana-

tions, a 2 � 2 ANOVA1 with the gain score as the dependent variable

was conducted. The results revealed no main effect of modelling

example, F(1, 96) < 1.00, p = 0.882, ηp
2 < 0.01, BFinc = 0.148, no main

effect of verbal explanation, F(1, 96) < 1.00, p = 0.888, ηp
2 < 0.01,

BFinc = 0.148, and no significant interaction, F(1, 96) < 1.00,

p = 0.813, ηp
2 < 0.01, BFinc = 0.034.

6.3 | Performance near transfer problems

A 2 � 2 ANOVA with the proportion correctly solved near transfer

problems as dependent measure was conducted to examine whether

students in the EMME conditions outperformed students in the ME

conditions on the near transfer problems and whether this was influ-

enced by the verbal explanations. The results revealed no main effect

of modelling example, F(1, 82) < 1.00, p = 0.674, ηp
2 < 0.01,

BFinc = 0.188, no main effect of verbal explanation, F(1, 82) < 1.00,

p = 0.783, ηp
2 < 0.01, BFinc = 0.178, and no significant interaction, F

(1, 82) = 2.56, p = 0.114, ηp
2 = 0.03, BFinc = 0.124.

To summarize, with the exception of an effect of verbal explana-

tion on performance on the isomorphic practice problems, the experi-

mental conditions did not significantly affect any other outcome

measures.

7 | DISCUSSION

The aim of the present study was to examine whether EMME would

be effective for fostering learning of cognitive strategies and whether

this would be affected by the presence or absence of the model's ver-

bal explanations. Thus, the present study set out to conceptually repli-

cate Van Gog et al. (2009), with a deductive reasoning task. We

hypothesized that the students in the EMME conditions would show

greater learning gains from pretest to posttest than students in the

regular modelling example conditions (i.e. video modelling example

without the model's eye movements superimposed). In addition, we

expected that EMME with verbal explanations would be more effec-

tive than all other conditions (i.e., interaction effect) as the attention

guidance provided by the EMME would complement the strategy

information conveyed in the verbal explanations.

In contrast to our hypothesis, we found no effect of attention

guidance: there were no differences in learning outcomes between

the EMME and ME conditions. The only exception is the finding that

students performed better on the isomorphic practice problems if the

modelling example included verbal explanations. However, this bene-

fit of having heard the model's verbal explanations during the video

examples did not translate into a higher learning gain score or better

performance on the near transfer problems. Also, in contrast to our

hypothesis we found no interaction between the type of modelling

example (EMME vs. ME) and the presence/absence of verbal explana-

tions. Thus, although we did not find a negative effect of EMME with

verbal explanations on learning as found by Van Gog et al. (2009), we

also did not find the positive effects of EMME with verbal explana-

tions often found with classification tasks (Jarodzka et al., 2012,

2013; Vitak et al., 2012).

1Upon request of a reviewer we additionally conducted a mixed ANOVA in order to test to

what extent participants improved in solving the Mastermind problems from pretest to

posttest. The mixed ANOVA with the pretest and posttest scores as repeated measure and

the experimental conditions as fixed effects, revealed a main effect of test, F(1, 96) = 5.61,

p = 0.020, ηp
2 = 0.06, indicating that regardless of any experimental conditions participants

slightly improved from pretest to posttest. There were no further significant interactions

between the repeated measure and the fixed factors. Regarding the between-subject effects,

the only significant effect was a main effect of verbal explanation, F(1, 96) = 5.78, p = 0.018,

ηp
2 = 0.06, indicating that participants whom received a verbal explanation vs. no verbal

explanation slightly improved from pretest to posttest.
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A possible explanation for the lack of differences in learning out-

comes between the conditions might be due to the difficulty of the

task. Support for the assumption that students experienced the task

to be difficult stems from the fact that across conditions the gain

score was below one. This means that from pretest to posttest, stu-

dents hardly improved in solving the mastermind problems even

though on average, students in the verbal explanation conditions

solved more than half of the isomorphic problems. This suggests that

students were able to apply the strategies that were just demon-

strated in the example, on an isomorphic practice problem, but could

not apply what they had learned to solve the posttest problems. This

is further underlined by the low performance on the near transfer

problems. It should be noted that the statistical power to detect possi-

ble differences between conditions might have been low due to the

limited number of participants being able to finish making the near

transfer problems. However, the results of the Bayesian analyses sug-

gest that it is unlikely that a slightly larger sample would have drasti-

cally changed the results.

A limitation of these findings is that they make it difficult to draw

firm conclusions regarding whether the effectiveness of EMME is

moderated by the presence of verbal explanations. Taken as a whole,

our data suggest that students were unable to abstract the cognitive

strategies being demonstrated by the model, irrespective of whether

they were accompanied by verbal explanations. Possibly, students

would need more example-problem pairs in the learning phase to

practice how to apply the strategies. The use of two example-problem

pairs in the learning phase is similar to a previous EMME study that

found EMME to enhance learning of geometry problem solving (Van

Marlen et al., 2018). However, the current study differs with respect

to the task being demonstrated. Perhaps the underlying cognitive

strategies involved in the current task are too difficult to grasp with

only two example-problem pairs, especially since the students did not

receive feedback. An interesting research avenue could be to see

whether students would learn more if the learning phase consisted of

video examples with the corresponding isomorphic practice problems

followed by feedback on their performance, for instance by means of

a correct demonstration (i.e. video example) of the isomorphic prac-

tice problem.

The finding that students were unable to abstract and/or apply

the modelled cognitive strategy for solving the posttest and near

transfer problems, is at odds with research regarding enhancing text

and picture integration with EMME (Mason et al., 2015, 2016, 2017).

However, in these studies the modelled strategy was arguably less

complex: the model in the EMME demonstrated how to read and pro-

cess texts by making transitions between key concepts in the text and

the corresponding elements in the picture (and this resulted in higher

performance on text comprehension tests compared to a control con-

dition). In the present study, the model in the EMME conditions

emphasized how to compare and deduce the correct code by making

transitions back and forth between specific parts of the code and the

corresponding feedback. However, in the current study the function

of EMME was not only to indicate which information sources needed

to be integrated but also to convey the underlying cognitive strategies

involved to solve the deductive reasoning problems. It is possible that

the combination of both attending the video example while also trying

to understand the underlying cognitive strategies was too demanding

for the students.

A study by Scheiter et al. (2018) also illustrates that students may

not be able to learn from EMME when these are too demanding. Their

findings suggest that in order to fully benefit from the attentional

guidance in EMME the student needs to have a minimal amount of

cognitive prerequisites (i.e., more broad knowledge regarding scien-

tific thinking enabling the student to understand instructions, thus not

to be confused with specific prior knowledge). In their study, students

either watched EMME demonstrating how to process multimedia

learning materials regarding mitosis or students were given an equiva-

lent amount of time to read the illustrated text in the control condi-

tion. Results showed that on learning outcomes that required more

in-depth processing of the learning materials actually the stronger stu-

dents (i.e., with higher cognitive prerequisites) benefitted more from

having watched EMME compared to weaker students. Similar results

were also found in an EMME study regarding medical image diagnosis

in which radiologists vs. medical residents seemed to benefit more

from having watched EMME (Gegenfurtner et al., 2017). Thus, per-

haps the students in the present study did not have the necessary

cognitive prerequisites to use the guidance in the EMME to their full

potential. For future research it would therefore be interesting to test

an older sample, and/or to take measures of cognitive abilities into

account when investigating EMME.

Besides including broader measures of cognitive ability, the addi-

tion of eye tracking would also be informative for future research.

Because the present study was conducted in the classroom, we were

not able to measure the students' eye movements while they were

watching the video examples. Although many studies regarding

EMME found that the student's visual attention allocation was

affected by EMME in terms of fixating relevant information more

often, faster and longer (Jarodzka et al., 2013; Van Marlen et al.,

2016, 2018; Mason et al., 2015; Scheiter et al., 2018) in the current

study we cannot know for sure whether the EMME affected the

visual attention allocation of the students. It is possible that they

attempted to engage in solving the problem shown in the example

themselves, without following the model's gaze, in which case the

attentional guidance provided by EMME would not be very useful.

To conclude, EMME may not be effective for learning to solve

deductive reasoning problems, regardless of whether or not the gaze

guidance is combined with verbal explanations. However, before

being able to draw a definitive conclusion on the usefulness of EMME

for acquisition of deductive reasoning strategies, further research is

needed that includes students with higher cognitive prerequisites, and

measures their eye movements during example study.
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APPENDIX A: A SCREENSHOT OF THE EMME WITH THE TRANSLATED (FROM DUTCH) TRANSCRIPT OF THE VERBAL EXPLANATIONS

Here we see the Mastermind task and as you can see the code consists of three flowers. You see that three attempts have already

been made and to the right of every attempt you also see the feedback. Let's start to crack this code. First thing that stands out is

the third attempt. Here you see that the feedback consists of one green dot and two orange dots. The green dot means that one

flower is in the correct location and the orange dots mean that there are two flowers that are in the code but are not yet placed in

the correct location. Thus, this third attempt indicates which flowers must be present in the code. The second thing that stands

out when looking at the first and second attempt is that only one flower changed, namely the middle green flower in the first

attempt changes into a blue flower in the second attempt. Subsequently, when we look at the feedback, then you see that first

there were two green dots and at the second attempt there is only one green dot. Thus, from two correct flowers we went to one

correct flower. So, we can deduce that the middle flower must be a green flower. Now that we know this flower, we can figure out

the rest with the third attempt. That is, there is one flower in the correct location and two are not yet placed in the correct loca-

tion. But now we know that the middle flower is green, so this is the correct flower. This means that the blue flower and the white

flower are not yet correctly placed. Thus, these have to be switched. So the first flower of the code should not be the blue flower

but should be the white flower and the third flower of the code should not be the white flower but should be the blue flower. So

finally, the code should be white flower, green flower, blue flower.
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