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Summary

This thesis is part of a line of research aimed at investigating how insights and results
from the algebraic and relational semantics of given families of logics can contribute to
the design of ‘good’ proof calculi for these logics. It focuses on the intersection between
syntax and semantics in structural proof theory.

The results of the present thesis develop the interface between syntax and semantics
for proof-theoretic purposes in very specific ways: on the semantic side, these results build
on and further develop the link between relational and algebraic semantics of logics given
by discrete dualities and their associated unified correspondence results; on the syntactic
side, these results further develop the theory of proper multi-type display calculi.

The results of this thesis include: a systematic connection between the syntactic shape
of analytic inductive axioms and the generation of cut-free derivations of these axioms
from their associated analytic structural rules; the introduction of proper display calculi
for monotone modal logic and conditional logic and a large family of their axiomatic
extensions, thanks to a reformulation of their neighbourhood semantics in a suitable multi-
type relational environment; extending the semantic analysis for monotone modal logic
and conditional logic to graded modal logic and proposing a new definition of graded
bisimulation.

The results and methodologies form a base for further investigations at the interface
of syntax and semantics for logics.






Samenvatting

Dit proefschrift maakt deel uit van een onderzoekslijn die is gericht op het onderzoe-
ken hoe inzichten en resultaten uit de algebraische en relationele semantiek van bepaalde
families van logica’s kunnen bijdragen aan het ontwerp van ’goede’ proof calculi voor
deze logica’s. Het richt zich op de kruising tussen syntaxis en semantiek in de structurele
bewijstheorie.

De resultaten van dit proefschrift ontwikkelen de interface tussen syntaxis en seman-
tiek voor bewijstheoretische doeleinden op zeer specifieke manieren: aan de semantische
kant bouwen deze resultaten voort op verbanden tussen relationele en algebraische se-
mantiek van logica gegeven door discrete dualiteiten en hun bijbehorende uniforme cor-
respondentieresultaten; aan de syntactische kant ontwikkelen deze resultaten de theorie
van de juiste multi-type display-calculi.

De resultaten van dit proefschrift omvatten: een systematisch verband tussen de syn-
tactische vorm van analytische inductieve axioma’s en het genereren van cut-free afleidin-
gen van deze axioma’s van hun bijbehorende analytische structurele regels; de introductie
van correcte display-calculi voor monotone modale logica en conditionele logica en een
grote familie van hun axiomatische extensies, dankzij een herformulering van hun seman-
tiek van omgevingsstructuren in een geschikte relationele omgeving met meerdere typen;
een uitbreiding van de semantische analyse voor monotone modale logica en conditionele
logica tot graduele modale logica en het voorstellen van een nieuwe definitie van graduele
bisimulatie.

De resultaten en methodologieen vormen de basis voor verder onderzoek naar de ver-
banden tussen syntaxis en semantiek in de logica.

il






Chapter 1

Introduction

1.1 Main focus

This thesis focuses on the intersection between syntax and semantics in structural proof
theory; specifically, how insights and results from the algebraic and relational semantics
of given families of logics can contribute to the design of ‘good’ proof calculi for these
logics.

Techniques in the interface of syntax and semantics have been used in identity of
proofs 60, 166, 41, 61, [1]], verification of correctness of computer programs (e.g., model
checking [25) 24]], theorem provers [63} 3]), and counter-model generation [47, 34].

Using semantic-driven ideas for solving proof-theoretic problems has been a very
fruitful modus operandi since the 1970s, giving rise to several successful and mutually
intersecting research programs and design frameworks; for instance, semantic tableaux
[86, 38]], labelled deductive systems [45], labelled sequent calculi [44]], deep inference
[87], nested sequent calculi [[14]], and algebraic proof theory [7, 8]].

Among these developments, those specifically concerning structural proof theory gave
rise to very diverse proof-theoretic frameworks, which nonetheless have a recognizable
common conceptual underpinning, namely the notion of analytic calculi, which helps to
crystallize a set of criteria or desiderata for specifying what it means for a calculus to be
‘good’ in certain respects and for certain purposes.

The results of the present thesis develop the interface between syntax and semantics
for proof-theoretic purposes in very specific ways: on the semantic side, these results build
on and further develop the link between relational and algebraic semantics of logics given
by discrete dualities and their associated unified correspondence results; on the syntactic
side, these results further develop the theory of proper multi-type display calculi. Before
further expanding on the contributions of the present thesis, in what follows we will briefly
describe each of the relevant notions and theories mentioned above.

1.2 Analytic calculi

Structural proof theory is the branch of proof theory studying the structural properties of
derivation systems. It is pioneered by Gentzen’s work towards his celebrated consistency

1



2 CHAPTER 1. INTRODUCTION

result of Peano Arithmetic. The notion of analytic calculi is key to structural proof theory,
emerging already in Gentzen’s work. Rather than a hard and fast definition, this notion
is best captured as a set of properties, conditions and desiderata on the design of a given
calculus that ensure that the relevant information for deriving a given formula or sequent
in that calculus can be ‘extracted’, as it were, from the formula or sequent itself. In a
slogan, analyticity is Wittgenstein’s statement that “there can never be surprises in logic”
[96, 6.1261; see also 6.1251] interpreted normatively, precisely in order to achieve the
equivalence between ‘process and result’, rather than taking it as a starting point. Concrete
instantiations of this idea, starting with the work of Gentzen, have led to the design of
calculi in which, for any given derivable formula/sequent, at least a derivation of it exists
which only involves subformulas of the formula/sequent to be derived. This typically
follows from the theorem of cut elimination, stating that the cut rule is redundant, plus
the subformula property.

1.3 Cut elimination

The cut elimination theorem is the core result about Gentzen’s original sequent calculi
as it is the base for establishing various properties, including completeness, subformula
property, and decidability. However, many interesting logics cannot be captured by the
original framework of Gentzen’s calculi with cut elimination. The modal logic S 3| (ob-
tained by extending classical normal modal logic with the axioms Oa — «, Do — OO«
and @« — O¢0«a) and Godel logic (obtained by extending intuitionistic logic with the pre-
linearity axiom (@ — ) V (8 — «)) are perhaps the best known examples.

For §'5 and Godel logic, some approximation results are shown: Takano [90] intro-
duces a Gentzen’s calculus for S5 and proves that every application of cut can be trans-
formed into one the cut formula of which is a subformula of a formula in the endsequent;
Avron [4] proposes an analytic calculus for Godel logic using hypersequents.

To endow a larger class of logics with cut-eliminable calculi, differents formats of
Gentzen-style calculi have been introduced (e.g. labelled sequent calculi [44], hyperse-
quent calculi [S], display calculi [4], deep inference [87], nested sequent calculi [14]), in
the context of which both semantic and syntactic methods have been developed to prove
cut elimination.

Semantic cut elimination is a core result in algebraic proof theory. Techniques for
achieving it have been pioneered by Ono and Komori [78], and Okada and Terui [77],
who prove cut elimination and decidability for the full Lambek calculus (and other sys-
tems) using monoid semantics and phase spaces. Later, Belardinelli, Jipsen, Ono [7]] and
Wille [93] give algebraic proofs of cut elimination and decidability for FL-algebras and
involutive residuated lattices. Ciabattoni, Galatos and Terui [7] introduce a systematic
procedure to transform large classes of axioms into equivalent inference rules in sequent
and hypersequent calculi. Cut elimination is preserved under the addition of these rules
to the Full Lambek calculus plus exchange (in this sense rules that have this property are
called analytic). Preservation of cut elimination for these calculi is proved by extending

I"There are cut-free calculi for S5 in which the application of cut is restricted (cf. e.g. [12}69]). And
there are cut-free generalized Gentzen (e.g. labelled [44]], hypersequent [80] and display [67]) calculi for
S5.
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Okada’s semantic proof of cut elimination for some first-order and higher order logics
[76]. More recently, Galatos and Jipsen [46] introduce a type of relational semantics for
substructural logics called residuated frames, and illustrate how, based on these frames,
a uniform treatment can be introduced for achieving semantic proofs of cut elimination
and other properties for axiomatic extensions of the full Lambek calculus. Greco et al.
[52] extend these techniques to arbitrary signatures of normal LE-logics (i.e. those logics
algebraically captured by varieties of normal lattice expansions) and clarify the role of
canonical extensions of normal lattice expansions in establishing semantic cut elimina-
tion.

Gentzen’s original proof of cut elimination is syntactic, and done by induction on
the complexity of the cut formula and a subinduction on the sum of the heights of the
derivations of the two premises (called cut-height). When both cut formulas are principal,
1.e. introduced by logical rules, transformations are introduced that replace the given cut
with one or more cuts on the immediate subformula(s) of the given formula, thereby
reducing the complexity of the cut formula; when at least one cut formula is not principal,
then transformations are introduced which permute the cut upwards over the other rules,
thereby reducing the cut-height. When the cut formula is an atomic formula or a constant
and the premises of the cut are axioms and hence leaves of the proof tree, the cut is
eliminated and the process is guaranteed to terminate.

Compared to semantic methods for proving cut elimination, the syntactic proof is
more informative, since it is algorithmic and constructive. However, it is very lengthy and
error-prone, as typically tens of subcases need to be considered, and in addition, it is also
not modular, in the sense that a new proof has to be provided if adding axioms or rules to
a given calculus.

Belnap’s framework of Display Logic [4] can be understood as an attempt to gain a
more systematic understanding of the underlying mechanism of cut elimination. Belnap is
inspired by Curry’s approach to the proof of cut elimination for a Gentzen-style calculus
for first-order logic [33], which abstracts as much as possible from the specific signature
and rules. Belnap’s calculus is an abstract proof-theoretic framework in which it is pos-
sible to express both the fundamental steps of the proof of cut elimination a /a Gentzen,
and the design principles that a calculus should satisfy in order to make this proof work.
These design principles take the form of eight conditions, C;-Cg, on the behaviour of the
calculus and its rules. Condition C; requires that the subformula property holds for each
rule; conditions C,-C; together require the historyE] of a formula in a derivation to have the
shape of a tree; condition C,4 requires any formula introduced in precedent (resp. conse-
quent) position to remain in that position throughout the proof; condition Cs requires for-
mulas to be never introduced in the scope of any connective; conditions Cg and C; require
each rule to be closed under simultaneous substitution of arbitrary structures for certain
formulas; condition Cg requires the existence of a strategy for solving the principa]E] stage
of the cut elimination process. Belnap’s general cut elimination theorem states that cut
elimination holds for any given calculus verifying these eight conditions. Wansing [93]]
refines Belnap’s approach in the context of modal logics. Unlike Belnap, who uses the

2The notion of history is formalized by the notions of parameters and congruence. For definitions, we
refer to Section 4.1 in [4] or Section 4.1 in [67]].
3For the definition of being principal, we refer to Section 4.2 of [67].
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structural counterparts of conjunction and the constant truth as complex proxies for box,
Wansing associates box operators with dedicated unary structural counterparts which are
interpreted as backward-looking modal operators ¢ when occurring in precedent position,
and as modal operators O when occurring in succedent position. In addition, Wansing also
replaces Belnap’s conditions C¢ and C; by the stronger but more transparent requirement
that rules be closed under uniform substitution of all structural variables in any position
they occur. Frittella et al. [24] generalize the notion of proper display calculi to multi-type
calculi and relax the display property in favour of Sambin’s visibility requirement [83]] for
the sake of eliminating side conditions in the formulation of some rules corresponding
to axioms of dynamic epistemic logic [22] (I will expand on the multi-type calculi in
Section below). Greco et al. [60] generalize the proof of cut elimination in sequent
calculi admitting heterogeneous turnstiles under the assumption that these calculi verifies
the property of visibility in the so-called focused phases of a derivation and the property
of display in the so called neutral phases of a derivation.

From the developments mentioned above, a more refined notion of analyticity also
emerges, which requires cut elimination to be achieved modularly for classes of logics
via a metatheorem. In the light of this stronger understanding of analyticity, the semantic-
inspired methods turn out to be especially useful.

1.4 Semantic methods in structural proof theory

As we mentioned in the previous section, semantic methods have been used with great
success in achieving core results such as cut elimination. This section, without claiming
to be exhaustive, briefly reviews the semantic-inspired methods for analytic calculi as they
have been developed in the context of sequent and labelled calculi [45,'43], 144, sequent
and hypersequent calculi (1,138, 139]], and (proper) display calculi 377110} 34]].

Negri and von Plato [45] introduce a methodology, sometimes referred to as axioms-
as-rules, for transforming universal axioms in the language of first-order classical (or
intuitionistic) logics into analytic sequent rules. As remarked in the same paper, this
methodology has a precursor in Negri [42] for the intuitionistic theories of apartness and
order. The rules so generated are then used to expand the sequent calculus G3c for first-
order classical logic. Negri [43] generalizes the axioms-as-rules methodology so as to
capture the so-called geometric implications in the language of first-order classical logic,
i.e. formulas of the form Yz(A — B) where A and B are geometric formulas (i.e. first-order
formulas not containing — or V). Negri [44] applies the axioms-as-rules methodology
to capture various axioms in normal modal logic via equivalent analytic labelled-calculi
rules over the basic labelled calculus G3K for the modal logic K; moreover, following
the standard methods as for the G3-style sequent calculi, the admissibility of cut, substi-
tution and contraction is established. Although these calculi do not satisfy the full subfor-
mula property, decidability is established thanks to their enjoying the so-called subterm
property (requiring all the terms in minimal derivations to occur in the endsequent) and
height-preserving admissibility of contraction.

Ciabattoni et al. [[7] define a hierarchy (sometimes referred to as substructural hierar-
chy) of classes of substructural formulas, and shows how to translate substructural axioms
up to level N, of the hierarchy into equivalent rules of a Gentzen-style sequent calculus,
and axioms up to a subclass of level $; into equivalent rules of a hypersequent calculus;
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the rules so generated are then transformed into equivalent analytic rules whenever they
satisfy an additional condition or the base calculus admits weakening; cut elimination
is proved via a semantic argument extending Okada’s semantic proof [/6] to hyperse-
quent calculi (and Ciabattoni et al. [8]] generalize this approach to multi-conclusions
hypersequents, and a heuristic is proposed to go beyond #; axioms). Lahav [38] identi-
fies n-simple formulas, a particularly well-behaved proper subset of geometric formulas
in Negri [44] and introduces a method to transform n-simple formulas into equivalent
hypersequent rules for a variety of normal modal logics extending the modal logics K,
K4, or KB; cut admissibility is proved for n-simple extensions of K and K4, and decid-
ability (via standard sub-formula property) is established for n-simple extensions of KB.
Lellmann [39]] introduces the format of hypersequent rules with context restrictions, and
studies the transformations between rules and modal axioms on a classical or intuition-
istic base; decidability and complexity results are proved for a variety of modal logics,
as well as uniform cut elimination extending the proof in [/]. Ciabattoni et al. [9] study
hypersequent calculi capturing analytic extensions of the full Lambek calculus FLe, and
introduces a procedure for translating structural rules into equivalent formulas in disjunc-
tion form. This approach is also applied to some normal modal logics on a classical base.
The main goal of [9]] is to show that cut-free derivations in hypersequent calculi can be
transformed into derivations in sequent calculi satisfying various weaker versions of the
subformula property which still guarantee decidability (although not necessarily cut elim-
ination). Specifically, in [9, Theorem 12(1)] it is shown how to construct a derivation in
hypersequent calculi of formulas in disjunction form which are equivalent to structural
rules.

Kracht [37] characterizes the syntactic shape of primitive axioms in the language of
tense modal logic on a classical base which can be equivalently captured as analytic
structural rules extending the minimal display calculus for tense logic. Ciabattoni and
Ramanayake [10] provide an analogous characterization in a more general setting for a
given but not fixed display calculus, by introducing a procedure for transforming axioms
into analytic structural rules and showing the converse direction whenever the calculus
satisfies additional conditions.

Greco et al. [34] obtain a characterization, analogous to the one of [IOJEI of the prop-
erty of being properly displayable for arbitrary normal (D)LE—logicf] via a systematic
connection between proper display calculi and generalized Sahlqvist correspondence the-
ory (aka unified correspondence [12, 30, [15, 21]). Thanks to this connection, general
meta-theoretic results are established for properly displayable (D)LE-logics. In partic-
ular, properly displayable (D)LE-logics are syntactically characterized the as the logics
axiomatised by analytic inductive axioms; moreover, it is shown how the same algo-
rithm ALBA which computes the first-order correspondent of (analytic) inductive (D)LE-
axioms can be used to effectively compute their corresponding analytic structural rule(s).

4See [34] Section 9] for a comparison between the characterizations of [[10] and [34].

>Normal (D)LE-logics are those logics algebraically captured by varieties of normal (distributive) lattice
expansions, i.e. (distributive) lattices endowed with additional operations that are finitely join-preserving
(resp. meet-reversing) in each positive (resp. negative) coordinate, or are finitely meet-preserving (resp. join-
reversing) in each positive (resp. negative) coordinate.
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1.5 Unified correspondence theory

Correspondence theory starts as an area of research in the model theory of modal logic
which focuses on the relation between modally definable and first-order definable frames.
The celebrated Sahlqvist theory, originating with Sahlqvist [82] and van Benthem [91],
identifies a class of modal formulas, called Sahlqgvist formulas, each member of which has
an effectively computable first-order correspondent (i.e. a first-order formula that defines
the class of frames that corresponds to the given modal formula). Sahlqvist-type results
have also been achieved in the context of various non-classical logics such as positive
modal logic [15], modal relevant logic [85]], distributive modal logic [49], modal fixed
point logic [9} 92], Lambek calculus [65] and modal substructural logic [89]]. Moreover,
the original class of Sahlqvist formulas in classical normal modal logic has been properly
extended to the class of inductive formulas in [31]].

The results above have been obtained independently of each other and without an
explicit mathematical common ground, and therefore it is very difficult to compare them
with each other and with the original result in modal logic. Unified correspondence [12]]
has been introduced precisely in order to provide this common ground, in the form of the
recognition that the Sahlqvist mechanism can be analysed in purely algebraic and order-
theoretic terms. Accordingly, Sahlqvist and inductive formulas and inequalities have been
defined purely in terms of the order-theoretic properties of the algebraic interpretation
of the logical connectives, and hence independently of specific signatures. Moreover,
an algorithmic and algebraic methodology has been introduced which uses these order-
theoretic properties to compute the first-order correspondents of Sahlqvist and inductive
axioms across different relational semantic settings [30, [15].

The main insight driving unified correspondence is that the phenomenon of correspon-
dence arises whenever a discrete duality exists between some class of perfect algebras and
some class of set-based (relational) structures. Well-known examples of perfect dualities
include those between complete and atomic Boolean algebras and sets [88]], perfect dis-
tributive lattices and posets [81]], perfect lattices and RS-frames [48], Kripke frames and
perfect Boolean algebras with operators [43]. Indeed, as shown in the picture below, per-
fect algebras naturally interpret a suitable propositional language, and the dual set-based
relational structures naturally interpret a suitable first-order language. Bridging between
the two types of mathematical structures, discrete dualities allow for the translation of va-
lidity and satisfaction of formulas from one type to the other. In this way, the phenomenon
of correspondence can be regarded as the logical reflection of dualities.

/\
Perfect
Alg .

N

~ Algebraic odel — theoretic
interpretatio interpretation

Proﬁgg'igonaborrespondence Fir%é)igder
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This insight has made it possible to investigate uniformly and systematically the cor-
respondence theory of large families of non-classical logics, which include distributive
modal logic [30], normal LE-logics [15], non-normal logics [25} [79], hybrid logic [32],
many-valued logics [[13] and logics with fixed points [26} 27]. Moreover, stemming from
the same methodology, all these results can be compared with one another.

Also, quite surprisingly, the algebraic and algorithmic methodology of unified corre-
spondence theory has facilitated the connection between correspondence phenomena and
the theory of proper display calculi. This connection has been seminally observed by
Kracht [37] in the classical modal logic setting, and has been developed in [34] in the
setting of normal DLE-logics (i.e. those logics that are algebraically captured by varieties
of normal distributive lattice expansions, cf. Definition 2.2 in [17]). In particular, in [34],
a syntactic characterization is introduced of a proper subclass of inductive axioms, called
analytic inductive axioms (cf. Definition 2.10 in [17]), which are exactly those that can be
equivalently captured by analytic structural rules of a proper display calculus. For each
such axiom, these rules can be computed using the same algorithm (referred to as ALBA)
that computes the axiom’s first-order correspondent.

Let us show by means of an example how ALBA calculates the first-order correspon-
dents and analytic rules of analytic inductive axioms.

The formula (p — (gVr) — (p = q) V (p — r)is a tautology in classical
propositional logic, but is not an intuitionistic tautology. In what follows, we calcu-
late its first-order correspondent on intuitionistic Kripke frames & = (W, R), where R
is a reflexive, transitive and antisymmetric binary relation on W. Seen as an inequal-
ity, p = (gqVvr) <(p — g V(p — r)is analytic Sahlqvist e.g. for the order type
e(p,q,r) = (1,0,0) but it is properly inductive for the order type £'(p,q,r) = (0,0,0)
and Q = g < p,r < p. While the order type & suggests which (positive or negative)
occurrences of the propositional variables need to be ‘solved for’ (we will expand on this
below), the dependency order € suggests an order in which the variables can be elimi-
nated. In the calculation below, we will solve according to € and first eliminate g and r,
and finally p.

As discussed above, every piece of argument used to prove this correspondence on
frames can be translated by duality to complex algebraﬂ We will show how this is done
in the case of the example above.

As is well known, complex algebras of intuitionistic Kripke frames (W, R) as above
(the elements of which are the R-direct images of subsets of W) can be naturally en-
dowed with the structure of perfect (bi-)Heyting algebras, i.e. complete and completely
distributive (hence bi-residuated) lattices which are completely join-generated by their
completely join-irreducible elements (namely, the R-direct images of singletons, which
are also completely join-prime) and also completely meet-generated by their completely
meet-irreducible elements (namely, the complements of the R-preimages of singletons,
which are also completely meet-prime).

First of all, the condition ¥ + (p — (g V r)) = (p — gq) V (p — r) translates to the
complex algebra A = ¥+ of ¥ as the inequality p — (¢Vr) < (p = q) V(p — r) holding
in A for every assignment of p,q,r into A, so this validity clause can be rephrased as
follows:

AEVYpYgVrip > (gVvr)<(p—q V(p—r), (1.5.1)

6¢f. [11], Definition 5.21].
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where the order < is interpreted as set inclusion in A. In perfect Heyting algebras, every
element is both the join of the completely join-irreducible elements (the set of which is
denoted J(A)) below it and the meet of the completely meet-irreducible elements (the
set of which is denoted M*(A)) above itﬂ Hence, letting the variables i and j range in
J*(A) and the variables m and n range in M*(A) (following the literature, we refer to the
former variables as nominals, and to the latter ones as co-nominals), the condition above
can be equivalently rewritten as follows:

AI:VquVr(V{iIiSpe(qu)}s/\{(p—>m)v(p—>n)|q3m,rSn}).

By elementary properties of least upper bounds and greatest lower bounds in posets (cf.
[201]), this condition is true if and only if every element in the join is less than or equal to
every element in the meet; thus, condition (1.5.1)) above can be rewritten as:

AEVpgrYimn[i<p—->(@Vr) & g<m & r<n)=i<(p->m)V(p—n),
(1.5.2)
At this point we are in a position to eliminate ¢ and r simultaneously, and equivalently
rewrite the previous condition as follows:

AEVYpYimnli<p-omvn)=i<(p->m)V(p—-n), (1.5.3)

Let us justify the equivalence between (1.5.2)) and (1.5.3): for the direction from top
to bottom, fix an interpretation V of the variables p, i, m, n such that the inequality in the
antecedent of is satisfied. To prove thati < (p — m) V (p — n) holds under V, it
is enough to show that all inequalities in the antecedent of hold under some {q, r}-
variant V* of V. It can be easily verified that this condition is met by the {g, r}—variant
V* of V such that V*(¢) = m and V*(r) = n. Conversely, fix an interpretation V of the
variables p, ¢, r, i, m, n such that all inequalities in the antecedent of (1.5.2)) are satisfied.
Then, because the term function p — (g V r) is monotone in both ¢ and r, the following
chain of inequalities holds: i < p — (¢ V r) < p — (m V n), and hence the inequality in
the antecedent of holds under V, and hence so doesi < (p —» m) V (p — n), as
required. This is an instance of the left Ackermann’s lemma ([2], see also [29]):

Fix an arbitrary propositional language L. Let a,5(p),y(p) be L-formulas
such that « is p-free, § is negative and vy is positive in p. For any assignment
V on an L-algebra A, the following are equivalent:

1. A,V i Bla/p) < y(a/p);
2. A, V'Ep<aand A, V" E B(p) <y(p) for some p-variant V* of V,

where S(a/p) and y(a/p) denote the result of uniformly substituting a for p
in B and vy, respectively.

In the lemma above, « is the maximal value (i.e. the ‘dually minimal solution’) p can take
which would satisfy all inequalities in the second clause of the lemma. Left Ackermann’s

"In perfect BAOs, the completely join-prime elements, the completely join-irreducible elements and the
atoms coincide. Moreover, the completely meet-prime elements, the completely meet-irreducible elements
and the co-atoms coincide.
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lemma is used from bottom to top to eliminate the positive critical occurrences of the
variables, i.e. those occurrences of p such that &(p) = 1. Now we proceed to eliminate the
last variable p.

Using again similar arguments as those discussed above, we equivalently rewrite the
previous condition as follows:

A EVpYimnjj,[i<p—->mvn) & jo<p & ji<p)=i<(fo—m)V(j - n),

(1.5.4)
which, by the defining property of the least upper bound (i.e. being the left adjoint to the
diagonal map A : A — A X A such that a — (a, a)), can be rewritten as:

A E VpYimnjoj, [ < p » (mvn) & joVji < p) =i<(fo>mV([ - m] (1.5.5)
We are again in shape for the application of the following right Ackermann’s lemma:

Fix an arbitrary propositional language L. Let a,5(p),y(p) be L-formulas
such that a is p-free, § is positive and y is negative in p. For any assignment
V on an L-algebra A, the following are equivalent:

1. A,V EBla/p) < y(a/p);
2. A,V Ea<pand A, V* E B(p) < y(p) for some p-variant V* of V,

where S(a/p) and y(a/p) denote the result of uniformly substituting a for p
in B8 and vy, respectively.

Hence, (1.5.5) is equivalent to the following quasi inequality:
A E Vimnjoju[i < Go Vji) — (mVvn) =i < (o — m) Vv (j, — n)l, (1.5.6)

Taking stock, we have equivalently transformed (1.5.1) into (1.5.6), a condition in
which all propositional variables (corresponding to monadic second-order variables) have
been eliminated, and all remaining variables range over completely join- and meet-irreducible
elements, which, as discussed above, correspond to R-direct images of singletons and
complements of R-preimages of singletons of intuitionistic Kripke frames (which we
write more concisely as e.g. xT and z|°, respectively), which are hence first-order defin-
able. To perform this computation, we have used order-theoretic properties of the complex
algebras of intuitionistic frames, namely the fact that these algebras admit special families
of join- and meet-generators, and the fact that the interpretations of normal connectives
are residuated maps. In fact, to obtain the output (1.5.6) we did not use any property
specific to the Heyting algebra setting: this same output could have been obtained in the
setting of residuated general lattices. However, we can now translate it into the first-order
language of intuitionistic Kripke frames so as to obtain the first-order correspondent of
(p > (@Vvr)— (p— qV(p— r)on intuitionistic Kripke frames. To facilitate this
translation, we first rewrite (1.5.6)) as follows:

A E Ymnjoj[(o Vji) = mVn) < (jo— m)V (j — n)], (1.5.7)

then we replace (co-)nominal variables with their interpretation on complex algebras of
intuitionistic Kripke frames:
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A E VzZyonilloT Ut — @l UZl)) € (ol = 2lHu it — 219 (1.5.8)

By set-theoretic manipulation, this is equivalent to

A E Y2y [T Uy = @ N € (ol = 2DVt = 29 (1.5.9)
Finally, recalling that, on complex algebras of intuitionistic Kripke frames, S — 7T :=
(S NT°)]° for any subsets S, T € W, we can rewrite (I.5.9) as follows:

A E VzZyoyil(oT Uy Nl NN € (ol Nz U it nZDIT (1.5.10)

and then, applying set-theoretic manipulations and taking the contrapositive:

A E VZyoyi[(GoT Nz n it NN € (GoT Ui N @l Nl (1.5.11)

which is equivalent to

A E VYzZyoyilloT Nz 0 T N2’ € (GoT UyiD Nzl n 2] (1.5.12)

Unfolding the abbreviations, the condition above can be rewritten in the first-order frame
correspondence language as follows:

VxzzZ'voy1 [ (oRx & xRz & yRx & xRZ7)
= JAy(xRy & (yoRy ¥® yRy) & yRz & yR7')] (1.5.13)
where % means ‘or’.
Now we show how an analytic rule for (p — (¢gVr)) = (p — q)V(p — r) can also be

calculated from the very same ALBA output (I.5.6)). Since — is join-reversing in its first
coordinate, and by the defining property of greatest lower bound, (1.5.6)) is equivalent to:

A EVYimnjoj; [ < jo » (mVn) & i<j — (mVn))
=i<(Go—om)V ([ —»n)]. (1.5.14)
The quasi-inequality above can be read off as the following proper-display-style analytic
structural rule:
XYy S5(ZVZ) XvrY,S2ZVZ)
XtYy>2)V(Y,>2)

where X, Y, Y|, Z,Z' are structural variables and > and V are structural counterparts of
— and V, respectively.

This rule is analytic for the following reasons: (1) It contains no formulas. Therefore,
it satisfies C;; (2) each of X, ¥, and Y¥; occurs once both in the upper sequents and the
lower sequent. Therefore, it satisfies C, and Cs; (3) No formula is introduced in this rule,
so it satisfies C4 and Cs; (4) If we add this rule to the display calculus for modal logic K,
the obtained calculus will satisfy Cg - Csg.

The results discussed above are very powerful and uniform, but they work exactly
for logics that are axiomatized by analytic inductive axioms and therefore they are not
directly applicable to logics the axiomatization of which violates this specific syntactic
shape. This is the case for many well known logics, such as linear logic [30]], inquisitive
logic [23]], semi-De Morgan logic [84], propositional dynamic logic (PDL) [37], dynamic
epistemic logic (DEL) [6]], bilattice logic [39]. A way to circumvent this limitation is
provided by multi-type proper display calculi. These are discussed in the next section.
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1.6 Proper multi-type display calculi

The systematic connection between unified correspondence theory and proper display
calculi has made it possible to endow analytic inductive logics with analytic (specifically:
proper display) calculi which are guaranteed by the general theory to satisfy fundamental
properties such as soundness, completeness, conservativity, cut-elimination and subfor-
mula property. These basic properties form a benchmark of good behaviour that would
be desirable to extend also to logics that do not fall into the analytic inductive character-
ization of [34]. The framework of proper multi-type display calculi [70] is specifically
designed to achieve this goal, and has been successful with the logics mentioned above,
as well as with several others [21} 33, 24} 22| 156,158,159, 15, 32, 53]

Although the source of the mathematical difficulties was different for each logic men-
tioned above, a common core to these difficulties was identified precisely in the encoding
of key interactions between entities of different types. For instance, for dynamic epistemic
logic the difficulties lay in the interactions between (epistemic) actions, agents’ beliefs,
and facts of the world; for linear logic, in the interaction between general resources and
reusable resources; for propositional dynamic logic, between general and iterative actions;
for inquisitive logic, between general formulas (having both a sentential and an inquisi-
tive content) and flat formulas (having only a sentential content). In each case, precisely
the formal encoding of these interactions gave rise to non-analytic axioms in the original
formulations of the logics.

What sets multi-type calculi apart from other proof-theoretic methodologies is that,
in multi-type calculi, entities of different types can coexist and interact on equal ground:
each type has its own internal logic (i.e. language and deduction relation), and the interac-
tion between logics of different types is facilitated by special heterogeneous connectives,
which are primitive to the language, and which make it possible to express the interactions
between entities of different types within the language by means of analytic axioms. In
each case mentioned above, the multi-type approach allowed to redesign the given logic,
so as to encode the key interactions into analytic multi-type rules, and define its associated
multi-type proper display calculus.

The technical advantage and simplification allowed by the switch from the single-
type to the multi-type approach can be described informally with the help of the fol-
lowing pictures, in which the same object (the curve on the left-most picture) is given a
two-dimensional representation (the middle picture) in which the curve has a singular-
ity (self-intersection), and a three-dimensional one (the right-most picture) where there
is no singularity, since the two arms of the curve lie on different sides of the grey plane.
Metaphorically, adding types is analogous to adding dimensions to the analysis of the in-
teractions, thereby making it possible to unravel these interactions, by reformulating them
in analytic terms within a richer language.
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The multi-type methodology has not only been used to develop analytic reformula-
tions of several important logics, but recently, it has also been used to design novel logical
formalisms focusing on agents’ abilities and capabilities to manipulate resources, as well
as their coordination [5]].

More generally and perhaps more fundamentally, multi-type calculi are not just a syn-
tactic bookkeeping device to account for constraints restricting uniform substitution, but
they offer a framework which allows to systematically extract proof-theoretic information
from the analysis of the relational/algebraic semantics of logical frameworks, and this is
exactly how they are used in the present thesis. In particular, all the insights and results of
unified correspondence can be applied also in the multi-type setting, and the benchmark
results of [34] straightforwardly extend to their multi-type counterparts.

To illustrate how a non analytic axiom can equivalently be encoded in a suitable multi-
type language, consider the following axiom of dynamic epistemic logic which encodes
the interaction between epistemic actions (denoted by the parameters @ and ) and the
knowledge of an agent a about a statement A.

[alalA — (Pre(e) - /\[[al[BIA | aap})

The informal content of this axiom is that, if agent a knows fact A whenever epistemic
action « has been executed, then, whenever the preconditions for the execution of « (de-

noted by Pre(a)) are verified, agent a knows that A is the case after any execution of
any epistemic action S which agent a cannot distinguish from « (in symbols: aag). This
axiom illustrates how logic can illuminate the interactions between entities of different
types (in this case between agents and actions in an epistemic setting). However, this
axiom is formulated in terms of the extra-logical symbols Pre(a) and eaf3, which makes
it non-analytic. The crucial relations between an action and its preconditions, and be-
tween an action and its appearances to an agent, cannot be expressed within the original
language of dynamic epistemic logic. However, these relations can be expressed in a suit-
able multi-type language into which language and axioms of dynamic epistemic logic can
be translated. After the translation, the axiom above can be represented by means of the
following inequality:

ar, (argA) <aAT — av ((ada)>A)

In this new axiom, all right-pointing triangles are binary heterogeneous connectives (i.e.,
they take arguments in different types) which preserve arbitrary meets in their second
coordinate, and reverse arbitrary joins in their first coordinate (i.e., they are all normal).
In this language, the information contained in the extra logical symbol Pre(a) can be
encoded in the formula-type term @AT, and the set of indices @af in the action-type
term aAca, denoting the weakest action which agent a cannot distinguish from « (that
is, aAa has the same interpretation as \/{8 | @aB}; for full explanation, see [22]). The
syntactic shape of this axiom is analytic inductive, in fact Sahlqvist, e.g. for order type
@, A,a) = (1,0, 1), and hence, its corresponding analytic structural rule can be computed
using the general ALBA-based methodology.

Summing up, the success of the multi-type methodology in defining analytic calculi
for logics as proof-theoretically impervious as dynamic epistemic logic lies in its provid-
ing a mathematical environment in which the expressivity problems of the original lan-
guage can be clearly identified, thus allowing for a suitable re-engineering of the frame-
work itself.
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1.7 Contributions

In the light of the results and insights discussed above, we are now in a position to describe
and motivate the contributions of the present thesis to the development of semantically
informed methods in structural proof theory.

e In Chapter 2, that is a reprint of [17], we introduce an effective procedure which
generates cut-free derivations in so-called pre-normal form (cf. Definitions 2.24
and 2.25 in Chapter 2) of any analytic inductive (D)LE-sequent in the basic
proper display calculus for the corresponding language augmented with the ana-
lytic structural rule(s) corresponding to the given sequent. This result provides a
uniform, constructive, and purely syntactic way of proving the completeness of
proper display calculi w.r.t. the logics that they are supposed to capture. So far, in
the literature of proper display calculi, this general result has been achieved seman-
tically, and the syntactic route had been implemented only on a case-by-case base.
The algorithmic generation of analytic structural rules out of analytic inductive ax-
ioms via ALBA has put us in a position to concretely represent the syntactic shape
of analytic structural rules, and hence to use this shape in the formulation of the
effective procedure for generating the required derivations.

e In Chapter 3, that is a reprint of [16], we introduce proper multi-type display cal-
culi for basic monotonic modal logic, the conditional logic CK and a number of
their axiomatic extensions. These calculi are sound, complete, conservative, and
enjoy cut elimination and subformula property. The design of these calculi is moti-
vated by a semantic analysis, thanks to which neighbourhood frames for monotonic
modal logic and conditional logic are represented as multi-type classical Kripke
frames. This representation allows to define a syntactic translation from single-type
non-normal modal logics to multi-type normal poly-modal logics. The reason why
non-normal logics are not amenable to be captured by single-type proper display
calculi is that the requirement of the display property would force all connectives to
be normal. The semantic analysis precisely allows us to view non-normal connec-
tives as compositions of normal (heterogeneous) connectives, and hence to embed
the structural proof theory of non-normal logics into that of multi-type normal log-
ics. Although in this chapter this methodology has been implemented for monotonic
modal logic and conditional logic it is applicable more in general to any logics that
admit neighbourhood semantics.

¢ In Chapter 4, that is a reprint of [18], we start exploring the extent to which the tech-
niques developed in Chapter 3 can be applied to graded modal logic. We start from
the observation that graded modal logic is a type of monotone modal logic, and
accordingly, we propose a semantic analysis that recasts the standard interpre-
tation of graded modal logic in Kripke frames in the setting of neighbourhood
frames. We show that the ensuing class of neighbourhood frames is not modally
definable, and therefore we propose a new definition of graded bisimulation,
which is an instantiation of monotonic bisimulation.
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Chapter 2
Syntactic completeness of proper display calculi

2.1 Introduction

In recent years, research in structural proof theory has focused on analytic calculi (44,
7,134, 14,152, 53], understood as those calculi supporting a robust form of cut elimination,
i.e. one which is preserved by adding rules of a specific shape (the analytic rulesﬂ Impor-
tant results on analytic calculi have been obtained in the context of various proof-theoretic
formalisms: (classes of) axioms have been identified for which equivalent correspon-
dences with analytic rules have been established algorithmically or semi-algorithmically.
Without claiming to be exhaustive, we briefly review this strand of research as it has been
developed in the context of sequent and labelled calculi [47, 51}, 45,43\ '44)], sequent and
hypersequent calculi (7,38, 139]], and (proper) display calculi [37, 10, 34].

In [45], a methodology is established, sometimes referred to as axioms-as-rules, for
transforming universal axioms in the language of first order classical (or intuitionistic)
logics into analytic sequent rules. As remarked in the same paper, this methodology
has a precursor in [42] for the intuitionistic theories of apartness and order. The rules
so generated are then used to expand the sequent calculus G3c for first order classical
logic. In [43], the axioms-as-rules methodology is generalized so to capture the class of
geometric implications, i.e. first order formulas of the form Vz(A — B) where A and B are
geometric formulas (i.e. first-order formulas not containing — or V). In [44], the axioms-
as-rules methodology is applied for capturing various normal modal logic axioms via
equivalent analytic rules of labelled calculi over the basic labelled calculus G3K for the
modal logic K; moreover, the admissibility of cut and of the substitution and contraction
rules is shown with the standard methods for the G3-style sequent calculi. Although
these calculi do not satisfy the full subformula property, decidability is proved thanks to
their enjoying a property referred to as the subterm property (requiring all the terms in
minimal derivations to occur in the endsequent) and height-preserving admissibility of
contraction. The class of geometric formulas was first identified and made relevant to
proof theory in [47], where natural deduction calculi (with relational assumptions) and
labelled sequent calculi are introduced for uniformly capturing intuitionistic modal logics

'In broad terms, a derivation is analytic when all information needed to carry it out is already contained
in its premises and conclusions. How this goal is concretely carried out within specific calculi depends on
the format of each given calculus. Relative to the sequent calculi format, inference rules preserving cut
elimination can be understood as analytic rules.

23
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defined by geometric theories. The book [31] presents other important instances of the
axioms-as-rules methodology, in the form of natural deduction calculi (with relational
assumptions) and labelled sequent calculi for a large class of non-classical modal logics,
defined by (the more restrictive class of) Horn formulas.

In [[7], a hierarchy of classes of substructural formulas is defined (sometimes referred
to as substructural hierarchy). In the same paper it is shown that substructural axioms
up to level N, of this hierarchy can be algorithmically translated into equivalent rules of
a Gentzen-style sequent calculus, and axioms up to a subclass of level $5 into equiva-
lent rules of a hypersequent calculus; the rules so generated are then transformed into
equivalent analytic rules whenever they satisfy an additional condition or the base calcu-
lus admits weakening; cut-admissibility is proved extending the semantic proof of [46] to
hypersequent calculi. In [8]], this approach is generalized to multi-conclusions hyperse-
quents, and a heuristic is proposed to go beyond #; axioms. In [38], n-simple formulas
are identified as a particularly well-behaved proper subset of geometric formulas [44], and
a method is introduced which transforms n-simple formulas into equivalent hypersequent
rules for a variety of normal modal logics extending the modal logics K, K4, or KB;
cut admissibility is proved for n-simple extensions of K and K4, and decidability (via
standard subformula property) is established for n-simple extensions of KB. In [39], the
format of hypersequent rules with context restrictions is introduced, and transformations
are studied between rules and modal axioms on a classical or intuitionistic base; decid-
ability and complexity results are proved for various modal logics, as well as uniform cut
elimination extending the proof in [7]]. In [9], hypersequent calculi are studied capturing
analytic extensions of the full Lambek calculus FLe, and a procedure is introduced for
translating structural rules into equivalent formulas in disjunction form. This approach is
also applied to some normal modal logics on classical propositional base. The main goal
of [9] is to show that cut-free derivations in hypersequent calculi can be transformed into
derivations in sequent calculi satisfying various weaker versions of the subformula prop-
erty which still guarantee decidability (although not necessarily cut elimination). Specif-
ically, [9, Theorem 12(i)] shows how to construct derivations in hypersequent calculi of
formulas in disjunction form which are equivalent to structural rules.

In [37], the syntactic shape of primitive axioms in the language of tense modal logic
on classical propositional base is characterized as the one which can be equivalently cap-
tured as analytic structural rules extending the minimal display calculus for tense logic.
In [10], an analogous characterization is provided in a more general setting for a given but
not fixed display calculus, by introducing a procedure for transforming axioms into an-
alytic structural rules and showing the converse direction whenever the calculus satisfies
additional conditions.

In [34], which is the contribution in the line of research described above to which the
results of the present paper most directly connect, a characterization, analogous to the one
of [IOJEI of the property of being properly displayableﬂ is obtained for arbitrary normal

For a comparison between the characterizations in [[10] and in [34], see [34, Section 9].

3The adjective ‘proper’ singles out a subclass of Belnap’s display calculi [4] identified by Wansing in
[52, Section 4.1]. A display calculus is proper if every structural rule is closed under uniform substitution.
This requirement strengthens Belnap’s conditions Cg and C5. In [24], this requirement is extended to multi-
type display calculi. A logic is (properly) displayable if it can be captured by some (proper) display calculus
(see [34, Section 2.2]).
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(D)LE-logicﬁ via a systematic connection between proper display calculi and generalized
Sahlqvist correspondence theory (aka unified correspondence [12, [13], (14, 21]]). Thanks
to this connection, general meta-theoretic results are established for properly displayable
(D)LE-logics. In particular, in [34], the properly displayable (D)LE-logics are syntacti-
cally characterized as the logics axiomatised by analytic inductive axioms (cf. Definition
[2.2.14)); moreover, the same algorithm ALBA which computes the first-order correspon-
dent of (analytic) inductive (D)LE-axioms can be used to effectively compute their cor-
responding analytic structural rule(s). In [3]], following [22]], residuated families of unary
and binary connectives are studied parametrically in group actions on the coordinates of
the relations associated with the connectives.

The semantic equivalence between each analytic inductive axiom ¢ + ¢ and its cor-
responding analytic structural rule(s) Ry, ..., R,, discussed in [34], is an immediate con-
sequence of the soundness of the rules of ALBA on perfect normal (distributive) lattice
expansions (cf. Footnote . On the syntactic side, a description of the derivation, which
relies on the proof-theoretic version of Ackermann’s Lemma and therefore involves cuts,
is presented in [10]. However, an effective procedure was still missing for building cut-
free derivations of ¢ + i in the proper display calculus obtained by adding R, ..., R, to
the basic proper display calculus D.LE (resp. D.DLE) of the basic normal (D)LE-logic.
Such an effective procedure would establish, via syntactic means, that for any properly
displayable (D)LE-logic L, the proper display calculus for L—i.e. the calculus obtained
by adding the analytic structural rules corresponding to the axioms of L to the basic cal-
culus D.LE (resp. D.DLE)—derives all the theorems (or derivable sequents) of L. This is
what we refer to as the syntactic completeness of the proper display calculus for L with
respect to any analytic (D)LE-logic L. This syntactic completeness result for all properly
displayable logics in arbitrary (D)LE-signatures is the main contribution of the present
paper. It is perhaps worth emphasizing that we do not just show that any analytic induc-
tive axiom is derivable in its corresponding proper display calculus, but we also provide
an algorithm to generate a cut-free derivation of a particular shape that we refer to as being

in pre-normal form (see Section [2.2.6)).

Structure of the paper In Section we collect the necessary preliminaries about
(D)LE-logics, their language, their basic presentation and notational conventions, alge-
braic semantics, basic proper display calculi, and analytic inductive LE-inequalities. In
Section [3.8] we prove a series of technical properties of the basic proper display calculi
which will be needed for achieving our main result, which is then proven in Section 2.4
We conclude in Section

2.2 Preliminaries

The present section adapts material from [15, Section 2], [34] Section 2], [28], Section 2],
and [[18| Section 2].

“Normal (D)LE-logics are those logics algebraically captured by varieties of normal (distributive) lattice
expansions, i.e. (distributive) lattices endowed with additional operations that are finitely join-preserving or
meet-reversing in each coordinate, or are finitely meet-preserving or join-reversing in each coordinate.
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2.2.1 Basic normal LE-logics and their algebras

Our base language is an unspecified but fixed language £ g, to be interpreted over lattice
expansions of compatible similarity type. This setting uniformly accounts for many well
known logical systems, such as the full Lambek calculus and its axiomatic extensions, the
full Lambek-Grishin calculus, and other lattice-based logics.

In our treatment, we make use of the following auxiliary definition: an order-type over
n € N is an n-tuple € € {1, d}". For every order-type &, we denote its opposite order-type
by &%, that is, £ = (i) = 1 iff & = &(i) = d forevery | <i < n, and & = &%) = 0

iff & = e(i) = 1 for every 1 < i < n. For any lattice A, we let A' := A and A? be the
dual lattice, that is, the lattice associated with the converse partial order of A. For any
order-type &, we let A® .= IT_ A",

The language L1 g(F,G) (from now on abbreviated as Ly ) takes as parameters: a
denumerable set of proposition letters AtProp, elements of which are denoted p, g, r, pos-
sibly with indexes, and disjoint sets of connectives ¥ and QE] Each f € ¥ and g € G has
arity ny € N (resp. n, € N) and is associated with some order-type & over ny (resp. &,
over n,). Unary f € ¥ (resp. g € G) are sometimes denoted < (resp. O) if their order-type
is 1, and < (resp. ) if their order-type is 8@ The terms (formulas) of £} are defined

recursively as follows:

pu=plLITleAneleVelflen....on) | 8@15. .., ¢n)

where p € AtProp. Terms in £ g are denoted either by s, z, or by lowercase Greek letters
such as ¢, ¥, y.

Definition 2.2.1. For any tuple (¥, G) of disjoint sets of function symbols as above, a
lattice expansion (abbreviated as LE) is a tuple A = (L, F#, G*) such that L is a bounded
lattice, ¥4 = {f4* | f € F}and G* = {g* | g € G}, such that every f* € F4
(resp. g* € G*) is an n-ary (resp. ng-ary) operation on A. An LE A is normal if ev-
ery f4 € F2 (resp. g* € G*) preserves finite — hence also empty — joins (resp. meets)
in each coordinate with £/(i) = 1 (resp. &,(7) = 1) and reverses finite — hence also empty
— meets (resp. joins) in each coordinate with £4(7) = d (resp. &,(i) = c’))ﬂ Let LE be the
class of LEs. Sometimes we will refer to certain LEs as £ g-algebras when we wish to
emphasize that these algebras have a compatible signature with the logical language we
have fixed.

3 The connectives in F (resp. G) correspond to those referred to as positive (resp. negative) connectives
in [7]. This terminology is not adopted in the present paper to avoid confusion with positive and negative
nodes in signed generation trees, defined later in this section. Our assumption that the sets ¥ and G are dis-
joint is motivated by the desideratum of generality and modularity. Indeed, for instance, the order theoretic
properties of Boolean negation — guarantee that this connective belongs both to ¥ and to G. In such cases
we prefer to define two copies =+ € ¥ and g € G, and introduce structural rules which encode the fact
that these two copies coincide. Another possibility is to admit a nonempty intersection of the sets ¥ and G.
Notice that only unary connectives can be both left and right adjoints. Whenever a connective belongs both
to  and to G, a completely standard solution in the display calculi literature is also available (cf. Remark
2T]and[2.2.22).
®The adjoints of the unary connectives O, ¢, < and > are denoted 4, W, < and », respectively.

7 Normal LEs are sometimes referred to as lattices with operators (LOs). This terminology comes
from the setting of Boolean algebras with operators, in which operators are operations which preserve finite
joins in each coordinate. However, this terminology is somewhat ambiguous in the lattice setting, in which
primitive operations are typically maps which are operators if seen as A® — A" for some order-type € on n
and some order-type 1 € {1, 0}.
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In the remainder of the paper, we will often simplify notation and write e.g. f for f%,
n for ny and &; for £,(i). We also extend the {1, d}-notation to the symbols V, A, L, T, <,k
by stipulating that the superscript ! denotes the identity map, defining

vi=pn,  Al=v, =7, T'=1, <=3,

and stipulating that ¢ 9 i stands for y + .

Henceforth, the adjective ‘normal’ will typically be dropped. The class of all LEs is
equational, and can be axiomatized by the usual lattice identities (cf. [20, Theorem 2.9])
and the following equations forany f € ¥,ge Gand 1 <i < n:

fPrqgVvOr . py) = f(Pre e Pa) Y f(P1 T D))

fpi..., 79 p,) =1,
g(pr...,q AP FooPn) =8P1-- s Pu) ANE(PL. s 1o Pny),s

g(py..., 150 DPn) = T.

Each language £ i is interpreted in the appropriate class of LEs. In particular, for every
LE A, each operation f* € F* (resp. g* € G*) is finitely join-preserving (resp. meet-
preserving) in each coordinate when regarded as a map f* : A — A (resp. g* : A% —
A).

The generic LE-logic is not equivalent to a sentential logic. Hence the consequence
relation of these logics cannot be uniformly captured in terms of theorems, but rather in
terms of sequents, which motivates the following definition:

Definition 2.2.2. For any language L g = Lig(F, G), the basic, or minimal Ly g-logic is
a set of sequents ¢ + ¢, with ¢, € L g, which contains as axioms the following sequents
for lattice operations and additional connectives:

prp LFp, prT,

pPFEpPVq gFpVgq, PAGF D, PAGFQq,

f(pl...,qvg-f(i)r,...pn_f)Ff(pl...,q,...pnf)\/f(pl...,r,...pnf),
f(pl,...,J_gf("),...,Pnf») FL,

g(pl...,q,...png)/\g(pl...,r,...p,,g)I—g(pl...,qug(i)r,...p,,g),
T I—g(pl,...,ng(i),...,png),

and is closed under the following inference rules (note that ¢ %  means ¥  ¢):

orx Xty orY Xto xry orxy Yry
prY e(x/p) F ¥(x/p) XFOAY eVYty
@ FIO gy g FO

f(p17"-"10"--’pn)Ff(pl""’lr//,"'apl’l) g(p17""(10"--’pn)Fg(p17"'7w"--’pn).

We let L g denote the minimal £ g-logic. We typically drop reference to the param-
eters when they are clear from the context. By an LE-logic we understand any axiomatic
extension of L;g in the language L. If all the axioms in the extension are analytic
inductive (cf. Definition we say that the given LE-logic is analytic.
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A sequent ¢ i is valid in an LE A if v(¢) < v(¥) for every homomorphism v from
the £ g-algebra of formulas over AtProp to Aﬂ The notation LE | ¢ + ¢ indicates that
¢ + ¢ is valid in every LE of the appropriate signature. Then, by means of a routine
Lindenbaum-Tarski construction, it can be shown that the minimal LE-logic L; g is sound
and complete with respect to its corresponding class of algebras LE, i.e. that any sequent
@ Fyisprovable in Lig iff LE | ¢ F .

2.2.2 The fully residuated language L

Any given language Lz = Lig(¥, G) can be associated with the language L . = Lig(F ",
G*), where ¥ 2 F and G* 2 G are obtained by expanding £ g with the following con-
nectives:

1. an ng-ary connective fl.ﬂ for 1 < i < ny, the intended interpretation of which is the
right residual of f € ¥ in its ith coordinate if £/(i) = 1 (resp. its Galois-adjoint if
£,() = o}

2. an ng-ary connective gt? for 1 < i < ng, the intended interpretation of which is the
left residual of g € G in its ith coordinate if g,(i) = 1 (resp. its Galois-adjoint if

&,(i) = 1]

We stipulate that f# € G if £;() = 1, and f* € F* if £;(i) = 0. Dually, g € F* if
g,(1) = 1, and g? € G if &,(i) = 4. The order-type assigned to the additional connectives
is predicated on the order-type of their intended interpretations. That is, for any f € F
and g € G,

1. if g¢(i) = 1, then sfp(i) =1and sfu(j) = ?(j) for any j # i.
2. if g4(i) = 9, then sfg(i) =0 and sfg(j) = g¢(j) forany j # i.

3. if g,(i) = 1, then gp()=Tlandey()) = 52(]') for any j # i.

80f course, the restriction of every such homomorphism v to the set of proposition variables is a variable
assignment, and conversely, as is well known, every variable assignment v : AtProp — A uniquely extends
to a homomorphism from the £ g-algebra of formulas over AtProp to A. In the remainder of this paper, we
will abuse notation and use the same symbol to denote both variable assignments and their homomorphic
extensions. Also, sometimes we write ¢* for v(¢) when the interpretation of v is unambiguous.

That is, the interpretation of fl# in any (residuated) LE A is an n-ary operation on A such that, for any
al,...,a,,f,b €A,

f(al,...,ai,...,anf)ﬁb iff aisﬁﬁ(al,...,b,...,anf) ifer(@) =1

[t an)<b it fRan.. b, ay) <a ifep(i) =0

10That is, the interpretation of g‘l? in any (residuated) LE A is an n,-ary operation on A such that, for any
al,...,a,,f,b €A,

b<gan....an....ay) iff  glai,....b,....ay) <a; ife,l)=1

b<ga,....a.....a,) iff @ <gian....b,....a,) ife,(i)=0
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4. if ,(i) = 9, then gp(i) = 0 and g0 () = &()) for any j # i.
For instance, if f and g are binary connectives such that &, = (1,0) and &, = (9, 1),
then & = (1, 1), &2 = (1,0), & = (9, D and & = (1, D]
1 2 1

Definition 2.2.3. For any language L g(¥F, G), its associated basic L] ;-logic is defined
by specializing Definition to the language L. = Lig(F ", G") and closing under the
following additional residuation rules for f € ¥ and g € G:

f(gola-uasoa-“’ganf)'_w SOFg(QDI,---,l//,---,SOng)
@ |_8f(i) f,’ﬁ(‘p]’---’w,---,(/)nf) g?(‘pla""‘p"‘-,‘png) |_8g(i) w

The double line in each rule above indicates that the rule is invertible (i.e., bidirectional).
Let L ;. be the basic L] -logic.

The algebraic semantics of L is given by the class of fully residuated .£; g-algebras,
defined as tuples A = (L, ¥*,G") such that LL is a lattice and moreover,

1. forevery f € ¥ withny > 1,allay,...,a,,b € Land 1 <i<ny,
flar,..sa,...an)<b iff @ <7 fiay,.. b, a,),

2. forevery g € G withn, > 1,all ay,...,a,,b € Land 1 <i < ng,
b<gla,... a,...,a,) iff g?(al,...,b,...,ang)Ssg(i)ai.

It is also routine to prove using the Lindenbaum-Tarski construction that Lj ; (as well
as any of its canonical axiomatic extensions) is sound and complete with respect to the
class of fully residuated L g-algebras (or a suitably defined equational subclass, respec-
tively).

Theorem 2.2.4. The logic Ly is a conservative extension of Ly, i.e. every L g-sequent
@+ is derivable in Lyg if and only if ¢ v  is derivable in Ly .

Proof. We only outline the proof. Clearly, every £ g-sequent which is L g-derivable is
also L] .-derivable. Conversely, if an L g-sequent ¢ + i is not L g-derivable, then by the
completeness of L g with respect to the class of L g-algebras, there exists an £ g-algebra
A and a variable assignment v under which ¢* £ y*. Consider the canonical extension
A° of Al Since A is a subalgebra of A%, the sequent ¢ + ¢ is not satisfied in A° under

"Note that this notation depends on the connective which is taken as primitive, and needs to be carefully
adapted to well known cases. For instance, consider the ‘fusion’ connective o (which, when denoted as
f,is such that 7 = (1, 1)). Its residuals flﬁ and ff are commonly denoted / and \ respectively. However,
if \ is taken as the primitive connective g, then gg iso = f, and gﬁ(xl,xz) = x/x = flﬁ(xz,xl). This
example shows that, when identifying g? and flﬁ , the conventional order of the coordinates is not preserved,
and depends on which connective is taken as primitive.

12 The canonical extension of a bounded lattice L is a complete lattice L% with L as a sublattice, satis-
fying denseness: every element of L can be expressed both as a join of meets and as a meet of joins of
elements from L, and compactness: for all S,T € L,if AS <\/ T in L°, then A F < \/ G for some finite
sets F € S and G € T. It is well known that the canonical extension of L is unique up to isomorphism
fixing L (cf. e.g. [27, Section 2.2]), and that the canonical extension is a perfect bounded lattice, i.e. a com-
plete lattice which is completely join-generated by its completely join-irreducible elements and completely
meet-generated by its completely meet-irreducible elements (cf. e.g. [27, Definition 2.14]). The canonical
extension of an £y g-algebra A = (L, F*, G*) is the perfect L1 p-algebra A° := (L%, 74, G**) such that f*°
and g"v are defined as the o-extension of f* and as the m-extension of g respectively, for all f € ¥ and
g € G (cf. [48]149]).
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the variable assignment ¢ o v (¢ denoting the canonical embedding A < A°). Moreover,
since A’ is a perfect £; g-algebra, it is naturally endowed with a structure of £} .-algebra.
Thus, by the completeness of L ; with respect to the class of £} .-algebras, the sequent

@ + ¢ is not derivable in L ., as required. m|

The algebraic completeness of the logics Lig and L ; and the canonical embedding
of LEs into their canonical extensions immediately entail the completeness of L;g and
L; . with respect to the appropriate class of perfect LEs.

2.2.3 Analytic inductive LE-inequalities

In this section we recall the definitions of inductive LE-inequalities introduced in [15]] and
their corresponding ‘analytic’ restrictions introduced in [34] in the distributive setting and
then generalized to the setting of LEs of arbitrary signatures in [28]]. Each inequality in
any of these classes is canonical and elementary (cf. [15, Theorems 7.1 and 6.1]).

Definition 2.2.5 (Signed generation tree). The positive (resp. negative) generation tree
of any L g-term s is defined by labelling the root node of the generation tree (i.e. syntax
tree) of s with the sign + (resp. —), and then propagating the labelling on each remaining
node as follows:

e For any node labelled with V or A, assign the same sign to its children nodes.

e For any node labelled with h € F U G of arity n;, > 1, and forany 1 < i < ny,

assign the same (resp. the opposite) sign to its ith child node if €,(i) = 1 (resp. if
gp(i) = 0).

Nodes in signed generation trees are positive (resp. negative) if they are signed + (resp. —).

Signed generation trees will mostly be used in the context of term inequalities s < ¢.
In this context, we will typically consider the positive generation tree +s for the left-hand
side and the negative one —¢ for the right-hand sideH We will also say that a term-
inequality s < ¢ is uniform in a given variable p if all occurrences of p in both +s and —¢
have the same sign, and that s < ¢ is e-uniform in a (sub)array 7 of its variables if each
r € r such that &(r) = 1 (resp. &(r) = d) occurs positively (resp. negatively) in s < t[]ﬂ

Example 2.2.6. (adapted from [21, Example 2.11]) The language £ g of bi-intuitionistic
modal logic is obtained by instantiating ¥ := {&, >} and G := {0, =} withn, = ng =1,
n- =n, =2and ey, =5 =1, =€, = (0,1). In this language, the signed
generation trees associated with the inequality

QOp V (r — q) <00g A (Or>—p)

are represented in the following diagram.

13 In the context of sequents s F ¢, signed generation trees +s and —¢ can also be used to specify when
subformulas of s (resp. f) occur in precedent or succedent position. Specifically, a given occurrence of
formula vy is in precedent (resp. succedent) position in s + t iff +y < +sor +y < —f (resp. —y < +s or
-y < —1).

4Tf a term inequality (s < #)[p/!X,q] is e-uniform in all variables in p (cf. discussion after Definition
, then the validity of s < ¢ is equivalent to the validity of (s < H)[T¢? /!X, g], where T*? = T if g(i) = 1
and T°® = 1 if s(i) = 4.
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+ j—
+V < —A
RN /N

+& + - -0 - >
N | /N
+0  -r +q - 40 4
| [
+p -q +r

The inequality above is non-uniform in each variable (since each variable occurs both
positively and negatively in it).

For any term s(p1,...p,), any order-type € over n, and any 1 < i < n, an e-critical
node in a signed generation tree of s is a leaf node +p; if &(i) = 1, and a leaf node —p;
if €(i) = 0. An e-critical branch in the tree is a branch the leaf of which is an &-critical
node. Variable occurrences corresponding to e-critical nodes are those used in the runs of
the various versions of the algorithm ALBA (cf. [13 12,15, [16]) to compute the minimal
valuations. For every term s(py, ... p,) and every order-type &, we say that +s (resp. —s)
agrees with &, and write (+s) (resp. &(—s)), if every leaf in the signed generation tree of
+s (resp. —s) is e-critical. We will also write +s" < s (resp. —s’ < xs) to indicate that
the subterm s inherits the positive (resp. negative) sign from the signed generation tree
xs. Finally, we will write &(y) < *s (resp. %(y) < *s) to indicate that the signed subtree
v, with the sign inherited from *s, agrees with & (resp. with &%).

Example 2.2.7. If, for the inequality of the example above, we consider the order-type
e(p,q,r) = (1,0, 0), the critical nodes in the generation trees pictured above are (from left
toright) +p, —r, and —qg. Moreover, +s := +(OOpV(r — q)) and —t = —(OCgA(Or > p))
do not agree with either &9 or &. For the subterms ¢ := Grand ¢ := Or >— p of t, we have
+t' < —tand —t” < —t. Finally, &°(t') < —t and £2(t"") < —t.

Notation 2.2.8. In what follows, we will often need to use placeholder variables o e.g. spec-
ify the occurrence of a subformula within a given formula. In these cases, we will write
e.g. ¢(!z) (resp. ¢(!7)) to indicate that the variable 7 (resp. each variable 7 in vector 7)
occurs exactly once in ¢. Accordingly, we will write ¢[y/!z] (resp. ¢ly/!Z] to indicate
the formula obtained from ¢ by substituting y (resp. each formula y in 7y) for the unique
occurrence of (its corresponding variable) z in ¢. Also, in what follows, we will find it
sometimes useful to group placeholder variables together according to certain assump-
tions we make about them. So, for instance, we will sometimes write e.g. ¢(!x,y) to indi-
cate that £(x) < ¢ for all variables x in X and £(y) < = for all variables y in'y, or we
will write e.g. f(!x,!y) to indicate that f is monotone (resp. antitone) in the coordinates
corresponding to every variable x in X (resp. y in'y). We will provide further explanations
as to the intended meaning of these groupings whenever required. Finally, we will also ex-
tend these conventions to inequalities or sequents, and thus write e.g. (¢ < Y)[y/!Z,6/!w]
to indicate the inequality obtained from ¢ < by substituting each formula y iny (resp. 6
in 6) for the unique occurrence of its corresponding variable z (resp. w) in ¢ < .

Definition 2.2.9. Non-leaf nodes in signed generation trees are called A-adjoints, syn-
tactically left residuals (SLR), syntactically right residuals (SRR), and syntactically right
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adjoints (SRA), according to the specification given in Table [3.1] Nodes that are either
classified as A-adjoints or SLR are collectively referred to as Skeleton-nodes, while SRA-
and SRR-nodes are referred to as PIA-nodes. A branch in a signed generation tree s,
with = € {+, —}, is called a good branch if it is the concatenation of two paths P, and P,
one of which may possibly be of length 0, such that P, is a path from the leaf consist-
ing (apart from variable nodes) only of PIA-nodes, and P, consists (apart from variable
nodes) only of Skeleton-nodes. A good branch is Skeleton if the length of P; is 0, and is
SLR, or definite, if P, only contains SLR nodes.

Skeleton PIA
A-adjoints Syntactically Right Adjoint (SRA)
+ VvV + A g withn,=1
- A - Vv f withny=1
Syntactically Left Residual (SLR) | Syntactically Right Residual (SRR)
+ f withny >1 + g withn, >2
- g withn, > 1 - f withny > 2

Table 2.1: Skeleton and PIA nodes for LE-languages.

Remark 2.2.10. (cf. [15, Remark 3.3]) The classification above follows the general prin-
ciples of unified correspondence as discussed in [12, Section 1.7.2]. As the names sug-
gest, the subclassification of nodes as SLR, SRR, SRA and A-adjoints refers to the in-
herent order-theoretic properties of the operations interpreting these connectives, whereas
the grouping of these classifications into Skeleton and PI obeys a functional ratio-
nale. Indeed, as discussed more in detail in [15], the ALBA reduction strategy involves
roughly two tasks, namely approximation (with which the information about the premises
of the rules corresponding to a given axiom is isolated from the information about the
conclusion of the rule) and display (with which the critical occurrences of propositional
variables are brought in display, ready to be eliminated). The order-theoretic properties
of Skeleton nodes facilitate approximation, while those of PIA nodes facilitate display. In
[13], following [27], the nodes of the signed generation trees were classified according to
the choice and universal terminology. The reader is referred to [[12, Section 1.7.2] for an
expanded comparison of these two approaches. The convention of considering the posi-
tive generation tree of the left-hand side and the negative generation tree of the right-hand
side of an inequality comes also from [27]].

Definition 2.2.11 (Inductive inequalities). For any order-type € and any irreflexive and
transitive relation (i.e. strict partial order) Q on p,... p,, the signed generation tree s
(x € {—,+}) of aterm s(py, ... pn) s (Q, &)-inductive if

1. forall 1 <i < n, every e-critical branch with leaf p; is good (cf. Definition [3.5.2));

5The acronym PIA stands for “Positive Implies Atomic”, and was introduced in [50]. The salient prop-
erty of PIA-formulas is the intersection property, which means that, as term functions, they preserve certain
meets.
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2. every m-ary SRR-node occurring in the critical branch is of the form

®(71, oo 77j—19ﬁ’ 7j+1 e ’Vm),
where forany € € {1,...,m} \ {j},
(@) £%(y,) < =s (cf. discussion before Definition , and

(b) px <q p; for every p; occurring in y, and for every 1 < k < n.

We will refer to <q as the dependency order on the variables. An inequality s <
t is (Q, &)-inductive if the signed generation trees +s and —t are (€2, &)-inductive. An
inequality s < ¢ is inductive if it is (€2, £)-inductive for some Q and ¢.

Figure provides a visual representation of the shape of inductive inequalities,
where the dashed triangles correspond to non critical subtrees where the branches are
not necessarily good.

Skeleton (P2)

IA

Skeleton (P2)

PIA (P1) PIA (P1)

® °
+p Y +p

Figure 2.1: The shape of inductive inequalities

Example 2.2.12. Let us concretely illustrate the definitions above by applying them to
the inequality of Example [2.2.6] In the following diagram, Skeleton (resp. PIA) nodes
occur within a double (resp. single) circle.

The branches ending in +p, —r, +q, —q and —p are good since, traversing each of
these branches starting from its leaf, we first encounter PIA nodes, and then only Skeleton
nodes. The branch which ends in +r is not good, since (this time traversing it from the
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root) the Skeleton node +< occurs in the scope of the PIA node — >—. This inequality is
(Q, &)-inductive for the order-type &(p, g, r) = (1,0, 0) and r <q ¢, and also for the order-
type (p,q,r) = (0,0,0) and g <q r <q p. Notice that, since the positive occurrence of r
is the leaf of a branch which is not good, all order-types relative to which the inequality
above is inductive must declare the negative occurrence of r to be critical. However, —r
is the leaf of a branch which traverses the first coordinate of the SRR node + —, and the
subtree corresponding to the second coordinate of that node only consists of the positive
occurrence of g. Hence, the minimal valuation of » will depend on that of ¢, and therefore,
for the process of elimination of propositional variables to be well-founded, g needs to be
eliminated before eliminating r, and independently from r. This poses another restriction
on the possible order-types & and dependency orders 2; namely, any tuple (€2, ) such
that the inequality above is (€, £)-inductive must be such that &(r, ¢) = (0,0) and g <q r.
Therefore, the two order-types mentioned above are the only ones for which the inequality
above is inductive.

In what follows, we refer to formulas ¢ such that only PIA nodes occur in +¢ (resp. —¢)
as positive (resp. negative) PIA formulas, and to formulas ¢ such that only Skeleton nodes
occur in +& (resp. —&) as positive (resp. negative) Skeleton formulas. It immediately
follows from the definitions involved (cf. Table that positive (resp. negative) PIA for-
mulas coincide with negative (resp. positive) Skeleton formulas. We also refer to positive
and negative PIA (resp. Skeleton) formulas collectively as ‘PIA formulas’ (resp. ‘Skele-
ton formulas’), for which, the corresponding (positive or negative) generation tree needs
to be considered. PIA formulas ¢ in which no binary SRA-nodes (i.e. +A and —V) occur
in the relevant signed generation tree *¢ are referred to as definite. Skeleton formulas
¢ in which no A-adjoint nodes (i.e. —A and +V) occur in %£ are referred to as definite.
Hence, & (resp. ¢) is a definite Skeleton (resp. definite PIA) formula iff all nodes of *&
(resp. *¢) are SLR (resp. SRR or unary SRA). The specific order-theoretic properties of
definite Skeleton and PIA formulas entail that these are exactly the formulas which can be
fully captured at the structural level in display calculi (cf. Remark and references
therein, see also [34]). The following lemma facilitates the connection between Skeleton
and PIA formulas and their encoding as structural terms in the language of display calculi.

Lemma 2.2.13. For every LE-language L,

1. if y is a positive PIA (i.e. negative Skeleton) L-formula, then vy is equivalent to
Nicr Vi for some finite set of definite positive PIA (i.e. negative Skeleton) formulas

Yis

2. if 6 is a negative PIA (i.e. positive Skeleton) L-formula, then 6 is equivalent to
V je; 0; for some finite set of definite negative PIA (i.e. positive Skeleton) formulas
;.

Proof. By simultaneous induction on y and 6. The base cases are immediately true. If
§ := f(&,%), then by the induction hypothesis on each ¢’ in ¢ and each y’ in 7/, the
formula 6 is equivalent to f(\/ je; 6", Aic; v;) for some finite sets of definite positive PIA
(resp. negative Skeleton) formulas y; and of definite positive Skeleton (resp. negative
PIA) formulas ¢”. By the coordinatewise distribution properties of every f € ¥, the term

SV jes & Nier v)) is equivalent to \/ ic; Ve; f(6),7]) with each f(&7,]) being a definite
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positive Skeleton (resp. negative PIA) formula, as required. The remaining cases are
omitted. O

Definition 2.2.14 (Analytic inductive inequalities). For every order-type & and every ir-
reflexive and transitive relation Q on the variables py, ... p,, the signed generation tree s
(x € {+,-}) of aterm s(py, ... p,) is analytic (Q, &)-inductive if

1. xs1is (€, &)-inductive (cf. Definition |3.5.3));

2. every branch of xs is good (cf. Definition [3.5.2).

An inequality s < 7 is analytic (€, €)-inductive if +s and —¢ are both analytic (€, &)-
inductive. An inequality s < ¢ is analytic inductive if is analytic (€2, £)-inductive for some
Q and &. An analytic inductive inequality is definite if no A-adjoint nodes (i.e. —A and
+V) occur in its Skeleton.

Figure [2.2| provides a visual representation of the shape of analytic inductive inequal-
ities, where all branches (even non-critical) have to be good.

Skeleton (P2)

IA

Skeleton (P2)

PIA (P1) PIA PIA (P1) PIA

® ;
+p Y +p 04

Figure 2.2: The shape of analytic inductive inequalities

Notation 2.2.15. We will sometimes represent (2, €)-analytic inductive inequalities/sequents
as follows:

(¢ <WIa/\x,B/'%,7/'Z,6/Wl (¢ +wa/'x,B/'5,7/'Z,6/'wl,

where (¢ < W)X, 17, 12, W] is the skeleton of the given inequality, @ (resp. B) denotes the
vector of positive (resp. negative) maximal PIA subformulas, i.e. each a in a and 3 in 8
contains at least one g-critical occurrence of some propositional variable, and moreover:

1. for each « in q, either +a < +¢ or +a < —Y;
2. for each B in B, either —B < +¢ or —8 < =,

and y (resp. 8) denotes the vector of positive (resp. negative) maximal °-uniform PIA
subformulas, and moreover:
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1. for each yin?y, either +y < +¢ or +y < =y,
2. foreaché in 8, either —6 < +p or =6 < -

For the sake of a more compact notation, in what follows we sometimes write e.g. (¢ <
Wla,B,y,0] in place of (¢ < Y)[a/'x,B/'y,y/'z,6/!'w]. The colors are intended to help
in identifying which subformula occurrences are in precedent (blue) or succedent (red)

position (cf. Footnote [13)[1]

Lemma 2.2.16. For any LE-language L, any analytic inductive L-sequent
(¢ - W@/ 1%, B/13,7/1Z,6/ 1]
is equivalent to the conjunction of definite analytic inductive L-sequents

(¢, F YD/ X, B/15,7/1Z,6/ Wl

ative Skeleton, by Lemma[2.2.13] the given sequent is equivalent to

\ @i+ \ wl@/'%.B/15.7/1%.5/17),

jeJ i€l

where every y; is a definite negative Skeleton and every ¢; is a definite positive Skeleton,
from which the statement readily follows. O

Notation 2.2.17. We adopt the convention that in graphical representations of signed gen-
eration trees the squared variable occurrences are the e-critical ones, the doubly circled
nodes are the Skeleton ones and the single-circle ones are PIA nodes.

Example 2.2.18. Let £ := L(F,G), where ¥ := {&} and G := {0, ®, —} with the usual
arity and order-type. The L-inequality p < <¢0Op is e-inductive for (p) = 1, but is not
analytic inductive for any order-type, because the negative generation tree of ¢Op, which
has only one branch, is not good. The Church-Rosser inequality ¢Op < O<Op is analytic
e-inductive for every order-type.

The inequality p — (¢ — r) < (p — q) — (@p — r)) ® Or is is an analytic
(Q, &)-inductive inequality, e.g. for p <q g <q r and &(p,q,r) = (1, 1,0).

Below, we represent the signed generation trees pertaining to the inequalities above

(see Notation [2.2.17):

16The use of colors in this notational convention is inspired by, but different from, the one introduced
in [36], where the blue (resp. red) color identifies the logical connectives algebraically interpreted as right
(resp. left) adjoints or residuals. However, when restricted to the analytic inductive LE-inequalities, these
two conventions coincide, since the main connective of a (non-atomic) positive (resp. negative) maximal
PIA-subformula is a right (resp. left) adjoint/residual. Interestingly, the so-called (strong) focalization prop-
erty of the focalized sequent calculi introduced in [36] can be equivalently formulated in terms of maximal
PIA-subtrees.
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+p| <

The following auxiliary definition was introduced in [34} Definition 48] as a simplified
version of [[11, Definition 5.1], and serves to calculate effectively the residuals of definite
positive and negative PIA formulas (cf. [34], discussion after Definition [3.5.3) w.r.t. a
given variable occurrence x. The intended meaning of symbols such as ¢(!x,7) is that the
variable x occurs exactly once in the formula ¢ (cf. Notation [2.2.8)). In the context of the
following definition, the variable x is used (and referred to) as the pivotal variable, i.e. the
variable that is displayed by effect of the recursive residuation procedure.

Definition 2.2.19. For every definite positive PIA £ g-formula ¥ = ¢(!x,7), and any
definite negative PIA L g-formula & = £(!x, Z) such that x occurs in them exactly once, the
L -formulas la(y)(u, z) and ra(€)(u, z) (for u € Var—(xUZz)) are defined by simultaneous
recursion as follows:

la(x) = u (lal)

2@, ¥, (6D E@) = W)EW-,@.1,{@).D  (1a2)
(W@, 6,0, 6(x D) = raE)EWE.E,@.u.  (a3)

i(x) = u L (ral)
ra(fE@. & DU@) = r—EE@.uy@).2) ()
ra(f (@), v-j(2),¥(x,2)) = |a(¢j)(ff @), ¥-;(2),u),z) (ra3)

Above, symbols such as 1//__] denote the vector obtained by removing the jth coordinate of
the vector .

Example 2.2.20. As mentioned above, la(y¥)(u,7) and ra(¢)(u, z) are intended to capture
the syntactic shape of the residuals of y(!x,z) and &(!x,7) in their x-coordinates. This
means, for instance, that the following equivalence holds (cf. [34, Lemma 49]) if ¢ is a
definite positive PIA formula which is monotone in x (i.e. +x < +y):

la@W)(u,z) < x iff u<y(lx,2),
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while the following equivalence holds if i is antitone in x (i.e. —x < +¥):
x <la@W)(u,z) iff  u<y(lx,2).

For instance, let £ = L(F,G), where ¥ = {>} and G := {0, >} with the usual
arity and order-type. Let ¥* := {>—, >, ¢,®} and G* := {O, >, >’,®}, where >
(resp. —) has >’ (resp. —’) as residual in its first coordinate and @ (resp. ®) as residual
in its second coordinate. Consider the definite positive PIA L-formula ¢(!w, ly, 1z7) =
O((w>—y) — z), which is monotone in w and z, and antitone in y. If x := w, then
la(y)(u, ly, 1z) = (éu —’ z) >"y. Indeed, ¥ can be represented as g(¥’'(!w, !y, 1z)) where
g = 0Oand ¥'(Iw,1y,12) :== (w>y) — z. So la@W)(u,y,!z) = la@’)(v, !y, 12)[eu/v],
where g? := &. Next, ¥'(Iw, !y, !z) can be represented as g’(¢’(!w, !y, 12),¥”(y, 12)),
where g’ :=—, ¢'(Iw, !y, 12) := w>y, and ¢¥"(ly,!2) := z. Then, la@})(v,!y,1z2) =
ra(e’)(t, !y, 1z2)[®u —’ z/t], where g’? :=—’. Finally, ¢’(w, !y, !z) can be represented
as f(W" (lw, !y, 12), ¢ (1y, 12)), where f := >, ¢""(Iw, !y, !12) := w, and ¢”(ly, 12) = y.
Hence, ra(¢’)(t, !y, !2) := t >"y, where ff = >,
Let us verify that (éu —’ z)>"y < wiffu < O(w>y) - 2):

u<dl(w>=y)—z) iff eusw>y) -z
iff w>—y<eu-—-'z
iff (éu—->"2)>"y<w.

Likewise, if x :=y, then la(y/)(u, 'w, 1z) = (éu —’ z) @ w, and the following chain of
equivalences holds:

u<dlw>y) —z) iff eu<sw>y) -z
iff w>—y<eou-'z¢
iff y<(®u-"z)ew.

If x := z, then la(y¥)(u, !w, ly) = (w>y) ® ®u, and the following chain of equivalences
holds:

u<ol(w>y)—z) iff eusw>y) -z
iff w>—y)Qeu<z

2.2.4 Display calculi for basic normal LE-logics

In this section we define the proper display calculus D.LE for the basic normal £ g-logic
in a fixed but arbitrary LE-signature £ = L(¥, G) (cf. Sectionl). LetSy:={f]fe€
F*}and Sg := {g | g € G'} be the sets of structural connectives associated with #* and
G* respectively (cf. Section [2.2.2)). Each such structural connective comes with an arity
and an order-type which coincide with those of its associated operational connective in

F* and G*.

Remark 2.2.21. If f € ¥ and g € G form a dual pair then ny = n, and &4 = &,. Then
f and g can be assigned one and the same structural operator H, which is interpreted as
f when occurring in precedent position and as g when occurring in succedent position

(cf. Footnote [T3)):

7Examples of dual pairs are (T, L), (A, V), (>, =), (—<, <), and (¢, 0) where < is defined as -0
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Structural symbols H

Operational symbols f ‘ g

Moreover, for any 1 < i < ny = ng, the residuals ff and g’ are dual to one another. Hence
they can also be assigned one and the same structural connective as follows:

Order-type 8f(i) = Sg(i) =1 Sf(i) = Sg(i) =0
Structural symbols H i H i

Operational symbols ( 8 ?) (f;ﬁ) (f;ﬁ) ( g lb)

This observation has made it possible to associate one structural connective with two
logical connectives, which has become common in the display calculi literature. In this
paper, we prefer to maintain a strict one-to-one correspondence between operational and
structural symbols.

If we admit that the sets # and G have a non empty intersection (cf. Footnote [5), then
a unary connective 4 € ¥ N G can be assigned one and the same structural operator £,
which is interpreted as £ when occurring in precedent position and in succedent position:

Structural symbols h

Operational symbols h ‘ h

For notational convenience, we let 79 := G and G° := . Moreover, given the sets
Stry, Strg defined below and any order-type & on n, we let Str. := [], Streo and
Strg, := [, Strgeo.

The calculus D.LE manipulates sequents II F X where the structures IT (for precedent)
and X (for succedent) are defined by the following simultaneous recursion:

Stry oM o= o 1 AT
Strg3Tu= o L12E™)

with ¢ € Lig, and f € S#, 5 € S G ﬁ(sf) € Str;_f an(Ai E(ag) € Strg”. Notice that for any
connective & of arity n > 1 the notational convention A conveys also the information that
h is a left-adjoint/residual and the notational convention / conveys the information that
is a right-adjoint/residual.

In what follows, we use Ty,..., Y, as structure metavariables in Strs U Strg. The
introduction rules of the calculus below will guarantee that T € Stry whenever it occurs
in precedent position, and " € Strg whenever it occurs in succedent position. The calculus
D.LE = D.LE consists of the following rules{™|

e Identity and cut rules:[T_g]

[Ire prX
1d pFpD I+
8For any LE-language £, we will sometimes let D.LE* := D.LE., i.e. we will let D.LE* denote the
calculus obtained by instantiating the general definition of the basic calculus D.LE, to £ := L*.
1In the display calculi literature, the identity rule is sometimes defined as ¢ I ¢, where ¢ is an arbitrary,
possibly complex, formula. The difference is inessential, given that, in any display calculus, p + p is an
instance of ¢ + ¢, and ¢ g is derivable for any formula ¢ whenever p + p is the Identity rule.

Cut
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e Display postulates for f € F and g € G: forany 1 <i,j<nfand 1 < h,k < n,,
If /(i) = 1 and g,(h) = 1,

, SO T ) P TR T T
0k £, 05T & (P T ) F T,

ST

f47

If ££(j) = 0 and g,(k) = 0,

FOr 2 Ty mg('rl,...,nk,...,'r,,g)(
8

/. fhH = = 8.2
DA E e TR T
e Structural rules for lattice connectives:
TEX IMr 1
T 1
"Trx nrx "
e Logical introduction rules for lattice connectives:
TrX —_— I+ L
vy FeT f Tr 1 TrL F
YEX prX ITFo Iy
AL2 ALl AR
CAYFEX CAYFX [MroAy
prX YEX IMre M-y
VRI ————— VR
eVYELZ [Mrevy [MreVvy

e [ogical introduction rules for f € ¥ and g € G:

(Tir@i -1 11<ij<npep)=1and &(j) = 9)
FOL L) frs o)

R

(@i ki ik | 1<) < g g,() = 1 and ,(j) = 0)
g(‘pl"""png)"g(‘rl’---a‘rng)

8L

flen..coou)FE T E(pr1s. . 0n)
fprs.sn) FE ITF g(pr,- - ¢n,)

f

If f and g are O-ary (i.e. they are constants), the rules fz and g; above reduce to the
axioms (aka O-ary rules) f + fand g + 8.

Remark 2.2.22. If we let ¥ and G have a nonempty intersection (cf. Footnote [5), then
the rules capturing a generic connective i € (F N G) of arity n = 1 are as follows (notice
that the notational convention / conveys also the information that / is both a left adjoint
and a right adjoint):

e Display postulates for & € (f NG) occurring in precedent and in succedent position:
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If &,(1) = 1,
21 05> n+hry . .
hAht = = h 4
M+ Aty RTI+Z
If &,(1) = 4,
. hXbX, ILFAIL, .
() e —] 2 (R

= 9 (
hﬁzzl-zl Hzl—l’lbnl
e Structural rules for & € (¥ N G):

If (1) =1,

PR | =D YN S L5 § D)
h—= = by fefe 1117 &~
BTN A 1§55

If g,(1) =0,

Hr¥ - Orhhfs .
———=—h T PR & #
hs v b mry &M

e Logical introduction rules for & € (¥ N G) occurring in precedent and in succedent
position:

B n) FZ Orh(er,....¢n)

h
h(or . n) F X OF QL. s @)

Let D.LE denote the calculus obtained by removing Cut in D.LE. In what follows,
we indicate that the sequent ¢ + i is derivable in D.LE (resp. in D.LE) by Fp1g ¢ F

(resp. Fp.LE @ F V).

Proposition 2.2.23 (Soundness). The calculus D.LE (hence also D.LE) is sound w.r.t. the
class of complete L-algebras.

Proof. The soundness of the basic lattice rules is clear. The soundness of the remaining
rules is due to the monotonicity (resp. antitonicity) of the algebraic connectives interpret-
ing each f € ¥ and g € G, and their adjunction/residuation properties, which hold since
any complete L-algebra is an L*-algebra. O

Proposition 2.2.24. The calculus D.LE is a proper display calculus (cf. [34) Theorem
26]), and hence cut elimination holds for it as a consequence of a Belnap-style cut elimi-
nation meta-theorem (cf. [34, Section 2.2 and Appendix A] and [32, Theorem 2]).
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2.2.5 The setting of distributive LE-logics

In this section we discuss how the general setting presented above can account for the
assumption that the given LE-logic is distributive, i.e. that the distributive laws (p V r) A
(pvg)FpV(rAg)and pA(rvq) F (pAr)V(pAq) are valid. Such logics will be referred
to as DLE-logics, since they are algebraically captured by varieties of normal distributive
lattice expansions (DLEs), i.e. LE-algebras as in Definition [2.2.1| such that L is assumed
to be a bounded distributive lattice. For any (D)LE-language, the basic Lpg-logic is
defined as in Definition [2.2.2] augmented with the distributive laws above.

Since A and V distribute over each other, besides being A-adjoints, they can also be
treated as elements of ¥ and G respectively. In particular, the binary connectives «
and — occur in the fully residuated language L7, ., the intended interpretations of which
are the right residuals of A in the first and second coordinate respectively, as well as the
binary connectives —< and >—, the intended interpretations of which are the left residuals
of V in the first and second coordinate, respectively. Following the general convention
discussed in Section[2.2.2] we stipulate that >, —< € ¥ * and —, « € G*. The basic fully
residuated Lj; .-logic, which will sometimes be referred to as the basic bi-intuitionistic
‘tense’ DLE-logic, is given as per Definition In particular, the residuation rules for
the lattice connectives are specified as follows{”)

YAy FY UNpFy erYVy erFX VY
yre —x by —¢ Y>pry po—=<yry

When interpreting LE-languages on perfect distributive lattice expansions (perfect
DLEzs, cf. Footnote [12)), the logical disjunction is interpreted by means of the coordinate-
wise completely A-preserving join operation of the lattice, and the logical conjunction
with the coordinatewise completely V-preserving meet operation of the lattice. Hence we
are justified in listing +A and —V among the SLRs, and +V and —A among the SRRs, as is
done in Table [2.2] Consequently, the classes of (analytic) inductive Lp g-inequalities are
obtained by simply applying Definitions [3.5.2] and [3.5.3] with respect to Table 2.2 below.

Skeleton PIA
A-adjoints SRA
+ VvV + A g withng,=1
- A - VvV f withny=1
SLR SRR
+ A f withng>1 + VvV g withn,>2
- Vv g withn,>1 - A f withng>2

Table 2.2: Skeleton and PIA nodes for Lp;g.

Precisely because, as reported in Table the nodes +A and —V are now also SLR
nodes, and +V and —A are also SRR nodes (see also Remark [2.2.27)), the classes of (ana-
lytic) inductive Lp; g-inequalities are strictly larger than the classes of (analytic) inductive
L g-inequalities in the same signature, as shown in the next example.

20Notice that ¢ — y and y « ¢ are interderivable for any ¢ and i, since A is commutative; similarly,
¥ > and ¢ —< ¢ are interderivable, since V is commutative. Hence in what follows we consider explicitly
only — and <.
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Example 2.2.25. The inequality ¢0O(p V ¢) < OOp V OOq is not an inductive Ly g-
inequality for any order-type, but it is an e-Sahlqvist Lp; g-inequality e.g. for &(p, q) =
(0, 0). The classification of nodes in the signed generation trees of GO(pVg) < OOpVOOg
as an Lpy g-inequality is on the left-hand side of the picture below, and the one as an £ g-
inequality is on the right (see Notation[2.2.17). In the classification on the right, no branch
is good, therefore ¢O(p V ¢) < OCp V OOq is not an inductive L) g-inequality for any
order-type.

+p +q

The inequality p A (g V r) < gV (p A r) is an e-Sahlqvist Lp;g-inequality e.g. for
e(p,q,r) = (1,1,1), but is not an inductive L g-inequality for any order-type. The classi-
fication of nodes in the signed generation trees of p A(qV r) < gV (p Ar)as an Lpg-
inequality is represented on the left-hand side of the picture below (where the squared
variable occurrences are e-critical; recall that Skeleton nodes are doubly circled, while
PIA nodes are circled, cf. Notation [2.2.17), and the one as an £ g-inequality is on the
right. In the classification on the right, no branch is good leading to occurrences of r,
therefore p A (g V r) < gV (p A r)is not an inductive £ g-inequality for any order-type.

.
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Also, definite Skeleton and definite PIA Lp;g-formulas are defined verbatim in the
same way as in the setting of L g-formulas. Namely, £ (resp. *¢) is a definite Skeleton
(resp. definite PIA) iff all nodes of =& (resp. x¢) are SLR (resp. SRR). However, the
classification of nodes we need to consider is now the one of Table[2.2] where +A and —V
are also SLR-nodes, and +V and —A are also SRR-nodes. Definition [2.2.19]is specified
for A, V, = and —< as follows:

la€@) » ¥(x2) = la@W)(u A @), 2);
la@1 (@) vV ¥a(x,2) = la@Wo)(u—<y1(),2);
lag(x,2) = ¥(@) = ra@w — ¥@),2);

ra(¢(x,2) <y(2) = ra@W Vvu,z);
ra(i1@) A &(x,2) = ra)(&1(2) — u,2);
ra(¢(z) —<vy(x,2) = laW)(¢@—<u,2);
Finally, as to the display calculus D.DLE for the basic Lp; g-logic, its language is obtained

by augmenting the language of D.LE with the following structural symbols for the lattice
operators and their residuals ]

~ ~ ~ v

Structural symbols T1 v > - —< «—
Operational symbols | T | L | A \Y (>) | (=) | (=<)]| ()

>>

Display postulates for lattice connectives and their residuals are specified as follows:

I AILFE I ATLFE
A= > N A« ~
HﬂI—H1—>Z H1v|-2<—H2
IIr2, vy, N . I+, v, R .
~ > 4V — L4V
2 >—1II+2%, II < 2+r2

Moreover, D.DLE is augmented with the following structural rules encoding the charac-
terizing properties of the lattice connectives:

. rx X y ILAILFZ [rx, Vv,
T == ~—~— 1r E; < Y R
TAII+Y II+2v L ILAIL X IIrX% vy

ILFE M3, MATIFY TFIVE
W, _ _ W, c c
"MAILFY HOrz, vy, L Mrx Tlrx R
Hlf\(HQ;\H:;)FZ HF(Zl\\//Zz)\V/ZbA
CLATL) AT F 2 MFx V(2 V)

and the introduction rules for the lattice connectives (and their residuals) follow the same
pattern as the introduction rules of any f € ¥ and g € G:

Imr 1 TrEXY
1 T
1T T oS Fr1 °
N CAYEXZ I Fo HzHﬁAR VL<P|‘21 YrX H|—90\71//V
YN I AILFQAY OVYEII VI, IFoVy

21y the presence of the exchange rules E; and Ej, the structural connectives >, <~ and the corre-
sponding operational connectives >—, «— are redundant. For simplicity, we consider languages and calculi
where the operational connectives >— and « and their introduction rules are not included.
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Remark 2.2.26. Rules Az, Ar2, Az, Vri, Vg and Vg in D.LE* are derivable in D.DLE as
follows:

prX
U Wy ——
W, —— VAQES
AL CAYFX AL EL——T——
p LoV CAYFY
pAYEE MOAUES
ITF Iy A VL(,OI—E YEX
ARD MMATIF @AY Vi PVYrIVI
L [IrFreAy VY rZ K
Wy My Ve
VRi: [M-reVvy Vg, — T T Eg
Y 2
— T v MreVy
e vy Tirovy

Remark 2.2.27. In what follows, we will work in the non-distributive setting with the
calculus D.LE and its extensions. However, all the results we obtain about derivations
in D.LE straightforwardly transfer to D.DLE using the following procedure: all applica-
tions of Azy, A2, Ag, Vg1, Vg and Vp will be replaced by their derivations in D.DLE
(cf. Remark [2.2.26).

All occurrences of A (resp. V) in an inductive Lp; g-inequality which are classified as
SLR (resp. SRR) will be treated as connectives in ¥ (resp. G).

2.2.6 Derivations in pre-normal form

In Section[2.4] we will show that any analytic inductive LE-axiom ¢ ¢ can be effectively
derived in the corresponding basic cut-free calculus D.LE enriched with the structural an-
alytic rules Ry, ..., R, corresponding to ¢ F . In fact, the cut-free derivation we produce
has a particular shape, referred to as pre-normal form, which we define in the present
section. Informally, in a derivation in pre-normal form, a division of labor is effected on
the applications of rulesﬁz] some rules are applied only before the application of R; and
some rules are applied only after the application of R;.

Before moving on to the definitions, we highlight the following fact: when using
ALBA to compute the analytic structural rule(s) corresponding to a given analytic in-
ductive LE-axiom ¢ + ¢, if +A and —V occur as SRA nodes in a non-critical maximal
PIA subtree (cf. Notation of ¢ + i, then this subtree will generate two or more
premises of one of the corresponding rules (depending on the number of occurrences of
+A and —V). If —A and +V occur as A-adjoints in the Skeleton of ¢ F i, then the axiom is
non-definite, and by exhaustively permuting those occurrences upwards, i.e. towards the
roots of the signed generation trees, and then applying the ALBA splitting rules, the given
axiom can be equivalently transformed into a set of definite axioms, each of which will
correspond to one analytic structural rule.

22The name ‘pre-normal’ is intended to remind of a similar division of labor, among rules applied in
derivations in normal form of the well known natural deduction systems for classical and intuitionistic
logic.
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Definition 2.2.28. A derivation 7 in D.LE of the analytic inductive axiom ¢ F ¢ (also
indicated as Ax) is in pre-normal form if the unique application of each rule in its corre-
sponding set of analytic structural rules R;(Ax), ..., R, (Ax) computed by ALBA splits 7
into the following components:

PLIFPLL - PlkF Pk 0 PnlFPul “* Pnt¥ Pt PLIFEPLL = Pk BP0 Pwa kPt P R P

m}r 3] n} ez ey e

w "
Ry (Ax) Ry (Ax)
! x! " - xm

PIA(7) {

Skeleton(rr)

where:

(i) Skeleton(r) is the proof-subtree of 7 containing the root of m and applications of
invertible rules for the introduction of all connectives occurring in the Skeleton of
¢ F Y (possibly modulo applications of display rules);

(i) PIA(x) is a collection of proof-subtrees of & containing the initial axioms of 7 and
all the applications of non-invertible rules for the introduction of connectives oc-
curring in the maximal PIA-subtrees (cf. Notation in the signed generation
trees of ¢ + Y (possibly modulo applications of display rules) and such that

(ii1) the root of each proof-subtree in PIA(rr) coincides with a premise of the application
of R(Ax) in &, where the atomic structural variables are suitably instantiated with
maximal PIA-subformulas of ¢ + .

Definition 2.2.29. A derivation 7 in D.DLE of the analytic inductive axiom ¢ + ¢ (also
indicated as Ax) is in pre-normal form if the unique application of each rule in its corre-
sponding set of analytic structural rules R;(Ax), ..., R, (Ax) computed by ALBA splits x
into the following components:

PLIFPLL - PLkFPLk 0 PndFPul cc Pnet Pnc PLIEPLL Pk BP0 Pwa P Pl R P

PIA(m)

1 1 1 1 m n m m
m rxf I, 2, I - 2 e+ =
Ri(Ax) Rn(Ax)
l_ll i Zl " e gm

Skeleton(rr)

where:

(1) Skeleton(rr) is the proof-subtree of 7 containing, possibly modulo applications of
display rules, the root of 7 and applications of

(a) invertible rules for the introduction of all connectives occurring as SLR nodes
in the Skeleton of ¢ + ;

(b) non-invertible rules and Contraction for the introduction of all connectives
occurring as A-adjoint nodes in the Skeleton of ¢ F ;
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(i) PIA(x) is a collection of proof-subtrees of 7 containing, possibly modulo applica-
tions of display rules, the initial axioms of 7 and applications of

(a) non-invertible rules for the introduction of all connectives occurring as unary
SRA nodes or as SRR nodes in the maximal PIA-subtrees in the signed gen-
eration trees of ¢ + i;

(b) invertible rules and Weakening for the introduction of all lattice connectives
occurring as SRA nodes in the maximal PIA-subtrees in the signed generation
trees of ¢ + ;

and such that

(ii1) the root of each proof-subtree in PIA(rr) coincides with a premise of the application
of R(ax) in m, where the atomic structural variables are suitably instantiated with
operational maximal PIA-subtrees of ¢ + .

The key tools for obtaining the sub-derivations in PIA(x) introducing the connec-
tives occurring as unary SRA nodes or as SRR nodes are given in Proposition and
Corollary 2.3.9] An inspection on the proofs of these results reveals that indeed only
non-invertible logical rules and display rules are applied. The key tools involving the in-
troduction of the lattice connectives occurring as SRA nodes in PIA(r) (resp. as A-adjoint
nodes in Skeleton(r)) are given in Proposition (resp. Proposition 2.3.12)). Again,
inspecting the proofs of these results reveals that only introduction rules of one type are
applied in each component.

Remark 2.2.30. The binary introduction rules of D.LE for lattice connectives are invert-
ible, while the corresponding rules of D.DLE are not, and Contraction is needed to derive
these rules of D.LE in D.DLE. Likewise, the unary introduction rules of D.LE for lat-
tice connectives are not invertible, while the corresponding rules of D.DLE are, and so
Weakening is needed to derive these rules of D.LE in D.DLE. This is why derivations in
pre-normal form of analytic inductive axioms in the general lattice setting of Definition
[2.2.28| can be described purely in terms of invertible and non-invertible introduction rules,
while in the distributive lattice setting of Definition the occurrences of lattice con-
nectives in ‘A-adjoint/SRA-position’ in the signed generation trees of a given analytic
inductive axiom need to be accounted for separately (cf. clauses (b) of Definition[2.2.29).
However, if ¢ F ¢ is an analytic inductive axiom in the general lattice setting, applying
the process described in Remark to a derivation of ¢ + ¢ in D.LE in pre-normal
form according to Definition results in a derivation of ¢ + i in D.DLE which is in
pre-normal form according to Definition [2.2.29

Remark 2.2.31. If ¢ + ¢ is a definite analytic inductive axiom, then ALBA yields a
single analytic structural rule corresponding to it. So, both in the general lattice and in the
distributive settings, the Skeleton part of the derivation of ¢ ¢ in pre-normal form will
only have one branch, yielding the following simpler shape of x:
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PriyFEpia o PLkt Dk PnibEDn1 ° DPnehk DPne
PIA(?T) T Lt
HII—EI Hnl-ZnRA
Mr> (4x)
Skeleton(rr) :
ory

All derivations in Examples [2.4.7/and[2.4.11| are derivations of definite analytic induc-
tive axioms in pre-normal form.

2.3 Properties of the basic display calculi D.LE

In this section, we will state and prove the key lemmas needed for the proof of the syn-
tactic completeness. Throughout this section, we let L g (resp. Lprg) be an arbitrary but
fixed (D)LE-language, and D.LE (resp. D.DLE) denote the proper display calculi for the
basic Ly g-logic (resp. Lpig-logic).

Notation 2.3.1. For any definite Skeleton (resp. definite PIA) formula ¢ (resp. 1,7y, 6,¢, . ..),
we let its corresponding capital Greek letter ® (resp. Y,I', A, E, ...) denote its structural
counterpart, defined by induction as follows (cf. Notation[2.2.8):

1. if  := p € AtProp, then ® := p;
2. ifg = f(&, ), then ® := f(E,9P);
3. if = g, &), then ® := 3(¥,E).

Notice that items 2 and 3 above cover also the case of zero-ary connectives (and of A and
V in the setting of D.DLE).

Also, notice that the introduction rules of D.LE (resp. D.DLE) are such that structural
counterparts of connectives in F (resp. in ¥ U {A}) can only occur in precedent position,
and structural counterparts of connectives in G (resp. in G U {V}) can only occur in succe-
dent position, which is why Notation [2.3.1 only applies to definite Skeleton and definite
PIA formulas.

Notation 2.3.2. In what follows, we let T, Sand o+ S (resp. T, U and U + T) denote
finite vectors of formulas, of structures in Strg (resp. Strg) and of D.(D)LE-sequents.

Proposition 2.3.3. For every definite positive PIA (i.e. definite negative Skeleton) formula
v(1x, y) and every definite negative PIA (i.e. a definite positive Skeleton) formula 5(!y, !x),

I. ifo+ S and U + 7 are derivable in D.LE (resp. D.DLE), then so is y[o/!X,T/!V] +
LIS /1%, U/l

2. ifo+ S and U v+ 1 are derivable in D.LE (resp. D.DLE), then so is A[U/ ly, S /%] +
o[t/ly, a/!x].
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with derivations such that, if any rules are applied other than right-introduction rules
for negative SRR-connectives and negative unary SRA-connectives (cf. Tables [3.1] and
2.2] and Definition [3.5.1), and left-introduction rules for positive SRR-connectives and
positive unary SRA-connectives, then they are applied only in the derivations of o F S
and U + 1.

Proof. By simultaneous induction ony and 6. If y := x, thenI := x. Hence, y[c/!X,7/!y] +
IS/ U/ !y] reduces to o + S, which is derivable by assumption. The case of 6 := y is
shown similarly. As to the inductive steps, let y('X, 1) := g (%, 1), £(X, 1)) with ¢ def-
inite positive PIé—formulas and E defglite rEgative Plé—f_ormul_as. ThEn _7/[(7'/!_%, T/ly] =
eWIT/'%, 7/ 151, €7/15, 7/ 1%)) and T[S /%, T /1] = (VS /1%, U/'31, E[U/15, 5 /7).

By the induction hypothesis, all sequents in the following vectors are derivable in
D.LE (resp. D.DLE):

wlo/\%, 7T/ 5]+ YIS /1%, U/lyl  and  E[U/!y,S/1x] F &T/15, 0/ 1%

Then we can derive the required sequent y[o /!X, 7/!y] + [S/'x,U/ !y] by prolonging all
these derivations with an application of g; as follows:

’ o/ %, 7/ - PIS /X, U/lyl E[U/Yy, S /X + ET/15,7/1%)

8L —— = ——
gWla/x, 7/, &lT/y, o /Ix]) = gCYLS /1%, U/, ELU /Y, S /1x])

Let 6('%, 1y) 1= f(&('%, 13), ¥(1%, 13)) with & definite negative PIA-formulas (i.e. pos-
itive Skeleton-formulas) and ¢ definite positive PIA-formulas (i.e. negative Skeleton-
formulas). Then o[7/!y,/!x] = f(&[T/y,o/\x),y[o/!%,7/!y]) and A[U/!y,S/!x] =
f (E[ﬁ/ 'y, S /1%, @[?/ %, U/ '¥]). By the induction hypothesis, all sequents in the follow-
ing vectors are derivable in D.LE (resp. D.DLE):

Yo /\x, 7/ 5]+ PIS /1%, U/ly]  and  ZE[U/'y,S/!x]) F E7/15, 7/1%).

Then we can derive the required sequent AU/ 1y, S/1x] v 8[T/ !y, 0 /1x] by prolonging all
these derivations with an application of f; as follows:

ELU/Y, S /\X] v £/, T/1%] wlo/\%,T/ 5] - PIS /!X, U/'y]
FEUNY, S 17, PIS /1%, U5 - fET)Y, T/ 1%, ¢l 1% T/ 15])
The proof, specific to the setting of D.DLE, of the case in which y := y; V y, (resp. ¢ :=

01 A 02) goes like the case of arbitrary g € G (resp. f € ¥) discussed above, using the
D.DLE-rule Vv (resp. Ag). O

By instantiating o + S and U + 7 in the proposition above to identity axioms, we im-
mediately get the following

Corollary 2.3.4. Any calculus D.LE (resp. D.DLE) derives the following sequents (cf. No-

tation[2.3.1)):
1. y v T for every definite positive PIA (i.e. a definite negative Skeleton) formula y;

2. A+ ¢ for every definite negative PIA (i.e. a definite positive Skeleton) formula 9,
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with derivations which only consist of identity axioms, and applications of right-introduction
rules for negative SRR-connectives and negative unary SRA-connectives (cf. Tables [3.1|
and 2.2} and Definition 3.5.1)), and left-introduction rules for positive SRR-connectives
and positive unary SRA-connectives.

Example 2.3.5. The formula ¢(p ® g) — (g @ p) is definite positive PIA in any (D)LE-
language such that &, ® € ¥ and ®, » € G withn, = 1 and (1) = 1, and ng = ng =
n_, = 2 and &,(i) = 1 for every o € {®,®, —} and every 1 < i < 2 except e_(1) = 0.

Then, instantiating the argument above, we can derive the sequent G(p ® g) — (¢ ® p) +
S(p&q) = (q& p) in D.LE (resp. D.DLE) as follows:

ptp_ 4tq o

_p®4rp®q . PFP  4t4
L, e rop®q)  peqtpegq

Op®qg) = (P& +O(p&q) > pdq

The formula ¢p ® g in the same language is definite negative PIA. Then, instantiating the
argument above, we can derive the sequent p&®q + Op ® ¢ in D.LE (resp. D.DLE) as
follows:

}_
prp O

<A>p|-<>p ql—q@R
Sp®qrop®yq

Proposition 2.3.6. Let y = y(!Ix,!y) and 6 = 6(1y, IX) be a positive and a negative PIA
formula, respectively, and let \;;y; and \/jc;0; be their equivalent rewritings as per
Lemma[2.2.13] so that each vy; (resp. each 6;) is definite positive (resp. negative) PIA.

1. If o+ S and U v 1 are derivable in D.LE (resp. D.DLE), then so is y[o/!x,T/!y] +
IS /%, U/'y] for each i € I;

2. ifo+ S and U + T are derivable in D.LE (resp. D.DLE), then so is A [U/ ly, S/Ix] F
ol7/!y,o/'x] for each j € J,

with derivations such that, if any rules are applied other than right-introduction rules
for negative PIA-connectives (cf. Tables and and Definition , and left-
introduction rules for positive PIA-connectives (and weakening and exchange rules in
the case of D.DLE), then they are applied only in the derivations of o + S and U + 7.

Proof. Let n,(+A) (resp. ns(+A)) be the number of occurrences of +A in +y (resp. —9),
and let n,(=V) (resp. ns(—V)) be the number of occurrences of —V in +y (resp. —0). The
proof is by simultaneous induction on n, = n,(+A) + n,(=V) and ns = ns(+A) + ns(=V).

If n, = ns = 0, then 7y (resp. ¢) is definite positive (resp. negative) PIA. Then the
claims follow from Proposition [2.3.3]

If n, > 1, then let us consider one occurrence of +A or —V in +y, which we will refer
to as ‘the focal occurrence’. Let us assume that the focal occurrence of +A or —V in +y is
an occurrence of —V (the case in which it is an occurrence of +A is argued similarly).

Let —¢" and —¢&” be the two subtrees under the focal occurrence of —V. Then & Vv &”
is a subformula of vy such that & and &” are negative PIA formulas, and nz and ng» are
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strictly smaller than n,. Let u be a fresh variable which does not occur in 7y, and let y’
be the formula obtained by substituting the occurrence of & V &” in y with u. Then y’ is
a positive PIA formula such that n,, is strictly smaller than n,, and y = y'[(§" V &)/ !ul.
Let Nier ¥i» Njes Vs Vien &, and ek & be the equivalent rewritings of , ', & and £,
respectively, resulting from distributing exhaustively +A and —V over each connective in
v, Y, & and £”, respectively. Then,

yiliely=(/l&/ )| jeJandhe HYUy,[& /]| j€Jand k € K).

By the induction hypothesis, the following sequents are derivable in D.LE (resp. D.DLE)
forevery h € Hand k € K:

.00y, S/'x]1F €7/, /%] and  E[U/'y,S/x]F &[T/15, /%]

Then, by prolonging the derivations of the two sequents above with suitable applications
of (Vg1) and (Vg;), we obtain derivations in D.LE (resp. D.DLEﬂ of the following se-
quents for every h € H and k € K:

Ex[U]5,S /X1 F (€ VENT/Y,T/IX] and  E[U/Y,S /X v (€ VENT],T/%.

(2.3.1)
=4 [U/19.8 /31 + £'17/15.7/17] Vil
Eh[ﬁ/ 'y, §/!)_C] FE T/, T/ IT Y ETY, T/ IF
U/, S /'3 F "7/ 15, 7/ 'X] v
R2

2 U /Y, S )\ F &[T/, T/ Vv [T/, 7/1%]

By the induction hypothesis on y’, the following sequents are also derivable in D.LE
(resp. D.DLE) forevery je J,he Hand k € K:

YT/ X7/, (& v ENT/Y, o/ %)/ ul F TS /1%, U/, B4 [U/13, S /1X]/'u]  and
YT/ X7/, (& v ENT/Y, T/ %)/ ul F T[S /1%, U, B (U], S /1%)/ ul.

which is enough to prove the statement, since y = y'[(£” V &£”)/!u], and for every i € 1,
either y; = y[¢,/!u] for some j € Jand h € H, ory; = y)[£/!u] for some j € J and
k € K. The induction step for ns > 1 is similar to the induction step above. O

2In the calculus D.DLE, we obtain the derivations of the sequents in (Z.3.1)) by replacing the applications
of the derivable rules (Vg;) and (Vg,) with the derivations of those applications as shown in Remark[2.2.26]
thereby implementing the general strategy outlined in Remark [2.2.27] That is:
24 [U/15.8 /'3 + €'[7/15.7/ '] W
Ex[U/'3, S 'X) - &[T/, 7/1%) V €77/, 7/ %] v
TT - C e ! [ - = v 1 [ e o R
En LUy, S/x] - &7/ y, o /Ix] v E7[T/ly, o /1x]

2 U/, S /X F&'[T)1y, 7/1%]
(U, S/ & T/, T/\x) v ET/1y, 7/ 1]
p— p— R
Ex U/, S /!x]
]

FET/Y o/ XV T,/
E U/, S8 151 E1T/15, /T V €7[T/15,7/1%]
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By instantiating o + S and U + 7 in the proposition above to identity axioms, we im-
mediately get the following

Corollary 2.3.7. For any positive (resp. negative) PIA formula y (resp. 6), let N\ i
(resp. \/ e 0;) be its equivalent rewriting as per Lemma so that each y; (resp. §;)
is definite positive (resp. negative) PIA. Then the following sequents are derivable in D.LE
(resp. D.DLE, cf. Notation :

1. yvT;foreveryicl;
2. Aj+ 0 forevery j€J,

with derivations which only consist of identity axioms, and applications of right- introduc-
tion rules for negative PIA-connectives (cf. Tables[3.1)and 2.2 and Definition[3.5.1)), and
left-introduction rules for positive PIA-connectives (and weakening and exchange rules
in the case of D.DLE).

Example 2.3.8. The formula O(p A g) is a positive PIA in any (D)LE-language such that
O € G, and is equivalent to Op A Og. Since p + BOp and g - WO are derivable sequents

prp o qrq o
A~ VR “~ V¥R
OprOp Oq kg

prROp g+ mOq

instantiating the argument in Proposition[2.3.6, we can derive the sequents O(pAg) + OROp
and O(p A ¢) + OBOg in D.LE and in D.DLE as follows:

D.LE-derivation of O(p A ¢) + CROp:

D.DLE-derivation of O(p A ¢) + OO p:

_PFP .
OpEOp
prROp
pPAGHROP

O(p A g) + RO

AL
O

D.LE-derivation of O(p A ¢) F OROG:

_PFP .
OprOp
prREOp
pAgrmOp
pAgr-ROD
t O(p Ag) - OROP

W
AL

D.DLE-derivation of O(p A ¢) - OlOg:

|_

AqtiR

Qg+ Og

g+ mog
N, ————————
g pPAgFEOqg

L v v
O(p A g) - OROqg

l_
_979 o,
Oq + Oq

N

WLAq—voq
E gAprEOg
/\L pAgrmOg
a k PAGHROG
L =
O(p A g) - OROqg

In the remainder of the present section, if ¢(!x, ly) (resp. ¥(!y, !x)) is a definite positive
(resp. negative) PIA formula, we will need to fix one variable in x or in y and make it the
pivotal variable for the computation of the corresponding la(¢)(u,z) (resp. ra(¥)(u, 7)),
where the vector 7 of parametric variables exactly includes all the placeholder variables in
x and in y different from the pivotal one. So we write e.g. ¢, (resp. ¢,) to indicate that we
are choosing the pivotal variable among the variables in X (resp. y). In order to simplify
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the notation, we leave it to be understood that the set of parametric variables does not
contain the pivotal one, although we do not make this fact explicit in the notation. In the
remainder of the paper, we will let e.g. LA(¢)(u, z) denote the structural counterpart of

la(p)(u, z) (cf. Definition [2.2.19).

Corollary 2.3.9. Let y('x, y) and &(\y, !X) be a positive and a negative PIA formula re-
spectively, and let |\;c; ¥ and \/ jc; &; be their equivalent rewritings as per Lemma|2.2.13
so that each g; (resp. £;) is a definite positive (resp. negative) PIA formula. Then:

1. ifo+ S and U v+ 1 are derivable in D.LE (resp. D.DLE), then so is

LAWY, [6/1%,7/ 151/ u, S /1%, U/'5] + S,

where ; is the definite positive PIA formula in which the pivotal variable x occurs;

2. ifo+ S and U v 7 are derivable in D.LE (resp. D.DLE), then so is

Uy - LAWY, [0/1%,7/ 91/, S /1%, U /15,

where ; is the definite positive PIA formula in which the pivotal variable y occurs;

3. ifo+ S and U + 1 are derivable in D.LE (resp. D.DLE), then so is

where &; is the definite negative PIA formula in which the pivotal variable x occurs;

4. ifo+ S and U + 1 are derivable in D.LE (resp. D.DLE), then so is

Uy + RAEDIE, [T/, 7/ 1%)/ 1w, U/13, S /131,
where &; is the definite negative PIA formula in which the pivotal variable y occurs,

with derivations such that, if any rules are applied other than display rules, right- intro-
duction rules for negative PIA-connectives (cf. Tables 3.1 and and Definition [3.5.1)),
and left-introduction rules for positive PIA-connectives (and weakening and exchange
rules in the case of D.DLE), then they are applied only in the derivations of o + S and

Ut

Proof. 1. Let ¥, denote the structural counterpart of ¢, (cf. Notation[2.3.T)). The assump-
tions imply, by Proposition that the sequent v, [o/!X,7/!7] + W;[S/!X, U/y] is
derivable in D.LE (resp. D.DLE) with a derivation such that, if any rules are applied other
than right-introduction rules for negative PIA-connectives and left-introduction rules for
positive PIA-connectives (and weakening and exchange rules in the case of D.DLE), then
they are applied only in the derivations of o + S and U + 7. Then, we can prolong this
derivation by applying display rules to each node of the branch of ¥; leading to the pivotal
variable x, so as to obtain a derivation of the required sequent

LAWY, [7/1%,7/151/u, S /1%, U/ 5] + S,

The remaining items are proved similarly. m|
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By instantiating o + S and U F 7 in the corollary above to identity axioms, we imme-
diately get the following

Corollary 2.3.10. The following sequents are derivable in D.LE (resp. D.DLE) for any
positive PIA (i.e. negative Skeleton) formula y(!x,y) and any negative PIA (i.e. positive
Skeleton) formula &(1y, 'x), such that N\ i and \/ ¢, &; are their equivalent rewritings
as per Lemma[2.2.13} so that each ; (resp. &;) is a definite positive (resp. negative) PIA
Jormula.

1. LAW),/ul v x, where y; is the definite positive PIA formula in which the pivotal
variable x occurs;

2. y+ LAWY, /ul, where ; is the definite positive PIA formula in which the pivotal
variable y occurs;

3. RAE)[E/ul v x, where &; is the definite negative PIA formula in which the pivotal
variable x occurs;

4. y + RAE)I[E,/ul, where & is the definite negative PIA formula in which the pivotal
variable y occurs,

with derivations which only consist of identity axioms, and applications of display rules,
right-introduction rules for negative PIA-connectives (cf. Tables and and Defini-
tion[3.5.1), and left-introduction rules for positive PIA-connectives (and weakening and
exchange rules in the case of D.DLE).

Example 2.3.11. The formula o((C(p A q)) @ r) is a positive PIA in any (D)LE-language
such that O0,® € G, and is equivalent to O((Op) @ r) A O((Og) @ r). Let x = p, then
LA@((@p) @ r)[o(@(p Aq)®r)/ul = ¢(@0(T(p Aq)®r) =< r), where < is the left
residual of @ on the first coordinate. As shown in Example pFBOpand r + BOT
are derivable sequents. Instantiating the argument in Corollary [2.3.9] we can derive the
sequent ¢(®0((0(p A q)) @ 1) < MOF) F WO as follows:
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D.LE-derivation of #(0((0(p A ¢)) ® r) -< WOT) - RO p:

prp o
~ R
OprOp
AL P",OP rEr
o PAGFEOp  Srior
O(p A g) +FOROp r+mor
DL OpAqg)@r-OROp SRS
L

O@(p A @) ®r) F OCIAOp S WOT)
S0P Ag)®r) FIROp O MOF
S0[@(p A g)®r) < MO+ OO
*(S0@(p A g ®r) < BOT) - WOP

D.DLE-derivation of ¢(60((0(p A ¢)) ® 1) < ROF) F WO p:

prp o
—~ VR
OpEOP
WLw
A PAG-EOp rer
L - = Or
. pPAgFEOD Or+ or
O(p Ag)+ RO r+mor

O(pAqg)®r RO dROT
O@(p A q)®r) +FOCEOP S AOT)
*O[@(pAg) ®r)F RSP SWOT
S0([@(p A g)®r) < RO+ OMOp
(S0P AQBr) < BOF) - WOP

Proposition 2.3.12. Let ¢ = ¢(!1x,!y) and ¥ = y(ly,'X) be a positive and a negative
Skeleton formula, respectively, and let \/ jc; ¢; and \;e; i be their equivalent rewritings
as per Lemma so that each ¢; (resp. each ;) is definite positive (resp. negative)
Skeleton. Then:

1. if ©;[o/'x,7/'y] + X is derivable in D.LE (resp. D.DLE) for every j € J, then so is
olo/!x, 7/ FE;

2. if I+ Y;[7/!y,0/!x] is derivable in D.LE (resp. D.DLE) for every i € I, then so is
H+ylt/ly, o/!x],

with derivations such that, if any rules are applied other than display rules, left- intro-
duction rules for positive Skeleton-connectives (cf. Tables and and Definition
3.5. 1), right-introduction rules for negative Skeleton-connectives, (and contraction in the
case of D.DLE), then they are applied only in the derivations of ®;[c/!x,7/!y] + X and
IM+Y[7/!y,0/'x].

Proof. Let ny,(+V) (resp. ny(+V)) be the number of occurrences of +V in +¢ (resp. —),
and let ny(=A) (resp. ny(—=A)) be the number of occurrences of —A in +¢ (resp. —¢). The
proof is by simultaneous induction on n, = n,(+V) + ny,(=A) and ny, = n,(+V) + ny(=A).
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If ny, = n, = 0, then ¢ (resp. ¢) is definite positive (resp. negative) Skeleton. Then
from a derivation of ®[c/!x,7/!y] + Z (resp. I1 + W[7/!y,0/!X]) we obtain a derivation
of pla/!x,7/!y] + X (resp. IT + y[7/!y,0/!X]) by applications of left-introduction rules
for positive SLR-connectives, and right-introduction rules for negative SLR-connectives,
interleaved with applications of display rules.

If n, > 1, then let us consider one occurrence of —A or +V in —i, which we will refer
to as ‘the focal occurrence’. Let us assume that the focal occurrence of —A or +V in —y
is an occurrence of +V (the case in which it is an occurrence of —A is argued similarly).
Let +&" and +£&” be the two subtrees under the focal occurrence of +Vv. Then & Vv &” is
a subformula of ¢ such that & and & are positive Skeleton formulas, and ng and ng- are
strictly smaller than n,,. Let u be a fresh variable which does not occur in ¢, and let ¢/’ be
the formula obtained by substituting the occurrence of & V &” in ¢ with u. Then ¢’ is a
negative Skeleton formula such that n, is strictly smaller than ny, and ¢ = ¢'[(£'VE")/ u].

Let Nier¥i, Njes ¥ Vien &, and Viex & be the equivalent rewritings of , ¢/, £ and
&”, respectively, resulting from applying Lemma [2.2.13]to ¢, ¢/, ¢ and &”, respectively.
Then,

Wiliel = W&/ ulljeandhe HYU W&/ u] | j € Jand k € K).

Hence, the assumptions can be equivalently reformulated as the following sequents being
derivable in D.LE (resp. D.DLE) forevery j€ J,h € H,and k € K:

OFYIE/lul  TFWE/ ul.

By prolonging those derivations with consecutive applications of display rules, we obtain
derivations in D.LE (resp. D.DLE) of the following sequents, for every j € J, h € H, and
ke K:

B, F LAWY B F LAW)I/ ).

Hence, by the induction hypothesis on & and &”, the following sequents are derivable in
D.LE (resp. D.DLE) for every j € J:

& LAWY/ &7 F LAW)IT/v].

Then, by prolonging the derivations of the two sequents above with suitable applications
of (V.), we obtain derivations in D.LE (resp. D.DLEﬂ of the following sequents for every
jeJ:
&'lo /%751 F LAW )/ v, /1y, 07/!%] &'[o /1%, 7/1V] - LA/ v, T/1y, 7/ 1X]
& v E)o/ X7/ F LAWY/ v, 7/1y, 07/!1X]
By prolonging the derivations above with consecutive applications of display rules we
obtain derivations in D.LE (resp. D.DLE) of the following sequents for every j € J:

I+ W& Vv E)T/ %, T/ Y]/ v, T/, o/ 'X].

By the induction hypothesis on ¢, and recalling that = y/'[(£’VE&”)/u], we can conclude
that [T - ¢[7/!y, o /!x] is derivable, as required. O

Vi

2*In the calculus D.DLE, we obtain the derivations of the sequents in (2.3.1)) by replacing the appli-
cations of the derivable rules (v;) with the derivations of those applications as shown in Remark [2.2.26]
thereby implementing the general strategy outlined in Remark which in this specific case involves
the application of structural contraction rule.
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Example 2.3.13. The formula ¢(p Vv ©p) is a negative PIA in any (D)LE-language such
that & € ¥, and is equivalent to Gp V OOp. Assuming that Sp + C1Op and SSp F BIOp
are derivable sequents, instantiating the argument in Proposition[2.3.12] we can derive the
sequent O(p V Op) + O¢Op in D.LE as follows:

SSp +Eop

o Sproop Spr madp

<> A0 Vv . L~ v~

v, p OO Op FEOOp
pVOpHBAOD

S(p Vv op)Faop

- O(p VvV Op) OO

Sam

N

oA

-

2.4 Syntactic completeness

In the present section, we fix an arbitrary LE-language £ g, for which we prove our main
result (cf. Theorem [2.4.10), via an effective procedure which generates cut-free deriva-
tions in pre-normal form (cf. Definitions [2.2.28] and [2.2.29) of any analytic inductive
L1 g-sequent in D.LE (resp. D.DLE) augmented with the analytic structural rule(s) corre-
sponding to the given sequent. In Section [2.4.1] we will first illustrate some of the main
ideas of the proof in the context of a proper subclass of analytic inductive sequents, which
we refer to as quasi-special inductive. Then in Section[2.4.2] we state and prove this result
for arbitrary analytic inductive sequents.

Notation 2.4.1. In this section, we will often deal with vectors of formulas y and & such
that each y in 7y (resp. 6 in &) is a positive (resp. negative) PIA formula, and hence, by
Lemma [2.2.13| is equivalent to \,vy* (resp. \V,¢"). To avoid overloading notation, we
will slightly abuse it and write y* (resp. 6"), understanding that, for each element of these
vectors, each A and u range over different sets.

2.4.1 Syntactic completeness for quasi-special inductive sequents

Definition 2.4.2. For every analytic (€2, £)-inductive inequality s < t, if every e-critical
branch of the signed generation trees +s and —t consists solely of Skeleton nodes, then
s < tis a quasi-special inductive inequality. Such an inequality is definite if none of its
Skeleton nodes is +V or —A.

In terms of the convention introduced in Notation quasi special inductive se-
quents can be represented as (¢ F Y)[D, 7,7, 0], i.e. as those (¢ - ¥)[@, /3,7, 6] such that
each « in @ and 8 in § is an atomic proposition.

Figure [2.3| provides a visual representation of the shape of quasi special inductive
inequalities, where the critical branches are all skeleton.

Example 2.4.3. Let £ := L(¥,G), where ¥ = {A,®,¢} and G = {V,®,0}. The
L g-inequality Op < 0OOp, known in the modal logic literature as axiom 5, is a definite
quasi-special inductive inequality, e.g. for <qg = 0 and &(p) = 1, as can be seen from the
signed generation tree below (see Notation [2.2.17):
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IA
I

PIA

Figure 2.3: The shape of quasi-special inductive inequalities
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The Lig-inequality p @ (p ® Og) < g ® (¢ ® Op) is a definite quasi-special inductive
inequality, e.g. for p < g and &(p, q) = (1, 0), as can be seen from the signed generation

tree below (cf. Notation [2.2.17)):

The L g-inequality O(p vV Op) < OOp is a non-definite quasi-special inductive in-
equality, e.g. for <o = 0 and &(p) = 1, as can be seen from the signed generation tree

below (see Notation [2.2.17):

IA

Finally, in the distributive case, the Lpg-inequality p A Og < g V Op, is a definite
quasi-special inductive inequality, e.g. for p <q ¢ and &(p,q) = (1,0), as can be seen
from the signed generation tree below (cf. Notation [2.2.17)):
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s
a, (+7] { )5, 5{

Y
-P

Lemma 2.4.4. If (¢ F Y)[P,7,7,6] is a quasi-special inductive inequality (cf. Notation
, then each of its corresponding rules has the following shape:

(Z+TNX/p,Y/ql (A + W)[X/D,Y/q]
(®; - P)IX,Y,Z, W]

where for each y in'y (resp. each & in 6), each T (resp. A") is the structural counterpart
of some conjunct (resp. disjunct) y* (resp. ) of the equivalent rewriting of y (resp. J)
as N\, y* (resp. \V,¢"), as per Lemma with each y* (resp. 3*) being a definite
positive (resp. negative) PIA formula, and each @ ; (resp. ¥;) is the structural counterpart
of some disjunct (resp. conjunct) ¢; (resp. ;) of the equivalent rewriting of ¢ (resp. )
as \/ je; @;j (resp. ey ¥i), as per Lemma with each ¢; (resp. ;) being a definite
positive (resp. negative) Skeleton formula.

Proof. Let us apply the algorithm ALBA to (¢ F ¥)[P, 7,7, ] to compute its correspond-
ing analytic rules. Modulo pre-processing, we can assume w.l.0.g. that (¢ F ¥)[p, g, 7y, 0]
is deﬁniteE] and hence we can proceed with first approximation:

Vxyiw[xFp&qgry&zry&oFw) = (¢ U)X, y,z,wl] 2.4.1)

Since y (resp. 6) can be equivalently rewritten as A ,y* (resp. V, ¢"), as per Lemma
2.2.13| the quasi-inequality above can be equivalently rewritten as follows:

Vxyiw [(xFp&gry & (zFy . & (0 Fw),) = (¢ )X, y,z, W]l (2.4.2)

If every p in p and g in g has one critical occurrence, then we are in Ackermann-shape
and hence we can eliminate the variables p and ¢ as follows (since by assumption y and 6
agree with £):

Vxyzw [((z F yOulx/p,y/q] & (" + w)[X/P,¥/q]) = (¢ + Y)IX, Y, Z, W] (2.4.3)

which yields a rule of the desired shape. If there are multiple critical occurrences of some
p in p or q in g, then the Ackermann-shape looks as in (2.4.2)), but with \/7_ | x; + p; and
q;j + /\ZZ1 Yn, Where n; (resp. m;) is the number of critical occurrences of p; (resp. g;).
Hence, by applying the Ackermann rule we obtain a quasi-inequality similar to (2.4.3),
except that the sequents in the antecedent have the following shape:

@yl \/ x/pi \ yh/q,»] & Fw), {v %/ pis [\ yh/q,} . (2.4.4)
k=1 h=1 k=1 h=1

BIf (¢ F Y)[P, 7,7, 0] is not definite, then by Lemma [2.2.16|it can equivalently be transformed into the
conjunction of definite quasi-special inductive sequents which we can treat separately as shown in the proof.
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Since by assumption &(p) = 1 for every p in p and &(q) = d for every q in g, recalling
that +y* and —& agree with & for each y" in y* and 6* in 6%, and moreover every " in y
(resp. 6" in 6¥) is positive (resp. negative) PIA, the following semantic equivalences hold
for each y* in y! and 6* in o

Y \i/xk/p,-,/J\yh/qj AN 4 [xk/p,-,yh/q,,],
| k=1 h=1 1 n=t1 k=1

& ka/pi, A/yh/q, = v / |/ pis il 4] (2.4.5)
| k=1 h=1 1 n=t k=1

Hence, for every y! in y and & in %, the corresponding sequents in (2.4.4) can be
equivalently replaced by (at most) X, ,,(n;m;) sequents of the form

ey [wlplal] 8 [adpevida | Fw, (2.4.6)

yielding again a rule of the desired shape. O

As discussed, the Lemma above applies for both the non-distributive and distributive

setting, following Remark [2.2.27]

Example 2.4.5. Let us illustrate the procedure described in the lemma above by applying
it to the sequents discussed in Example [2.4.3]

ALBA-run computing the structural rule for Gp + OOp:

Op FOOp
iff VpVaVwlxk p & Optw = Ox - 0Ow] Instance of (2.4.1
iff  VaxVw[Ox +w = Ox + Ow] Instance of (2.4.3

Hence, the analytic rule corresponding to Gp F OOp is

SXr W R,
SX W
ALBA-run computing the structural rule for p AQOg + g vV Op:
pAOgkqgV Op
iff VpVgVaxVyWWVwl(xrp & gry&zrOg& Oprw) = xAzFyV W]

Instance of
Instance of

it VxVyVzVwl(zFr Oy & OxFw) = xAzZFyV w]

Hence, the analytic rule correspondingto p AQg F g V Op is

Zray OXeW R
XAZFYVW

2
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ALBA-run computing the structural rule for p® (p ® 0Og) + g ® (g ® Op):

p®(p®0Og)Fq&(qd Op)
iff  VpVgV¥x Vx,Vy Vy,VzVw
(i Fp&xbp&grtry &gy, &z+0Og & OpFw)

:>x1®(xz®z)l—y169(y269w)] (2.4.1)

iff  VpVgV¥x Vx,Vy Vy,VzVw
(1 Vo rp&gry Ay, &z+-0Og& OpFw)

=S5 xR Fy1®(rew)] (2.4.4)

iff  VpVgV¥x Vo Vy Vy,VzVw

[(GFOYIAY) &OXI V) FW) =2 X1 Q(x202) Fy © (2 ®w)] (2.4.5)

iff  Vx Vo Vy Yy, VzVw

[(GFrOy &zFOp &EOX FW&E& O FW) =2 X Q (X ®2) Fy @& (y, ®w)] (2.4.6))

Hence, the analytic rule corresponding to p Q@ (p® 0Og) F ¢ ® (¢ ® Op) is

Zroly, ZrtolY, SOXFW <A>X2I—WR
X]@(Xz@Z)I-YlgB(Yz@W)

3

For the last inequality &(p vV Op) < OOp, we first need to preprocess the inequality and
obtain two definite inequalities ¢p < OOp and GOp < OOp. We now need to compute
the rule for the second one (the first was already computed above):

ALBA-run computing the structural rule for OOp + OO p:

OOp FOOP
it VpVaxVwlxk p & OpFw = OOx F OwW] Instance of (2.4.1
iff  VaVw[Ox +w = OOx + Ow] Instance of (2.4.3

Hence, the analytic rule corresponding to GOp - OOp is

SX+ W
ﬁR4
OOX +OW

Theorem 2.4.6. If (¢ + ¥)[P, 7,7, 0] is a quasi-special inductive inequality, then a cut-free

derivation in pre-normal form exists of (¢ + ¥)[p,q,7%, 0] in D.LE + R (resp. D.DLE + R),

where R denotes the finite set of analytic structural rules corresponding to (¢ + ¥)[P, 4,7, ]
as in Lemma 2.4.4!

Proof. Recall that each y in ¥ (resp. ¢ in 6) is a positive (resp. negative) PIA formula.
Hence, let A, y* (resp. \/ , 0") denote the equivalent rewriting of y (resp. ) as conjunction
(resp. disjunction) of definite positive (resp. negative) PIA formulas, as per Lemma|2.2.13
Let us assume that (¢ F ¥)[p,q,7, o] is deﬁnite and hence R has only one element R,
which has the following shape (cf. Lemma [2.4.4):

21 (¢ F Y)[P, .7, 6] is not definite, then, by Lemma it can equivalently be transformed into the
conjunction of definite quasi-special inductive sequents (¢; - ¥ )[p,q, 7, 6], where ¢ is equivalent to \/; ¢;
and ¢ is equivalent to A ;i;, which we can treat separately as shown in the proof. Then, a derivation of
the original sequent can be obtained by applying the procedure indicated in the proof of Proposition [2.3.12]
twice: by applying the procedure once, from derivations of (®; - ¥;)[p,q,7, 6] for every i and j we obtain
derivations of (¢ + ¥))[p,q,7, o] for every j. Then, by applying the procedure again on these sequents, we
obtain the required derivation of (¢ F ¥)[7, 7,7, 6.



62 CHAPTER 2. SYNTACTIC COMPLETENESS OF PROPER DISPLAY CALCULI

(ZrTY[X/P,Y/q] (M +W)IX/D,Y/q]
(@ +W)[X,Y,Z, W]

Then, modulo application of display rules, we can apply left-introduction (resp. right-
introduction) rules to positive (resp. negative) SLR-connectives bottom-up, so as to trans-
form all Skeleton connectives into structural connectives:

(@ + P[P, 37,0l
2.4.7)

(¢ F [P, 3,7 0]

Notice that (® + W)[p, 7,7, 4] is an instance of the conclusion of R with p/X, §/Y,¥/Z
and 6/W. Hence, we can apply R bottom-up and obtain:

O FTp/p.3/7) (N +6),0p/p.3/7) (2.4.8)
(@ + P[P, 7.7, 0]

By Corollary the sequents (y + I')[p/p,q/q] and (A* + 6)[p/p.q/q] are cut-
free derivable in D.LE (resp. D.DLE), with derivations which only contain identity ax-
ioms, and applications of right-introduction rules for negative PIA-connectives, and left-
introduction rules for positive PIA-connectives (and weakening and exchange rules in the
case of D.DLE). Moreover, as discussed above (cf. also Proposition , the rules ap-
plied after applying the rules in R are only display rules, left-introduction rules for positive
Skeleton-connectives and right-introduction rules for negative Skeleton-connectives (plus
contraction in the case of D.DLE). This completes the proof that the cut-free derivation

in D.LE + R (resp. D.DLE + R) of (¢ + [P, 7,7, 6] is in pre-normal form. O

Example 2.4.7. Let us illustrate the procedure described in the proposition above by
deriving the sequents in Example [2.4.3]

D.LE-derivation of Op + OOp: D.DLE-derivationof p AQg + g V Op:
F F
6pi <>R DL L@ 61?1<?> OR
F Og + O F
SO €A o e

o Sprriop AL pAOgrqV oOp
(2.4.7) LOpI—IfIOpﬂ (2.4.7) pADql—q\7<>pv
OpHOOpP * pAOgFqV Op
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D.LE-derivation of p® (p®0Oq) F g ® (¢ ® Op):
ql—c{ - ql—cg AP"P on AP"P o
Og + Og OgrOg  OptoOp OPFOP
P8 (pB0Y 4B (gdop) o
’ p®DqkpS(qé(qé<>p))
peOgrp\ (gdgdop)
p®(peOg Fqd(qdop)
Ay ™ pepeogrqd@dop)
40 (p@(p®0g) Fq&0p
g (pe(p®0Og)Fqg®op
p(peog qd(g® op)
p®(p®0O9+qgd(goop)

Or

D.LE-derivation of G(p V Op) +OOp:

prp o
-~ R
_prp WR4}
Spro Sop 1o
CAR) | R op OO
L\ OpFDOOP Sp - MOOp
SHM —————————  — O —m———
v, PrEOOp Op - WOOp
| Footnote (26
Footnote (26) Sau—2 vVopt ,DOP (26)
) O(p VvV Op)FOOP
O(p VvV Op)HOOP 5
R
S(p VvV Oop)FOOP

S4m

2.4.2 Syntactic completeness for analytic inductive sequents

Lemma 2.4.8. If (¢ F Y)[@,3,7,6] is an analytic (Q, &)-inductive sequent, then each of
its corresponding rules has the following shape:

(Z -TYIMV(p)/p,MV(@)/q]  (A* - W), [MV(p)/p,MV(q)/q] (2.4.9)
(®; v ¥)IX,Y,Z, W]

where T, ¥, @ jand ¥Y; are as in Lemma and MV(p) and MV (q) denote the struc-
tural counterparts of the components of the minimal and maximal valuations mv(p) €

Mv(p) and mv(q) € Mv(q) defined in the proof below.

Proof. Let us apply the algorithm ALBA to (¢ F ¥)[@, 3,7, 6] to compute its correspond-
ing analytic rules. Modulo pre-processing, we can assume w.l.0.g. that (¢ F ¥)[@, 3,7, 6]
is deﬁnite and hence we can proceed with first approximation, which yields the follow-
ing quasi-inequality:

Viyw[(XFa & Bry&zZFy &6+ w) = (¢ + W)X, 7,2 W], (2.4.10)

e (e +)la, B, ¥, 3] is not definite, then by Lemma [2.2.16|it can equivalently be transformed into the
conjunction of definite analytic inductive sequents which we can treat separately as shown in the proof.
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Modulo distribution and splitting (cf. Lemma [2.2.13)), the quasi-inequality above can be
equivalently rewritten as follows :

Viyzwl(xFa, &XF a, & B, Fy & B, ry & ZF y &6 F w) = (¢ F YT, Y, 2, W,

(2.4.11)
where each @, and «, (resp. 8, and ) is definite positive (resp. negative) PIA and con-
tains a unique &-critical propositional variable occurrence, which we indicate in its sub-
script. By applying adjunction and residuation ALBA-rules on all definite PIA-formulas
ap, a4, B, and B, using each e-critical propositional variable occurrence as the pivotal
variable, the antecedent of the quasi-inequality above can be equivalently written as fol-
lows:

la(a,)[x/u, p, gl + p & raBy)ly/u, p,ql + p &
g +lalay)x/u,p,ql & q +ra(By)ly/u,p,ql & (2.4.12)
ZFy&StFtw

Since each y (resp. ) is a positive (resp. negative) PIA formula, by Lemma [2.2.13| it is
equivalent to A , y* (resp. \/ 4 0"), where each y* (resp. &) is definite positive (resp. nega-
tive) PIA. Therefore (2.4.12) can be equivalently rewritten as follows:

la(a,)[x/u, p,ql + p & raB,)ly/u,p,ql + p &
q +1a(ay)lx/u, p,ql & g + raByly/u, p,ql & (2.4.13)
(ZF Yy & (4 Fw),

Notice that the ‘parametric’ (i.e. non-critical) variables in p and g actually occurring in
each formula la(a,)[x/u, p,ql, ra(B,)[y/u, p,ql, la(a,)[x/u, p,ql, and ra(B,)[y/u, p, q] are
those that are strictly <q-smaller than the (critical and pivotal) variable indicated in the
subscript of the given PIA-formula. After applying adjunction and residuation as in-
dicated above, the quasi-inequality (2.4.11) is in Ackermann shape relative to the <q-
minimal variables.

For every p € p and ¢ € g, let us define the sets Mv(p) and Mv(g) by recursion on <g
as follows:

IA

o Mv(p) = {la(ap)lxi/u, mv(p)/p, mv(q)/ql, ra(B,)lys/u, mv(p)/p,mv(g)/q] | 1
k <n;,1 <h<n,,mv(p) e Mv(p), mv(qg) € Mv(q)}

IA

* Mv(g) := {lalay)lx,/u, mv(p)/p, mv(q)/ql, ra(By)lyx/u, mv(p)/p,mv(¢)/q) | 1
h<mj,1 <k<mj,mv(p) € Mv(p),mv(g) € Mv(q)}

where, n;, (resp. n;,) is the number of occurrences of p in as (resp. in §s) for every p € p,
and m;, (resp. mj,) is the number of occurrences of g in as (resp. in Bs) for every g € q.
By induction on <q, we can apply the Ackermann rule exhaustively so as to eliminate all
variables p and ¢g. Then the antecedent of the quasi-inequality has the following form:

G|\ s, Amvaya) @]\ v \ Muaral.
(2.4.14)
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Since by assumption &(p) = 1 for every p in p and &(g) = 0 for every g in g, recalling
that 4 and ¢ agree with &2, and moreover every y* in y* (resp. &* in 6#) is positive
(resp. negative) PIA, the following semantic equivalences hold for each y*in y* and 6 in
OH:

7' [\ Mvo)/5. A Mvaal = \ ' [ s mviaia]

& |\/ Mo/, \ Mv(a)/a| = \/ & [mvp)/ 5. mvia/a)

Hence for every y! in y? and & in 6%, the corresponding sequents in (Z.4.14) can be
equivalently replaced by (at most) X, ,,(n;m ;) sequents of the form

zey [mv(p)/pmv(g)/g] & |mv(p)/p. mv(9)/g| - w, (2.4.15)

yielding a rule of the desired shape. O

Example 2.4.9. Let us illustrate the procedure described in the lemma above by applying
it to the sequents discussed in Example [2.2.1§]

ALBA-run computing the structural rule for GOp + OO p:

oOp +FOOp
iff VpVaVwlxroOp & Oprw = Ox+0Ow] Instance of (2.4.10
iff VpVaVw[exrp & Oprkw = Ox+ OW] Instance of (2.4.12
iff  VaxVw[Ooext+tw = Ox+ Ow] Instance of (2.4.15

Then the analytic rule corresponding to GOp F OO p is:

SeXFW

~ - Ry
OX +0aOW

ALBA-run computing the structural rule for p —» (¢ > r) < ((p = g¢) = (@p = r)) & Or:

p—=@—=>nN<(p—=q9—->@p—->r)6or
iff  VpVgV¥rvx VxVy,VYy,Vz
(xiFrOp&xFp -5 q&Or-y 1 &rey, &zFkp = (g —r)
=2k (x2 = (x1 = ) Oy (2.4.10)
iff  VpVgV¥ryx \Vx,Vy,Vy,Vz
([6x, -Fp&p A Fg&rrmy; &rry, &zF-p—>(q—7)
=2k (2 = (x1 = y2) ® yi] (2.4.12)
iff  VgV¥rvx VxVyVYy,Vz
([¢x i A Fg&r-my; &r-y, &z ®x; = (g — 1)
= zk(x2 = (x1 = ) ®yi]
iff  VrVx Vo Vy Yy, Vz
[r-my, &r-y, &z &x; = (®xX1 A Xy = 1)
> zk x> (X1 2 ) @yl
iff  VxVxVy Yy, Vz
[zFH ®x; = (®x; A Xy > BY; VYY) =2k (X — (X1 — y2) @y (12.4.14])
iff Vxl\lxz\v’yl\fyz\v’z
[z &x; > (@x; AX, > Ry &z €x; — (®X] A Xy = V))
= zF (= (X1 = y2)) ® yi] (2.4.15)
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Then the analytic rule correspondingtop — (¢ > r) < ((p —» q¢) —» (@p > 1) & r
1s:
ZH X, 5 @X;AX, SWY)  ZreX S (X AX, S )
Zr (X5 (X, S5 Y)Y,

ALBA-run computing the structural rule for ¢O(p A g) - OCp V O<Og:

SO(p A g) -OOp VvV IOOg
iff VpVaxVwlxrOpAqg) &Opry& Ogrz= Ox+0OyVv Ozl Instance of (2.4.10
iff VpVaVwlxroO(pAg &prmy&gr-mz= Ox+-0OyVvOz] Instance of (2.4.12
iff  VpVaVwl[x+ oO(my Amz) = Ox+ Oy VOz) Instance of (2.4.14
iff VpVaVw[x+Omy & x+0Omz = Ox 0Oy VvV Oz] Instance of (2.4.15

Then the analytic rule corresponding to ¢O(p A g) - OO p V OOq is:

X+roOmY XH:|IZ
SXrryvoz

Theorem 2.4.10. If (¢ F ¥)[@,f3,7,0] is an analytic inductive sequent, then a cut-free
derivation in pre-normal form exists of (¢ F ¥)[a, 8,7, ] in D.LE + R (resp. D.DLE + R),
where R denotes the finite set of analytic structural rules corresponding to (¢ v W)[@, 3,7, 0]
as in Lemma

Proof. Recall that each y in ¥ (resp. & in ) is a positive (resp. negative) PIA formula. Let
A y* (resp. \/ . 0") denote the equivalent rewriting of y (resp. 6) as conjunction (resp. dis-
junction) of definite positive (resp. negatlve) PIA formulas as per Lemma [2.2.13] Let us
assume that (¢ F ¥)[@, 3,7, 0] 1s deﬁmte and hence R has only one element R, with the
following shape (cf. Lemma [2.4.8):

(Z F TYIMV(p)/p,MV(9)/q] (A" + W), [MV(p)/p,MV(¢)/q] (2.4.16)
@+ V)[X,Y,Z, W]

Then, modulo application of display rules, we can apply left-introduction (resp. right-
introduction) rules to positive (resp. negative) SLR-connectives bottom-up, so as to trans-
form all Skeleton connectives into structural connectives:

(@ +P)[@,f,7, ]
2.4.17)

(¢ F (@, B,7,6]

Notice that (® + ¥)[@, 3,7, 6] is an instance of the conclusion of R. Hence we can apply
R bottom-up and obtain:

1 (¢ F Y)[@, 8,7, 6] is not definite, then, by Lemma | it can equivalently be transformed into the
conjunction of definite analytic inductive sequents (¢; F ¢ ])[a B,7,0], where ¢ is equivalent to \/; ¢; and
¥ is equivalent to A ; ¢, which we can treat separately as shown in the proof. Then, a derivation of the
original sequent can be obtained by applying the procedure indicated in the proof of Proposition [2.3.12]
twice: by applying the procedure once, from derivations of (®; + ¥ ;)[a, B,7,6] for every i and j we obtain
derivations of (¢ + ¥))[a, B,7,0] for every j. Then, by applying the procedure again on these sequents, we
obtain the required derivation of (¢ F Y)[@, 3,7, 4].
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(v F T IMV(p)[@/%, B/71/P. MV(9)[@/%, 5/71/7] (M + 6) IMV(p)[a/x, B/31/P, MV(@)[a /X, B/31/7)

(@ +P)[@,f,7,0]

To finish the proof that (¢ F ¥)[a, 3,7, 6] is derivable in in D.LE+R (resp. D.DLE+R),
it is enough to show that the sequents

(y + TOIMV(p)[@/%, B/31/p, MV(@)[a /%, 5/71/7]

and

(A + 6),IMV(p)[@/x, B/31/P. MV(g)[@/%, B/31/7]

are derivable in D.LE (resp. D.DLE). Recalling that each y in ¥ (resp. & in 6) is a positive
(resp. negative) PIA formula, by Proposition it is enough to show that for every p
and g, the sequents MV(p)[&/},B/y] Fpandgqg + MV(q)[a/)_c,E/y] are derivable in D.LE
(resp. D.DLE) for all formulas mv(p) € Mv(p) and mv(g) € Mv(g). Let us show this latter
statement. Each sequent MV(p)[@/x, /7] F p is of either of the following forms:

LA(ap)lelp/p.q/q1/'u, MV(p)/p,MV(g)/q] + p
RABLIBIP/P,q/q1/'u, MV(p)/p,MV(9)/q] + p

where «), (resp. 5,) denotes the definite positive (resp. negative) PIA formula which oc-
curs as a conjunct (resp. disjunct) of a (resp. 8) as per Lemma|[2.2.13] which contains the
e-critical occurrence of p as a subformula (cf. discussion around (2.4.11))). By Corol-
lary it is enough to show that MV(p’) + p’ and ¢’ + MV(q’') are derivable in
D.LE (resp. D.DLE) for each p’,q" <q p (which is true by the induction hypothesis,
while the basis of the induction holds by Corollary 2.3.10), and p + p is derivable in
D.LE (resp. D.DLE), which is of course the case. Likewise, one shows that the sequents
g + MV(g)[@/x, 3/7] are derivable in D.LE (resp. D.DLE), which completes the proof that
(pry) [E,B, Y, 6] is derivable in in D.LE + R (resp. D.DLE + R). Finally, the derivation
so generated only consists of identity axioms, and applications of display rules, right-
introduction rules for negative PIA-connectives, and left-introduction rules for positive
PIA-connectives (and weakening and exchange rules in the case of D.DLE) before the
application of a rule in R (cf. Proposition [2.3.6 and Corollaries [2.3.9] and [2.3.10); more-
over, after applying a rule in R, the only rules applied are display rules, left-introduction
rules for positive Skeleton-connectives and right-introduction rules for negative Skeleton-
connectives (plus contraction in the case of D.DLE), cf. Proposition and Footnote
28). This completes the proof that the cut-free derivation in D.LE + R (resp. D.DLE + R)
of (¢  Y)[@,B,7, 6] is in pre-normal form. O

Example 2.4.11. Let us illustrate the procedure described in the proposition above by
deriving the sequents in Example[2.2.18|using the rules computed in Example[2.4.9] In the
last derivation below, the symbol /, denotes the left residual of & in its first coordinate.
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D.DLE-derivation of ¢O(p A ¢) F OOp V OOq:

qrq o
~~ VR
prp Sq+ Oq

,\7<>R _
OprOp qgrmdqg
—_— W, —————
prHEOD gAprmEOq
WL% ELf
pPAqrmOp pAgrROg
AN ——————— AN ————————
pPAqrROp PAGFROG

g O(p A g) F ORGP O(p Ag) - OROg
S0(p A @) FOOP V 110g w
<:>D(p Aq) < OO0q+FOOp O
SO(p A q) < tOq+-OOp
da(p A q) FOOp V B10Og
oop > 30(p A g) + B10q O
Op>-30(p A q) FOOq
Sa(p A g) F OOp V OOq v
S0(p A @) FOOp V OOq
SO(p A g) -0OOp VvV OOq

L

D.DLE-derivationof p - (g » r)F ((p = q) = (Qp — 1)) & Or:

ql—(] rrr
-
= —>rkqg—>r
—, PP qv Vq N qrq rer
p—=@—=nNrp>(@=>r) - prp qorrgSr
- = L —
PA(p—o(@—or)krqg>r po(@—->nkEp>(g->r)
pr@=>ne(p—(@—r) PR (goMrqg>r
oprO((g=>r) & (p—(g—r) O pr@>re(p—o(g—>r)
L

S0pr(g>nE(p—(g—r)

SOpA(p—>(g=rrqg>r
qA(@OpA(p—>(@—>N)kFr
prp grre(®OpA(p - (g— 1)

—L PO
p—ogqrp>(r<(0pA(p—(qg—>1))
pA(p—o @ rr<(®0pA(p— (g — 1)

O; prre<(®OpA(p—(go M) &(p—q)

Op &< (®0pA(p - (g > M) & (p > q)
SOprr & (®OpA(p—(g—- )< (p—9)
SpA(p—o g rre(apAlp - (g— 1))
(®0pA(p—g)A@OpAR(p—(gon)Fr

S(@apA(p— @) A@TOpA(p—(g— M)k or

(®0pA(p = @) A(®DpA(p = (g = 1)) - BOF
p—(g—r)r-e0p->(e0pA(p— q) > WOr)

opro(g=>r) & (p—(g—r1)

S0pr (g & (p—(g— 1)
SOpA(p o (g kgSr
gA@OpA(p—(@—>n)Fr

pPFp qrr< (0pA(p—(g— 1)

- ——
p—qrp=>(re(80pA(p—(qg— 1))
pA(p—orr< (80pA(p— (g - 1)

o; prr<(®OpA(p—>(go )< (p—q)
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D.LE-derivation of ¢Op + OO p:
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We finish the present section with an example which, strictly speaking, does not fall
into the scope of the present paper, since it concerns a non-normal logical framework.
The example below intends to illustrate how the present results naturally extend beyond
normal LE-logics. We expand on this topic also in a dedicated paragraph in Section [2.5]

Example 2.4.12. (cf. [6, Section 7.2]) In [6], a proper (multi-type) display calculus is in-
troduced for basic monotone modal logic via a semantic analysis which allows to equiva-
lently represent the non-normal (monotone) modal operator V as the composition of nor-
mal (multi-type) modal operators in two ways, namely both as a ‘box-diamond’ and as a
‘diamond-box’ composition. This justifies the introduction of a syntactic translation from
the (single-type) language of monotone modal logic to a (multi-type) normal distributive
modal language, under which, the monotone normal axiom C translates as follows:

VpAVg—=V(pAg) ~ WBEIpAWIBlg VKB P A Q.

The translation of axiom C can be straightforwardly recognized as an analytic in-
ductive axiom/inequality, since the operations interpreting the heterogeneous connectives
), [2], [v°], (3) enjoy all the relevant order-theoretic properties required by the theory of
algorithmic correspondence and proper display calculi. Applying the tools for the algo-
rithmic generation of analytic structural rules to the translated axiom yields the following
rule:

@UET AN O
LA A DO

The rule above can be then added to the (multi-type) proper display calculus for the ba-
sic heterogeneous normal modal logic, so to obtain a calculus in which the following
derivation in pre-normal form can be generated for the translated axiom:
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D.DLE-derivation of (v)[3]p A (W)[3]g + [V IB)(p A q):

prp q+q
[2lp+ [Blp [2lg + [3]q
&Blprp &[=zlg+q
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2.5 Conclusions

Main contribution In this chapter we showed that, for any properly displayable (D)LE-
logic L (i.e. a (D)LE-logic axiomatized by analytic inductive axioms, cf. Definition[2.2.T4)),
the proper display calculus for L—i.e. the calculus obtained by adding the analytic struc-
tural rules corresponding to the axioms of L to the basic calculus D.LE (resp. D.DLE)—
derives all the theorems of L. This is what we refer to as the syntactic completeness of
the proper display calculus for L with respect to L. In [10]], this is achieved by showing
the syntactic equivalence between axioms and their corresponding rules (cf. [10, Proposi-
tions 3.14 and 3.28]). This equivalence relies on the use of the syntactic version of Ack-
ermann’s Lemma ([10, Lemma 3.6]), and involves the cut rule. Using semantic means,
paralleling this process, in [34] the equivalence between analytic inductive axioms and
their corresponding analytic structural rules is achieved by transforming the algebraic in-
equalities corresponding to each given axiom to a set of quasi-inequalities via ALBA.
Then completeness follows from the soundness of the rules of ALBA on perfect normal
(distributive) lattice expansions and the completeness of the display calculus augmented
with the analytic structural rules with respect to perfect normal (distributive) lattice expan-
sions satisfying these quasi-inequalities. So, the completeness results described in both
[10] and [34] have to rely on the cut-elimination algorithm to provide cut-free derivations
of the analytic axioms from the rules. In the present chapter, we achieve completeness
syntactically, as in [[10], and moreover we do so by providing an effective procedure for
generating a derivation which is not only cut-free but also in pre-normal form (cf. Defini-

tions [2.2.28|and [2.2.29)).

Scope Since (D)LE-logics encompass a wide family of well known logics (modal, in-
tuitionistic, substructural), and since analytic inductive axioms provide a formulation of
the notion of analyticity based on the syntactic shape of formulas/sequents, the results of
the present paper directly apply to all logical settings for which analytic (proper display)
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calculi have been defined, such as those of 34,4} 152,15337,110]. Moreover, in the present
paper we have worked in a single-type environment, mainly for ease of exposition. How-
ever, all the results mentioned above straightforwardly apply also to properly displayable
multi-type calculi, which have been recently introduced to extend the scope and benefits
of proper display calculi also to a wide range of logics that for various reasons do not fall
into the scope of the analytic inductive definition. These logics crop up in various areas of
the literature and include well known logics such as linear logic [35], dynamic epistemic
logic [23]], semi De Morgan logic [31}[32]], bilattice logic [33]], inquisitive logic [26], non
normal modal logics [6], the logics of classes of rough algebras [30, 29]. Interestingly,
the multi-type framework can be also usefully deployed to introduce logics specifically
designed to describe and reason about the interaction of entities of different types, as done
e.g. in [5, 23].

The syntax-semantics interface on analytic calculi The main insight developed in the
research line to which the present paper pertains is that there is a close connection between
semantic results pertaining to correspondence theory and the syntactic theory of analytic
calculi. This close connection, which has been observed and also exploited by several
authors in various proof-theoretic settings (cf. e.g. [37, 44, [7]]), gave rise in [34] to the
notion of analytic inductive inequalities as the uniform and independent identification,
across signatures, of the syntactic shape (semantically motivated by the order-theoretic
properties of the algebraic interpretation of the logical connectives) which guarantees the
desiderata of analyticity. In this context, the core of the “syntax-semantic interface” is
the algorithm ALBA, which serves to compute both the first-order correspondent of an-
alytic inductive axioms and their corresponding analytic structural rules. In this paper,
we saw the analytic structural rules computed by ALBA at work as the key cogs of the
machinery of proper display calculi to derive the axioms that had generated them. This
result can be understood as the purely syntactic counterpart of the proof that ALBA pre-
serves semantic equivalence on complete algebras (cf. [[13 19, [17]), which has been used
in [34] to motivate the semantic equivalence of any given analytic inductive axiom with
its corresponding ALBA-generated structural rules. This observation paves the way to
various questions, among which, whether information about the derivation of a given
analytic inductive axiom can be extracted directly from its successful ALBA-run, or con-
versely, whether information about (optimal) ALBA-runs of analytic inductive axioms
can be extracted from its derivation in pre-normal form, or whether the recent indepen-
dent topological characterization of analytic inductive inequalities established in [21] can
be exploited for proof-theoretic purposes.

Focused derivations Focused sequent calculi [1, 2, 40, 41]] make use of syntactic re-
strictions on the applicability of inference rules forcing a special normal form of cut-free
derivations. Strategies for generating focused derivations can be taken as starting points
for the development of efficient theorem provers. For a detailed discussion on the appli-
cability and the structure of focused derivations, we refer the reader to the introduction
of [36] both from an algebraic and a proof-theoretic perspective. Here we recall that the
distinction between so-called positive versus negative formulas (cf. Footnote [5] and [16])
discussed in [36]]) is a key ingredient for organising derivations as focused derivations. In
future work, we will investigate the relationship between derivations in prenormal form
and focalized derivations.
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Chapter 3

Non-normal modal logics and conditional logics:
semantic analysis and proof theory

3.1 Introduction

By non-normal logics we understand those propositional logics algebraically captured by
varieties of (general, distributive or Boolean) lattice expansions, i.e. algebras A = (B, FA,
G*) such that B is a (general, distributive, or Boolean) lattice, and 74 and G* are finite,
possibly empty families of operations on B in which, in contrast to the corresponding con-
nectives of logics such as normal modal logic and the Lambek calculus, the requirement
that each operation in #* be finitely join-preserving or meet-reversing in each coordinate
and each operation in G* be finitely meet-preserving or join-reversing in each coordinate
is omitted. Well known examples of non-normal logics are monotonic modal logic [4] and
conditional logic [57, 8], which have been extensively investigated, since they capture key
aspects of agents’ reasoning, such as the epistemic [64], strategic [3} 2], and hypothetical
(26, 51]].

Non-normal logics have been investigated both with model-theoretic tools [10, 4] and
with proof-theoretic tools [56, 58, 29]]. Specific to proof theory, the main challenge is to
endow non-normal logics with analytic calculi which can be modularly expanded with
additional rules so as to uniformly capture wide classes of axiomatic extensions of the
basic frameworks, while preserving key properties such as cut elimination. In this chapter,
which builds and expands on [5]], we propose to achieve this goal by applying a method
which proved successful in very diverse logical contexts, each of which presented its
own specific challenges [21, 22] 24] 32, 34, 37, 33, 163]]. We illustrate this method by
specializing it to the case studies of monotonic modal logic and conditional logic.

Our approach is based on (semantically motivated) translations of the languages of
monotonic modal logic and conditional logic into suitable poly-modal signatures in which
all connectives are normal. Both validity (cf. Propositions[3.3.11]and [3.3.14] for algebraic
and relational semantics, respectively) and derivability (cf. Section[3.8.2) are preserved by
these translations. Thanks to these translations, non-normal connectives can be captured
as compositions of normal connectives.

Via these translations, monotonic modal logic and conditional logic can be endowed

with proper (multi-type) display calculi (see Proposition and Theorem E] a

't is perhaps worth stressing that, by their definition, the (interpretation of) non-normal connectives lack
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general format of analytic calculi characterized by a “division of labour” between in-
troduction rules and structural rules (cf. [23] Subsection 2.2] and in particular the so-
called DoSen’s principle in [67, Subsectionl.5]). Specifically, in proper display calculi,
the rules introducing logical connectives encode the minimal properties of each connec-
tive (namely, its arity and tonicity), while the (analytic) structural rules capture the ad-
ditional properties of the connectives, including their relations with each other. Together
with the defining features of analytic structural rules, this division of labour makes it pos-
sible to endow large classes of axiomatic extensions of a given base logic with analytic
calculi uniformly and in full generality, simply by adding analytic structural rules to the
calculus for the base logic, while preserving cut elimination. Finally, if (the translation
of) the axioms defining a given axiomatic extension of a logic which is captured by a
proper display calculus are of a certain syntactic shape (namely, the analytic inductive
shape [35, Definition 55]), the analytic structural rules corresponding to these axioms
can be algorithmically generated (cf. [35, Proposition 59], [11, Lemma 4.8]).

Our starting point for defining the translations mentioned above is the observation,
very well-known e.g. from [4} 27, [10], that, under the interpretation of the modal con-
nective of monotonic modal logic in monotone neighbourhood frames F = (W, v), the
monotonic ‘box’ operation can be understood as the composition of a normal (i.e. finitely
join-preserving) semantic diamond (v) and a normal (i.e. finitely meet-preserving) seman-
tic box [3]. The binary relations R, and R corresponding to these normal operators are not
defined on one and the same domain, but span over two domains. Namely, R, C WXP(W)
is such that wR X iff X € v(w), and Ry C P(W) x W is such that XR w iff w € X (cf. [10]
Definition 5.7] and [44, [27]).

In the present chapter, these relations and their associated heterogeneous semantic nor-
mal modal operators (v) : PP(W) — P(W) and [3] : P(W) — PP(W) become core
elements in the definition of the multi-type, in this case, two-sorted, (algebraic and re-
lational) semantics interpreting the target languages of the translations, and the observa-
tions above are further refined and expanded so as to: (a) introduce a semantic environ-
ment of two-sorted Kripke frames (cf. Definition [3.3.1]) and their heterogeneous algebras
(cf. Definition [3.3.2) for monotonic modal logic and conditional logic; (b) outline a net-
work of discrete dualities and correspondences among these semantic structures and the
algebras and frames for monotonic modal logic and conditional logic (cf. Propositions
3.2.21 3.3.7, [3.3.11] 3.3.14)); (c) based on these semantic relationships, introduce multi-
type normal logics into which the original non-normal logics can be embedded via the
semantically motivated translations discussed above (cf. Section [3.4); (d) retrieve well-
known dual characterization results for axiomatic extensions of monotonic modal logic
and conditional logics as instances of general algorithmic correspondence theory for nor-
mal (multi-type) LE-logics applied to the translated axioms (cf. Section [3.9); (e) extract
analytic structural rules from the computations of the first-order correspondents of the
translated axioms, so that, again by general results on proper display calculi [35] (which,
as discussed in [5], can be applied also to multi-type logical frameworks) the resulting

the minimum order-theoretic properties necessary for any non-normal logic to be properly displayable,
i.e. amenable to be equivalently captured by a proper display calculus, in its original presentation. A
characterization of properly displayable logics is given in [35]]. This explains why translations are necessary
components of our proposed method. This situation is common to all the logical frameworks to which this
methodology was successfully applied, none of which is properly displayable in its original presentation
for different reasons.
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calculi are sound, complete, conservative, and enjoy cut elimination and subformula prop-
erty.

Besides allowing for the principled design of proper display calculi for the two non-
normal logics considered in the present chapter and an infinite class of their axiomatic
extensions (cf. Definition [3.6.2), the equivalent multi-type presentations of monotonic
modal logic and conditional logic and their semantics are interesting both per se, and also
because they introduce new possibilities to the conceptual understanding of non-normal
logics. Indeed, firstly, by making it possible to consider states and neighbourhoods as
entities of different types, non-normal logics can be regarded as logics describing and
reasoning about the specific behaviour of each type as well as their interaction. For in-
stance, if states are interpreted as ‘states of affairs’ and neighbourhoods as ‘pieces of
evidence’, then by translating the formula Vg as (v)[2]¢ we access a formal language in
which it is possible to unpack the meaning of e.g. ¢ being ‘definitely true’ at a given state,
and reformulate it in terms of the availability of a piece of evidence accessible at that state
and supporting the truth of ¢. Secondly, the translation we have just discussed is not the
only one suggested by the multi-type reformulation of neighbourhood semantics; in fact,
another is possible which translates Vo as [v“](#)¢, and which, when used in combination
with the first, makes it possible to obtain analytic translations for a large class of axioms
(cf. Remark [3.6.1). Besides being technically useful, this translation has the potential to
support different interpretations of the two types and their interaction. Thirdly, the multi-
type reformulation of non-normal logics facilitates establishing connections with other
areas of investigation in logic and neighbouring fields in which logical frameworks con-
necting entities of different types have already been studied and exploited. One such area
is structural control, which has given rise to a rich literature both in substructural logic
(30,136,142, 16,65 and in formal linguistics [S3} 45, 54, 155, 39, 3, 66].

Related work. In what follows, without claiming to be exhaustive, we briefly review
the literature on proof systems for non-normal logics developed in the context of labelled
sequent calculi [29,115,156]], sequent calculi [48],40, 41,160, 49], and nested sequent calculi
(L, 150].

In [29], labelled sequent systems are introduced for the classical cube of non-normal
modal logics, i.e. the basic non-monotonic modal logic E (also called congruential logic)
and its axiomatic extensions with the axioms N, C, or the rule M and their combina-
tions. The approach captures all logics in the cube by extending the basic system via
so-called systems of rules still preserving cut elimination. The approach of [29] is similar
to the approach followed in the present chapter both because it makes use of a poly-modal
translation of the original signature, and because a preliminary analysis (i.e. a syntactic
characterization) of the first order correspondents of axiomatic extensions is key to the
generation of equivalent rules. In [15], analytic and modular labelled sequent systems
are introduced for the same non-normal modal logics treated in [29]. While no syntac-
tic translation of the formulas of the original language intervenes in these calculi, the
distinction between worlds and neighbourhoods is encoded in the label language. The
approach of [[15] relies on the methodology introduced in [S6], the distinctive feature of
which is the introduction of so-called bi-neighbourhood semantics, i.e. each world is as-
sociated with (sets of) pairs of neighbourhoods rather than single neighbourhoods (this is
also reflected in the richer label language). As soon as the logic satisfies the rule M, the
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bi-neighbourhood semantics collapses onto the standard one.

In [48]], complete sequent systems with cut elimination are introduced for the classical
cube of non-normal modal logics, which are used to prove finite model property and
provide bounds on the cardinality of countermodels. In [40], (resp. [41]), sequent calculi
are introduced for monotonic modal logic (resp. congruential logic E with or without
axiom N) and its axiomatic extensions with all combinations of axioms D, T, 4, B and 5.
In order to capture the axiomatic extensions, the rules introducing the modal connectives
differ from one calculus to another. As a consequence, cut elimination, which is proved
for most of these calculi by a standard Gentzen argument, is not shown uniformly for all
calculi, but has to be proved separately for each of them.

In [60], cut-free sequent calculi are introduced for the minimal conditional logic ex-
tended with axioms CEM, MP and their combination, and for the minimal conditional
logic extended with axiom ID. Cut elimination is shown via a meta-theorem called generic
cut-elimination, 1.e. an argument that holds for an entire class of sequent calculi satisfy-
ing certain local conditions. In [49], the generic cut elimination method, also referred to
as cut elimination by saturation, is extended to logics over an intuitionistic propositional
base and to logics introduced by axioms of arbitrary modal rank, and in particular, to a
cut-free sequent calculus introduced for Lewis’ conditional logic VA.

In [[1], cut-free nested sequent calculi are introduced for the basic conditional logic
CK and its axiomatic extensions with ID, MP and CEM and their combinations, with the
exception of CK + MP + CEM (+ID). These calculi are all internal, i.e. every sequent can
be translated into a formula of the original language of CK. In [S0], (linear) nested sequent
calculi are introduced for a large class of logics which includes the classical non-normal
modal cube and various extensions with axioms from P, D, T, 4, and 5.

Structure of the chapter. In Section we collect well-known definitions and facts
about monotonic modal logic and conditional logic, their algebraic and state-based se-
mantics, and the connection between the two. In Section [3.3] we introduce the multi-
type environment (both in the form of heterogeneous algebras and of multi-type Kripke
frames) which will provide the semantic justification for the two-sorted modal logics in-
troduced in Section [3.4] as well as for the syntactic translation of the original languages
of monotonic modal logic and conditional logic into suitable (multi-type) normal modal
languages. In Section[3.5|we specify the definitions of inductive and analytic inductive in-
equalities/sequents for the multi-type language of monotonic modal logic and conditional
logic. In Section[3.6] the theory of unified correspondence is applied to this two-sorted en-
vironment to establish a Sahlqvist-type correspondence framework for monotonic modal
logic and conditional logic which encompasses and extends the extant correspondence-
theoretic results for these logics. In Section proper (multi-type) display calculi are
introduced for the basic two sorted normal modal languages and for some of their best
known extensions. The main properties of these calculi are discussed in Section (3.8
Conclusions and further directions are discussed in Section

3.2 Preliminaries

Notation. Throughout the chapter, the superscript (-) denotes the relative complement
of the subset of a given set. When the given set is a singleton {x}, we will write x instead
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of {x}¢. For any binary relation R € S X T, let R"! C T X S be the converse relation
of R,i.e. tR's iff sRt. Forany S’ € S and T’ C T, welet R[S’] :=={t € T | (s,1) €
Rforsomes € S’} and R'[T’] := {s € S | (s,f) € Rforsomet € T’}. As usual, we
write R[s] and R~'[#] in place of R[{s}] and R~'[{#}], respectively. For any ternary relation
RC S xTxUandsubsets S"C S, T’ CT,and U’ C U, we also let

e ROIT" UN={seS | ITuR(s,t,u)&teT &uecU)),
e RUS" Ul={teT| IsTuR(s,t,u) & s€ S’ &ue U},
e ROIS' TN={ueU| AsHR(s,t,u) & se€S’ &teT)).

Any binary relation R € § X T gives rise to the modal operators (R), [R], [R),(R] :
P(T) — P(S)s.t.forany 7" C T

o (AT =R '[T']=(seS | IRt &teT)}
o [RIT := (R TN ={seS |Vt(sRt = teT");
o [RYT :=([R T ={seS|Vt(sRt = t¢ T}
o (RIT" =R T'1={seS | IRt &t ¢ T)).

By construction, these modal operators are normal. Specifically, (R) is completely join-
preserving, [R] is completely meet-preserving, [R) is completely join-reversing and (R] is
completely meet-reversingE] Hence, their adjoint maps exist and coincide with

(R, RO, R, (R P(S) — P(T),
respectively. That is, forany 7" C T and S’ C S,
(T C S’ iff T’ C RS/,
S’ C[RIT’ iff (RHYS' T,
S’ C[R)T’ iff T’ C[R7)S’
(RIT" € S’ iff (R1S"CT.
Any ternary relation R € § X T x U gives rise to binary modal operators
Pr:P(T)XPU) = PIS) g :PT)XPWS)—PWU) w»r:PlS)XPWU)— P(T)
st.forany " C S, 7" CT,and U’ C U,
e T'pr U :=ROIT, U ={seS | VVuR(s,t,Lu) &t €T = uec U}
o T'AgS" :=RI[T",S"1={uecU| IAsR(s,t,u) &t T" & s €S")};
e S"prU :=RVS,UN ={teT | VsVuR(s,t,u) & s€ S’ = ue U)).

The stipulations above guarantee that these modal operators are normal. In partic-
ular, > and »; are completely join-reversing in their first coordinate and completely
meet-preserving in their second coordinate, and A is completely join-preserving in both
coordinates. These three maps are residual to each other, i.e. forany S’ € S, 7’ C T, and
U cu,

S'CT opU  iff T'agS'CU iff T'CS »pU'.
*That is, (R) Uier Ti = UierARTi [R1Nier Ti = Niet[RIT:, [R) Uier Ti = Nier[R)T; and (R1 Nig; Ti =

Uier(RIT;. For a general overview of normal logics and the order-theoretic properties characterizing their
algebraic semantics, see e.g. [[13].
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3.2.1 Basic monotonic modal logic and conditional logic

In this section, we collect the necessary preliminaries on the logical frameworks consid-
ered in this chapter, and introduce the notation that will be used throughout the chapter.
An overview of monotonic modal logic and conditional logic can be found in [4].

Syntax. For a countable set of propositional variables Prop, the languages Ly and L.
of monotonic modal logic and conditional logic over Prop are defined as follows:

Lyspu=pl-pleAe|Vp L.opu=pl-pleAnele>e.

The connectives T, A, V, = and < are defined as usual.

The basic monotonic modal logic Ly (resp. basic conditional logic L.) is a set of
Ly-formulas (resp. L.-formulas) containing the axioms of classical propositional logic
and closed under modus ponens, uniform substitution and the following rule(s) M (resp.
RCEA and RCK,, for all n > 0):

MM RCEA poy RCK, PLA N2 Y
Vo - Vy (p>x) o W>x) X > A AKX >en) > > Y)

Algebraic semantics. A monotone Boolean algebra expansion, abbreviated as m-algebra
(resp. conditional algebra, abbreviated as c-algebra) is a pair A = (B, V#) (resp. A =
(B, >*)) s.t. B is a Boolean algebra and V* is a unary monotone operation on B (resp. >*
is a binary operation on B which is finitely meet-preserving in its second coordinate).
Such an m-algebra (resp. c-algebra) is perfect if B is a complete and atomic Boolean al-
gebra (and, for c-algebras, >* is completely meet-preserving in its second coordinate).
Hence, the underlying Boolean algebra of any perfect m-algebra (resp. c-algebra) can be
identified with the powerset algebra (W) for some set W.

Interpretation of formulas in algebras under assignments i : Ly — A (resp. h: L. —
A) and validity of formulas in algebras (in symbols: A | ¢) are defined as usual. By
a routine Lindenbaum-Tarski construction one can show that Ly (resp. L.) is sound and
complete w.r.t. the class of m-algebras V,, (resp. c-algebras V).

Canonical extensions. The canonical extension of an m-algebra (resp. c-algebra) A is
A° := (B, VY) (resp. A° := (B’,>™)), where B’ = P(UIt(B)), with Ult(B) denoting the
set of the ultrafilters of B, is the canonical extension of B [43], and V7 (resp. >") is the
o-extension of V4 (resp. the m-extension of >4). Let us recall that for all u, u;, u, € B°,

Vou = \/{/\{vameBandkSa}|keK(Bé)andk3u},

) >" uy = /\{\/{al >a |a;€Bando; <a; <k}
ki € K(B%),0; € OB°) and k; < u; < 0;}, (3.2.1)

where K(B?) and O(B°) respectively denote the join-closure and the meet-closure of B in
B? under the canonical embedding, mapping each a € B to (U € Ult(B) | a € U}.

By definition and general results on canonical extensions of maps (cf. [28]]), the canon-
ical extension of an m-algebra (resp. c-algebra) as above is a perfect m-algebra (resp. c-
algebra).
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Frames and models. A neighbourhood frame, abbreviated as n-frame (resp. condi-
tional frame, abbreviated as c-frame) is a pair F = (W, v) (resp. F = (W, f)) s.t. W is a non-
empty setand v : W — P(P(W)) is a neighbourhood function (f : W X P(W) — P(W) is
a selection function). In the remainder of the chapter, even if it is not explicitly indicated,
we will assume that n-frames are monotone, i.e. s.t. for every w € W, if X € v(w) and
X C Y, then Y € v(w). For any n-frame (resp. c-frame) F, the complex algebra of F is
F* := (P(W), VF) (resp. F* := (P(W), >7)) s.t. for all X, Y € P(W),

VEX = {w]| X €v(w)} X>T Y ={w|fwX) CYl.

Proposition 3.2.1. If F is an n-frame (resp. a c-frame), then F* is a perfect m-algebra
(resp. c-algebra).

Proof. LetF = (W, v) be an n-frame. Recall that, by definition, v(w) is an upward-closed
collection of subsets of W. To show that F* is a perfect m-algebra, it is enough to show
that V¥ is monotone. Let w € W and X C Y € W. Since v(w) is upward-closed, X € v(w)
implies that Y € v(w). Hence, VF' X = {w | X e v(w)} C {w | Y € v(w)} = VF Y.

Let F = (W, f) be a c-frame. To show that F* is a perfect c-algebra, it is enough to
show that >¥ is completely meet-preserving in its second coordinate. For any X C W,

X>F 15 =X>Fw=w| fw,X)cw)=w=1",
and for every X C P(W),

XS5 (X ={weW]| fow,X)c ()X}
={weW| f(w,X)CY forany Y € X}

= ﬂ{(x ST Y)Y e XD
O

Models are pairs M = (F, V) such that F is a frame and V : £ — F* is a homomor-
phism of the appropriate type. Hence, the truth of formulas at states in models is defined
as M, w - ¢ iff w € V(¢), and unravelling this stipulation for V- and >-formulas, we get:

M,w ik Vo iff V(p) € v(w) Mywikg>y iff f(w,V(p) C V).

Local validity (notation: F, w I ¢) is defined as local satisfaction for every valuation
V. Global satisfaction (notation: M I ¢) and frame validity (notation: F I- ¢) are defined
in the usual way as local satisfaction/validity at every state. Thus, by definition, F I ¢ iff
F* | ¢, from which the soundness of Ly (resp. L) w.r.t. the corresponding class of frames
immediately follows from the algebraic soundness. Completeness follows from algebraic
completeness, by observing that (a) the canonical extension of any algebra refuting ¢
will also refute ¢; (b) canonical extensions are perfect algebras; (c) perfect m-algebras
(resp. c-algebras) can be associated with n-frames (resp. c-frames) as follows: for any
A = (P(W), V%) (resp. A = (P(W),>")) let A, := (W, vys) (resp. A, := (W, f.»)) s.t. for
allweWand X C W,

yoa(w) ;= {X C W | w € VAX} For(w, X) = ﬂ{y CW weX>*Y)
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That A, is a monotone n-frame can be proved as follows: if X € vy(w) and X C Y, then
the monotonicity of V4 implies that VAX C V4Y and hence Y € vya(w), as required.

Let ¢ € Ly (resp. ¢ € L.). It can be shown by a straightforward induction on ¢ that
w € V(p)iff (A,,V),w I ¢ for any perfect algebra A and assignment V. Then, A | ¢ iff
A, I+ ¢. This completes the argument deriving the frame completeness of Ly (resp. L.)
from its algebraic completeness.

Proposition 3.2.2. If A is a perfect m-algebra (resp. c-algebra) and F is an n-frame
(resp. c-frame), then (F*), = F and (A,)" = A.

Proof. Let F = (W,v) be an n-frame. By definition, (F*), = (W, vys), where, for every
wew,

o (W) = (X C W | w e VFX)
={XCW]|welulXevu}
={XCWI|Xevw)
= v(w),

which shows that (F*). = F, as required. Let F = (W, f) be a c-frame. By definition,
(F*). = (W, f.#), where, for every w € Wand X C W,

for(w,X) = ﬂ{YgW|we X >F )
=ﬂ{ng|we weWw| fu,X)C Y}
=( WY cWifowX)cv)
= fw, X),

which shows that (F*), = F, as required. Let A = (P(W), V4) be a perfect m-algebra (up
to isomorphism). Then (A,)* = (P(W), V4", where for every X C W,

VAT X ={we W|X € vpa(w))
=weW|Xel{Y CW|weVAY}
={weW|we V4X}
= VAX,
which shows that (A,)* = A, as required. Let A = (P(W), >*) be a perfect c-algebra (up
to isomorphism). Then (A,)* = (P(W),>“"), where for all X,Y C W,
X>E Yy ={weW| fir(w,X) C Y}
:{weW|ﬂ{2gW|we X > 27y cy)
=X>"7Y

Let us show the last equality. Ifw € X >* Y, thenY € {Z C W |w € X >* Z}, and hence
(MZCW|we X>*Z}CY. Conversely, letw e Whbes.t. ({ZCW|we X >*Z} C
Y. Since >* is completely meet-preserving in the second coordinate, this implies that

weﬂ{X>AZ|ZQWandwe X>AZ}:X>Aﬂ{ZgW|w€X>AZ}£X>AY,

as required. This completes the proof that (A,)* = A. i
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Axiomatic extensions. A monotonic modal logic (resp. a conditional logic) is any ex-
tension of Ly (resp. L) with Ly-axioms (resp. £.-axioms). The correspondence results
collected in the theorem below mostly concern well known axioms and are well known
from the literature (cf. [[10, Theorem 5.1] [I5 8])E] The axiom CN below is inspired by the
Connex axiom of V-logics presented in [S1].

Theorem 3.2.3. For every n-frame (resp. c-frame) F,

N FrVT iff FEVYw[W ev(w)]

P Fr-=VL iff FEVYw2 ¢ v(w)]

C FrVpAVg—-V(pAg iff FEWXVY[(Xeviw)&Y eviw)=XNY evw)]

T FrVp-op iff FEVYWX[X ev(w)=weX]

4 FrVVp—->Vp iff FEVWYX[(Xeviw)&Vx(xeX =Y ev(x)) =Y ecviw)]
4 FwrVp—->VVp iff FEVWX[X ev(iw)={y|X ev()}e€v(w)]

5 Fi—=Vap—>VaVap iff FEVWX[X ¢viw) = {y|X ev(®)} e viw)]

B Firp—->V-V-p iff FEVWX[weX = {y|X vy} evw)]

D FrVp—--V-p iff FEVWYX[X ev(iw)= X ¢v(w)]

CS FrpAg —(p>q iff FEVaxVZIxeZ = f(x,Z) C {x}]
CEM Fwr(p>q@Vp>-q iff FEVXYIfy,XI<I1]
ID Firp>p iff FEVYxVZ[f(x,Z) C Z].
CN Fr(p>qVig>p iff FEVXYYYZ[(f(z. X) CY)or(f(zY) < X)].

In the following section we introduce a semantic environment thanks to which the cor-
respondence results above can be obtained as instances of a suitable multi-type version of
unified correspondence theory [12,13]]. This environment also motivates the introduction
of proper display calculi for the logics axiomatised by those axioms—among the ones
listed above—the translation of which is analytic inductive (cf. Section |3.4).

3.3 Semantic analysis

3.3.1 Two-sorted Kripke frames and their discrete duality

Structures similar to those below are considered implicitly in [[10], and explicitly in [25].

Definition 3.3.1. A two-sorted n-frame (resp. c-frame) is a structure K := (X, Y, R-, Ry,
R,,R,) (resp. K := (X, Y, R5, R3, T¢)) such that X and Y are nonempty sets, R5, Ry C Y XX
andR,,R,c C XXY and T; € X XY X X. Such an n-frame is supported if for every D C X,

R;'[(RS' DD ] = (R (R, [DD]). (3.3.1)
For any two-sorted n-frame (resp. c-frame) K, the complex algebra of K is

K* = (PX), P(Y), 51, 3, (), [ 1%
(resp. K* 1= (P(X), P(Y), [3]¥, [#)*, X)), s.t.

ME L PY) - PX) 31 : P(X) > P(Y) @ PX) - PY)
U+ R;'[U] D — (R3'[D°])¢ D R}'[D]

T P(Y) - P(X) FE PX) - PY) 5 P(Y) x P(X) - P(X)
U o R UNY D (R;'[D)* (U, D) = (T[U, D))*

3The scope of applicability of the methodology presented in this chapter is specified in Deﬁnition

Example [3.6.3)and Theorem 3.6.4]



88 CHAPTER 3. NON-NORMAL MODAL LOGICS AND CONDITIONAL LOGICS

The adjoints and residuals of the maps above (cf. Section [3.2)) are defined as follows:

[% 1 P(X) — P(Y) (&)< 1 P(Y) - P(X) [2]< : P(Y) - P(X)
D (R,[DC))* U Rs[U] U = (Ry[UT)*

UOHE - P(X) > P(Y) [ P(Y) - PX) » 57 P(X) x P(X) > P(Y)
D Ry[D] U - (Ry[U)F (C,D) = (T} [C, D]

A P(Y) x P(X) = PX)
(U, D) — T}”[U, D]

Complex algebras of two-sorted frames can be recognized as perfect heterogeneous
algebras (cf. [6]) of the following kind:

Definition 3.3.2. A heterogeneous m-algebra (resp. c-algebra) is a structure
H = (A,B, [31%, @ )5 T (resp. H:= (A, B, [3]%, [#)",>7))

such that A and B are Boolean algebras, (v)!,[v*] : B — A are finitely join-preserving
and finitely meet-preserving respectively, [3]%, [#)¥, ()" : A — B are finitely meet-
preserving, finitely join-reversing, and finitely join-preserving respectively, and >*: B x
A — A is finitely join-reversing in its first coordinate and finitely meet-preserving in its
second coordinate. Such an H is complete if A and B are complete Boolean algebras and
the operations above enjoy the complete versions of the finite preservation properties indi-
cated above, and is perfect if it is complete and A and B are perfect. The canonical exten-
sion of a heterogeneous m-algebra (resp. c-algebra) H is H? := (A%, B, [3]', (3}, (0,
AT (resp. HC := (A%, BY, [3]F, [#)¥, ")), where A and B° are the canonical exten-
sions of A and B respectively [43], moreover [31¥', [#)¥, [*J¥', ¥ are the 7-extensions
of [31%, [3)E, 1%, ¥ respectively, and (WE, (3) are the o-extensions of (v)E, (#)E
respectively.

Definition 3.3.3. A heterogeneous m-algebra H := (A, B, [3]%, (#)%, W5, 1% is sup-
ported if (v)E[3]1%a = [v*]" (#3)a for every a € A.

It immediately follows from the definitions that

Lemma 3.3.4. The complex algebra of a supported two-sorted n-frame is a perfect het-
erogeneous supported m-algebra.

Proof. LetK = (X,Y,R5, Ry, R,, R,c) be a supported two-sorted n-frame. Then its complex
algebra is K* = (P(X), P(Y), [31", &)X, (K", [v*1¥"), which is clearly perfect. Since K
is also supported, R, '[(R;'[D])] = (R, [(R,'[D])°])* for any D C K. Hence,

D 15D = RIS D] = (RAR,' DD = I () D.
O

Definition 3.3.5. If H = (P(X), P(Y), [>]%, 3, "E, [v*TF) is a perfect heterogeneous
m-algebra (resp. H = (P(X), P(Y), [2]%, [#)¥, >7) is a perfect heterogeneous c-algebra),
its associated two-sorted n-frame (resp. c-frame) is

IHI+ = (X’ Y’R33R$’ Rv, RV") (I'eSp. H+ = (X’ Y,Rg,R%, Tf))’ s.t.
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e R, C Y x X is defined by yRox iff y ¢ [3]%x€,
e Ry C Y x X is defined by xRyy iff y € (3)"{x} (resp. y ¢ [#)™{x}),
e R, C X x Y is defined by xR,y iff x € (v)H{y},

e R, C X x Y isdefined by xR,y iff x ¢ [vc]Hyc,

o Ty CXxYxXisdefined by (x',y,x) € Triff x' ¢ {y} > xC.

Lemma 3.3.6. If H is a perfect supported heterogeneous m-algebra, then H, is a sup-
ported two-sorted n-frame.

Proof. To show that H., is supported, for every D C X,
RMRS'DD] = WF 1D = Iy D = (R (R [DIY])°.
]

The duality between perfect BAOs and Kripke frames can be readily extended to the
present two-sorted case. The following proposition collects these well-known facts, the
proofs of which are analogous to those of the single-sorted case, hence are omitted.

Proposition 3.3.7. For every heterogeneous m-algebra (resp. c-algebra) H and every
two-sorted n-frame (resp. c-frame) K,

1. X" is a perfect heterogeneous m-algebra (resp. c-algebra);

2. (K%), =K, and if H is perfect, then (H,)" = H.

3.3.2 Equivalent representation of m-algebras and c-algebras

Every supported heterogeneous m-algebra (resp. c-algebra) can be associated with an m-
algebra (resp. a c-algebra) as follows:

Definition 3.3.8. For every supported heterogeneous m-algebra H = (A, B, [3]%, (#)%, (n)H,
[T%) (resp. c-algebra H = (A, B, [3]%, [3)™, ™)), let H, := (A, VZ) (resp. H, := (A,
>H+)), where for every a € A (resp. a,b € A),

VEa = WH[31%a = @) a (resp. a > b := ([3]%a A [#)Fa) o7 b).

It immediately follows from the stipulations above that V* is a monotone map (resp.
>+ is finitely meet-preserving in its second coordinate), and hence H, is an m-algebra
(resp. a c-algebra). Conversely, every complete m-algebra (resp. c-algebra) can be asso-
ciated with a complete supported heterogeneous m-algebra (resp. a c-algebra) as follows:

Definition 3.3.9. For every complete m-algebra C = (A, V) (resp. complete c-algebra
C = (A,>9), let C* := (A, P(A), [3]7, B, M, [IY) (resp. C* := (A, P(A), [3]7,
[#)¢", ), where for every a € A and B € P(A),

BIa:={beAlb<a) (WB:= \/{Vcb |beBy [»“a:={beA|a<bh}

]S B = /\{Vcb |b¢ B BT a:= /\{b >SCalbeB) #»Ta:={behl|atb)



90 CHAPTER 3. NON-NORMAL MODAL LOGICS AND CONDITIONAL LOGICS

Lemma 3.3.10. If C is a complete m-algebra (resp. complete c-algebra), then C* is a
complete supported heterogeneous m-algebra (resp. c-algebra).

Proof. Let C = (A, V®) be a complete m-algebra. First we show that C* is a complete
heterogeneous m-algebra. For X C A and I" C P(A),

[B]C'AX:{beAlbs/\X}:ﬂ{beAlex}:ﬂ[a]C'x

xeX xeX
@\ x=beal\/xgb=|Jbealxsb = J&x
xeX xeX
= Jr=\/ v pel Jri=\/ /(v beri=\/my
Yell Yell
1T (T = AtV lbe (0 =) \Vb1bgv) = FI7Y.
Yell Yell

Let us show that C* is supported. For every a € A,

WCBI%a=WMSbeAlb<a) = \/{Vcb |b<a) = VCa,
1F @ a= 1" bealatb) = \(Vblas<b)=Va
Hence, (") [3]%a = ] ()% a.

Let C = (A, >C) be a complete c-algebra. That [3]" is completely join preserving can
be proved as shown above. As to the remaining connectives, for any X C A and I' C P,

) \/X=tbeal\/X<b=(|bealx<b =[x

xeX xeX
Ur[>c'a:/\{b>Ca|beUr}:/\/\{b>ca|bey}:/\(y>c'a)
Yell YeI'
BDC'/\X:/\{b>c/\X|beB}:/\/\{b>cx|beB}:/\(Bl>c'x).
xeX xeX

O

Proposition 3.3.11. If C is a complete m-algebra (resp. c-algebra), then C = (C®),.
Moreover, if H is a complete supported heterogeneous m-algebra (resp. c-algebra), then
H = C* for some complete m-algebra (resp. c-algebra) C iff H = (H,)"*.

Proof. For the first part of the statement, by definition, C and (C*®), have the same under-
lying Boolean algebra. Moreover, V©€a = (W' [3]%a = V©a for every a € C, the first
identity holding by definition, the second one being shown in the proof of Lemma[3.3.10]

As to the second part, for the left to right direction, assume that H = C*® for some
complete m-algebra (resp. c-algebra) C. From the first part of the proposition we know
that C = (C*®),. Then H = C* = ((C*),)* = (H,)*. For the right to left direction, H, is the
required complete m-algebra (resp. c-algebra). O

The proposition above characterizes up to isomorphism the supported heterogeneous
m-algebras (resp. c-algebras) which arise from single-type m-algebras (resp. c-algebras).
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3.3.3 Representing n-frames and c-frames as two-sorted Kripke frames

Thanks to the discrete dualities discussed in Sections [3.2.1]and [3.3.1] we can transfer the
algebraic characterization of Proposition [3.3.T1] to the side of frames, as detailed in this
subsection.

Definition 3.3.12. For any n-frame (resp. c-frame) F, we let F* := ((F®)*),, and for every
supported two-sorted n-frame (resp. c-frame) K, we let K, := (K"),)e.

Spelling out the definition above, if F = (W, v) (resp. F = (W, f)) then F* = (W, P(W), R,
Ry, R,,R,c) (resp. F* = (W,P(W), R4, R, T)) where:

e R, CWxXP(W)is defined as xR, Z iff Z € v(x);

e R, CWXP(W)isdefined as xR,-Z iff Z ¢ v(x);

e R, CP(W)x Wisdefined as ZR x iff x € Z;

o Ry CP(W)x W isdefined as ZRyx iff x ¢ Z;

o Ty CWxXP(W)x Wis defined as Tr(x,Z,x') iff X' € f(x,2).

Moreover, if K = (X, Y,R5,R3,R,, R,c) (resp. K = (X, Y,R5, R, T¢)), then K, = (X, v,)
(resp. K, = (X, fi)) where:

o vi(x) ={DC X | x€R'[(RS'[D]F]} ={D € X | x € R(R;'[D]}:
o fu(x, D)= N{C S X | xe TP HC), D).
Lemma 3.3.13. IfF = (W, v) is an n-frame, then F* is a supported two-sorted n-frame.

Proof. By definition, F* is a two-sorted n-frame. Moreover, for any D C W,

(R, (R, [D)D* w|¥X(X ¢ viw) = Ju(X ? u & u € D))}
w|VX(X ¢ v(w) = D ¢ X)}

w|VX(DC X = X €v(w)))

w|3AX(X € v(iw) & X C D)} (%)
Ry'(RS' (D).

—_——— —— —

To show the identity marked with (*), from top to bottom, take X := D; conversely,
if D € Z then X C Z, and since by assumption X € v(w) and v(w) is upward closed, we
conclude that Z € v(w), as required. O

The next proposition is the frame-theoretic counterpart of Proposition (3.3.11

Proposition 3.3.14. If F is an n-frame (resp. c-frame), then F = (F*),. Moreover, if K is
a supported two-sorted n-frame (resp. c-frame), then K = F* for some n-frame (resp. c-
frame) F iff K = (K, )*.

Proof. For the first part of the statement,
(F*)« (((((F*)*)+)")e)e  definition of (—)* and (—).

(F®)*)o)e Proposition‘3.3.7 2, (F®)* perfect heterogeneous algebra

(F®)e Proposition‘3.3.1l since F® is complete

F. Proposition [3.2.

Im
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As to the second part, for the left to right direction, assume that K = F* for some m-frame
(resp. c-frame) F. From the first part of the statement we know that F = (F*),. Then
K = F* = ((F*),)* = (K,)*. For the right to left direction, K, is the required m-frame
(resp. c-frame).

O

3.4 Embedding non-normal logics into two-sorted nor-
mal logics

The two-sorted frames and heterogeneous algebras discussed in the previous section serve
as semantic environment for the multi-type languages defined below.

Multi-type languages. For a denumerable set Prop of atomic propositions, the lan-
guage Ly rv for monotonic modal logic, in types S (sets) and N (neighbourhoods) over
Prop, is defined as:

S3Au=p|T|L|-A|ANA| (V| Df]a
Noa:=1|0|~alanal|[2]A]| ()
and the language L,r- for conditional logic, in types S (sets) and N (neighbourhoods)
over Prop, is defined as:
S2A:u=p|T|L|-A|AANA|a>A
Noa:=1|0]|~a|anal[3]A][?)A.

Algebraic semantics. Interpretation of Ly ry-formulas (resp. Lr-formulas) in hetero-
geneous m-algebras (resp. c-algebras) under homomorphic assignments / : Lyry — H
(resp. h : Lyr- — H) and validity of formulas in heterogeneous algebras (H | ©) are
defined as usual.

Frames and models. £,;ryv-models (resp. Lyr--models) are pairs N = (K, V) s.t. K =
(X,Y,R5,R3,R,,R,) is a supported two-sorted n-frame (resp. K = (X,Y,R5,R5,T¢) is a
two-sorted c-frame) and V : Ly — K% is a heterogeneous algebra homomorphism
of the appropriate signature. Hence, truth of formulas at states in models is defined as
N,z @iff e V(O) forevery z € XU Y and ® € S U N, and unravelling this stipulation
for formulas with a modal operator as main connective, we get:

e Nox i (v)a iff N,y aforsomeys.t. xR,y;
e Noxi [la iff N,y aforallys.t. xR,y;

e NyI-[2]A iff N,x Aforall xs.t. yRyx;

o NoyI-(3)A iff N,x I A for some x s.t. yRxx;
o NLyI-[2)A iff N,xk A forall xs.t. yRyx;

e Noxkar>A iff forallyandallx’, if T¢(x,y,x") and N,y I a then N, x" I A.

Global satisfaction (notation: N I @) is defined relative to the domain of the appro-
priate type, and frame validity (notation: K I @) is defined as usual. Thus, by definition,
K I @ iff K* | 0O, and if H is a perfect heterogeneous algebra, then H E ® iff H,  ©.
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Correspondence theory for multi-type normal logics. The semantic environment in-
troduced above supports a straightforward extension of unified correspondence theory for
multi-type normal logics, which includes the definition of inductive and analytic induc-
tive formulas and inequalities in Lyry and Lyrs (cf. Section [3.5)), and a corresponding
version of the algorithm ALBA [13] for computing their first-order correspondents and
analytic structural rules.

Translation. Correspondence theory and analytic calculi for the non-normal logics Ly
and L. and their analytic extensions can be then obtained ‘via translation’, i.e. by recur-
sively defining translations 7,7, : Ly — Lyrv and (-)" : L. — Ly7- as follows:

Ti(p) = p T(p) = p pt=p
T AY) = Ti(@) ATI(Y) e AYy) = 1) AT2Y) @AY = " AYT
Ti(mp) = 12(p) T(mp) = 1) ()" = -¢°
71(Ve) = OBI71(e) (Ve) = [ IB)12(p)
and

(o> =(Ble" N [B)e") > yY"

Lett(p Fy) :=¢" FyYyTif o - ¢isan L.-sequent, and (¢ F ) :=71(@) F T2(Y) if @ + Y
is an Ly-sequent.

Proposition 3.4.1. IfF is an n-frame (resp. c-frame) and ¢ v \ is an Ly-sequent (resp. an
L.-sequent), then F v ¢ ¢ iff F* I (¢ + ¥).

Proof. When F is an n-frame, the proposition is an immediate consequence of the follow-
ing claim:

FE V) ,wike iff  FESV),wikti(p) iff  (FV),w i 1),

which can be proved by induction on ¢. We only sketch the case in which ¢ := V. In
this case, 7{(Vy) = (W[2]r1(¥) and 72,(Viy) = [V KB)12 ().

F,V,wwr Vy iff AD(D € v(iw) & D C V(¥))
iff AD(WR,D & Yd(DR-d = d € V(y)))
iff ADWR,D & Vd(DR-d = d € V(t,1(¥))) Induction hypothesis
iff F*,V,w i (W[3]71(y)

F,V,wwr Vy iff AD(D € v(iw) & D C V(¥))
iff AD(WR,D & Vd(DR-d = d € V(¥)))
(x) iff VDWR,D = Ad(DR:d & d € V(y)))
iff VDWR,D = Ad(DR;d & d € V(1,(¥)))) Induction hypothesis
iff  F*, V,w ik DFIBT0).

The equivalence marked by (x) follows from Lemma (3.3.13
When F is a c-frame, the proposition is an immediate consequence of the following

claim, which can be shown by induction on ¢.

F,V),wike iff (F5,V),wik ¢
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We only sketch the case in which ¢ := ¢ > . Inthis case, (¢ > ¥)" = ([2]e"N[B)¢") > Y.

FE V). wik o> yiff f(w, V(g) € V()
iff Vx(x € f(w,V(p)) = x € V())
iff VaxVY(x € fw,Y) & Y = V(p) = x € V(¥))
iff VxVY(x € fw,Y) & Y = V(¢") = x € V({Y")) LH.
i VaVY(Tr(w, Y, x) & (Vy(YRsy = y € V(¢"))) &
(Vy(YRzy = y € V(")) = x € V(¥"))
iff F*,V),w i ([3]le" N [B)¢") > Y.

O

With this framework in place, we are in a position to (a) retrieve correspondence re-
sults in the setting of non-normal logics, such as those collected in Theorem as
instances of the general Sahlqvist theory for multi-type normal logics, and (b) recognize
whether the translation of a non-normal axiom is analytic inductive, and compute its cor-
responding analytic structural rules (cf. Section [3.9).

3.5 Analytic inductive inequalities

In the present section, we specialize the definitions of inductive inequalities (cf. [13], Def-
inition 3.4]) and analytic inductive inequalities (cf. [35, Definition 55]) to the multi-type
languages L;rv and L7~ provided in Section 3.4

An order-type over n € N is an n-tuple & € {1,0})". If & is an order type, &7 is its
opposite order type; i.e. £%(i) = 1 iff &(i) = 0 for every 1 < i < n. The connectives
of the language above are grouped together into the families F := Fg U Fny U Fyur and
G = Gs U Gn U Gur, defined as follows:

Fs = {=} Gs = {-}
Fn = {~} Gn = {~}
Fur =), (B} Gur = {[BLD]>,[2))
For any f € ¥ (resp. g € G), we let ny € N (resp. n, € N) denote the arity of f (resp. g),

and the order-type & (resp. &) on ny (resp. n,) indicate whether the ith coordinate of f
(resp. g) is positive (g(i) = 1, g,(i) = 1) or negative (&/(i) = 0, &,(i) = 0).

Definition 3.5.1 (Signed Generation Tree). The positive (resp. negative) generation tree
of any Lyr-term s is defined by labelling the root node of the generation tree of s with the
sign + (resp. —), and then propagating the labelling on each remaining node as follows:
For any node labelled with £ € ¥ U G of arity n,, and for any 1 < i < n;, assign the same
(resp. the opposite) sign to its ith child node if &,(i) = 1 (resp. if €,i) = d). Nodes in
signed generation trees are positive (resp. negative) if are signed + (resp. —).

For any term s(py, ... p,), any order type € over n, and any 1 < i < n, an e-critical
node in a signed generation tree of s is a leaf node +p; with (i) = 1 or —p; with (i) = 0.
An e-critical branch in the tree is a branch ending in an &-critical node. For any term
s(p1,...pn) and any order type € over n, we say that +s (resp. —s) agrees with &, and
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Skeleton PIA
A-adjoints SRA
+ VvV U + A N 3] ] > [ - ~
- AN -V U (¥ B =~ ~
SLR SRR
+ ANy B -~ + VvV U
- vV U [B] ] > [B) -~ ~ - AN

Table 3.1: Skeleton and PIA nodes.

write e(+s) (resp. &(—s)), if every leaf in the signed generation tree of +s (resp. —s) is
e-critical. We will also write +s < s (resp. —s’ < x*s) to indicate that the subterm s’
inherits the positive (resp. negative) sign from the signed generation tree *s. Finally, we
will write &(s”) < s (resp. £2(s’) < s) to indicate that the signed subtree s’, with the sign
inherited from *s, agrees with & (resp. with £%).

Definition 3.5.2 (Good branch). Nodes in signed generation trees are called A-adjoints,
syntactically left residual (SLR), syntactically right residual (SRR), and syntactically right
adjoint (SRA), according to the specification given in Table A branch in a signed
generation tree *s, with * € {+, -}, is called a good branch if it is the concatenation of
two paths P; and P,, one of which may possibly be of length 0, such that P, is a path from
the leaf consisting (apart from variable nodes) only of PIA-nodes and P, consists (apart
from variable nodes) only of Skeleton-nodes.

Definition 3.5.3 (Inductive £,,;rv- and £,,r--inequalities). For any order type & and any
irreflexive and transitive relation < on py, . .. p,, the signed generation tree *s (x € {—, +})
of an Ly ry-term (resp. Lyr--term) s(py, ... p,) is (Q, &)-inductive if

1. for all 1 <i < n, every e-critical branch with leaf p; is good (cf. Definition [3.5.2));

2. forall 1 <i < n, every SRR-node occurring in any e-critical branch with leaf p; is
of the form &(s, 5) or ®&(B, s), where the critical branch goes through 5 and

(a) &%(s) < xs (cf. discussion before Definition [3.5.2)), and

(b) px <q p; for every p; occurring in s and for every 1 < k < n.

We will refer to < as the dependency order on the variables. An Ly ry-inequality
(resp. Lyr--inequality) s < t is (Q, &)-inductive if the signed generation trees +s and —t
are (Q, )-inductive. An inequality s < ¢ is inductive if it is (€2, €)-inductive for some Q
and €.

Definition 3.5.4 (Analytic inductive £,7v- and £L,,7--inequalities). For any order type
€ and any irreflexive and transitive relation Q on the variables py, ... p,, the signed gen-
eration tree *s (x € {+,—}) of an Lyry-term (resp. Lyr--term) s(py,...p,) is analytic
(Q, &)-inductive if

1. xsis (Q, &)-inductive (cf. Definition[3.5.3);
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2. every branch of xs is good (cf. Definition [3.5.2).

an inequality s < tis analytic (Q, €)-inductive if +s and —¢t are both (€2, £)-analytic

inductive. An inequality s < ¢ is analytic inductive if is (€2, £)-analytic inductive for some
Q and .

The syntactic shape of analytic inductive inequalities is illustrated by the following pic-
ture:

7\ )

Skeleto ,’, \\ / \\ keleton

PIAAA A/\\PIA
+p +p 52

S1

Remark 3.5.5. In what follows, in order to be consistent with proof-theoretic notation,
we also refer to inductive sequents and analytic inductive sequents. Since inductive and
analytic inductive inequalities are syntactic objects, inductive and analytic inductive se-
quents are obtained from the former by substituting the inequality symbol with the symbol
F.

3.6 Algorithmic correspondence for non-normal logics

In this section, we detail how the two-sorted environment introduced and discussed in the
previous sections can be used to establish a Sahlqvist-type correspondence framework for
classes of non-normal logics (see Theorem [3.6.4] and the discussion in Section[3.9) which
can be specialized to the signatures of monotonic modal logic and conditional logic, en-
compasses and extends the well-known correspondence-theoretic results for these logics
collected in Theorem [3.2.3| and brings them into the fold of unified correspondence the-
ory [12, [13]. The unified correspondence approach pivots on the order theoretic prop-
erties of the algebraic interpretation of logical connectives. As pointed out in [S)], when
the relevant order theoretic properties hold in a given multi-type setting such as the one
introduced in Section [3.3] the insights, tools and results of unified correspondence theory
can be straightforwardly transferred to it. As the first step of this process, specifically for
the present cases of monotonic modal logic and conditional logic, we have specialized the
definition of inductive and analytic inductive inequalities/sequents to the languages Ly rv
and Ly (cf. Definitions[3.5.3|and [3.5.4)); in the following table, we list the translations
of the axioms of Theorem @], for each of which, the last column of the table specifies
whether its translation is analytic inductive.
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Axiom Translation Inductive  Analytic

N VT T < UBT v v
P -Vl T < =()[3]L v v
C VpAaVg—-VipAg) MBIp AWIBlg < KB A9 4 4
T Vp-p MBlp<p v v
4 VVp->Vp MBIl < D KB)p v X
4 Vp—->VVp WMI2lp < D KBAD KB v X
5 =Vap—->VaVop ~[KE)-p < DKB-~W[B]-p 4 X
B p—->V=V-p p < DKB)-WIB]-p 4 X
D Vp—-V-p WMIzlp < ~MIz]-p v v
CS (prg—-(p>9q pAg<(BlpNn[B)p)>q v v
CEM  (p>q V(p>—q) T<({[2lpN[B)p)>q) VvV {([2lp N [B)p) > —q) v v
ID p>p T<(=lpn[Bp)>p v v
CN (p>q9Vvig>Dp) T<({([BlpN[B)p)>q Vv [([21g N [2)g) > p) 4 4

Remark 3.6.1. The positional translation of Ly-axioms/sequents alllows for a larger set
of translated axioms to be (analytic) inductive, compared to e.g. using only 7;. To il-
lustrate this point, consider axioms 4 and C above; translating them using 7, respec-
tively yields (v)[3]{v)[2]p < (¥)[3]p, which is not inductive since no branch is good, and
WMBIpAWI[2]g < (V)[2](pAg), which is inductive but not analytic, since in —(v)[3](pAq)
some branches (in fact all) are not good (cf. Definition [3.5.2). This trick is not a panacea:
also under the positional translation, nested occurrences of V connectives, as in axioms 4,
4’, 5 and B, give rise to nestings of modal operators in which Skeleton nodes occur in the
scope of PIA nodes, violating the ‘good branch’ requirement (cf. Definition [3.5.2). We
return to this point in the discussion after Definition [3.6.2]

An analogous positional translation trick is not applicable to £.. The reason is that >
is (finitely/completely) meet-preserving in its second coordinate and arbitrary in its first
coordinate, thereby forcing any normal connective * at the root of the translated term to
be (at least) binary, and (finitely/completely) meet-preserving in one of its coordinates.
However, to occur as a positive Skeleton node, the connective = would also need to be
(finitely/completely) join-preserving (resp. meet-reversing) in its positive (resp. negative)
coordinates and, as observed in [[11, Footnote 4], all normal operations endowed with both
sets of properties need to be unary.

The algorithm ALBA defined in [13] can straightforwardly be adapted to £,7v and
Lyr> and their algebraic and relational semantics; since the translations of all the ax-
ioms listed above are inductive, by the general theory, ALBA succeeds in eliminating the
propositional variables occurring in them and in equivalently transforming their validity
on frames into suitable conditions expressible in the predicate languages canonically as-
sociated with n-frames (resp. c-frames). The ALBA runs on these axioms are reported in
Section

To further expand on how the correspondence results of Theorem [3.2.3] can be ob-
tained as instances of algorithmic correspondence on two-sorted frames and their com-
plex algebras, let F be an n-frame (resp. a c-frame) and ¢ + ¢ an Ly-sequent (resp. Ly-
sequent). Let 7(¢ + ) denote 71(¢) + T2(¥) or ™ F T as appropriate. Let ALBA(7(¢ + ¥))
denote an output of ALBA when run on 7(¢ + ), and ST(ALBA(7(¢ F+ ¢))) be its stan-
dard translation in the appropriate predicate language of n-frames (resp. c-frames). Then
the following chain of equivalences holds'}

“In the last equivalence the relations are interpreted according to Definition|3.3.12
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Firory
iff F*r1(ory) Proposition
iff (F)"E1(pry) def. of validity on two sorted-frames

iff (F*)" EALBA(t(¢+y))  two-sorted correspondence
iff F* E ST(ALBA(t(¢ + ¥)))
iff FE ST(ALBA(t(¢ + ¥)))

Let us concretely illustrate this proof pattern by applying it to the following axiom:
VpAVg+V(pAg). (3.6.1)

Let F = (W,v) be a n-frame, and F* = (W,P(W),R, R;,R,,R,<) be its associated
two-sorted n-frame, where e.g. wR,Z iff Z € v(w) and so on (full details are in Defini-
tion 3.3.12). By Proposition [3.4.1] the validity of axiom (3.6.1) on F is equivalent to its
translation

MBIp AW3lg - VI@EXNP A g) (3.6.2)

being valid on F*, which, by definition of satisfaction and validity in the two-sorted en-
vironment, is equivalent to the validity of axiom (3.6.2)) on the complex algebra (F*)* =
PW), PPW), (3], &), ("), D.

According to Definition (3.5.4] axiom is a (€2, &)-analytic inductive inequality
for p <q q and &(p) = &(g) = 1. Let us now run ALBA on axiom (3.6.2). In what follows
we let i; and i, be nominal variables of type N and m be a co-nominal variable of type
N. This means that i; and i, are interpreted as — and hence range in the set of — atoms
of the second domain PP (W) of the perfect heterogeneous c-algebra (F*)* (i.e. singleton
subsets {Z} for Z € W), while m ranges over the set of coatoms of PP(W), and hence is
interpreted as the collection of subsets {Z}° :={Y € W | Y # Z} for an arbitrary Z C W.

As no preprocessing is needed, ALBA performs first approximation, which equiva-
lently transforms

VYpYalmalp A (M[2lg < [V KEXp A 9)]

into the following quasi-inequality:
YpYgYiVisVm((i; < [3]p & i < [3lg & (B)(p A q) <m) = (i) A (Mip < [V ]m].

Recall that (€) and [3] form a residuation pair. Hence, i; < [3]p is equivalent to (€)i; < p
and i, < [3]q is equivalent to (€)i, < ¢. Then the quasi inequality above is equivalent to
the following quasi-inequality:

YpYg¥i Vi Vm[((€)i) < p & ()i, < ¢ & (B)(p A g) <m) = (n)ii A (Wi, < [V ]m].

The quasi inequality above is in Ackermann shape, hence the Ackermann rule can be ap-
plied (cf. [13, Lemma 4.2]) to eliminate all occurrences of p and ¢, yielding the following
(pure) quasi inequality in output

Vi Vi Ym[(3)({e)ii A (E)ir) < m = (Wi A (Wi < [V ]m],
which, for the sake of convenience, applying adjunction, we equivalently rewrite as

VipVi,Vm[(e)i; A (e)i; < [¢]m = (W)i; A (Wi, < [V ]m]. (3.6.3)
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Let ALBA(t(Vp A Vg + V(p A g))) denote the quasi inequality above. The soundness of
ALBA on perfect heterogeneous m-algebras and the validity of (3.6.2)) on (F*)* imply
that ALBA(t(Vp AVq + V(p A g))) holds in (F*)*. The next step is to translate this quasi-
inequality into a condition on F* expressible in its appropriate correspondence language.

As discussed above, nominal and conominal variables correspond to subsets of W.
Moreover, recall that the heterogeneous connectives [3], (3), (v), [v‘] are interpreted in
(F*)* as heterogeneous operations defined by the following assignments: for any D €
P(W) and U € PP(W) (cf. Definition [3.3.1)),

[¢1U = (Rs[U°])° (e)U =R,[U] (U =R'[U]l DIU = R U],

Let Z,,7,,Z; € W and {Z,},{Z,},{Z;}° be the interpretations of iy, i,, m, respectively.
Then, writing R,[Z] for R,[{Z}] for any o € {3, 3, v, v}, we can translate (3.6.3) as follows:

Vi Vi, Ym[(e)i; A (e)i; < [¢]m = ()i} A (Wi < [V |m]
=VZ VNV ZA(ENZ1} AENZ) < [#1Z5)° = (WIHZih A OO Z0) < DA IHZs)]
=VZ\VZVZ5[R5[Z1]1 N Rs[Z5] € (R[{Z3)“))° = R, (ZI1 N R, [Z,] € (R [{Z3)“D)°]
=VZ\VZVZ5[R5[Z1]1 N Rs[Z1] € (Rs1Z3])° = R;'[Zi] N R, (2] € (R, Z3])°].
Thus, we have obtained

F* | VZVZVZ3[R[Z)] N Ro[Z,] € (R5[Z3])° = R, '[ZI] N R, '[Z2] € (R [Z3])°].

The final step is to translate this condition into a condition on F. Recalling the definitions
of Ry, R5, R,, R, in Definition [3.3.12] it is easy to see that for any Z C W,

R[Z] =Z = (R;[Z])* and R,'[Z]={we W |Zev(w)} = (R,[Z])F.
Hence, we get:
F IZ NZNZNZ3[Zy N2, C 75 = V)C[(Zl S V()C) &7, € V(X)) =75 € V(X)]],

which, by uncurrying and then currying again, and suitably distributing quantifiers, is
equivalent to

F IZ VZIVZQVX[(Zl S V()C) & Zz S V(X)) = VZ3[ZI N 22 - Z3 = Zg S V(X)]],
which is equivalent to
FEVZVLYX((Z e vix) & Z, € v(x) = ZiNZy e v(x)]] -

Indeed, for the top-to-bottom direction, take Z; = Z; N Z,. Conversely, assume that
Z, N Z, C Zz, and that Z; € v(x) and Z, € v(x). Then, the assumption implies that
Z1 N Z, € v(x). Since v(x) is upward-closed, Z; N Z, C Z; implies that Z; € v(x). This
completes the algorithmic proof of item C of Theorem The remaining items can be
obtained by similar arguments. In Appendix we collect the relevant ALBA runs and
translations of their output.

The discussion above also motivates the following definition, aimed at identifying
those Ly- and L. -inequalities ¢ + ¢ such that (¢ + ¢) is (analytic) inductive.
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Skeleton PIA Non-Normal
A-adjoints SRA
+ V A\ + v
- AN \Y4
SLR SRR
— \Y >
+ A - + \Y
- \Y - - A

Table 3.2: Skeleton, PIA and Non-normal nodes.

Definition 3.6.2 ((Analytic) inductive Ly- and L. -inequalities). Nodes in signed gen-
eration trees will be called A-adjoints, syntactically left residual (SLR), syntactically right
residual (SRR), syntactically right adjoint (SRA), and Non-Normal according to the spec-
ification given in Table A branch in a signed generation tree s, with = € {+, -}, is
called a good branch if it is the concatenation of two paths P; and P,, one of which may
possibly be of length 0, with at most one Non-Normal connective in between P; and P,
and such that P is a path from the leaf consisting (apart from variable nodes) only of
PIA-nodes and P, consists (apart from variable nodes) only of Skeleton-nodes.

Inductive and analytic inductive Ly- and £L.-inequalities are defined verbatim as in
Definitions [3.5.3]and [3.5.4] relative to the definition of good branch given above, with the
additional restriction that a (sub)formula ¢ > ¢ is allowed to occur positively in signed
generation trees of inductive L. -inequalities only if every leaf of ¢ is a constant.

The translations of Section map good branches defined above to good branches
as in Definition indeed, occurrences of +V (resp. —V) are translated as +(v)[3]
(resp. —[v‘I{3)). Also, occurrences of > in good branches can only be negative, and
conditional formulas —¢ > ¢ are translated as —([3]¢ N [#)¢) > . In all these cases, PIA
nodes occur in the scope of a Skeleton node, as required by the ‘good branch’ shape of the
target language. Moreover, Non-Normal connectives are allowed to occur at most once
in a good branch, since, as discussed in Remark independently of their sign, the
nested occurrence of Non-Normal connectives would create, when translated, at least one
branch in which a Skeleton node occurs in the scope of a PIA node, which violates the
‘good branch’ requirement. Finally, the requirement that positive occurrences of ¢ >
are allowed in signed generation trees only if ¢ does not contain occurrences of atomic
propositions is motivated by the fact that, as discussed in Remark no positional
translation is available which would map branches with occurrences of + > nodes to
good branches of the target language. Hence, applying the translation (-)" to +(¢ > i)
generates Skeleton nodes in the scope of a PIA node. Therefore, the translation +([3]¢N[2
Y) > i of this formula would be allowed to occur as a subformula in an (€, £)-inductive
inequality only if it was £°-uniform. However, if ¢ contains atomic propositions, then by
construction, the formula ([2]¢ N [A)¢) > ¢ is not &”-uniform for any order-type &.

Example 3.6.3. Axioms N and P give rise to the Ly-inequalities T < VT and T < =-V.L
which are trivially analytic inductive. Axioms C, T and D give rise to the Ly-inequalities
VpAVg < V(p Ag), Vp < pand Vp < =V-p which are analytic (€2, £)-inductive
for any order type € and the empty Q. Axioms 4°, 5, and B give rise to Vp < VVp,
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—V-p < V=V=pand p < V-V-p which are (Q, g)-inductive for the order type (p) = 1
and the empty €, but not for &(p) = 0, and hence are not analytic. Axiom 4 gives rise to
VVp < Vp which is (€, €)-inductive for the order type &(p) = 0 and the empty €, but not
for &(p) = 1, and hence is not analytic. The L.-inequality (p > q) < (p — ¢q), arising
from Axiom MP from [58]], is not inductive, since > occurs positively and the atomic
proposition p occurs in the scope of its first coordinate. Axioms CS, CEM, ID, CN give
rise to the L. -inequalities (p A q) < (p > q), T<(p>q@ V(p > —q), T < p > p, and
T < (p > q) V(g > p), which are analytic (€2, £)-inductive for any order type € and the
empty Q.

The class of inductive Ly-inequalities properly includes those arising from KW-formulas
(cf. [10 Definition 5.13]). Indeed, it is not difficult to see that if ¢ — ¢ is a KW-formula,
then 7(¢ F ¢) is a Sahlqvist (and hence inductive) inequalityE] To see that the inclusion is
proper, consider e.g. V(p Vv q) < (VVp) V g, which is (€, &)-inductive for &(p, q) = (1,0)
and g <q p,but V(p v g) = ((VVp) Vv g) is not a KW-formula.

The tools of unified correspondence can be used also for computing analytic rules
corresponding to analytic inductive axioms in the given two-sorted languages, so to obtain
analytic calculi for some axiomatic extensions of the basic monotonic modal logic and
basic conditional logic as an application of the theory developed in [33)]. This treatment
yields the analytic calculi defined in the next section. In particular, in the light of the
general results [[13, Theorem 6.1, Theorem 8.8] and [35, Proposition 59], the discussion
so far yields the following

Theorem 3.6.4. For any inductive Ly-sequent (resp. L.-sequent) ¢ + W, ALBA success-
fully terminates on (¢ + ), and if F is an n-frame (resp. c-frame), then F + ¢ + ¥
if and only if F E ST(ALBA(t(¢ + V))). Furthermore, if ¢ v ¥ is analytic inductive,
then one or more analytic structural rules in the language of the display calculus D.MTV
(resp. D.MT>)—cf. Section[3.7}—can be read off from the same ALBA run of t(¢ + ), and
hence will be semantically equivalent to ¢ + .

3.7 Proper display calculi for non-normal logics

In this section we introduce proper multi-type display calculi for Ly and L. and their
axiomatic extensions generated by the analytic axioms considered in Section 3.6 For an
introduction to (proper) display calculi we refer the reader to [4, 67, [31]. For a general-
ization to multi-type (proper, display) calculi we refer the reader to [20, 21} 22, 24} 32|
34,137,133, 163]].

Languages. The language Lpyrv of the calculus D.MTYV for Ly is defined as follows:

3 Ai=p|T|L|-AJAANA| Wa | DFf]a
X:o=A|T|1| 3X|XAX|XVX|M| T (ET | [ET

Nl @e= [31A[{z)A
Fe=a|1]0] RCITAT|TUT|[31X | 3)X | [1X | (A°)X

3In fact, it is already pointed out in the proof of [10, Theorem 5.14] that the definition of KW-formulas
is designed so as to target Sahlqvist formulas under a translation that is slightly different, but not in essential
ways, from the one adopted in the present chapter.
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The language Lpyr- of the calculus D.MT> for L. is defined as follows:

S Ai=p|T|L|-A|AANA|a>A
Xu=A|T|1| =X |XAX|XVX|(EITeX|TAx|[er

N a:=B1A|[PA|lana
Fa=a|1]0| ;CITAT|TUT|BIX]|[EX ]| X% X

Multi-type display calculi. In what follows, we use X, Y, W, Z as structural S-variables,
and I', A, 2, IT as structural N-variables.
Propositional base. The calculi D.MTV and D.MT> share the rules listed below.

e Identity and Cut:

XEA ArY '« akA
1d c c
*pFp XrY e TrA o
e Pure S-type display rules:
L v = T
1r1 TrT
XY X+ Y XAYrZ XrYVZ
gals = = gals ress = — ress
Y EX Yr & Yr 53XV Z SYAXHZ
e Pure N-type display rules:
ATEA [ RA FTANALX FrcAUX
galn — = galn resN = — resn
RART A+ Rl Ar RTUZ RANT FX
e Pure S-type structural rules:
XrY - X+Y XrY N
Y r 2X XATrY XrYV1I
We AXI—Y XI—YV Cs XAX+Y XrYVY Cs
XANZvY XrYVZ XrY XrY
. XAY+Z XrYVZ Bs XAYAZ)rW WrXAXYAZ) B
~ - S x ~ ~ ~
YAXt+Y X+ZVY XAYVAZrW WrEXAY)AZ
e Pure N-type structural rules:
A . A F'rA o
COVZ[N; — — 0
~Av Al I'nlrA T'rAUO
. I'rA CrA oy LN rA r-AGA
FATFA FFAUTI TrA TrA
TAAFTI AU FTAWATIDFX TFTAAATD
N — = En N A
AATHTI TFTIUA TAA)ATIFY TFTAA)AT
e Pure S-type logical rules:
ZAFX X+ SA AABrX XrA YrB
-ArX X+-A AANBrX XAY+AAB

Monotonic modal logic. D.MTYV also includes the rules listed below.
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e Multi-type display rules:

MreXx CAAOX T o (errx BXT
(f/)[,i] —_— (,if)[yf] —_— (e)[g] _— <3§)[§g] —
Tr[AX X+ []C ' [31X X+ [€]l

e Logical rules for multi-type connectives:

Mar X Tra , arl X+ [Fla
ekt o ko pl—%—-__ Arivie .
Y arx orrmae Y " er It Xepie !
g PART XrA b AFX Fr[514
AFT (BX (DA [31A+ [B1X I'+[3]A

Conditional logic. = D.MT> includes left and right logical rules for [3], the display
postulates (€)[3] and the rules listed below.

e Multi-type display rules:

XrTEY TEXsY X [Er
> » > ———
TAXrY XrT8Y [+ [3)X

[£)[3)
e Logical rules for multi-type connectives and pure G-type logical rules:

L Ira ArX XFO‘SA> %) X+A T'+[$A
a>ArTEX XtarA [B)A F [B)X TF[3)A

[®)

. aABrT I'-a Al-ﬂm
anBrT FT'AArang

Axiomatic extensions of monotonic modal logic. Each rule is labelled with the name
of its corresponding axiom.

(BT T (BET AN+ O T+ [3] S(&)A
N — < C - D — —
+ + e ML A DA F 10 MAF =T
BT+ A p LF 311 INSEID
@XM+ A T+ = MrrX

Axiomatic extensions of conditional logic. Each rule is labelled with the name of its
corresponding axiom.

5 A [BYET @érrXx cs TFIBIAA Xk [DA Y+2Z
TrCAABX XAYFTAANBZ

[F[EOT TIF[PXEO Ar[PXEOT Ar[E)EO YrX

CEM = ~ - ¥ ~ -
FTHCANEX)V(OATDS =Y)

o THBIHA TrE)Y orBIH OF (51X
FTHCANBEX)V(OATDSY)
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3.8 Properties

In this section we discuss the properties of the display calculi presented in the section
above. Proofs of the following results for the display calculi associated with the basic
logics of arbitrary D.LE languages are discussed in [35, Section 4.2]. They straightfor-
wardly apply the basic proper display calculi associated with basic logics of the multi-type
languages discussed in the present chapter since their proof only relies on the order theo-
retic properties of the interpretation of the logical connectives. Below we only expand on
the properties of the calculi for the relevant axiomatic extensions.

The display calculi introduced in the section above are proper (cf. [67,135]), and hence
the general theory of proper multi-type display calculi guarantees that they enjoy cut
elimination and subformula property [ZO]E]

In [I35} Section 7], it is shown that any analytic inductive inequality can be equivalently
transformed via ALBA into a set of quasi-inequalities each of which corresponds to an
analytic rule of the corresponding display calculus. Instantiating this result to the calculi
of Section let H,, (resp. H.) be the class of all perfect heterogeneous m-algebras
(resp. perfect heterogeneous c-algebras). Given a set of analytic inductive sequents R, the
extension of D.MTV (resp. D.MT>) with inference rules obtained by running ALBA on
R is denoted by D.MTVR (resp. D.MT> R). The subclass of H,, (resp. H.) defined by R
is denoted by H,,(R) (resp. H.(R)).

3.8.1 Soundness

To show the soundness of the rules of D.MTVR (resp. D.MT> R) w.r.t. H,(R) (resp.
H_.(R)), it suffices to show that the interpretation of each rule[] in D.MTVR (resp. D.MT>
R) is valid in H,,(R) (resp. H.(R)). The soundness of the rules in D.MTV and D.MT>
follows from the definitions of H,, and H,, respectively. And the soundness of the rules
from R follows from the soundness of ALBA rules on members of H,, (resp. H.), and
the ALBA runs reported in the appendix. Specifically, in what follows, for any perfect
m-algebra (resp. c-algebra) H := (A, B, ...), let x range over A and v, 9, 6 range over B.
Then the rules on the left-hand side of the squiggly arrows below are interpreted as the
quasi-inequalities on the right-hand side:

ErrXx

W s VyVx[(e)y < x & v < [3]x]

BUEOT AN O
A DA O

- YYYOVO[(BY(E)y A(€)S) < 8 = (v)y A{v)d < [v]0]

[+ [3]1

W Vyly < [B]L = T < =(v)y]

6As also observed in [11]], the adjective ‘proper’ singles out a subclass of Belnap’s display calculi [4]
identified by Wansing in [67, Section 4.1]. A display calculus is proper if every structural rule is closed
under uniform substitution. This requirement strengthens Belnap’s conditions Cg¢ and C;. In [20], this
requirement is extended to multi-type display calculi. A logic is (properly) displayable if it can be captured
by some (proper) display calculus (see [35, Section 2.2]).

7A rule is interpreted as an implication of the inequalities that correspond to the assumptions and con-
clusions of the rule. For a precise definition we refer the reader to [35) Section 4.2.1].
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The validity of VyVx[{€)y < x & y < [3]x] follows from the fact that (€) and [>] form
a residuation pair in H. The validity of the quasi-inequalities corresponding to axioms C
and P in H,({C}) and H,,({P}) respectively follows from the validity-preserving ALBA
runs reported in the appendix. We report below on the validity-preserving ALBA run for
C.

C. HEVpAVg - V(pAg) ~ MBIp AWl € [V KB)P Ag)

HE W2Ip AWN3lg € I3 Ag)
iff HEVyYoV&Vpqly C[2lp &6 C[3lg & (B)(p A q) €6 = (v)y A{v)d C [¥]0] first approx.
iff HE VyVoVOYpql(e)y C p &{(€)6 Cq & (P)(p A q) C 0= (v)y A{v)6 C [v]0] Residuation
iff HE VYyYoVo(B)(e)y A{€)d) C O = (v)yy A{v)d C [v“]6] (%) Ackermann

3.8.2 Completeness

As discussed above, the algorithmic correspondence perspective on the theory of analytic
calculi (here in their incarnation as “proper display calculi”’) allows for a uniform jus-
tification of the soundness of analytic rules in terms of the soundness of the algorithm
ALBA used to generate them. These benefits extend also to the uniform justification of
the completeness of proper display calculi w.r.t. the logics they are intended to capture.
First let us show the completeness w.r.t. the basic monotonic modal logic and condi-
tional logic. The (translations of the) rules M, RCEA and RCK,, are derivable as follows.

A+ B . A+ B

M. VA+ VB WIEIA - DKE)B

A+ B
[21A+[3]1B
(&)[3]A+ B
(BNE)[3]A + (3)B
@YMBIAF (3)B
(MBIA F DFl(B)B
M[IA [V KP)B
WMBIAF KRB

Ao B . A+ B BrA
A>C)e (B>0) ([21AN[3A) > C+(3]BN[#»B)>C

RCEA.

BrA A+ B
[31BF 514 [3)B + [$)A
[32]B+[3]A [B)B+ [BYA
[21BA[2)BF [2le N [2)A
31BN [2)BF [3lp N [A)A C+C
[GIAN[#A) > C+ (31BN [#)B)>C
BGIANRA > CrH(3]BN[#2)B) > C

Al/\.../\An—>B
(C>ADAN...A(C>A,) - (C>B)

RCK,,.

—~ AlN...NA,+B
(PICN[AO) A A...ABICN[PCO)> A, F([2]CN[2)C)> B

To show that the translation of RCK,, is derivable, let us preliminarily show that
([21IC N [#)C)A([BICN[B)C) > Al A([D]C N [B)C) > Ay + Ay A A, is derivable.
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Ws

CrC c+C Cr+C CrC
[31C + [51C BCF[FC [3]1C +[3]1C B)CF[EC
[2IC + [3]1C [3)CF[3)C [21C + [3]C [3)CF[)C
BICA[B)C+ [BIC N [3)C [BIC A [BC F [BIC N [#)C
[31C N [2)C + [3]C N [3)C Al kA [31C N [#)C + [3]C N [3)C ArF Ay
([21C N [£)C) > Ay F ([2]C N [F)O) B A Ws ([21C N [#)C) > Ay + ([2]C N [F)O) 5 Ay
([31C N [F)C) > Ap A([PIC N [B)C) > Az - ([31C N [B)C) B Ay ([31C N [A)C) > Ap A([BIC N [B)C) > Ay + ([31C N [B)C) B Ay
([31C N [3)C) > Ap A([BIC N [B)C) > Ay - ([31C N [B)C) B Ay ([31IC N [3)C) > Ap A ([3]C N [B)C) > Ay + ([21C N [B)C) B Ay
([21IC N [3)O) A ([31C N [3)C) > Ay A ([BIC N [3)C) > Ay + Ay ([31C N [3)C) A ([31C N [3)C) > A1 A ([]C N [B)C) > Az F Ag
Cs (([31IC N [BO)A(BIC N [B)C) > A1 A([31C N [B)C) > Az) A ([51C N [B)C) A ([3]C N [B)C) > A A([BIC N [B)C) > A2) F A A Ay

(BGICN[RO)A(I31IC N [BC) > Ap A(PICN[B)C) > Az Ap AAs

Iterating the previous derivation n — 1 times (where the specific instantiation of Wy is
suitably chosen so as to derive the specific instantiation of the end sequent), we obtain
the left premise of the following derivation, which provides the required derivation of the
conclusion of RCK,, from its premise.

(BICN[BCO)AW(BICN[B)C) > AL A...A(BICN[BC) > A) FALA...AA, A A...AA,+ B
BICN[BO)AW([BICN[BHC) > A A...A(BICN[E)C) > A,)+ B
(BICN[BYC) > AL A ... A(BIC N [R)C) & A, + ([3]C N [YC)E B
BICNRYC) > AL A ... A(BICN[RYC) & A, F ([5IC N [2)C) > B

Cuts

As for the completeness of the axiomatic extensions, in [11] an effective procedure is
introduced for generating cut free derivations of the translations of each rule and analytic
inductive axiom (of any normal lattice expansion signature) in the corresponding proper
display calculus. Below, we illustrate this effective procedure by applying it to the analytic
axioms of the present setting.

N. VT ~» [VK)T P. =VL ~» =(W)[3]lL. T. VAo A ~ (v)[2]JAF+A
TFT 11 ArA
BYTFE)T b [3]1L 311 [21A+ [3]A
T DT F+ a[3]L NBIAF A

ID. A>A ~ ([5JAN[3)A) > A

ArFA
[$)A + [$)A
AF[&)[B)A
[31A + BI2)A AL A
(&[31AF [D)[B)A B EN

[2)A + [A)(E)[2]A (&)31AFA

1D ~ - P, -
THBIAN[AA)>A

CS. (AAB) = (A>B) ~ AABF ([3]AN[2A) > B

AFA
[B)A F [B)A ArA
A+ [HPA [B)A F [H)A
[3]A F [3][)[3)A A+ DDA B+ B

CS

AABF(3IAN[A) BB
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CEM. (A > B)V (A > —B) ~ ([3]JAN[#)A) > BV ([3]A N [#)A) > —~B

AFA AFA AFA AFA
1A+ [3]A 1A+ [3]A [>1A+[3]A 1A+ [3]A
(E)[2]A+A E)3]A+ A (&)[a]A+ A (E)[2]A+A

e 2AE [2)(&)[=]A [9)A F [B)(E)[3]A (1A F [B)&)[31A [9)A F [EXE)[3]1A B+ B

¢ TH(BIAA[BA)E BV ([3]A A [FA) S =B

C. VAAVB = V(A A B) ~ (V)[2]A A (W[3]B F [VI{(3)(A A B)

D. VA — ~V-4 ~ (W[3]A F ~(W)[3]-A

ArFA B+ B AFA
[2]A+[2]A [21B+ [2]1B [31AF [3]A
(E)3]1A+A (€)[>2]1B+ B (&)[3]A+ A
(&)[3JAA(&)[3]1BFAAB -AF S(&)[3]A
(B(E)B]A A (E)[3]B) F (B)A A B) b [2l-AF [3] %(&)[>]A
(M[21A A (MH[3]1B+ [¥1(B)A A B) MBIAF (M) [3]-A

CN. A>B)V(B>A) w ([3]JAN[3)A)> BV ([3]BN[3)B) > A

ArA B+ B
[B)A F [$)A [#)B + [$)B
A+ [)[B)A ArA B+ [¢)[?)B B+ B

on 2IAF [B1é)[)A [GIAF[51A [31B + BI&)[3)B [51BF [5]1B
T H(([P1AN[2)A) B B) V (121BN [2)B) & A)

3.8.3 Conservativity

To argue that the calculi introduced in Section[3.7)conservatively extend their correspond-
ing Hilbert systems, we follow the standard proof strategy discussed in [35, 136]. Let kp,
denote the syntactic consequence relation arising from Hilbert systems presented in Sec-
tion[3.2.1] and =y denote the semantic consequence relation arising from heterogeneous
Kripke frames and their complex (heterogeneous) algebras. We need to show that, for all
formulas A and B of the original language of the Hilbert system, if 7(A + B) is derivable in
adisplay calculus, then A +, B. This claim can be proved using the following facts: (a) the
rules of display calculi are sound w.r.t. heterogeneous Kripke frames and their complex
(heterogeneous) algebras (cf. Section [3.8.1)); (b) Hilbert systems are complete w.r.t. their
respective class of algebras; and (c) homogenous algebras are equivalently presented as
heterogeneous algebras (cf. Section [3.3.2), so that the semantic consequence relations
arising from each type of structures preserve and reflect the translation (cf. Proposition
[3.4.1)). Then, let A + B be an entailment between formulas of the language of the original
Hilbert systems. If 7(A + B) is derivable in a display calculus, then, by (a), Fy 7(A + B).
By (c), this implies that A |y B, where =y denotes the semantic consequence relation
arising from m-algebras or c-algebras. By (b), this implies that A ry, B, as required.
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3.9 Conclusions and further directions

Present contributions. In the present chapter, we have proposed a semantic analysis of
two well-known non-normal logics (monotonic modal logic and conditional logic), and
used it to introduce both a uniform correspondence-theoretic framework encompassing
and significantly extending various well-known Sahlqvist-type results for these logics,
and a proof-theoretic framework modularly capturing not only the basic logics but also an
infinite class of axiomatic extensions of the basic monotonic modal logic and conditional
logic. The correspondence-theoretic and the proof-theoretic frameworks are closely con-
nected with each other, both because they stem from the same semantic analysis, and
because, more fundamentally, they instantiate results, tools and insights developed at the
interface of correspondence theory and structural proof theory [35]. This line of research
can be naturally extended in various ways, and in what follows we list some natural further
directions.

A modular framework for classical modal logic. In the present chapter, we have con-
sidered monotonic modal logic and conditional logic because this choice made it possible
to address a significant diversity of order-theoretic behaviour of the non-normal connec-
tives with a minimal set of examples: namely a unary monotone operator and a binary
operator which is normal (finitely meet-preserving) in its second coordinate and arbitrary
in the first coordinate. A natural further direction concerns the systematic application of
these techniques to wider classes of non-normal logics. Even restricting attention to the
signature of Ly, a natural direction concerns developing a modular account of classical
modal logic [4] and its (monotone, regular) extensions up to normal modal logic. Of
course the translations employed in the present chapter for monotonic modal logic do not
account for classical modal logic, because monotonicity is in-built in these translations.
The question is then whether one can express monotonicity as an (analytic) inductive
condition under a translation similar to the one used in the non-normal coordinate of the
conditional logic operator >.

From Boolean to distributive lattice-based non-normal logics. The semantic analy-
sis of the present chapter hinges on the embedding of well-known state-based semantics
(monotone neighbourhood frames, selection functions) into two-sorted classical Kripke
frames and their discrete dualities with perfect (heterogeneous) Boolean algebras. Pivot-
ing on more general discrete dualities, such as Birkhoft’s discrete duality between per-
fect distributive lattices and posets, one can develop the systematic theory of e.g. the
non-normal counterparts of positive modal logic [17, [7] or intuitionistic modal logics
[18 19, 59]. In particular, it would be interesting to investigate the applicability of the
present approach for capturing the lattice of non-normal intuitionistic modal logics intro-
duced in [14]].

Neighbourhood and selection functions as formal tools for context-relativization and
category-formation. We plan to investigate alternative (intuitive) interpretations of neigh-
bourhood and conditional frames in order to expand the realm of possible applications.

A natural option would be to consider a neighbourhood as a context relativising the inter-
pretation of a term. An obvious application would be in lexical semantics (see e.g. [2])
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where the meaning of a word is often context-dependent.

A second option would be to consider neighbourhoods as categories. Again, an obvi-
ous application would be in computational linguistics (see e.g. [47]) where each word
is assigned to a syntactical category depending on the role it plays in the formation of
grammatically correct sentences or phrases.

Notice that a word can occur in different contexts or it can be assigned to different cat-
egories. Therefore, one may consider generalizations of the framework with multiple
(weighed) neighbourhood functions or relations as a way to represent (probabilistic) dis-
tributions in a data set.

In many machine learning approaches, a system needs both positive and negative evi-
dence. For example, a classification system needs examples for each class that it is capa-
ble of predicting; if the classification is binary (e.g. the system tries to decide whether an
email is spam or not), it needs to have positive and negative examples. This generalises to
multiple classes (e.g. given a music song, predict the genre of that song). Therefore, one
may consider (generalisations of) bi-neighbourhood frames (see e.g. [15]]), in which sets
of pairs of neighbourhoods provide independent positive and negative evidence.

Finally, each neighbourhood can be endowed with additional structure in order to capture
specific behaviour. This refinement would build a bridge between the literature in non-
normal modal logics and the literature on so-called modal logics for structural control in
linguistics and logic (see e.g. [46, 52, 30, 36]).

Appendix: Algorithmic proof of Theorem 3.2.3|

In what follows, we show that the correspondence results collected in Theorem [3.2.3|can
be retrieved as instances of a suitable multi-type version of algorithmic correspondence
for normal logics (cf. [12} [13]]), hinging on the usual order-theoretic properties of the
algebraic interpretations of the logical connectives, while admitting nominal variables of
two sorts. For the sake of enabling a swift translation into the language of m-frames and
c-frames, we write nominals directly as singletons, and, abusing notation, we quantify
over the elements defining these singletons. These computations also serve to prove that
each analytic structural rule is sound on the heterogeneous perfect algebras validating its
correspondent axiom. In the computations relative to each analytic axiom, the line marked
with (%) marks the quasi-inequality that interprets the corresponding analytic rule. This
computation does not prove the equivalence between the axiom and the rule, since the
variables occurring in each starred quasi-inequality are restricted rather than arbitrary.
However, the proof of soundness is completed by observing that all ALBA rules in the
steps above the marked inequalities are (inverse) Ackermann and adjunction rules, and
hence are sound also when arbitrary variables replace (co-)nominal variables.
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N. HEVT ~ T C[VURT P HE-VL ~» TC={()[3]L
cPIBT T C=(n[3]L
iff  VXYw[(®)T C {X}* = {w} € FlX)] iff VX[XC[3]L=TC-(X]
(%) first. app. (%) first. app.
iff  VXYw[X = W = {w} C X)) iff Wc-()[=]0
)T ={W}9)
iff  Yw[{w) C D UW)] iff W C ({0} [310={ZCW|ZC0)
it Ywliw} € (RWI] iff WC{weW]|wR,0)
iff  Vw[{w}CR; 1[W]] iff Vw0 ¢ v(w)].
iff  Yw[W € v(w)]
C. HEVpAVg—> V(pAg) ~ W[BIp AW[lg € D IBNp AQq)

iff
iff
iff
iff
iff
iff

iff
iff

4.

MBlp AWM3lg € VKX Pp A q)
VZ1 2,239 pqliZi} € [3]p & {22} € [3]g & (B)(p A q) S{Z3)° = (WHZi} A (WHZL} € D IZ3)°]
first approx.
V2122239 pql{enZ,} € p & (eNZa} € g & (B)(p A @) S{Z3} = WHZiE A (W22} € D HZ3)]
Residuation
VIV Z[(PYKENZi} AeNZ)) CHZ3) = WHZLE A (v} € D IZ3)°] (%) Ackermann
VIV Z3[((eNZ1} AENZL)) C [¢lZ3)° = WHZi} A (W22} € D IZ5)°] Residuation
VZIVZZVZ3[VX(XR€Z1 & xRcZp = —|)CR¢Z3) = VX(XRVZI & xR, Z, = ﬂvarZ3)]
Standard translation
YZININZ3(VNx(x € Z1 & x € Zy = x€Z3) = Vx(Z e v(x) & Zy € v(x) = Z3 € v(x))]
Relations interpretation
YZINZINZ3[Zy N Zy CZ5 = Vx(Z) € v(x) & Z; € v(x) = Z3 € v(x))]
YZINZL X[Z) € v(x) & Zp € v(x) = Z1 N Zy € v(X))]. Monotonicity

HEVp - VVp w (W[3]p C VKD KB)P

iff
iff

iff
iff

iff

iff

iff

iff

M2lp € D IBDKB)p
VZIVX'Ypl{Z1} € [Blp & VKB 1B)p € (X)) = WHZ1} € {(X')] first approx.
VZIVX'YpIKENZi} € p & DB I@)p C {x'}) = (WHZi} € {X)] Residuation
VZIVX [ KB IBHENZ1} C (X} = (WHZi) € {X)] Ackermann
VZ i [(v){Z1} € KB KN ENZi ]
VYZ\VX[xR,Zy = VZy(xR,Z) = Hy(ZQR;y & VZ:,’(_)/RVL-Zg, = 3W(Z3R3W & wR:Z1))))]
Standard translation
VZ\Vx[x € (Z) = VZo(Zo ¢ v(x) = Ay(y ¢ Zo & VZ3(Zr ¢ v(y) = Iw(w ¢ Z3 & w € Z1))))]
Relations translation
YZIVx[x € V(Z) = VZx(Zy ¢ v(x) = Iy ¢ Zo & VZ5(Zy ¢ v(y) = Z1 € Z3)))]
Relations translation
VZ \Vx[x e v(Z) = (VZo(Vy(VZ3(Z)y C Z3s = Zz € W(y)) = ¥y € Zp) = 75 € v(x)))]
Contraposition
YZ\Vx[x € v(Z) = (VZo(Ny(Z1 € v(y)) = y € Zp) = Zp € v(x)))] Monotonicity
VZ\Vx[x e v(Z) = {y| Z1 € v(y)} € v(x)]. Monotonicity
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4. HE VVp — Vp ~ MBIWIBIp C K2

MBIWMIBIp € VK2)p

it VaVZVpl{x} € MIBIMIBIP & (B)p C{Zi) = {x} € [V IZ1)] first approx.
iff  VxVZVplixt € MBIMBEIp & p C [E]Z1)° = {x} € D HZi)] Adjunction
iff  VaVZi[{x} € WDBIWIRIENRZI = {x} C [vI{Z1)¢] Ackermann
iff  VaVZi[(3Zy(xR,Zy & Vy(ZR5y = AZ3(VR,Z5 & YW(Z3Rsw = —wR¢Z1))))) = —xR,Z1]
Standard translation
iff  VxVZ[(AZ; € v(x))(Vy € Z5)(AZ3 € v(y))(Yw € Z3)(w € Z1)) = Z1 € v(x)]
Relation translation
iff  VxVZ[(3Z2 € v(x)(Yy € Z2)(AZ3 € v())(Z3 € Z1)) = Z) € v(x)]
iff  VaxVZiVZ[(Z; € v(x) & (Vy € Zp)(AZ3 € v(y))(Z5 C Z1)) = Z; € v(x)]
iff VaVZIVZ[(Z; € v(x) & (Vy € Zp)(Z) € v(¥))) = Z1 € v(x)] Monotonicity
5. HE =Vap 5 V=Vap v = K3E)-p € VB - B]-p
=V KB)-p C DV KB-V[B]-p
iff  VxVZi [ IB)-2]-p € {x} & B)-p C{Z1} = =D NUZY C {x)] first approx.
iff  VaVZi[[vI3)=[3]-p C {x}¢ & -[¢l{Z1}° C p = [V NZ}° C {x}] Residuation
iff  VxVZ[[VIB)= ]~ [¢{Z1}€ C {x}¢ = [V {Z}° C {x}¢] Ackermann
it VZi[-DUHZi} € KB~ BI--[21Z )]
iff VZ]VX[XRVL'Z1 = VZQ(XRVL-ZZ = 3y(ZzR;y & VZg(yRVZj, = 3W(Z3R9W & WRng))))]
Standard translation
it VZiVx[Z) ¢ v(x) = (YZ2 € v(x)(Ty ¢ Z2)(YZ3 € v(y))(Tw € Z3)(w ¢ Z1)]
Relation translation
iff  VZiVx[Z) ¢ v(x) = (V2 ¢ v(0)( Ay ¢ Z2)(VZ3 € v()(Zs £ Z1)]
iff  VZi\Vx[Z) & v(x) = V2 ((Yy ¢ Z2)(AZs € vVIZ3 € Z1)) = Z; € v(x))]

Contraposition
iff VZVx[Z, ¢ v(x) = V2 ((Vy € Zo)(Z) € v()) = Z € v(x))] Monotonicity
iff  VZ\Vx[Z ¢ v(x) = {y| Z1 € v(y)}© € v(x))] Monotonicity
B. HE p —» V=V=p ~» p C [vKB)~(V)[3]-p

p € V' KB)-W3]-p

iff  VxVp[{x} C p = {x} C [V KB)~(W)[3]-p] first approx.
iff  Vx[{x} C VI(B)~)[2]-{x}] Ackermann
it Vx[{x} € KB VI

iff  Vx[VZi (xR, Y = Ay(YRyx & YZ,(yR,Z, = ZrR5x)))] Standard translation
iff  Vx[VZi(Z ¢ v(x) > y(x ¢ Z1 & VZr(Z, € v(y) = x € Z3)))]  Relations translation
iff  Vx[VZi\(Vy(NZa(x ¢ Zp = Zp ¢ v(y)) = y € Z)) = Z1 € v(x))] Contrapositive
iff  Vx[VZi(¥Vy({x}€ ¢ v(y1)) = y € Z)) = Z; € v(x))] Monotonicity
iff  Vx[{y | {x}¢ ¢ v(y)} € v(x))] Monotonicity
iff VavVX[xeX = {y| X ¢ v(y)} € v(x)] Monotonicity
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D. HE Vp — =V=p ~» (0)[3]p € =(»)[3]-p

Mlp € =[3]-p

iff VZVZ'[{Z}C[3]lp &Z' C [3]-p = (W{Z} C ~(»)Z'] first approx.
iff VZVZ'[(eMZ} C p & {Z'} C [3]-p = (W{Z} C ~(vH{Z'}] Residuation
iff VZVZ'[{Z'} C [3](eNZ} = (v){Z} € =(vIZ'}] (%) Ackermann
iff  VZI(vHZ} € ~(v)[3]-(eXZ}]
it VZ[(v{Z} € [vIKaXenZ)]
iff VZVx[xR,Z = YY(xR,Y = Aw(YR-w & wR:Z))] Standard Translation
iff  VZVx[Zev(x) > VY ev(x) > wweY &w € Z))] Relation translation
iff  VZVx[Z ev(x) > VY ev(x) = Y £ Z9]
iff  VZVx[Zev(x) > VY(Y CZ° =Y ¢ v(x))] Contrapositive
iff  VZVxVY[Z € v(x) = Z°¢ ¢ v(x)] Monotonicity
CS. HE(pAg) > (p>q) ~ (pAqg) C(BIpNI[H)p)q
(pAg C(Blp N [Bp)>q
ifft  VaVZVx'Vpglix} SpAq&{Z) S [3lpN[B)p & q C{X' ) = {x} C{Z)>{x')]
first. approx.
iff VaxVZVxVpVqlix} Cp &{x} Cq&{Z} C 2lp & {Z} C [3)p & g C {X'}° = {x} C {Z}>{x'}]
Splitting rule
iff  VaxVZVxX'VpVqlix} C p & {x} Cq & {Z} C [B]lp & p C[¢MZ} & q C {X'}* = {x} C{Z}>{X'}]
Residuation
it VaVZVx'Vql{x} C [¢MZ} & {x} C g & {Z} C [BI[ENZ} & g C (X'} = {x} C {Z}>{x"}]
Ackermann
iff  VxVZVYX'[{x} C [¢NZ} & {Z} C [BI[ENZ} & {x} C (X'} = {x} C{Z}>{x"}]
(%) Ackermann
iff  VxVZ[{x} C [¢NZ} & {Z} C [3][eNZ} = {x} S {Z}>{x}]
iff  VXVZ[-XRZ & VY(ZRsy = —yReZ) = Ny(Tr(x,Z,y) = y = x)] Standard translation
iff VaVZ[xeZ&VyhyeZ=Zecy)=>Vy(ye f(x,Z)=y=x)] Relation interpretation
iff VaxVZ[xeZ = Vy(ye f(x,Z) =y = x)]
iff VaVZ[xeZ= f(x,Z2) C{x}]
ID. HEp>p ~w (BlpN[&)p)>p
TC(B=lpnBp)ep
iff VZZ'VX'pl({Z} S Blp &{Z'} C [B)p & p S {X'}9) = T C ({Z} n{Z'H>{x"}] first approx.
iff VZZNXpl(eNZY S p &{Z'} C[B)p & p S {¥'}) = T C ((Z} n{Z'H>{x'}] Adjunction
iff VZVZ'NX'[({Z'} C [PNENZ} & (e Z} C {X'}) = T C ({Z} n{Z'H{x'}¢ Ackermann
iff VZVZ'[{Z'} C [BXeNZ) = VX' [(eZ} C (X'} = T C ({Z}n{Z' H{x'}1] Currying
iff VZVZ'[{Z'} C [3XeXZ} = T C ({Z}n{Z')(e)Z}] (%) Ackermann
iff  VxVZVZ'[VYW(Z'Rsw = —-WRZ) = Vy(Tf(x,Z,y) & Z = 7' = y € Z)]
Standard Translation
iff  VxVZVZ'Vy[VW(Z'Ryw = -WRZ) & (T¢(x,Z,y) & Z =7' = y € Z)]
iff VaVZVZ'Ny[Vwiw ¢ Z =2 wé¢Z) & (ye f(x,Z) & Z =7 = ye Z)]
Relation interpretation
iff VxVZVZ'VY[ZCZ & (ye f(x,2) & Z=7" = y € Z)]
iff VaVZVy[(y € f(x,Z) => y € Z)]
iff VaVZ[f(x,Z) C Z]
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T. HEVp—>p ~» W[BIlpCp

mBlpcp

iff  VaxVZVplp C {x} & {Z} C [3]lp = W){Z} C {x]°] first approx.
iff  VxVZVp[p C {x}° & (e}Z} C p = ("){Z} C {x}°] Adjunction
iff  VxVZ[{edZ} C {x}¢ = (W){Z} C {x}¢] (%) Ackermann
iff  VZI(YH{Z} C (5)Z)] inverse approx.
iff  VxVZ[xR,Z = xR5Z] Standard translation
iff VxVZ[Z ev(x) = xeZ]. Relation translation

CEM. HE(p>q@) V(p>-q) ~ (([3lpn[B)p)>q) Vv [([3]p N [$)p)>—q)

113

TC((BlpN[B)p)=q) Vv {([2]p N [B)P)>—q)
iff  VpVgVXVYVxVy(X} C [2lpn[B)p &{YI CBIpN[3)p & g S {x} & {y} C ¢
= T ¢ ({(XI>{x}) Vv ({Y}>-{y}
iff  VpVgVXVYVxVy({X} C [3lp & (X} C[B)p &{Y} C [3lp & {Y} C [B)p & g C {x}°
= T C ({(X}>{x}9) Vv ({Yie-{yD) (%)
iff  VpVgVXVYVaxVy({IX} C[2lp & p C[ENX} &Y} C[Blp & p C [E){Y} & g € {x)°

iff  VXVYVaVy((X} Vv {Y} C [DIUENXE A [EXY)) & {y} € {x)°
= T C ({(XI>{x}9) v {YI>={})

)  first approx.
&iytcq
Splitting
&iytcq
= T C {XI>{x}9 Vv {Y}>-{y}) Residuation

Ackermann

iff  VXYYYx({X}V{Y} C BI(ENX} A [ENYD) = Yy(y} € (1) = T < (X {x}) vV ({Y}>={y))

it VXVYVx({X} V {Y} C [BI([eNX} A [¢XYD) = T < (Xi>{x}°) V ({Y}>—{x}9))
iff  VXYYVx[(YY(XRsy or YR.y) = —yR.X & —yR;Y)

= Vy(=T¢(y,X,x) or (Vz(T¢(y,Y,2) = z=x)))] Standard translation

iff VXVYVx[(Vy(yeXor yeY)=yeX&yeY)

= Vy(x ¢ f(y,X) or (Vz(z € f(y,Y) = z=x)))] Relation interpretation

iff  VXVYVx[(XUYCXNY) =2Vyxé¢ fO,X) or Vz(ze f(r,Y) = z=1x)))]
iff VXVYVx[X=Y=Vyxé¢ f(y,X) or Vz(ze f(0,Y) = z=x)))]

iff  YXVaV¥y[(x ¢ f(y,X) or (Vz(z € f(y,X) = z = x)))]

iff  VXVaVy[(x e f(n, X) = f(,X) = {x})]

iff  YXYy[f(y,X)| < 1]

CN. HE(p>q)V(g>p) ~ (BIpAB)p) > q) VvV (([Blg AlB)g) > p

Currying

TS BlpABP) > gV ([B]g A [2)g) > p)
iff  VpYg¥XVY({X} C [Plp & {Y} C [3]g = T S (X} N [B)p)pg) vV (Y} N [B)g)>p)

Approx.

iff VYPVGYXYY((ENXI S p &(eY} Cg= T C(({X} N [B)p)>qg) vV ({Y} N [H)g)>p) Residuation
iff  YXVY(T € (({X}Nn [?><€>{X})><€>{Y}) V(YN [EXENYH(eXX]) Ackermann
iff  VXVYVz[z e (T(O)[{Xl N RS R [IXNDE, Rs[{YI) D U (T(O)[{Y} N R R HYNDS, Rs[(X))°D]  Standard translation

iff  VXVYVilze (T“”[{X} N R IXDE, YED© U (TP IYE N (R; [Y])f X))

iff  VXVYV[z e (T(O)[{X} NZ | XCZ'), Y] U (T“”[{Y} NZ 1Y CZ'), XD
iff VXVYVlz e (T“”[{X} YDe U (TP TYY, XD

it VXVYYZVYul(u e f@X)=ueY)or(ue f(z,Y) = uecX)]

iff  VXYYVZ[(f(z, X) C Y)or (f(z, Y) C X)].
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Chapter 4

Neighbourhood semantics for graded modal
logic

4.1 Introduction

Graded modal logic GrK is an extension of propositional logic with graded modalities
On(n € N) that count the number of successors of a given state. The interpretation of
formula ¢,¢ in a Kripke model is that the number of successors that satisfy ¢ is at least
n. Originally introduced in Goble [9], the notion of a graded modality is developed so
that ‘propositions can be distinguished by degrees or grades of necessity or possibility’
[9, Page 1]. This language was studied in Kaplan [11]] as an extension of SS. Fine [8], De
Caro [6] and Cerrato [2] investigated the completeness of GrK and its extensions. Van
der Hoek [15] investigated the expressibility, decidability and definability of graded modal
logic and also correspondence theory. Cerrato [3] proved the decidability by filtration for
graded modal logic.

De Rijke [7]] introduced graded tuple bisimulation for graded modal logic. Using this
he proved the finite model property (which was first proved in Cerrato [3]] via filtration)
and that a first-order formula is invariant under graded bisimulation iff it is equivalent to
a graded modal formula. Aceto, Ingolfsdottir and Sack [1]] showed that resource bisimu-
lation and graded bisimulation coincide over image-finite Kripke frames. Van der Hoek
and Meyer [16]] proposed a graded modal logic GrSS, which is seen as a graded epistemic
logic and is able to express ‘accepting ¢ if there are at most n exceptions to ¢’. Ma and
van Ditmarsch [[13] developed dynamic extensions of graded epistemic logics.

Monotonic modal logics are weakenings of normal modal logics in which the additiv-
ity (0L & Land Op VvV &g < O(p V q)) of the diamond modality has been weakened to
monotonicity (Op V &g < &(p V q)), which can also be formulated as a derivation rule:
from + ¢ — Y infer - G — OY. Monotonic modal logics are interpreted over monotonic
neighbourhood frames, that is neighbourhood frames where the collection of neighbour-
hoods of a point is closed under supersets. There have been many results about monotonic
modal logics and monotonic neighbourhood frames [4, |10} [14], including model con-
structions, definability, correspondence theory, canonical model constructions, algebraic
duality, coalgebraic semantics, interpolation, simulations of monotonic modal logics by
bimodal normal logics, etc.

In this chapter, we propose a neighbourhood semantics for graded modal logic. We
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define an operation (.)* (Def.[4.4.2)) to obtain a class of monotonic neighbourhood frames
on which graded modal logic is interpreted. This class of neighbourhood frames is shown
to be first-order definable in Section {.5] and modally undefinable in Section 4.6l In Sec-
tion we obtain a new definition of graded bisimulation with respect to Kripke frames
by modifying the definition of monotonic bisimulation and show that it is equivalent to
the one proposed in [7]. Our results show that techniques for monotonic modal logics can
be successfully applied to graded modal logic.

4.2 Preliminaries

4.2.1 Graded modal logic

Language. Let Prop be a set of proposition letters. Language L, is defined by induction
as follows:

Lyspu=pl-pl@Ve O

where p € Prop and n € N. We recall that N is the set of natural numbers. The complexity
of a formula ¢ € L, is the number of connectives occurring in ¢. Other propositional
connectives L, T, A, —, < are defined as usual. The dual of ¢,¢ is defined as O,p :=
—$,¢. Further, define O¢ = O1¢ and ©y,0 1= 0,0 A 20,119 The interpretation of a
formula ¢,¢ in a Kripke model is that the number of successors that satisfy ¢ is at least
n. The interpretation of formula ¢y,¢ is that the number of successors that satisfy ¢ is
exactly n.
Kripke semantics. A Kripke frame is a pair (W, R), denoted ¥, where W is a set of
states and R is a binary relation on W. Denote by Fg the class of all Kripke frames. A
Kripke model is a pair M = (¥, V) where ¥ is a Kripke frame and V : Prop — P(W) is
a valuation. For model M = (W,R, V) and w € W, we call M, w a pointed model.

Given a set X, denote by | X | the cardinality of X. Suppose that w is a state in a Kripke
model M = (W,R,V). The truth of a L,-formula ¢ at w in M, notation M, w I ¢, is
defined inductively as follows:

Mwikp iff peV(p)

M,w Ik = iff Mow ¥ ¥
Mow kg Vi, iff M,w ik or Mow IF Y,
Mow Ik O iff IR[w] N [YIml=n

where R[w] = {v € W : Rwv} is the set of w-successors and [y ]Iy = {ve W : M,v I ¢}
is the truth set of ¢ in M. For a setI" of L,-formulas, we write M, w I+ I'if M, w I ¢ for
all ¢ € I'. Pointed models M, w and M’,w’ are said to be modally equivalent (notation:
M,w =, M, w") if for all L,-formulas ¢, we have M, w I ¢ ift M/, w" I ¢.

A formula ¢ is valid at a state w in a frame F, notation ¥ ,w I+ ¢, if ¢ is true at w
in every model (7, V) based on 7; ¢ is valid in a frame ¥, notation ¥ I ¢, if it is valid
at every state in F; ¢ is valid in a class of frames S g, notation g, ¢, if ¥ I+ ¢ for all
F e Sk.

Let S be a class of Kripke frames and I" U {¢} a set of L,-formulas. We say that ¢ is
a (local) semantic consequence of T over S g, notation I Ig, ¢, if for all models M based
on frames in S g, and all states in M, if M, w I " then M, w I+ .
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Graded semantics. In this subsection, we recall the graded semantics from Ma and
van Ditmarsch [13]]. The sum operation and the ‘greater than or equal to’ relation (>) are
defined over natural numbers N plus w, the least ordinal number greater than any natural
number, i.e., Yn € N,n < w. Variables n,m, i, j range over the natural numbers N, not
over N U {w}.

A graded frame is a pair f = (W, o), where W is a set of states and o : WxW — NU{w}
is a function assigning a natural number or w to each pair of states. Denote by F the class
of all graded frames. A graded model is a pair M = (f, V) where f is a graded frame and
V : Prop — P(W) is a valuation.

For X € Wand w € W, define oo(w, X) as Z,cxo(w, u), the sum of o(w, u) for all
u € X. In particular, we define o(w, 0) = 0. The notation X €., W represents that X is a
finite subset of W and (W) is the set of finite subsets of W.

Suppose that w is a state in a graded model M = (W, o, V). The truth of a L,-formula
@ at w in M, notation I, w I ¢, is defined inductively as follows:

N, wikp iff w e V(p)

NM,w - =y iff M,w kY

Mw -y Vi, iff N, w -y or M, w - Y,

N, w ik O iff AX ., Wiow,X)>2n& X C [¥]w)

To our knowledge, graded frames first appeared in [6] as an intermediate structure to
prove completeness of GrK with respect to Kripke frames. They are called multiframes in
[1]]. Graded frames are alternative semantics for graded modal logic, indeed each graded
frame can be associated with a Kripke frame validating the same formulas, and vice versa
as follows (cf. [13| Proposition 2.12 ]): Given a Kripke frame ¥ = (W, R), the associated
graded frame ¥° = (W, 0) is defined by setting o-(w,u) = 1 if wRu, and o(w,u) = 0
otherwise; given a graded frame ¥ = (W, o), the associated Kripke frame ¥, = (W,, R) is
defined by setting W, = {(w,i) | w € W & i € NU{w}} and (w, ))R(u, j) iff c(w,u) > j > 0.

Axiomatization. The minimal graded modal logic GrK consists of the following axiom
schemas and inference rules:

(Ax1) all instances of propositional tautologies

(Ax2) Cop & T

(Ax3) O,L & L (n>0)

(Axd) Cpi19p = O

(Ax5) O(p = ¥) = (Cup = i)

(Ax6) =O(@ AY) A O A Crty = Oimany (@ V )

(MP) from ¢ and ¢ — ¢ infer ¥

(Gen) from ¢ infer Oy

The set of theorems derivable in the system GrK is also called GrK. A graded modal
logic is a set A of L,-formulas with Grk C A. If ¢ € A, we write k4 ¢.

Theorem 4.2.1 ([6]). GrK is sound and complete with respect to the class of all Kripke
frames.

Theorem 4.2.2 (Theorem 3.2 of [13]]). GrK is sound and complete with respect to the
class of all graded frames.
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4.2.2 Monotonic modal logic

We consider monotonic modal logic with modalities parametrized by natural numbers,
i.e. ¢, and O, with n € N instead of the usual single modality. As there is no interaction
between different ¢, and <¢,,, the logic for such modalities is not essentially different from
the logic for a single modality < that was originally proposed.

First, a word on notation. In graded modal logic <, denotes the existence of at least
n worlds. So in particular & denotes the existence of at least one world. Whereas in
monotonic logic the existence of a neighbourhood is denoted by O [4] or V [10]. We
prefer to stick to the notation matching usage in graded modal logic. Therefore also in
monotonic modal logic write & (or ©,) to denote the existence of a neighbourhood instead
of mor V (O, or V,). Consequently, the duals of modalities are also swapped.

Neighbourhood Semantics. A neighbourhood frame is a tuple F = (W, {v,,},,an) where W
is a set of states and each v, : W — PP(W), called neighbourhood function. Denote by
Fx the class of all neighbourhood frames. A neighbourhood model is a pair M = (F, V),
where F is a neighbourhood frame and V : Prop — P(W) is a valuation.

The truth of a Ly-formula ¢ at a state w of a neighbourhood model M = (F, V),
notation, M, w IF ¢, is defined inductively as follows, where n € N:

M,wip iff peV(p)

M, w IF = iff M,wry
Myw -y Vi, it M,wiky; or M,w -y,
M,w I O iff [Wlv € v.(w)

As an example, Figure depicts a Kripke model, graded model and a neighbourhood
model which all make <5 p true.

A neighbourhood function v : W — PP(W) is supplemented or closed under super-
sets if forallw e Wand X C W, X € v(w) and X C Y imply Y € v(w). A neighbour-
hood frame F = (W, {v,},en) 1s monotonic if each v, is supplemented. A neighbourhood
model M = (F, V) is monotonic if F is monotonic. Denote by F,, the class of all mono-
tonic neighbourhood frames. Monotonic pointed models M, w and M’, w’ are said to be
modally equivalent if for all L,-formulas ¢, we have M, w I+ ¢ iff M’, w’ I+ ¢. For mono-
tonic model M, we have

M,w I Oup  iff XX € vy(w) & X C [¢lh).

Axiomatization. The minimal monotonic modal logic My consists of the following
axioms and inference rules, where n € N:

(Ax1) all instances of propositional tautologies
(MP) from ¢ and ¢ — ¢ infer ¥
(RM,) from ¢ — ¢ infer &0 — O

The set of theorems derivable in the system My is also called My. A monotonic modal
logic is a set A of Ly-formulas with My C A. If ¢ € A, we write 4 ¢.

Theorem 4.2.3 (Theorem 2.41 of [14]). My is sound and strongly complete with respect
to Fy,.
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Figure 4.1: Three different ways to make ¢3p true

4.3 Graded modal logics are monotonic modal logics

In this section we show that graded modal logics are monotonic modal logics. Let G be a
graded modal logic.

Proposition 4.3.1. Graded modal logics are monotonic modal logics.

Proof. Let G be a graded modal logic. To show that G is a monotonic modal logic, it
suffices to show that (i) G is closed under (MP) and (ii) for all n € N, G is closed under
(RM,,). Item (i) is immediate. We now show item (ii). We distinguish the case n = 0 from
the case n > 0.

Let n = 0. Assume that G + ¢ — . By (Ax2), we have Ogp <> T and Og <> T and
hence Gop — T and T — Ogyp. It follows that G F Gop — Ooib.

Let now n > 0. Assume that G + ¢ — . By (Gen), G + O(¢ — ¥). Then by (Ax5),
G+ O(p = ¥) = (Opp — Ou). Finally, by (MP) we get G + O, — Oub. O

Corollary 4.3.2. GrK is a monotonic modal logic.

We now define axiomatization GrKy,,, as the extension of My with (Ax2) — (Ax6) of
GrK and the novel axiom (Ax7) O(p V ) & Op V O. We show that GrK and GrKy,,,
derive the same theorems.

Proposition 4.3.3. For any formula ¢, GrK + ¢ iff GrKy,,, F .

Proof. (<) (Gen) is derivable in GrKy,,, as follows:

I ¢ assumption

2 ¢ > (m¢ — 1) Duns Scotus law

3 —p—> L 1,2 (MP)

4 O-p > OL 3 by (RM))

5 Onp— L 4 by (Ax3)

6 T— -0 5 by contraposition

7 Op 6 by def. of O and (Ax1)

(=) It suffices to show that (Ax7) is derivable and (RM,,) is admissible rule in GrK. The
latter follows from Proposition d.3.1] (Ax7) is equivalent to (i) O¢ V Oy — O(¢ V ¢) and
(1) G(@ V) — O Vv Oy, (1) and (i1) are derivable as follows:
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I ole—eVy) by (Ax1) and (Gen)
2 Op—o0(pVy) 1 and (Ax5) by (MP)
3 0W—eVy) by (Ax1) and (Gen)
4 QY - V) 3 and (Ax5) by (MP)

5 OpV Oy — O(@ V) 2and4by (Axl)

L =0@AY) A Cop A =09 A Oop A = OY
— Qo V) A =O(e V) (Ax6) withm=n=0
2 Q@ AY)AN-OCEAOY = —O(@eVY)  1by(Ax2)and TA@ © ¢

3 O VyY) = O AY)V OV Oy 2 by contraposition, De Morgan
and double negation

4 oAy —> @ classical tautology

S5 O@AY) = Op 4, RM,

6 ClpAY) > OV Oy 5, property of V

T Op— OV Oy classical tautology

8 QU — OV Oy classical tautology

9 QA Y)V OV OY — SV Oy 6,7, 8, property of V

10 Ol V) — SpV Oy 3, 9, hypothetical syllogism

O

Another interesting question is whether there exists a class of neighbourhood frames
with respect to which GrK is sound and complete. In monotonic neighbourhood frames
the class of so-called KW-formulas ([10, Definition 5.13]) is elementary ([10, Theorem
5.14] and canonical ([10, Theorem 10.34]). Therefore, a presentation where each axiom
is a KW-formula would make it straightforward to prove soundness and strong complete-
ness. Unfortunately, (Ax5) and (Ax6) are not KW-formulas, since they have — inside the
scope of ¢, which is forbidden in KW-formulas. Therefore we can not prove complete-
ness of GrK indirectly via a reference to KW-formulas.

If we adopt a more direct method to prove the completeness, we need to show that
the properties defined by (Ax2)-(Ax7) holds in the canonical frame of monotonic modal
logic containing them. Axioms (Ax5) and (Ax6) resp. correspond to the properties:

YWYXVYXN(W\Y)¢viw) & X ev,(w) = Y €v,(w))
YWYXVYXNY ¢vim) & X ev, W) & X ¢V, &Y ev,im) &Y ¢ v, y(w) =
XUY € Vm+n(w) &XUY ¢ V(m+n+l)(w))

The difficulty lies at showing that (Ax5) and (Ax6) are valid in the canonical frame of
monotonic modal logic containing (Ax5) and (Ax6). For canonical frames of monotonic
modal logics, we refer to [4, Def. 9.3], [10, Def. 6.2] and [14, Def. 2.37].

In the next section, we identify a class of complete neighbourhood frames via an
operation (.)*, which is shown to be first-order definable in Section 4.5 and modally un-
definable in Section

4.4 Graded neighbourhood frames

Given a set X, denote by P-,(X) the set of subsets of X such that the cardinality of each
subset is at least n, in other words, P-,(X) = {X’ € X || X"|> n}. ForI' C P(W), define T
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to be the up-set generated by I', thatis, T :={Y e P(W) | IX(X e[ & X C Y)}.

Definition 4.4.1. A neighbourhood frame F = (W, {v,},cn) 1S a graded neighbourhood
frame if for all w € W, there exists an A C W such that for all n € N, v,,(w) = TP5,(A).

Definition 4.4.2. For a Kripke frame ¥ = (W, R), the associated graded neighbourhood
frame of F is F°* = (W, {v,},an), Where forw € W and n € N, v,(w) = TPs,.(R[w]).

That each v, in ¥°* = (W, {v,},en) is monotonic follows directly from the definition.
Then we have the following result:

Proposition 4.4.3. Let ¥ = (W, R) be a Kripke frame and V a valuation on ¥. Then for
allw e W and all formulas ¢

(?'7 V),W I- " l‘ﬁ‘ (T., V),W I+ ®.

Proof. The proof is by induction on ¢. The propositional cases follows from the definition
and induction hypothesis.
As for the modal case, let ¢ be ¢, n € N, we have

(FViwir O it [RIWI N [YllF v |2 n
iff  [RIwI N [ liFev) > n (IH)
it IXCSWXev,w)&XCYlFy) ()
iff (F V)W O

Here is the proof for the equivalence marked by (*). First assume that | R[w] N [¥/]#- v) |
> n. Then R[w] N [Yl#v) € Psu(R[w]). By definition, v,(w) =TP-,(R[w]). Hence,
Rw]N [Y]#-.v) € va(w). We also have R[w] N [¥/]#-v) € [¥](#-.v), which completes the
proof of this direction. Now assume that X € v,(w) and X C [¢]l#-v. Since v,(w) =T
P (R[w]), X €TPs,.(R[w]). Then there exists ¥ € P.,(R[w]) and Y C X. It follows that
Y C R[w] and | Y |> n. Since X C [¥]#-v), ¥ € [¥]#-v). Hence, Y =Y N [YlF-v) €
R[w] N [¥](#-.v) and therefore | R[w] N [ ]lF=.v 2| Y > n. O

Given a graded neighbourhood frame F = (W, {v,,},en) with v,,(w) =1Ps5,(A,,), we can
associate it with a Kripke frame F, = (W, R) with R[w] = A,,. It follows from definitions
that (F,)* = Fand (F°*)e = .

For a class of Kripke frames Sk, let S% = {F° | ¥ € Sg}. Recall that Fg is the
class of all Kripke frames. Since (F,)* = F for any graded neighbourhood frame F, F} is
equivalent to the class of all graded neighbourhood frames.

Theorem 4.4.4. GrK is sound and strongly complete with respect to the class of graded
neighbourhood frames.

Proof. By Theorem 4.2.1) GrK is sound and strongly complete with respect to Fx. By
Proposition 4.4.3] GrK is sound and strongly complete with respect to Fj. Then the
claim follows from the fact that F}, is equivalent to the class of all graded neighbourhood
frames. O



128CHAPTER 4. NEIGHBOURHOOD SEMANTICS FOR GRADED MODAL LOGIC

4.5 Graded neighbourhood frames are first-order defin-
able

A class Sy of neighbourhood frames is first-order definable if there exists a set of first-
order formulas I" such that F = ' iff F € Sy. In this section, we show that the class
of graded neighbourhood frames is(two-sorted) first-order definable in the (two-sorted)
first-order language Lg, of L, defined below.

Each monotonic neighbourhood frame F = (W, {v,},a) can be seen as a two-sorted
relational structure (W, P(W), {R,, },en, R5) where R, € W X P(W) and R; € P(W) x W
such that wR, X iff X € v,(w) and XR,w iff w € X. Accordingly, the (two-sorted) first-
order language L; of L, has equality =, first-order variables w, u, v, ... over W, first-order
variables X, Y, Z, ... over P(W), binary symbols R, forn € N and R, and unary relation
symbols P, Q, ... corresponding to p, g, ... € Prop.

In other words, given sets of variables ¥ and ®, formulas in L;, are defined inductively
as follows:

.E;,E)(I:W:LHX:Y|PW|RVnWX|R3XW|—|)(|)(\/)(|VX)(|VX)(

where w,u € ¥, X, Y € ®, P corresponds to p € Prop and n € N.
A set A is called atomic in vi(w) if for all a € A, {a} € vi(w). Denote by (x) the
following conditions: for allw € W

(x1) vo(w) = P(W).

(*x2) v,(w) is closed under supersets for n € N.

(*3) 0 ¢ v,(w) forn € N.

(x4) If X € v,(w), then there exists a minimal Y € v,(w) such that Y C X.
(x5) If Y is a minimal element in v,(w), then | Y |= n and Y is atomic in v;(w).

(x6) If {y1},...,{yn} € vi(w) and yy,...,y, are pairwise distinct, then (J,;,{y;} is a
minimal element in v,(w).

Note that conditions (%) can be expressed in language Li,. For example, | Y |> n iff
Vi EYA...AY €Y AN Nyjyi # ), and Y is atomic in vi(w) iff VZ(VZ'(Z'CZ = Z' =
DorZ' =2)& ZCY = Z € vi(w)).

Proposition 4.5.1. Let F = (W, {v,},en) be a neighbourhood frame. Then F is graded iff
F satisfies (%).

Proof. For the left-to-right direction, assume that F = (W, {v,},en) 1s a graded neighbour-
hood frame, that is, for all w € W, there exists some A C W such that for all » € N,
V(W) =TPs,(A). Since TPso(A) =TP(A) = P(W), item (x1) holds. Item (x2) and (x3)
also follow directly.

Now assume that X € v,(w). Since v,(w) =T%-,(A), there exists ¥ € P-,(A) with
Y C X. It follows that | Y |> n. Let Y’ be a subset of Y containing exactly n-elements.
Then Y’ is a minimal element in v,,(w) and Y’ C X. Hence, item (x4) follows.
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Now assume that Y is a minimal element in v,(w) =T%5,(A). Then Y C A and | Y |= n.
Since vi(w) =TP51(A), for all a € A, {a} € vi(w). It follows that Y is atomic in v;(w).
Hence, item (x5) holds. For item (x6), assume that {y;} # ... # {y,} € vi(w) =TP51(A).

Then {yi,...,y,} €TPsu(A). It follows that {y;,...,y,} is a minimal element in v,(w).
Hence, item (x6) holds.
The right-to-left direction follows from Lemma4.5.4]and [4.5.5| below. O

Lemma4.5.2. Let F = (W, {v,},en) be a neighbourhood frame satisfying (x). If X € vi(w),
there exists x € X such that {x} € vi(w).

Proof. Assume that X € v;(w). By (%4), there exists a minimal ¥ € v;(w) such that
Y C X. By (¥3), X # 0 and Y # 0. By (%5), Y is atomic in v{(w), i.e., forall y € Y,
{y} € vi(w). It follows that there exists x € X such that {x} € v;(w). |

Lemma4.5.3. LetF = (W, {v,},en) be a neighbourhood frame satisfying (). If vi(w) # 0,
there exists a set A C W such that A is the maximum atomic set in vi(w).

Proof. Since vi(w) # 0, we assume X € vi{(w). By (x3), X # 0. By (x4), there exists a
minimal X’ € v;(w) such that X" C A. By (%5), | X"|= 1 and X’ is atomic in v;(w). Hence,
we can assume X’ = {a}. Let A be the union of all singletons in v,(w). Since {a} € v;(w),
A # (. Now we show that A is the maximum atomic set in v;(w). Since A is the union of
all singletons in v;(w), A is atomic. Let B be an atomic set in v;(w). For any b € B, by
atomicity, {b} € v;(w). It follows that b € A. Therefore, B C A. Hence, A is the maximum
atomic set in v{(w). O

Lemma 4.5.4. Let F = (W, {v,},en) be a neighbourhood frame satisfying (x). If vi(w) # 0,
then vi(w) =1P=1(A), where A is the maximum atomic set in vi(w).

Proof. 1If vi(w) = 0, then A = @. Then vi(w) =TP51(A). If vi(w) # 0, assume that
X € vi(w). By Lemma4.5.2] there exists an x € X such that {x} € v;(w). Since A is the
maximum atomic set in A, we have x € A. It follows that {x} € $(A). Since x € X,
X € 1P=1(A).

Assume that X € TP~ (A). Then there exists ¥ € $(A) such that ¥ C X. Since A
is atomic in vi(w), for all y € Y, {y} € vi(w). By (x2), vi(w) is monotonic. Therefore,
Yevi(w). Since Y C X, X € vi(w). ]

Lemma 4.5.5. Let F = (W, {v,},en) be a neighbourhood frame satisfying (x). Then for
weWw,

1. If vi(w) = 0, then v,(w) = 0 for n > 1.

2. If vilw) # 0, then v,(w) =TPs,(A) for n > 1, where A is the maximum atomic set in
vi(w).

Proof. For item 1, we prove by contradiction. Assume that v{(w) = @ and for some n > 1,
X € v,(w). By (¥3), X # 0. By (%4) and (%5), there exists X" C X such that X’ is atomic
in v{(w). By (x3), X’ # 0. By atomicity of X’, v{(w) # 0, contradiction .

Now we prove item 2 and assume that X € v,(w). By (%x4), there exists a minimal
element of v,(w) such that Y € X. By (x5), | Y |> n and Y is atomic in v;(w). Since A
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is the maximum atomic set of v{(w), Y C A. Since | Y |> n, Y € P5,(A). Since ¥ C X,
X €TP:n(A).

Assume that X €TP.,(A). Then there exists Y € P.,(A) such that Y C X. It follows
that | Y |> n. Since A is the maximum atomic set of v{(w), Y is atomic in v{(w). Hence,
there exist distinct yy,...,y, € Y such that {y;},...,{y,} € vi(w)and y; # ... # y,. By
(%6), U<i<nlyi} 1s @ minimal element in v,(w). Since |J,c;,{yi} € Y € X and v,(w) is
monotonic by (x2), X € v(w). |

4.6 Graded neighbourhood frames are not modally de-
finable

A class Sy of neighbourhood frames is modally definable if there exists a set of modal
formulas A such that F - A iff F € Sy. In this section, we show that the class of graded
neighbourhood frames is not modally definable. It is well known that if the class of
neighbourhood frames is modally definable, then it is closed under bounded morphic
images. Below we show that the class of graded neighbourhood frames is not closed
under bounded morphic images (by exhibiting a counterexample), so we conclude that it
is not modally definable.
Given a function f: W — W and X C W, define f[X] := {f(x) : x € X}.

Definition 4.6.1. Let F = (W, {v,,},en) and F' = (W, {V/ },.arv) be neighbourhood frames. A
bounded morphism from F to I’ is a function f : W — W’ satisfying forn € N

(BM1,) If X € v,(w), then f[X] € v,(f(w)).

(BM2,) If X’ € v,(f(w)), then there exists X € W such that f[X] € X" and X € v(w).

If there is a surjective bounded morphism from F to ', we say that F’ is a bounded
morphic image of F.

Proposition 4.6.2 (Prop. 5.3 of [[10]). Let F and ' be neighbourhood frames. If F' is a
bounded morphic image of F, then F ¢ implies F' I ¢.

Proposition 4.6.3. If a class of neighbourhood frames is modally definable, then it is
closed under bounded morphic images.

Proof. Let Sy be a class of neighbourhood frames defined by a set of formulas A, F € Sy
and F’ a bounded morphic image of F. Since F € Sy, F - A. By Proposition4.6.2 F' I A
and therefore ' € S y. |

Example 4.6.4. Consider neighbourhood frames F = ({a, b}, {v,},ex) such that for n € N,
va(@) = vu(b) = ™P:u(la,b}) and F' = ({c}, {v,}uaw) such that vi(c) = {0,{c}}, vi(c) =
vy(c) = {{c}} and v,(c) = 0 for k > 2. By Definition F is a graded neighbourhood
frame. As for ', we have vi(c) = TPs1({c}) while vo(c) # TPs2({c}). Therefore, F’ is
not a graded neighbourhood frame. It can be verified that function f : {a, b} — {c}, with
f(a) = f(b) = c, 1s a subjective bounded morphism from F to F’. Therefore, the class of
graded neighbourhood frames is not closed under bounded morphic images.

Proposition 4.6.5. The class of graded neighbourhood frames is not modally definable.

Proof. 1t follows from Example [4.6.4] and the contraposition of Proposition 4.6.3] m|
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4.7 Bisimulation

The notion of graded tuple bisimulation was first proposed in de Rijke [7]]. In this section,
we obtain a new definition of graded bisimulation by substituting v,(w) with TP, (R[w])
in the definition of monotonic bisimulation. And we prove that the new definition is
equivalent to the old one (cf. Proposition 4.7.6|and [4.7.9).

4.7.1 From monotonic bisimulation to graded bisimulation

Definition 4.7.1 (Monotonic bisimulation, Def. 4.10 of [10]). Suppose that M = (W,
Walnen, V) and M' = (W', {v/ },an, V') are monotonic neighbourhood models. A non-
empty relation Z € W X W’ is a monotonic bisimulation (notation: Z : M «,, M’)
provided that

e (Prop) If wZw’, then w and w’ satisfy the same proposition letters.

e (Forth) If wZw’" and X € v,(w), then there is X’ € W’ such that X" € v, (w’) and
Vx' e X'dx e X : xZx'.

e (Back) If wZw’ and X’ € v,(w’), then there is X C W such that X € v,(w) and
Vxe Xdx e X' : xZx'.

If we M and w’ € M’, then w and w’ are monotonic bisimilar states (notation: M, w <,
M, w’) if there is a bisimulation Z : M <,, M’ with wZw’.

Proposition 4.7.2 (Prop. 4.11 of [10]). Let M = (W, {v,.}yen, V) and M = (W', {V), }nert, V')
be monotonic neighbourhood models. If M, w <,, M',w’, then for L,-formula ¢, M, w I

eiff M, w' IF .
Substituting v,(w) in Definition with TP-,(R[w]), we have:

Definition 4.7.3 (Graded bisimulation). Suppose that ¥ = (W,R, V) and M’ = (W’,R’, V)
are Kripke models. A non-empty relation Z C W x W’ is a graded bisimulation (notation:
Z : M =, M’) provided that

e (Prop) If wZw’, then w and w’ satisfy the same proposition letters.

e (Forth) If wZw’ and X €T%P.,.(R[w]), then there is an X’ C W’ such that X’ €7
P, (R'[wW]and Vx' € X'Ax € X : xZX'.

e (Back) If wZw’ and X’ €7 P-,.(R'[w']), then there is an X C W such that X €7
P..(RIw]) and Vx € XAx" € X' : xZx'.

If we Mand w € M, then w and w’ are graded bisimilar states (notation: M,w <,
M, w’) if there is a bisimulation Z : M <, M’ with wZw'.

Proposition 4.74. Let M = (W,R,V) and M' = (W',R’,V’) be Kripke models. If
Mou e, M, then M,u = M, u'.
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Proof. Since M,u <, M',u’, there exists a non-empty relation Z C W x W’ such that
Z: M =2, M’ and uZu’'. For neighbourhood frames M* = (W, {v,} ey, V) and M'® =
(W, AV, }net, V'), by definition, for w € W and w' € W', v,(w) =1P5,(R[w]) and v, (w’) =
P, (R'[w']). Substituting TPs,(R[w]) with v,(w) and TP5,(R'[w']) with v/ (w’) in the
definition of Z : M <, M’, we have Z : M*,u <,, M’*,u’ and uZu’'. For all formulas ¢,
that M, u + ¢ iff M’,u’ IF ¢ can be proved as follows:

Muwrg it M*,ur ¢ Proposition4.4.3
ifft M*,u +¢ Propositioni4.7.2
it M,u ¢ Proposition4.4.3

4.7.2 Graded bisimulation is equivalent to graded tuple bisimulation

In the rest of this section, we recall the definition of graded tuple bisimulation in de Rijke
[7] and show that it is equivalent to Definition Given a set X, denote by £_,(X) the
set of finite subsets of X. We now get:

Definition 4.7.5 (Graded tuple bisimulation). Let M = (W,R,V) and M = (W,R’,V’)
be two Kripke models. A tuple Z = (i, <, ...) of relations is called graded tuple
bisimulation between M and M’ (notation: Z : M <, M) iff:

(1) Z; is non-empty;

(2) foralli, Z; C Pe(W)) X Pe(Wa);

(3) if XZ; X', then | X |=| X" |=i;

(4) if {w}Z;{w'}, then w and w’ satisfy the same proposition letters;

O if (w)Ziw'}, X € R[w]and | X |= i > 1, then there exists X’ € P_,(W’) with
X' CR[w]and XZ;X';

(6) if (w}Zi{w'}, X’ C R[w'] and | X’ |= i > 1, then there exists X € P, (W) with
X C R[w] and XZ,X’;

(7) if XZ; X', then (a) Vx € Xdx’ € X' : {x}Z{x'}, and (b) VX' € X"Ax € X : {x}Z,{x'}.

Proposition 4.7.6. Let M = (W,R,V) and M' = (W',R’,V’) be Kripke models and
Z =(Zi,Zs,...) atuple of relations such that Z : M <4 M'. Define Z C W X W’ to be
a relation such that wZw' iff (w}Z\{w’}. Then Z : M =, M'.

Proof. (Prop) follows from item (4) of Definition As for (Forth), assume that
wZw' and X €TP5,(R[w]). Then there exists ¥ C R[w] such that Y C X and | Y |= n. Since
| Y |= n and {w}Z;{w’}, by items (5) and (3) there exists Y’ C R’'[w’], |Y'|=nand YZ,Y’.
It follows that Y’ €TPs, (R’ [w']). By item (7)(b), VY € YAy e Y : {y}Z{y’}. Since Y C X
and xZy iff {x}Z,{y}, we have Yy’ € Y'dx € X : xZy’, which completes the proof of that
Z satisfies (Forth). That Z satisfies (Back) can be proved in a similar way. O
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Now we show how to construct a graded tuple bisimulation out of a graded bisimula-
tion, with the following lemmas:

Lemma 4.7.7. Let M and M’ be Kripke models and Z : M,w <, M/, w'.
(1) If u € R[w], then there exists u’ € R'[w'] with uZu'.
(2) If W' € R'[W'), then there exists u € R[w] with uZu'.

Proof. (1) Since u € R[w], {u} €T Ps1(R[w]). By (Forth), there exists Y’ € TP (R’ [w'])
such that Vy" € Y’'dx € {u} : xZy’. It follows that Vy" € Y’ : uZy’. Since Y’ €TPs1(R'[w')),
there exists u’ € R’[w’] such that ’ € Y’. It follows that uZu’.

Claim (2) can be proved in a similar way by using (Back). O

Let Wand W besets, X C W, X' C Wand Z C W x W’. Sets X and X’ are called a
Z-pairif Vx € XAx' € X' : xZx' and VX' € X'Ax € X : xZx'.

Lemma 4.7.8. Let M and M’ be Kripke models and Z : M,w <, M/, w'.

(1) If X C R[w] and | X |= i > 1, then there exists X' C R'[w’] with | X" |= i such that X
and X' form a Z-pair.

(2) If X’ CR[wW']and |X'|=1i > 1, then there exists X C R[w] with | X |= i such that X
and X' form a Z-pair.

Proof. (1) The proof is by induction on i. If i = 1, we may assume that X = {u}. Since
X C R[w], we have u € R[w]. By Lemma[4.7.7] there exists ' € R'[w’] with uZu’. Let
X" = {u'}. It follows that | X’ |= 1 and that X and X’ form a Z-pair.

Consider the case that i > 1. We may assume that X = {u} U Y, where Y C R[w] and
u ¢ Y. It follows that | Y|=i— 1 > 1. By induction hypothesis, there exists an Y' C R’[w’]
such that | Y’ |=i — 1 and that Y and Y’ forms a Z-pair. Since u € R[w], by Lemma4.7.7
there exists ¥’ € R'[w'] with uZu'. If u’ ¢ Y’',let X’ = Y’ U {¢'}. Then | X’ |= i and X and
X’ forms a Z-pair.

If u’ € Y, there are two subcases: dy € YAV € R'[w']\Y’ : yZv" and for all y € Y and
v € R'[w']\Y’, not yZv'.

Consider the case that Ay € Y e R'[w']\Y’ : yZV'. Let X’ = Y" U {v'}. Then | X' |= i.
Since Y and Y’ form a Z-pair, uZu’ and yZv’, X and X’ form a Z-pair.

Consider the case that forall y € Y and v' € R'[w’]\Y’, not yZv'. Since X €1Ps;(R[w]),
by (Forth), there exists B’ €7 Ps;(R’'[w’]) such that V&' € B'dx € X : xZb'. Since
B €T P.i(R'[w']), there exists B” C B’ such that B” C R’[w’] and | B” |> i. Since
| Y’ |= i — 1, there exists b € B” such that »” € R’[w’]\Y’. Since for all y € Y and
Vv € R'[w']\Y’, not yZv', we have for all y € Y, not yZb”. Since Vb’ € B'dx € X : xZb’
and X = {u} U Y, we have uzZb”. Let X’ = Y’ U {b”}. Then | X’|=i. Since Y and Y’ form a
Z-pair and uZb”, X and X’ form a Z-pair.

Claim (2) can be proved in a similar way by using (Back). O

Proposition 4.7.9. Let M = (W,R,V) and M' = (W',R’,V’) be Kripke models and
Z € W x W’ a non-empty relation such that Z : M <, M'. Define a tuple of relations
Z = (Z1, 2o, ) as: Zy = {(Gwh W) | wZw'}, and Z, = {(X,X) | X |- X" |=
n, X and X' form a Z-pair}, forn > 1. Then Z : M =, M.
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Proof. Since Z is non-empty, Z; is non-empty. So item (1) in Definition is satisfied.
Items (2), (3) and (4) are satisfied by the definition of Z. Items (5) and (6) are satisfied by
Lemma[4.7.8] Item (7) is satisfied by the definition of Z; and the definition of Z-pairs. O

In summary, we showed how to construct a graded bisimulation out of a graded tu-
ple bisimulation (Prop. 4.7.6)), and vice versa (Prop. #.7.9). Hence, graded bisimulation
(Def. and graded tuple bisimulation (Def. are equivalent. Another notion of
bisimulation called resource bisimulation was proposed in [1], which is very similar to
the notion later proposed in [13]]. A precise comparison of graded bisimulation to these
notions is left for future research.

4.8 Conclusion

Inspired by graded models, we proposed a class of graded neighbourhood frames, and we
showed that the axiomatiziation GrK is sound and strongly complete for this class. We
further showed that graded neighbourhood frames are first-order definable but not modally
definable. We also obtained a new definition of graded bisimulation building upon the
notion of monotonic bisimulation, where some details concerning resource bisimulation
are left for further research. Our results show that techniques for monotonic modal logics
can be successfully applied to graded modal logics.

There are many options for further research:

(1) Using the approach developed in this chapter, updating neighbourhood models
[12] can be compared to updated graded models [13].

(2) Building on multi-type display calculi for monotonic logics [5] we plan to intro-
duce multi-type display calculi for graded modal logic.

(3) With yet another notion of bisimulation on graded frames, and algorithms to cal-
culate two-sorted first-order correspondence on neighbourhood frames [[10} 5], we plan to
get two-sorted first-order correspondence on graded frames.

(4) Finally, given the logic GrK in Section 4.2] for n grades, and given its alternative
incarnation as a monotonic modal logic in Section 4.3} we wish to find the axiomatization
of the graded modal logic for one grade. In Proposition 4.3.1) we showed that (RM,,) is
admissible in GrK. As GrK only has necessitation for O, this is indeed of some minor
interest. We can also pose this question in the other direction: is GrK derivable in some
extension of My, that makes the monotonic character of the logic clearer? Because of the
axioms (Ax4), (Ax5S) and (Ax6), we should not expect this to be without interaction axioms
for different modalities. However, an interesting case is graded modal logic for a single
modality ¢,: is there a monotonic modal logic axiomatizing this case, without interaction
axioms? This logic should contain ¢, L < L, corresponding to the requirement that
for all states w in the domain of a model, @ ¢ v,(w). Such a logic should also contain,
for example, (O, A Opm) — (O V O,—). It is easy to see that this is valid in
GrK. However, (¢,0 A &,m¢) — (O V O,—) is not derivable in monotone modal
logic, as there are models of monotone modal logic in which it is false. We leave the
axiomatization of single-grade graded modal logic for future research.
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Chapter 5

Conclusion

In this thesis, we have explored various ways in which the algebraic and relational
semantics of given logics can provide useful information for the design of analytic (multi-
type) calculi for these logics, and their axiomatic extensions. In particular:

1. we have established a systematic connection between the syntactic shape of an-
alytic inductive axioms and the generation of cut-free derivations of these axioms
from their associated analytic structural rules, obtained via the semantically inspired
algorithm ALBA;

2. we have introduced proper display calculi for monotone modal logic and condi-
tional logic and a large family of their axiomatic extensions, thanks to a reformu-
lation of their neighbourhood semantics in a suitable multi-type relational environ-
ment. Besides improving the proof theory of two well known logical frameworks
and significantly expanding the range of their analytic (properly displayable) ax-
iomatic extensions, this semantic analysis and ensuing calculus allows for a bet-
ter connection of non-normal logics with the family of normal multi-type (D)LE-
logics, and sets the stage for uniformly extending notions and techniques from the
semantics and the proof theory of normal (D)LE-logics to these and other non-
normal logics;

3. we have started extending the semantic analysis mentioned in the previous item
to graded modal logic, which we have studied as a non-normal (monotone) modal
logic.

The results above form a base for further investigations at the interface of syntax and
semantics:

1. The semantic analysis of graded modal logic developed in the present dissertation
offers a platform for the development of analytic multi-type proof calculi for graded
modal logic and its axiomatic extensions;

2. other non-normal modal logics which naturally lend themselves to similar analyses
include coalition logic [2], game logic [3] and probabilistic logics [1];

3. more in general, the question of which non-analytic logics allow for an equivalent
multi-type analytic presentation is still open. Can we identify sufficient semantic
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conditions guaranteeing the existence of such an equivalent multi-type presentation,
which will in turn allow for the design of proper multi-type display calculi in an
algorithmic way? The case studies mentioned in the previous item will be not only
interesting in their own right, but will be also likely to provide more insights on this
general issue.
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