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 1

The worldwide prevalence of cardiovascular disease (CVD) has doubled in the past three 
decades from 271 million to 523 million individuals. Although CVD is still the leading 
cause of mortality worldwide in men and women, life-expectancy for individuals diag-
nosed with CVD has steadily increased in high-income countries.1–3 This can be addressed 
to targeted reduction in modifiable risk factors, for example smoking and alcohol4, but 
also due to improved interventions and new medical therapies.5 Consequently, the bur-
den of disability due to CVD has increased, which gives a pressing need to focus on ef-
ficient interventions and policies, implemented in effective CVD guidelines. Also early 
recognition and primary prevention using risk-reducing strategies play an important role 
to decrease the burden of CVD disability. Nonetheless, research into the effectiveness of 
guidelines and clinical implementation is limited. Furthermore, randomized controlled 
trials (RCT) are still underpowered for specific subgroups of individuals with CVD. Espe-
cially the field of sex-specific knowledge on CVD has long been underexposed, as CVD 
has historically been seen as a disease for the male half of the world population, although 
women make up half of all CVD patients.2 Early recognition and risk-reducing strategies 
impose a prominent role upon the first line of treatment, e.g. general practitioners or 
dedicated cardiovascular screening centers.6

As such a large part of the world population is suffering from CVD, regular care data is 
abundantly present in this domain. Regular care data encompasses all the information 
from a care trajectory of a patient registered by clinicians, but can also include imaging, 
insurance and pharmacy data. It is therefore a perfect fit for research into the effective-
ness of clinical guidelines and the focused studying of specific subgroups of individuals 
with CVD, as these subgroups are currently underrepresented or underpowered in most 
clinical trials.7–9 Especially with the introduction of the electronic health record (EHR) a 
wide array of medical data has become digitally and directly available. EHRs typically 
contain all longitudinal information about a patient’s care trajectory that is registered at 
a specific location of care; medical history, diagnostics, therapeutics and interventions.10 

However, EHRs are currently primarily used for the patient’s care, whereas it can also be 
an ideal source of data for clinical research to complement results of RCTs. Research with 
regular care data can thus help to overcome the knowledge gap as it includes data on all 
patients, regardless of their sex, age, socio-economic status or ethnicity.11 
The use of regular care data raises certain issues and asks for new research methodolo-
gies to account for these issues. Given the abundance of, potentially unstructured, data, 
there is a potential use case for artificial intelligence (AI) methods to process and analyse 
these data. However, as this is a relatively new field of research methodology in health-
care, its clinical value must be proven before implementation in clinical practice. This 
thesis focuses on the use of research methods ranging from traditional statistics towards 
AI to generate evidence from regular care data for pressing topics in CVD. 
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1 
Regular care data: A tool for enrichment of evidence-based medicine
The principles of evidence-based medicine are the backbone of our healthcare prac-
tice.12 These principles imply that decision-making in healthcare is based on a combina-
tion of the best available external clinical evidence, a physician’s clinical expertise and 
the patient’s wishes and preferences.13 RCTs are considered as the gold standard to fuel 
evidence-based medicine in hierarchical mappings of evidence.14–17 In the past decades 
efforts were made to gather and systematically combine all available evidence of clinical 
trials in healthcare to improve patient care.18

However, RCTs have several limitations. First, they are expensive11, due to costs of 
the experimental clinical procedures, study support staff and site-monitoring costs.19 

Second, this type of trials usually handle strict in- and exclusion criteria, which leads to 
underrepresentation of multiple subgroups, e.g. women, specifically in the reproductive 
age7, the elderly, non-white ethnicities, and patients with comorbidities.8,9,20 This selec-
tive patient inclusion in clinical trials hampers generalisability of results to the general 
population and application of guidelines in clinical practice.13 Third, it was shown that 
patients included in clinical trials on average live longer and more healthy, which is 
called the ‘healthy volunteer inclusion bias’. This makes results not generalisable to the 
actual population.21,22 Fourth, RCTs often use composite endpoints to increase the num-
ber of events and to reduce follow-up time and trial costs.23 However, this impedes the 
interpretation of study results, as components of composite endpoints differ in severity 
and importance for the individual patient. On top, treatment effect on the different 
endpoints separately is underreported.24 Also the use of intermediate endpoints can 
impede the analysis of patient-centered outcomes. Nevertheless, studying intermediate 
endpoints increases knowledge on possible causal pathways.25,26 

Regular care data might complement the results found in RCTs and thereby overcome 
some of the aforementioned disadvantages that are inherent to RCTs. The greatest po-
tential of regular care data is the opportunity to use already existing and present data 
to generate new evidence for different research questions, that encompass the uptake 
and implementation of new guidelines in clinical practice27, but also study diagnostics, 
therapies and patient outcomes28–30, or perform population health research28. First, the 
amount of data and patients in a regular care database usually exceed the number of 
inclusions in clinical trials.28 As inclusions in trials are usually limited by costs, the use of 
regular care data results in a greater sample size at lower costs, which makes analysis 
in subgroups more feasible. Together with the fact that a broader selection of patients 
can be included, the problem of underrepresentation of certain subpopulations can 
be overcome, i.e. in women, as integration of sex in study design is still non-standard 
practice31. Hence, regular care data represents an inclusive patient population and can 
therefore solve the presence of sex bias in cardiovascular research and results. Second, 
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a large population also makes research results more generalisable to the contemporary 
clinical setting. Individuals present in regular care data are an actual representation of 
the patients that utilise our healthcare resources.32 Third, regular care data can be linked 
to other registry databases, which gives insightful information in long-term outcomes 
and provides the researcher with long-term and high-quality follow-up.11 Fourth, the use 
of regular care data removes the need of laborious and time-consuming data collection 
for research purposes, reducing the workload of researchers and clinicians. 
Regular care data is an upcoming, but still underused source of valuable information for 
research, even though it is only a mouse-click away. Nonetheless, medical data should 
be structured and cleaned, and preferably complete, to use for traditional research. This 
is rarely the case with regular care data, as free text fields are abundant, and diagnos-
tics, therapeutics and interventions are driven by medical need. On top, unstructured 
medical data, e.g. imaging, electrophysiological signals and measurements, are unfit to 
be directly used in traditional research without accurate interpretation by a healthcare 
professional. Regular care data thus asks for new research methods.

Moving from traditional research towards artificial intelligence
Regular care data includes many different sources, including, but not limited to: imaging 
data, lab values, free text of consults, diagnosis, physiological data and genetic data.10 
Traditional statistical methods are not always suitable to process this type of multi-fac-
torial data. On the contrary, AI and its corresponding methods are able to handle large 
datasets with many different types of data. This makes regular care data especially useful 
for AI applications. It gives the opportunity to identify patterns in data that have not 
been described or identified before and that are beyond what humans are able to grasp.
AI can be defined in many ways. Marvin Minsky, the founder of MIT Artificial Intelligence 
Laboratory, has described AI as a science that makes computers ‘go beyond arithmetic’ 
and the ability of those computers to ‘imitate the information processes that happen 
inside human minds’. He outlined this in his 1986 essay entitled ‘Why humans think com-
puters can’t’.33 It means that a large amount of data is required to be fed into the com-
puter system to enable computers to identify patterns and imitate information processes 
that humans acquire.34 Consequently, the application of AI methods, i.e. machine learn-
ing (ML) and deep learning (DL), has recently boosted in healthcare research35 and makes 
use of all types of medical data sources available in the EHR including free text fields.
Nonetheless, also the use of AI has certain disadvantages and the use of AI is not al-
ways justified. First, critics in healthcare argue that AI is a ‘black box’ and that it is un-
known how the AI makes any decisions36. Second, data quality is an important issue. A 
famous saying used in computer science is ‘garbage in, garbage out’. This also applies 
to AI, meaning that AI is not a panacea that turns unstructured ‘rubbish’ data into clear 
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1 
answers to research questions. Third, AI requires appropriate training data. This requires 
manual labelling37, making it prone to mistakes and bias, that might seep through in 
healthcare decision made by AI38,39. Fourth, although AI has shown promising results in 
research settings, it has not yet found its way into daily clinical practice40, due to a lack of 
studies that perform external validation and report clinical efficacy41. The opportunity of 
AI to use unstructured data or data with many variables might outweigh the presented 
disadvantages of AI. However, the use of AI over traditional research methods should be 
justified by the research question and used data sources to live up to its promises. 

Thesis overview
The aim of this thesis was to investigate and explore the use of different traditional statis-
tical methods and AI on regular care data. This was done in order to, firstly, provide insight 
into pressing topics in CVD, specifically focusing on sex differences and, second, to iden-
tify the opportunities for AI in cardiovascular research with regular care data. Chapter 
2 describes the databases of the Cardiology Centers of the Netherlands (CCN). This is a 
regular care database that contains EHR data on 109,151 individuals with cardiovascular 
symptoms that are referred by the general practitioner to one of the clinics of the CCN; a 
cardiac diagnostic screening center that is positioned between the general practitioner’s 
office and the hospital. In the first part of this thesis, we use traditional statistical meth-
ods to evaluate the current shift in cardiac practice to replace traditional ECG (electrocar-
diographic) stress testing by cardiac imaging for the diagnosis of coronary heart disease 
(CHD), a subtype of CVD that accounts for almost 50% of all CVD deaths worldwide.2 CHD 
evolves from atherosclerosis of the coronary vasculature towards build-up of plaques 
and can finally lead to possibly lethal occlusion of the coronaries, resulting in myocardial 
infarction. Regular practice for detection of CHD has been ECG stress testing, either by 
bike or treadmill. Two RCTs, comparing usual care that included ECG stress testing with 
cardiac computed tomographic (CT) imaging, both coronary calciumscore42 and coro-
nary CT angiography, for diagnosis of CHD, showed improved results in patients with 
chest pain that underwent a so-called CT-first strategy.43,44 Consequently, international 
guidelines have taken on a more prominent role for cardiac CT and ECG stress testing is 
gradually phased out. EHR data gives the opportunity to evaluate the effect of this shift 
of diagnostics for CHD in an actual regular care population. In Chapter 3 we evaluate the 
effect of a CT-first strategy on mortality risk in individuals that present with chest pain 
at one of the CCN centers. In Chapter 4, the results of the CT-scan were used to evaluate 
their prognostic value in women and men separately. Chapter 5 utilizes a sex-specific 
approach to evaluate the association of self-reported New York Heart Association (NY-
HA)-class, a subjective measure of functional performance and condition, and mortality 
(Chapter 5A). Chapter 5B dives deeper into sex differences and studies the sex-specific 
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mediating effect of the ECG stress test on the relation between NYHA-class and mortality 
in order to evaluate its value in clinical practice. 
In the second part of this thesis, different cardiac diagnostic modalities are used to show 
the application and value of AI in clinical research. First, a pipeline is described in which 
widespread word-embedding models and string matching are used to identify medica-
tions and adverse drug reactions in consult texts (Chapter 6). This is followed by a narra-
tive overview of the application of AI in cardiac imaging in Chapter 7. In Chapter 8 EHR 
data from the CCN database is used to evaluate the sex-stratified performance of the pre-
test probability for CHD, which is used for referral to cardiac CT. AI is used to see whether 
sex-specific models with more data improve this referral. Chapter 9 shows the results of 
a study that uses normal ECGs to classify sex. This chapter emphasises the necessity to 
perform sex-stratified research by revealing ECG features that are associated with mor-
tality, which have not been previously identified. The concluding chapter (Chapter 10) 
summarises the results of this thesis and puts them in the perspective of contemporary 
cardiac practice and research. It provides an outlook into the development and uptake 
of cardiac AI and the role of traditional statistics and epidemiology in this development.
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ABSTRACT
Background Despite the increasing availability of clinical data due to the digitalisation of 
healthcare systems, data often remain inaccessible due to the diversity of data collection 
systems. In the Netherlands, Cardiology Centers of the Netherlands (CCN) introduced 
“one-stop shop” diagnostic clinics for patients suspected of cardiac disease by their gen-
eral practitioner. All CCN clinics use the same data collection system and standardised 
protocol, creating a large regular care database. This database can be used to describe 
referral practices, evaluate risk factors for cardiovascular disease (CVD) in important pa-
tient subgroups, and develop prediction models for use in daily care. 

Construction and Content The current database contains data on all patients who under-
went a cardiac workup in one of the 13 CCN clinics between 2007 and February 2018 
(n=109,151, 51.9% women). Data were pseudonymised and contain information on an-
thropometrics, cardiac symptoms, risk factors, comorbidities, cardiovascular and fami-
ly history, standard blood laboratory measurements, transthoracic echocardiography, 
electrocardiography in rest and during exercise, and medication use. Clinical follow-up 
is based on medical need and consisted of either a repeat visit at CCN (43.8%) or referral 
for an external procedure in a hospital (16.5%). Passive follow-up via linkage to national 
mortality registers is available for 95% of the database. 

Utility and Discussion The CCN database provides a strong base for research into histori-
cally underrepresented patient groups due to the large number of patients and the lack of 
in- and exclusion criteria. It also enables the development of artificial intelligence-based 
decision support tools. Its contemporary nature allows  for comparison of daily care with 
the current guidelines and protocols Missing data is an inherent limitation, as the cardi-
ologist could deviate from standardised protocols when clinically indicated. 

Conclusion The CCN database offers the opportunity to conduct research in an unique 
population referred from the general practitioner to the cardiologist for diagnostic 
workup. This, in combination with its large size, the representation of historically under-
represented patient groups and contemporary nature can expand our knowledge of car-
diovascular diseases. 
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BACKGROUND
Cardiovascular diseases (CVD) remain an important cause of death and disability world-
wide.1,2 The digitalisation of the healthcare system has made a wealth of clinical care data 
available for researchers.3–6 This provides a unique opportunity for researchers to eval-
uate pressing topics in cardiovascular medicine. The added value of clinical care data 
in cardiovascular research is threefold. First, clinical care data better reflect the current 
real-world situation in healthcare with regard to clinical presentation of disease and 
representation of patient groups. This is especially relevant for patient groups that have 
historically been underrepresented in clinical studies such as women7, the elderly8 and 
patients with multimorbidity9. CVD in women may be different from CVD in men in sev-
eral aspects, including the clinical presentation, the effect of traditional risk factors and 
presence of female-specific risk factors related to pregnancy and menopause, and the 
efficacy of treatment.10 Elderly patients and those with multimorbidity also need to be 
studied to combat the rising prevalence of CVD risk factors such as hypertension, dia-
betes mellitus (DM) and obesity.11,12 Second, clinical care data contain a large number of 
individuals and wide range of clinical measurements, a combination that is difficult to 
obtain within a research setting. This facilitates the development of prediction models 
and decision support tools using artificial intelligence methods that can subsequently 
Ibe implemented within the healthcare system. These tools can help healthcare profes-
sionals to interpret large amounts of patient data and assist healthcare decision-making. 
Third, researchers can use clinical care data to evaluate the current state of clinical prac-
tice, adherence to guidelines and develop treatment and referral strategies that better 
suit the current presentation of patients suspected of CVD.
However, data from earlier stages in the clinical care pathway remain difficult to access 
due to the smaller size of single general practitioner (GP) offices and the diversity of data 
collection systems. To close this gap, a collaboration was set up between the University 
Medical Center Utrecht (UMCU) and Cardiology Centers of the Netherlands (CCN), an or-
ganisation of 13 cardiac outpatient clinics that operate between the GP and the hospi-
tal cardiologist. In the Netherlands, CCN introduced “one-stop shop” cardiac outpatient 
clinics to facilitate efficient diagnostic workup for cardiac disease and fast diagnosis of 
potential life-threatening pathologies. GPs can refer their patients to a CCN clinic for car-
diac workup when they suspect their patient suffers from cardiac disease. All CCN clinics 
perform the same standardised protocol and store their data in a shared data collection 
system. Follow-up appointments and results from referrals for advanced cardiac imaging 
or cardiac interventions are stored in the same system. As a result of this set-up, CCN of-
fers a unique opportunity to obtain semi-structured data on a large group of patients at 
an early stage of the regular care pathway. 
The aim of this paper is to describe the CCN clinical care database. The database contains 
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data on a large number of individual patients and a wide range of standardised charac-
teristics from a unique population situated between the GP and the hospital cardiologist. 
The clinical nature of the database ensures that it reflects the patient population current-
ly seen in daily care, including those that may be underrepresented in clinical research. 
The database can be used to describe current clinical practice, evaluate the prevalence of 
cardiovascular risk factors and their relation to CVD, and develop prediction algorithms 
that have the potential to be implemented in daily care. 

CONSTRUCTION AND CONTENT

Data generation at CCN clinics
Baseline examination
Every patient referred to one of the CCN clinics underwent a standardised diagnostic 
workup. This protocol consisted of transthoracic echocardiography (TTE) and ultrasound 
imaging of the carotid arteries, electrocardiography at rest (ECG) and during exercise 
(stress ECG), a laboratory test, and a consult with a nurse during which self-reported an-
thropometrics, symptoms, cardiovascular risk factors and comorbidities were registered. 
Past medication use and cardiovascular history were also recorded, as well as on-site clin-
ical diagnoses made by the cardiologist. An overview of all stored clinical characteristics 
can be found in Table 1. 
Body mass index was calculated based on self-reported height and weight. Blood pres-
sure was measured with a Microlife WatchBP. TTE was performed with a General Electric 
Vivid E6 or E7 echocardiography device. Blood samples were analysed with the Roche 
Reflotron Sprint system. The ECG was recorded with the Welch Allyn Cardioperfect Pro 
recorder in supine position with 12 leads. The stress ECG was performed on a watt bike 
from Lode Corival Eccentric with simultaneous blood pressure measurements (Medtronic 
BL-6 Compact) and ECG recording (Welch Allyn Cardioperfect recorder). Raw data of the 
ECG, stress ECG and TTE were not available. Medication and diagnoses were recorded as 
semi-structured text. 
While CCN has standardised and uniform diagnostic workup protocols for every patient, 
in practice a cardiologist may deviate from this protocol when this is clinically indicated. 
For example, the cardiologist may choose not to perform a stress ECG in patients with a 
contra-indication to the procedure, such as very high systolic blood pressure.13 This in-
troduces missing data, illustrated by the baseline stress ECG data which were missing for 
25% of patients in the CCN database (Figure 1).  

Information collected during a patient’s clinical trajectory within CCN
After the first visit, patients may enter a clinical trajectory during which one or more return 
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visits to a CCN clinic are planned. Information collected during these clinical follow-up 
visits was also stored in the CCN database. This clinical follow-up was not standardised 
but rather based on medical need. As a result, clinical follow-up varies across patients in 
frequency, duration, and measurements obtained. During these clinical follow-up visits 
either all or some components of the standard screening protocol were repeated, with 
rest ECG being repeated most frequently (Figure 1). 
Patients in need of additional imaging or cardiac interventions based on the result of 
their initial CCN workup were referred to a nearby hospital as these facilities were not 
available at the CCN clinics. The referral itself and the summarised text results of these 
procedures were stored in the CCN database (Table 1). Computed Tomography (CT) 
scans were performed most often, comprising 30.8% of all external procedures. The five 
most common external procedures can be found in Figure 1.  

Database construction 
Data extraction, cleaning and storage 
We extracted all data generated by CCN up to February 2018 from their data collection 
system. These raw files were cleaned and processed using SAS (SAS Institute Inc., North 
Carolina, USA) to create a relational database. This process included separating first visit 

Figure 1 Overview of patient flow and completeness of measurements in the CCN database
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Table 1 Overview of all features stored in the database

Phase Measurement

Baseline
(2007-

Feb 2018)

Consult 
- Presence and characteristics of cardiac symptoms (chest pain, dyspnoea, fatigue, 
palpitations, collapse, heart murmurs)
- Anthropometrics (height, weight, hip circumference, blood pressure, heart rate, 
heart and breathing sounds, pulse, palpation)

Intake
- Behavioural cardiovascular risk factors (smoking, alcohol use)
- Comorbidities (diabetes mellitus, hypertension, dyslipidaemia)
- Family history of cardiovascular disease (atherosclerosis, sudden death, cardiomyo-
pathy, arrhythmia)

Lab
- Lipids (total, high density, and low density cholesterol, triglycerides)
- Potassium, sodium, haemoglobin, glucose
- Glomerular filtration rate 
- Lipoprotein A, brain natriuretic protein, thyroid stimulation hormone

TTE
- M-mode (dimensions of aorta and left heart chambers)
- Two-dimensional (evaluation of function and shape of all heart chambers and 
valves)
- Colour Doppler (valve insufficiencies and septum defects)
- Spectral Doppler (left ventricular diastolic function and gradients over valves) 
- Thickness of the intima media (left and right, anterior and posterior)

ECG
- Duration of defined ECG intervals and complexes (RR, PR, QRS, QT)
- ST depression, elevation, negative T-top, QRS axis
- Dilatation of left and right atrium, intraventricular conduction delay, left ventricular 
hypertrophy 

Stress ECG
- Protocol, device, target heart rate, use of β-blocker before exercise test 
- ECG characteristics, blood pressure and heart rate before and during exercise test
- Duration and load of exercise test, exercise tolerance, reason to stop exercise test
- Arrhythmia or angina symptoms during exercise test, left ventricular hypertrophy

Decursus
- Cardiologist summary of visit (free text)

Medication
- Cardiovascular medication use grouped by researchers 
- Date medication was started and date it was ended when applicable 

Diagnosis;
- Cardiovascular diagnosis defined by researchers 
- Cardiovascular risk factor diagnosis defined by researchers 
- Date of diagnosis
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(baseline) data from follow-up visits, filtering out duplicated or empty entries and remov-
ing completely empty variables, streamlining variable names, and organising the data 
by type of clinical measurement (e.g. combine all laboratory measurements in one data 
table), among others. Raw unstructured text fields were checked for personal informa-
tion, which was subsequently either removed while keeping the text field intact or the 
information was recoded into a new variable that no longer contained the personal in-
formation.
Raw medication use and diagnosis text data were structured into binary variables us-
ing text retrieval methods in R (R Core Team, Vienna, Austria). Medication entries were 
grouped into 23 categories of relevant cardiovascular medications based on either the 
brand name or the generic name, depending on which one was available (Supplemen-
tary table 1). Diagnoses were divided into (i) cardiovascular disease and (ii) conditions 
that are risk factors for cardiovascular disease. The first category was subdivided into 5 
subgroups, the second one into 4 subgroups (Supplementary table 2).
The raw data and the clean relational database are stored within the UMCU infrastruc-
ture. The raw data is not available for researchers due to privacy constraints and is kept by 
the data manager. The anonymised versions of raw unstructured text fields are available, 
including raw medication and diagnosis data. Researchers can contact the authors for 
collaboration and access to the UMCU infrastructure. When the collaboration and the 
research topic have been agreed upon, external collaborators can get access to both the 
CCN database and all services and programmes supported by the UMCU. This includes 
artificial intelligence and advanced statistical programs. All work within the UMCU infra-
structure will be stored, including analysis scripts and results. Access to the UMCU infra-
structure will be retracted after the project has finished. 

Passive and active follow-up outside the clinical trajectory
The CCN database has been linked to the national database of Statistics Netherlands for 

Phase Measurement

Fol-
low-up
(2007 - 
Feb 2018)

Consult, Intake, Lab, TTE, ECG, Stress ECG and Decursus as described for baseline

External procedures
- External procedure performed and location where it was performed
- External procedure grouped by researchers
- Date of appointment

Record 
linkage 
(2019)

- All-cause mortality 
- Educational level 
- Ethnicity 
- Personal income
- Cause-specific mortality

TTE: transthoracic echocardiogram, ECG: electrocardiogram. 
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passive follow-up for all-cause and cause-specific mortality, and enrichment of the da-
taset with demographic and socioeconomic data. Linkage was successful for 95.9% of 
the database (Figure 1). Failure to link likely occurred because a patient moved between 
their CCN visit and the moment of linking, as postal code was one of the linking factors. 
Linking of the CCN database with Statistics Netherlands was deemed appropriate by the 
ethical committee of Statistics Netherlands as it was in line with the CCN project aims. 
Access to the following data was requested and granted: (i) all-cause and cause-specific 
mortality, (ii) education level and personal income and (iii) personal records database, 
which among others contains information on country of birth. Access to the personal 
records database also enables researchers to obtain a matched sample of the general 
population for comparison with the CCN population. In the future, the CCN database will 
be linked to other registries, such as the national hospitalisation registry, to obtain infor-
mation on a more diverse set of outcome measures. Patients could not be contacted for 
additional baseline questionnaires or active follow-up due to the pseudonymised nature 
of the database.

Missing data
Diagnostic procedures, treatments and follow-up of the patients were performed at the 
discretion of the treating cardiologist and thus driven by medical indication. This results 
in missing data for both baseline and follow-up visits. For example, more advanced bio-
markers such as brain natriuretic peptide or high-sensitivity troponin will only be meas-
ured if the cardiologist suspects serious cardiac problems. Similarly, patients without en-
tries in the medication or diagnosis file can be assumed to not use medication or be free 
of disease. Imputation strategies can be applied to deal with the missing values, but the 
preferred strategy depends on whether the data is likely to be missing at random or not. 
Researchers should be aware of the assumptions they make and describe these in their 
methods section. 

Patient privacy
The CCN data were made available under implied consent and transferred to the UMCU 
under the Dutch Personal Data Protection Act. Patients were assigned a unique patient 
number that cannot be traced back to an individual without access to the original CCN 
data system, which is not available to UMCU researchers. This results in a pseudonymised 
database. The Medical Research Ethics Committee of the UMCU declared that the Med-
ical Research Involving Human Subjects does not apply to this study. Unstructured text 
fields containing personal information were anonymised using an anonymisation pro-
gramme14 before being included in the final research database.
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Table 2 Baseline characteristics of patients in the CCN database

All values are given as mean (SD) unless otherwise specified. 1History of CVD: diagnosis of heart 
failure, coronary heart disease, cerebrovascular disease or congenital heart disease before baseline 
appointment, or invasive cardiac intervention. 2    Family history of CVD: family history of athero-
sclerosis, sudden death, cardiomyopathy or arrhythmia. 3 History of the cardiovascular conditions: 
diagnosis of arrhythmia, valvular disease, cardiomyopathy, atherosclerosis, peripheral artery dis-
ease or abdominal aneurysm before baseline appointment, or non-invasive cardiac or peripheral 
intervention. CVD: cardiovascular disease

Variables Whole database Women Men
Missing 
data (%)

n 109,151 56,628 52,524

General

Women (n, %) 56,628 (51.9)

Age (years) 56 (15) 57 (15) 56 (15)

Age categories (n, %)
>50
50-64
65-74
75≤

33,165 (30.4)
41,273 (37.8)
22,931 (21.0)
11,781 (10.8)

16,954 (29.9)
20,859 (36.8)
12,152 (21.5)

6662 (11.8)

16,211 (30.9)
20,414 (38.9)
10,779 (20.5)

5119 (9.7)

Body mass index (kg/m2) 27.4 (20.0) 27.3 (20.2) 27.5 (19.8) 2.9

Systolic blood pressure 
(mmHg) 141 (22) 140 (23) 143 (20) 2.9

Current smoker (n,%) 40,139 (36.8) 20,712 (36.6) 19,427 (37) 8.9

Ever smoker (n,%) 71,659 (65.7) 35,508 (62.7) 36,151 (68.8) 8.8

Cardiovascular disease (n, %)

History of CVD1 16,311 (14.9) 6483 (11.4) 9828 (18.7)

Family history of CVD2  71,148 (65.2) 39,318 (69.4) 31,830 (60.6) 17.8

History of other cardiovas-
cular conditions3 23,957 (21.9) 11,804 (20.8) 12,153 (23.1)

Comorbidities (n, %)

Hypertension 32,460 (29.7) 17,290 (30.5) 15,270 (28.9) 2.5

Dyslipidaemia 16,978 (15.6) 8148 (14.4) 8830 (16.8) 2.5

Diabetes mellitus 8709 (8.0) 3967 (7.0) 4742 (9.0) 2.6

Number of comorbidities
0
1
2
3

64,199 (58.8)
28,705 (26.3)
11,001 (10.1)

2382 (2.2)

33,799 (59.9)
15,081 (26.6)

5392 (9.5)
1125 (2.0)

30,400 (57.9)
13,624 (25.9)

5609 (10.7)
1257 (2.4)
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Content: Describing the CCN study population
The CCN database contains data from 109,227 patients referred to one of the CCN clin-
ics between February 2007 and February 2018 (Supplementary Figure 1). Patients with 
missing data on age or sex or without records of their CCN visit were excluded (n=76), 
bringing the total to 109,151 individuals with a mean age of 56 (±15) years, of which 
51.9% were women. About a third of the patients were 65 years or older and 12% had 
two or more comorbidities.
 Patients had a mean body mass index of 27.4 (±20) kg/m2 and an average systolic blood 
pres sure of 141 (±22) mmHg. The majority of patients had a positive cardiovascular fam-
ily history (65.2%) and 14.9% of patients suffered from cardiovascular disease at baseline. 
Approximately one third of patients were current smokers (36.8%), 29.7% had hyperten-
sion, 15.6% had dyslipidaemia and 8% had DM (Table 2).
The majority of patients (56.1%, n=61,232) only had a baseline visit, 17.5% (n=19,111) 
had one follow-up visit at CCN, and 26.3% (n=28,808) had three or more follow-up visits 
at CCN. Compared with patients who were seen once, those with at least one clinical fol-
low-up appointment were older at baseline (60 vs 54 years), had a higher systolic blood 
pressure (145 vs 138 mmHg) and were more often current smokers (41.1% vs 33.4%). In 
addition, they more often had a history of cardiovascular disease (20.6% vs 10.5%), prev-
alent cardiovascular risk conditions (30.0% vs 15.5%), and comorbidities (Supplementary 
table 3). In total, 18,050 (16.5%) patients were referred for an external procedure (Figure 
1). Compared with patients who were not referred, patients with at least one external 
procedure were older at baseline (60 vs 56 years) and had a higher prevalence of comor-
bidities and CVD history (21.3% vs 13.7%). Women were less often referred for an external 
procedure (46.1% vs 53.0%) (Supplementary table 4).
The CCN database consists of data derived from medical care and thus participants were 
not actively recruited, nor were there explicit in- and exclusion criteria. Data on patients 
who were not referred to CCN are not available, so we were unable to compare patients 
referred to CCN with those who were not. However, to approximate this comparison, we 
compared the socioeconomic characteristics of the CCN database to an age- and sex-
matched sample of the general population. Patients referred to CCN were more often 
of Dutch descent (77.2% vs 70.8%) and had a higher median annual personal income 
(€27,914 vs €22,270) than the general population (Table 3). 

UTILITY AND DISCUSSION

Utility: Intented use and database benefits
The main strength of the CCN database lies in its combination of a large study popula-
tion and a large number of different, and sometimes longitudinal, measurements per 
individual. Such data is difficult to obtain in cohorts specifically set up for research as 
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funds are often not sufficient to cover inclusion of a large population and collection of a 
large number of (longitudinal) measurements. In addition, the CCN database captures a 
unique population situated between the GP and the hospital that is rarely seen in clinical 
studies.
Clinical care databases like the CCN database can make important contributions to three 
areas of research due to some of their inherent characteristics. First, these databases re-
flect the population currently seen in clinical care and thus include groups that are tra-
ditionally underrepresented in research. We show that women comprise 52% of the CCN 
database, providing a valuable foundation for research into both differences between 
the sexes and women-specific cardiovascular disease presentations and risk factors.15,16 

Similarly, the CCN dataset contains 11,781 patients aged 75 years and older and 13,383 
patients with two or more comorbidities, offering researchers an opportunity to verify if 
study outcomes also apply to these patient groups. These numbers illustrate the poten-
tial value of the CCN database for addressing research questions about underrepresent-
ed patient groups that have remained unanswered due to scarcity of data.
Second, the size of clinical care databases that combine a large study population with a 
large number of measurements per individual creates opportunities for the application 
of artificial intelligence methods. The CCN database contains more than 300 informative 

Values are given as median (interquartile range, IQR) unless otherwise specified. 1Year of birth 
could not be re-calculated for 160 study participants, so these could not be matched with the gen-
eral population and are thus removed from this table. 2 Origin was defined as (i) Native Dutch; both 
parents born in the Netherlands, (ii) First generation immigrant; person born outside the Nether-
lands with at least one parent born outside the Netherlands, (iii) Second generation immigrant; 
person born in the Netherlands with at least one parent born outside the Netherlands.

CCN database General population

n 104,5191 104,519

Origin2 (n, %)
Native Dutch
First generation immigrant
Second generation immigrant

80,692 (77.2)
15,731 (15.1)

8096 (7.7)

74,042 (70.8)
24,592 (23.5)

5884 (5.6)

Annual personal income (€) 27,914 [14,822-47,344] 22,270 [11,900-38,758]

Annual personal income groups (n, %)
Negative or zero
<€20.000
€20.000-€50.000
€50.000-€100.000
€100.000-€200.000
≥€200.000
Not available

4760 (4.6)
33,209 (31.8)
42,325 (40.5)
18,204 (17.4)

4197 (4.0)
1121 (1.1)

703 (0.7)

5701 (5.5)
33,048 (31.6)
33,906 (32.4)
10,530 (10.1)

1675 (1.6)
337 (0.3)

19,321 (18.5)

Table 3 Sociodemographic characteristics of the CCN database and a sample of the general popula-
tion matched on year of birth and sex.



Chapter 2

28

features on over 100.000 patients that can be used for the development of artificial in-
telligence-based prediction algorithms and decision support tools. In addition, the CCN 
database contains several anonymised Dutch free text fields, which can be used for the 
development of text analysis algorithms specific for Dutch clinical notes. This is an impor-
tant area of research, as many existing text analysis resources are based on English clini-
cal text.17 These programmes can subsequently be used to extract and structure valuable 
information from free text and turn it into a usable format for researchers. 
Third, clinical care databases reflect medical practice allowing for comparisons between 
clinical care and the recommendations in the prevailing guidelines. Such perspectives 
spark debate on inconsistencies that may exist between guidelines and current practice. 
The CCN database functions in this case as a tool to bridge the gap between guidelines 
based mainly on clinical research and the reality of daily cardiac care. 

Discussion: Compare performance and functionality with similar existing databases
However, the CCN database also has some limitations that need to be addressed. We will 
discuss the two main ones, data quality and generalisability.

Data quality: Missing data and measurement errors
The data within the CCN database was collected for care purposes and not for research. 
As a result, data collection and follow-up during the medical trajectory are not uniform 
across patients. Similarly, the database may not contain all clinical information research-
ers need, such as highly specific biomarkers, because these are not normally collected 
in daily care. Furthermore, raw ECG data and echocardiographic images were saved to a 
different system than the standardised clinical data and were thus not stored in the CCN 
database. These limitations are in part inherent to the database, so researchers should 
consider whether the CCN database is ‘fit for purpose’ for their specific research question. 
However, some of these limitations can be addressed and alleviated. To obtain standard-
ised follow-up for all individuals in the CCN database, we performed record linkage for 
all-cause and cause-specific mortality. We plan to include follow-up for non-fatal out-
comes in the future, as these outcomes are clinically relevant for the relatively young and 
healthy CCN population. To alleviate the issue of missing data on important confound-
ers such as socioeconomic status, we enriched the CCN database with information on 
ethnicity, educational level and personal income through record linkage. Text mining 
approaches can be used to further enrich the CCN database if the required information 
can be found within the unstructured text fields. Available missing data techniques such 
as multiple imputation can be used to address remaining missing values as long as re-
searchers carefully consider the assumptions underlying these techniques.
Data collection and entry in the CCN database is not checked as vigorously as in data-
bases created for research, so data entry mistakes and slightly differential measurement 
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practices across CCN clinics may introduce measurement error and misclassification. We 
have tried to correct the most obvious data entry errors to reduce its effect, but research-
ers should consider the possibility of differential measurement error and the resulting 
risk of misclassification bias when interpreting their results. 

Generalisability and comparison to other databases
The CCN database is comprised of patients who were referred by their GP on suspicion 
of cardiac disease. We were unable to compare those included in the CCN database with 
those who were not referred, but we were able to approach this comparison by using an 
age- and sex-matched sample from the general population. We show that CCN patients 
have a higher socio-economic status and are more often native Dutch compared with 
the general population. Moreover, the prevalence of DM in the CCN database seems to 
be similar to that in the Netherlands as a whole18, while we expected a higher prevalence 
given that CCN screens patients at elevated cardiovascular disease risk. However, GPs 
may refer DM patients with cardiac complaints to a DM-specific outpatient clinic instead 
of a CCN clinic, resulting in a low DM prevalence within the CCN database. This suggests 
there is some selection bias occurring within the clinical care pathway, where relatively 
healthy Dutch patients with higher socio-economic status are more often referred to a 
CCN clinic than those with lower socio-economic status or those of non-Dutch descent. 
There are examples of other clinical care databases such as the hospital-based UPOD 
database3  and the Julius General Practitioner’s Network19. However, these include dis-
tinctively different patient populations, as the first collects data from within the hospital 
and the second from within GP practice. The CCN database is unique in that it captures 
the patients in between these two. 

CONCLUSION
The CCN database is a regular care database containing data from 109.151 patients col-
lected between 2007 and 2018. This database offers the opportunity to perform research 
in a unique study population that reflects the patient population seen in daily cardiology 
practice, including women, the elderly, and patients with multiple comorbidities. The 
size of this database facilitates the application of artificial intelligence methods. Moreo-
ver, the features in the database make it possible to describe current cardiology practice 
and evaluate this against guidelines based primarily on results from clinical trials.
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SUPPLEMENTARY MATERIALS
Supplementary table 1 Medication names per medication group

Group Medications included

Aspirin Acetylsalicic acid, Carbasalate calcium

Angiotensin-convert-
ing-enzyme inhibitor (ACEI)

Benazepril, Perindopril, Captopril, Cilazapril, Delapril, Enalapril, 
Fosinopril, Lisinopril, Quinapril, Ramipril, Trandolapril, Zofenopril

Angiotensin receptor 
blocker (ARB)

Candesartan, Eprosartan, Irbesartan, Losartan, Olmesartan, Telmis-
artan, Valsartan

Thiazides Hydrochlorothiazide, Chlorthalidone, Indapamide

Potassium-sparing diuretics Eplerenone, Spironolactone, Triamterene

Loop diuretics Bumetanide, Furosemide

Beta-blocker Acebutolol, Atenolol, Bisoprolol, Carvedilol, Celiprolol, Labetalol, 
Metoprolol, Nebivolol, Pindolol, Propranolol, Sotalol

Calcium-channel blocker
Amlodipine, Barnidipine, Felodipine, Isradipine, , Lacidipine, 
Lercanidipine, Nicardipine, Nifedipine, Nimodipine, Nitrendipine, 
Diltiazem, Verapamil

Alpha-blocker Alfuzosine, Doxazosine, Silodosine, Tamsulosine, Terazosine, 
Urapidil

Nitrates Isosorbide dinitrate, , Isosorbide mononitrate, Nicorandil, Nitro-
glycerine

Digoxin Digoxin

Statins Atorvastatine, Fluvastatine, Pitavastatine, Pravastatine, Rosuvasta-
tine, Simvastatine

Metformin Metformin

Insulin Insuline

Ezetimibe Ezetimibe

Sulphonylureas Glibenclamide, Glimepiride, Tolbutamide, Gliclazide

Fibrates Bezafibrate, Ciprofibrate, Gemfibrozil, Fenofibrate

P2Y12-Inhibitor Prasugrel, Clopidogrel, Ticagrelor

Dipyridamole Dipyridamole

Ivabradine Ivabradine

Non Vitamin-K oral antico-
agulant (NOAC) Apixaban, Edoxaban, Rivaroxaban, Dabigatran

Anti-arrhythmics Amiodarone, Disopyramide, Flecainide, Kinidine, Lidocaine, 
Propafenone

Vitamin-K Antagonist Acenocoumarol, Phenprocoumon

Other Any medication that is not in any of the groups described above
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Group Diagnoses included

Cardiovascular disease

Heart failure

Left ventricular hypertrophy, left ventricular dysfunction, concentric 
hypertrophic left ventricle, concentric left ventricle, decompensatio 
cordis, heart failure, diastolic dysfunction, coronary microvascular 
disease, poor ventricular function

Coronary heart disease
Myocardial infarction, angina pectoris, anginal symptoms, chest 
pain, acute coronary syndrome, silent ischaemia, coronary disease, 
heart revalidation, coronary insufficiency, 1/2/3 artery disease

Cerebrovascular disease

Cerebrovascular accident, transient ischaemic attack, subarachnoid 
haemorrhage, eye infarct, brain infarct, brain bleeding, stroke, sub-
arachnoidal bleeding, cerebral infarct, cerebrovascular infarct, retina 
infarct, lacunar infarct

Congenital heart disease Tetralogy of Fallot, ventricular septum defect, atrial septum defect, 
septum defect, coarctatio aortae, foramen ovale, Ductus Botalli

Cardiovascular interven-
tion

Percutaneous coronary intervention, stent, coronary artery bypass 
graft, bypass, revascularisation, grafting, dotter, percutaneous 
transluminal coronary angioplasty, valve replacement, valvuloplasty, 
transcatheter aortic valve implantation, aortic valve replacement, 
mitral valve replacement, commissurotomy, myocardial perfusion 
scan, heart catheterisation, implementation of pacemaker or im-
plantable cardioverter-defibrillator

Conditions that are risk factors for cardiovascular disease

Other cardiovascular 
disease

Cardiomyopathy, atherosclerosis, abdominal aortic aneurysm, 
peripheral vascular disease, arteriosclerosis, claudicatio intermittens, 
deep vein thrombosis, venous thrombosis, venous insufficiency, 
phlebitis

Arrhythmia

Atrial fibrillation, ventricular fibrillation, atrium flutter, ventricular 
flutter, paroxysmal atrial fibrillation, conduction delay, supraventric-
ular tachycardia, sick sinus syndrome, sinus exit block, Wolff-Parkin-
son-White, atrioventricular nodal re-entry tachycardia, extrasystoles, 
ventricular extrasystoles, arrhythmia, bradycardia, tachycardia, 
bigemini, AV block, right bundle branch block, left bundle branch 
block, left anterior hemiblock, premature ventricular contractions, 
premature atrial contractions, atrial extrasystoles, hemiblock, rhythm 
disorder

Valvular disease
Valve stenosis, valve sclerosis, valve insufficiency, regurgitation, 
mitral insufficiency, tricuspid insufficiency, valve defect, mitral regur-
gitation, mitral stenosis, valve disease

Risk factor intervention
Ablation, radiofrequency catheter ablation, cardioversion, electro-
cardioversion, percutaneous transluminal angioplasty, endarterecto-
my, aortic bifurcation prosthesis, abdominal aortic stent

Supplementary table 2 Diagnoses per diagnosis group
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Variable Whole cohort Follow-up No follow-up
Missing 
data (%)

n 109,151 47,755 61,396

Women (n, %) 56,628 (51.9) 24,271 (50.8) 32,357 (52.7)

Age (years) 56 (15) 60 (14) 54 (16)

Body mass index (kg/m2) 27.4 (20.0) 27.8 (24.4) 27.0 (15.9) 2.9

Systolic blood pressure (mmHg) 141 (22) 145 (22) 138 (20) 2.9

Current smoker (n, %) 40,139 (36.8) 19,645 (41.1) 20,494 (33.4) 8.9

Ever smoker (n, %) 71,659 (65.7) 34,250 (71.7) 37,409 (60.9) 8.8

Cardiovascular disease (CVD) (n, %)

History of CVD 16,311 (14.9) 9845 (20.6) 6466 (10.5)

Family history of CVD  71,148 (65.2) 31,125 (65.2) 40,023 (65.2) 17.8

CVD risk factor conditions 23,957 (21.9) 14,465 (30.3) 9492 (15.5)

Comorbidities (n, %)

Hypertension 32,460 (29.7) 17,238 (36.1) 15,222 (24.8) 2.5

Dyslipidaemie 16,978 (15.6) 8765 (18.4) 8213 (13.4) 2.5

Diabetes mellitus 8709 (8.0) 4329 (9.1) 4380 (7.1) 2.6

Supplementary table 3 Baseline characteristics stratified by follow-up status

Whole cohort
External 

procedure
No external 
procedure

Missing 
data (%)

n 109,151 18,050 91,101

Women (n, %) 56,628 (51.9) 8322 (46.1) 48,306 (53.0)

Age (years) 56 (15) 60 (12) 56 (16)

Body mass index (kg/m2) 27.4 (20.0) 27.7 (15.3) 27.3 (20.8) 2.9

Systolic blood pressure (mmHg) 141 (22) 144 (21) 141 (22) 2.9

Current smoker (n, %) 40,139 (36.8) 6169 (34.2) 33,970 (37.3) 8.9

Ever smoker (n, %) 71,659 (65.7) 11,981 (66.4) 59,678 (65.5) 8.8

Cardiovascular disease (CVD) (n, %)

History of CVD 16,311 (14.9) 3839 (21.3) 12,472 (13.7)

Family history of CVD  71,148 (65.2) 12,492 (69.2) 58,656 (64.4) 17.8

CVD risk factor conditions 23,957 (21.9) 4531 (25.1) 19,426 (21.3)

Comorbidities (n, %)

Hypertension 32,460 (29.7) 6389 (35.4) 26,071 (28.6) 2.5

Dyslipidaemie 16,978 (15.6) 3583 (19.9) 13,395 (14.7) 2.5

Diabetes mellitus 8709 (8.0) 1864 (10.3) 6845 (7.5) 2.6

Supplementary table 4 Baseline characteristics stratified by external referral status
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ABSTRACT
Objectives To investigate the impact of a CT-first strategy on all-cause and cardiovascu-
lar mortality in patients presenting with chest pain in outpatient cardiology clinics.

Methods Patients with a first presentation of suspected angina pectoris were identified 
and their data linked to the registrations of Statistics Netherlands for information on 
mortality. The linked database consisted of 33,068 patients. CT-first patients were de-
fined as patients with a CT calcium score and coronary CT angiography, within 6 weeks 
after their initial visit. Propensity score matching (1:5) was used to match patients with 
and without a CT-first strategy. After matching, 12,545 patients were included of which 
2,308 CT-first patients and 10,237 patients that underwent usual care.

Results Mean age was 57 years, 56.3% were women and median follow-up was 4.9 years. 
All-cause mortality was significantly lower in CT-first patients (n = 43, 1.9%) compared 
with patients without CT (n = 363, 3.5%) (hazard ratio: 0.51 [95% CI, 0.37-0.70]). Further-
more, CT-first patients were more likely to receive cardiovascular preventative and an-
ti-anginal medication (aspirin: 44.9% vs 27.1%, statins: 48.7% vs 30.3%, beta-blockers: 
37.8% vs 25.5%, in CT-first and without CT-first patients, respectively) and to undergo 
downstream diagnostics and interventions (coronary interventions: 8.5% vs 5.7%, coro-
nary angiography: 16.2% vs 10.6% in CT-first and without CT-first patients, respectively).

Conclusions In a real-world regular care database, a CT-first strategy in patients suspected 
of angina pectoris was associated with a lowering of all-cause mortality.
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INTRODUCTION
Longitudinal studies of employing cardiac computed tomography (CT) imaging includ-
ing both coronary calcium scoring (CACS) and cardiac CT angiography (CCTA) in patients 
presenting with chest pain have demonstrated incremental prognostic value compared 
to traditional risk profiling algorithms.1 Higher CACS is associated with mortality2,3 and 
has added value to the Framingham Risk Score (FRS) for predicting cardiovascular 
events.4 The introduction of CCTA showed even greater promise as a tool to define risk of 
myocardial infarction5 and coronary revascularization6 compared to CACS. Prospectively 
randomized trials showed that CCTA was superior to functional cardiac testing for cardi-
ovascular endpoints.7,8

Until the results of the SCOT-HEART study were published5, CCTA was only adopted by 
the guidelines of the National Institute for Health and Care Excellence in the UK9. The 
SCOT-HEART study randomized patients presenting with chest pain in the cardiology 
outpatient clinic to either CCTA-initiated, the so-called CT-first strategy, or routine clin-
ical care. Patients randomized to the CCTA arm showed only about half of the fatal and 
non-fatal myocardial infarctions after a 5-year follow-up5, although these results were 
not in line with the previously published PROMISE-trial8 and multiple registry studies10,11. 
Nevertheless, these results prompted the European Society of Cardiology to accord CCTA 
a class I recommendation for the diagnosis of coronary artery disease (CAD) in sympto-
matic patients in the renewed guidelines of 2019.12

However, the results of SCOT-HEART might not be generalizable to a routine care popu-
lation who are expected to have a higher likelihood of mortality, since randomized trials 
may induce an overestimation of benefit due to the so-called healthy volunteer inclu-
sion bias in trials.13,14 Furthermore, multiple patient groups are often underrepresented 
in clinical studies, such as women15, the elderly, non-white ethnicities, and patients with 
comorbidities.16,17 Therefore, the impact of a CT-first strategy for patients with chest pain 
in regular care is still unknown.10,11 
The use of data from real world databases to assess the utility of cardiac CT may aid in 
defining associations between patient variables and outcomes in the general popula-
tion. Moreover, real world data may help to vindicate results of clinical trials, especially 
with the inclusion of substantial numbers of all relevant patient groups. Thus, we used a 
regular care database18 to investigate all-cause and cardiovascular mortality in patients 
suspected of angina pectoris, who underwent CT calcium score and CCTA following their 
first visit, and compared this with a propensity score (PS) matched control group from 
the same database, who were subjected to regular care without cardiac CT. 
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METHODS

Study population
The CCN database consists of 109,151 patients who visited one of the CCN’s outpatient 
cardiology clinics between 2007 and 2018. These centers are known for their homoge-
nized and structured approach to investigate patients with cardiovascular complaints. A 
detailed description of the CCN database has been published.18 Patients with chest pain 
suspected to be angina pectoris, who presented for the first time at one of the diagnostic 
centers were included. The study population was then split in two groups; patients with a 
cardiac CT within six weeks after their first visit, the CT-first strategy, and patients without 
this diagnostic procedure. Cardiac CT included a scanning protocol for calcium scoring 
and CCTA. The decision for referral for cardiac CT was made by the treating cardiologist. 
The type of CT-scanner was based on availability in the referenced centers. Follow-up of 
the population was obtained through linking with the population database of Statistics 
Netherlands (CBS). Figure 1 outlines the selection of the study population. 
The Cardiology Centers of the Netherlands data were made available under implied con-
sent and transferred to the University Medical Center Utrecht under the Dutch Personal 
Data Protection Act. This study used data collected during the regular care process and 
did not subject participants to additional procedures or impose behavioural patterns on 
them. The Medical Research Ethics Committee of the University Medical Center Utrecht 
declared that research within the CCN database does not meet the Dutch Medical Re-
search Involving Human Subjects Act (proposal number 17/359). 

Study variables
Patient characteristics, prior co-morbidities, risk factors, family history and a general 
medical history were obtained from the electronic health records (EHR) of the patient. 
Medication use was extracted from pharmaceutical prescription data. Residential region 
of the patient was obtained through 4-digit postal code. Chest pain was characterized 
as typical, atypical or non-anginal, according to Diamond12,19 and obtained through re-
trieval of text variables in the EHR. We also included the results from the stress electro-
cardiogram (ECG) recording to ensure comparability between patients with and without 
a CT-first strategy. 

Short- and long-term outcome
All-cause mortality and cardiovascular mortality were the primary and secondary out-
come in the analyses, respectively. Other secondary outcomes included registration of 
diagnostic and therapeutic procedures in the EHR. Diagnostics included stress ECG re-
cording, functional imaging (cardiac magnetic resonance imaging [MRI], positron emis-
sion tomography [PET], and single-photon emission computed tomography [SPECT]), 
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invasive coronary angiography (CAG) and cardiac CT more than six weeks after the first 
visit to CCN. Therapeutic procedures were percutaneous coronary intervention (PCI) and 
coronary artery bypass grafting (CABG). Moreover, prescribed medication changes dur-
ing and after the chest pain consult were evaluated and compared between the groups. 
This analysis focused primarily on the value of a cardiac CT in the diagnostic trajectory 
of the patient. We did not evaluate the association between results of cardiac CT and 
primary and secondary outcomes. 

Missing data
Missing data in variables required for analysis were handled by multiple imputation for 
chained equations (MICE; 10 iterations, 10 imputed datasets) with the R-package mice 
(version 3.8.0).20 However, for the presence of a family history, missing data were not at 
random. Therefore, missing values for this variable were filled with a negative family his-
tory. Included variables for multiple imputation models are indicated in Table 1.

Propensity score matching
PS matching21 was used to ensure a comparable sample between patients with and with-
out a CT-first strategy. PSs were calculated for each patient separately in each imputed 
dataset with a logistic regression model including 19 variables, as indicated in Table 1. 
This selection of variables was based upon clinically relevant variables and baseline dif-
ferences between both groups. Thereafter, the average PS of the imputation datasets 
was calculated for each patient. We matched 5 patients who did not receive a CT-first 
strategy to 1 patient with a CT-first strategy based upon the calculated PSs per patient 
using the nearest neighbour method with a calliper width of 0.05 and no replacement 
(R-package: matchit22, version 3.0.2). Comparability of the groups after matching was as-
sessed by inspection of the balance of baseline variables. The selected patient popula-
tion is further referred to as the matched sample. 

Statistical analysis
Descriptive statistics are presented as mean with standard deviation (SD) or median with 
interquartile range (IQR), where appropriate, for continuous variables and counts and 
percentages for categorical variables. All-cause and cardiovascular mortality were ana-
lysed with Kaplan-Meier curves and Cox regression models on the matched patient se-
lection. Other secondary outcomes were compared with chi-square testing. 
Subgroup analyses were performed for type of chest pain (anginal/non-anginal), sex 
(men/women), age (<65 year/≥ 65 years), SCORE (<5%/≥5%)23 and pre-test probability 
of CAD (<5%/>5%)24. The p-value for interaction was determined for each analysis. Out-
come for all subgroup analyses was all-cause mortality. 
Sensitivity analyses were done to evaluate the effect of patient’s residency and inclusion 
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year. In these analyses a Cox regression for all-cause mortality was performed. Another 
sensitivity analysis excluded all patients referred to one specific diagnostic center, only 
performing CCTA in case of medical need or if calcium score was above 0. As no informa-
tion of the center that was visited is available in the database, residency of the patient 
is used as a substitute. A final sensitivity analysis removed all patients without a CT, but 
with CAG to evaluate the effect on the results. These sensitivity analyses evaluated Cox 
regressions for both cardiovascular and all-cause mortality. All data analyses were done 
with R (version 3.6.2) and RStudio (version 1.1.463). 

Patient and Public involvement
Patients were not involved in any stage of this research process.

RESULTS

Study population 
A total of 34,311 patients with chest pain met the inclusion criteria and were selected 
from the CCN database (figure 1). After linking with the database of Statistics Nether-

Figure 1 Flowchart of patient selection
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lands, mortality data of 33,068 (96.4%) patients were available. This selection included 
2,312 and 30,756 patients, respectively, with and without a CT-first strategy. Mean age of 
the included patients (n=33,068) was 56 years and 53.3% were women. Before PS match-
ing, patients in the CT-first group (table 1) were older (57 vs 55 years), less likely to be 
current smokers (35.5% vs 42.6%) and had a higher incidence of typical chest pain (45.7% 
vs 27.1 %). Yet, the presence of comorbidities was comparable. Median follow-up was 5.5 
[IQR 3.4-7.8] years, and 1331 (4.0%) patients died during follow-up. In 329 (1.0%) individ-
uals a cardiovascular cause of death was assigned. Thus, PS were distributed differently 
between patients with and without a CT-first strategy (Supplementary figure 1). 
After PS matching, 2,308 patients were in the CT-first group and 10,237 patients were 
matched to this group. Patients in the CT-first group had a median coronary artery calci-
fication score of 2.20 [IQR 0-88]. There were 871, 329 and 225 filed stenoses in the LAD, 
RCA and CX, respectively, of which 489 (34.3%) were reported to be significant (>50% 
stenosis). In the matched sample, baseline characteristics were more equally distributed 
as compared to the unmatched sample (Table 1), e.g. mean age (57 years in both groups) 
and type of chest pain (non-anginal 39.1% vs 36.1%, atypical 15.3% vs 16.3%, and typical 

Figure 2 Kaplan-Meier curves for all-cause mortality of the CT-first and the without a CT-first study 
population. 
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45.6% vs 47.6% for, respectively, patients with and without a CT-first strategy). Conse-
quently, the distribution of the PS of the included patients showed improved overlap 
in the matched sample (Supplementary Figure 1). The matched sample (n=12,545) was 
used for the analysis of primary and secondary outcomes.

Outcome analysis
All-cause and cardiovascular mortality after PS matching
In the matched sample 406 (3.2%) patients died. In 111 (0.9%) patients there was a cardi-
ovascular cause of death. Median follow-up was 4.9 years. In patients with a CT-first strat-
egy, all-cause mortality was 1.9% (n=43) compared to 3.5% (n=363) in patients without 
a CT-first strategy (hazard ratio, HR 0.51, 95% CI 0.37-0.70). The Kaplan-Meier curves for 
patients with and without a CT-first strategy are shown in figure 2 and show a consistent 
divergent pattern over up to 7 years of follow-up. Cardiovascular mortality for patients in 
the CT-first group was 16 (0.7%) and 95 (0.9%) for the patients without a CT-first strategy, 
respectively. The corresponding HR for cardiovascular mortality was 0.73 (95% CI 0.43-
1.24). The corresponding Kaplan-Meier curves are shown in Supplementary Figure 2.

Downstream diagnostics and interventions
A total of 3,432 (27.4%) patients of the matched cohort had diagnostic or therapeutic 
follow-up. The percentage of CAGs (16.2% vs 10.6%, p<.001) and coronary interventions 

Table 2 Distribution of diagnostics and therapeutics during follow-up  in patients with a CT-first 
strategy and the population without a CT-first strategy. 

Anatomical imaging comprises cardiac CT and coronary angiography. Perfusion imaging includes 
cardiac PET, SPECT and MRI. Coronary interventions are coronary artery bypass grafts (CABG) and 
percutaneous coronary interventions (PCI).

CT-first 
(n=2308)

Patients without a 
CT-first strategy 

(n=10,237)
p-value

Anatomical imaging (n, %) 392 (17.0) 1435 (14.0) <.001

Perfusion imaging (n, %) 70 (3.0) 290 (2.8)  .652

Coronary interventions (n, %) 197 (8.5) 581 (5.7) <.001

Stress ECG at CCN (n, %) 403 (17.5) 1600 (15.6)  .032

Coronary Angiography (n, %) 373 (16.2) 1086 (10.6) <.001

Cardiac CT (n, %) 23 (1.0) 429 (4.2) <.001

Time difference between chest pain 
consult and intervention

Anatomical imaging
Perfusion imaging
Coronary intervention
Stress ECG

57 [37.75-87.25]
74 [49.25-162.25]

65 [42-98]
301 [91-759]

49 [20-119.50]
36.50 [17-91]

51 [21-102]
112 [25-597.75]

<.001
<.001
<.001
<.001
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(8.5% vs 5.7%, p<.001) were higher in the CT-first strategy group, compared to the group 
of patients without CT (Table 2). The same was seen for the number of stress ECGs, which 
was higher for CT-first patients (17.5% vs 15.6%, p=.03), yet the time interval between 
initial presentation and stress ECG was shorter in patients without a CT-first strategy (me-
dian time between chest pain consult and stress ECG: 112 days [IQR: 25-598] vs 301 days 
[IQR: 91-759]). Follow-up cardiac perfusion imaging did not show any differences (3.0% 
vs 2.8% in, respectively, patients with and without a CT-first strategy).

Medication use
Medication use for primary or secondary prevention of CAD (including aspirin, statins, 
beta-blockers, calcium channel blockers and nitrates) at baseline was similar for patients 

Table 3 Medication use in selected patients for the CT-first strategy and patients without a CT-first 
strategy. 

Continued medication is defined as medication that was started before the chest pain consult and 
continued for at least 120 following days. Discontinued medication is medication started before 
the consult and stopped within 120 days. Initiated medication was started within the timeframe 
from chest pain consult until 120 days after the consult. Initiated and discontinued medication was 
medication that was started and discontinued within 120 days following the chest pain consult.

CT-first (n = 2308)
Patients without a CT-first 

strategy (n = 10,237)

Aspirin (n, %)
Continued
Discontinued
Initiated
Initiated and discontinued

57 (2.5) 
22 (1.0) 

1036 (44.9) 
339 (14.7) 

323 (3.2) 
40 (0.4) 

2770 (27.1) 
369 (3.6) 

Beta-blocker (n, %)
Continued
Discontinued
Initiated
Initiated and discontinued

75 (3.2) 
20 (0.9) 

873 (37.8) 
549 (23.8) 

419 (4.1) 
23 (0.2) 

2611 (25.5) 
525 (5.1) 

Calcium-channel blocker (n, %)
Continued
Discontinued
Initiated
Initiated and discontinued

36 (1.6) 
<10 (<0.4)
287 (12.4) 

81 (3.5) 

135 (1.3) 
13 (0.1) 

1311 (12.8) 
213 (2.1) 

Nitrates (n, %)
Continued
Discontinued
Initiated
Initiated and discontinued

18 (0.8) 
<10 (<0.4)
502 (21.8) 

165 (7.1) 

92 (0.9) 
<10 (<0.1)

1791 (17.5) 
260 (2.5) 

Statins (n, %)
Continued
Discontinued
Initiated
Initiated and discontinued

71 (3.1) 
<10 (<0.4)

1125 (48.7) 
84 (3.6) 

332 (3.2) 
<10 (<0.1)

3102 (30.3) 
141 (1.4) 
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with and without a CT-first strategy (Table 1 and Table 3). After initial chest pain consult, 
initiation of aspirin (44.9% vs 27.1%, p<.001), betablockers (37.8% vs 25.5%, p<.001), and 
statins (48.7% vs 30.3%, p<.001) was higher in the CT-first strategy group, compared to 
the group without CT.

Subgroup and sensitivity analyses
The association between having a cardiac CT for diagnostic evaluation of chest pain and 
all-cause mortality was further investigated in clinically relevant subgroups (Figure 3). 
Men showed greater benefit from a CT-first strategy with respect to all-cause mortality, 
although p-value for interaction was not significant. This p-value was only significant for 
type of chest pain (p-value: .013) and risk of CAD (p-value: .0046), implying that patients 
with a possible anginal origin of chest pain and with an intermediate to high risk of CAD 
benefit from a CT-first strategy. 
Sensitivity analyses showed that HRs were similar for the different regions of the Neth-
erlands and for the inclusion year of patients (Supplementary table 1). Residence and 
inclusion year were taken into account during the PS calculation. This suggests a similar 
distribution of these variables in the CT-first and without CT-first group. Sensitivity anal-
ysis of removal of patients (n=4,883) from one center that did not structurally perform 
cardiac CT including calcium scoring and CCTA, showed comparable HR for all-cause 
mortality (0.44, 95% CI 0.28-0.67 vs 0.51, 95% CI 0.37-0.70) and HR for cardiovascular mor-
tality (0.70, 95% CI 0.37-1.33 vs 0.73 95% CI 0.43-1.23) to the main matched sample. After 
removal of all patients with CAG within 10 weeks after their initial visit (n=959), the HR 

Figure 3 Forest plot of the subgroup analysis. CAD risk is defined as the pre-test probability of cor-
onary artery disease according to the ESC guidelines of 2019: Low < 5%, Intermediate-High >5%. 
Anginal chest pain includes typical and atypical chest pain. SCORE is the cardiovascular risk score 
as defined by the Systematic COronary Risk Evaluation.
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for all-cause mortality (0.54, 95% CI 0.39-0.74) and cardiovascular mortality (0.78, 95% CI 
0.45-1.34) changed, but within confidence intervals. 

DISCUSSION
The analysis performed in this study demonstrated that upstream inclusion of cardiac CT 
in diagnostic work-up of patients with chest pain was associated with a significant lower-
ing of all-cause mortality, irrespective of the outcome of the cardiac CT. We also observed 
a lower cardiovascular mortality rate in CT-first patients, although this difference was not 
statistically significant. This can be due to the low number of a cardiovascular cause of 
death and insufficient registration of the cause of death. Our data also show that patients 
with a CT-first strategy had more downstream therapeutics and diagnostic testing. This 
is in accordance with findings from other registries.10 The presented results underscore 
and complement the prominent role of cardiac CT in the diagnostic work-up of patients 
presenting with chest pain in clinical guidelines12, which has also been internationally 
addressed.25

Based on previous publications, it is assumed that patients that undergo cardiac CT in ad-
dition to regular care receive an accurate diagnosis earlier and more often26, after which 
targeted anti-anginal and preventative therapy is initiated, resulting in overall superi-
or survival in these patients.27,28 The prescription of preventative medication, especially 
statins, aspirin and beta blockers to patients with CT-verified atherosclerotic lesions, was 
thought to be the major reason for lower mortality rates observed in patients undergo-
ing cardiac CT in the SCOT-HEART trial. However, cardiovascular mortality rates were not 
significantly lower in the CT-first population. One reason for the lower risk of all-cause 
mortality could be the identification of relevant extracardiac findings, which occur in 
approximately 3%. Of these, pulmonary nodules make up the largest share (1.3%).29 Also 
the inclusion of patients at lower risk for CAD in the CT-first group, that have not been 
properly identified due to missing values, might account for the discrepancy in all-cause 
and cardiovascular mortality after a CT-first strategy. Finally, the number of events and 
follow-up time might be too low to establish the effect of lifestyle changes as a result 
of the visualization of coronaries on CT imaging. Yet, as we did not include an in-depth 
analysis of the results of cardiac CT, we could not relate this to the presence of CAD or 
atherosclerotic lesions. 
In accordance with the SCOT-HEART trial, we observed a higher referral rate for follow-up 
diagnostics and interventions in CT-first patients.5,27 We did not perform analyses of these 
downstream costs. Therefore, no statements can be given about the cost-to-benefit ratio 
in patients with and without a cardiac CT-first strategy. Yet, in the light of a faster and 
more often correct diagnosis27, lower cumulative diagnostic expenses could be expected 
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for patients with a cardiac CT26. Nevertheless, cost-effectiveness of the CT-first strategy 
needs to be established and should take into account the higher number of revascular-
izations and medication prescriptions in CT-first patients.10,30 On the contrary, the rela-
tively low cost and wide availability of CT imaging makes it accessible for more patients 
compared to other cardiac imaging strategies.

Strengths and limitations
The presented study has multiple strengths. First, the use of EHR data aids to address 
concerns of health volunteer bias and underrepresentation of patient subgroups that are 
mostly seen in clinical trials. This is represented in the large study population and equal 
distribution of sex within the population. Thus, the included population is an actual rep-
resentation of the population that the guidelines are intended for. Therefore, the results 
have high external validity. Second, the longer follow-up in this study has incremental 
value compared to the Danish nationwide registry10 and the PROMISE trial8, that present-
ed data with a follow-up of respectively 3.6 years and 25 months. 
The study was limited by the lack of information on cardiovascular events, including car-
diovascular hospitalizations, which hampered the analysis of these events. Another lim-
itation of regular care data is confounding by indication; patients with a higher pre-test 
probability of CAD are more likely to be referred for cardiac CT than patients with a lower 
pre-test probability. To avoid this potential bias, PS matching was used to ensure com-
parability between patients with and without a CT-first strategy. Regardless, one would 
have expected that patients with a higher pre-test likelihood would show lower surviv-
al. Yet, we observed the opposite, vindicating that baseline differences between both 
groups were properly accounted for. Nonetheless, it is impossible to eliminate or to take 
into account the influence of unmeasured confounders or instrumental variables in the 
presented methodology.

CONCLUSION
To conclude, this study was the first to demonstrate a significantly lower HR for all-cause 
mortality in patients with chest pain who had a CT-first strategy compared to patients 
who did not have a CT-first strategy. It is hypothesized that patients with a CT-first strate-
gy obtain a more tailored therapy, including risk-reducing medication. These results sup-
port a CT-first strategy for patients with chest pain and strengthen the prominent role for 
cardiac CT as the primary method for diagnostic work-up of patients with chest pain, as 
suggested by the current ESC guidelines.12
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SUPPLEMENTARY MATERIALS

Supplementary table 1 Results of sensitivity analyses. This table shows the results of the cox regres-
sion analysis for all-cause mortality for patient’s residence of different regions of the Netherlands 
and for the inclusion year of the patient. 

Number 
of 

patients

Without 
CT-first 

strategy

CT-first 
strategy

Events in 
patients 
without 
CT-first 

strategy

Events in 
patients 

with 
CT-first 

strategy

Hazard ratio 
all-cause 
mortality 
[95% CI]

All patients 12,545 10,237 2308 363 43 0.51 [0.37-0.70]

Region
North
Middle
South

5332
7103

110

4337
5809

91

995
1294

19

154
206
<10

14
29

<10

0.39 [0.23-0.68]
0.60 [0.40-0.88]

NA

Year of inclusion
2007-2010
2011-2014
2015-2018

133
6025
6387

108
4900
5229

25
1125
1158

<10
257
102

<10
30
11

2.18 [0.39-11.9]
0.49 [0.34-0.72]
0.48 [0.25-0.89]

North: provinces of Friesland, Groningen, Drenthe, Overijssel, Flevoland and North-Holland, Mid-
dle: provinces of Zuid-Holland, Utrecht and Gelderland, South: provinces of Zeeland, Noord-Bra-
bant and Limburg. HR: hazard ratio

Supplementary figure 2 Distribution of the propensity score in the CT-first patients and patients 
without a CT-first strategy before (solid) and after (dashed) propensity score matching.
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Supplementary figure 3 Kaplan-Meier curves for cardiovascular mortality of the CT-first and the 
without a CT-first study population.
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ABSTRACT
Objective To assess the prognostic value of absolute and sex-, age-, and race/ethnic-
ity-specific (MESA) percentiles of coronary artery calcification in symptomatic women 
and men. 

Methods The study population consisted of 4985 symptomatic patients (2793 women, 
56%) visiting a diagnostic outpatient cardiology clinic between 2009 and 2018 who were 
referred for cardiac computed tomography (CT) to determine the coronary artery cal-
cification score (CACS). Regular care data was used and these data were linked to the 
databases of Statistics Netherlands for all-cause mortality data. Kaplan–Meier curves, 
multivariate Cox proportional hazards regression and concordance statistics were used 
to evaluate the prognostic value of CACS and MESA percentiles. Women were older com-
pared to men (60 vs. 59 years). 

Results Median CACS was 0 (IQR 0-54) in women and 42 (IQR 0-54) in men. After a medi-
an follow up of 4.4 years (IQR 3.1-6.3), 116 (2.3%; 53 women and 63 men) patients died. 
MESA percentiles did not perform better compared to absolute CACS (C-statistic 0.65, 
95% confidence interval [CI] 0.57-0.73, vs 0.66, 95% CI 0.58-0.74, in women and 0.59, 95% 
CI 0.51-0.67, vs 0.62, 95% CI 0.55-0.69, in men, for the percentiles and absolute CACS, 
respectively).

Conclusion In symptomatic individuals absolute CACS predicts mortality with a moder-
ately good performance. MESA percentiles did not perform better compared to absolute 
CACS, thus there is no need to use them. Including degree of stenosis in the model might 
slightly improved mortality risk prediction in women, but not in men.
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INTRODUCTION
In asymptomatic women and men, calcification of the coronary arteries is proven to be 
a strong predictor for mortality.1 In individuals with symptoms suspicious for cardiac 
disease, but without coronary artery calcification, the presence of obstructive coronary 
artery disease (CAD) is low and their long-term prognosis is good.2 However, the value 
of coronary artery calcification in these symptomatic individuals is not well established.3 
Non-contrast enhanced computed tomography (CT) and coronary CT angiography are 
used to evaluate the calcification of the coronary arteries. Based on the results of this 
diagnostic assessment, the amount of coronary artery calcium is quantified by the coro-
nary artery calcium score (CACS) according to Agatston.4 CACS, as a continuous variable, 
is often categorized for clinical use.5–7

Several studies demonstrated sex differences in the amount and type of atherosclerotic 
plaques in symptomatic patients. Development of coronary artery calcification is on aver-
age delayed by 10 years in symptomatic women compared to men and onset of coronary 
artery calcification starts at an earlier age in men than in women.5,8 Furthermore, symp-
tomatic men mostly have calcified plaques while women predominantly have mixed or 
non-calcified plaques.9,10 Therefore, use of absolute CACS to estimate mortality risk may 
lead to false reassurance in women with low CACS, as symptomatic women might have 
CAD caused by non-calcified plaques.11 Thus, CACS may have a different prognostic value 
in symptomatic women compared to men12,13, although literature is not consistent.14 
The presence of coronary artery calcification also differs between ethnicities15,16 and in-
creases with age5,6,8,17. Therefore, the Multi-Ethnic Study of Atherosclerosis (MESA) report-
ed sex-, age-, and race/ethnicity-specific percentiles for CACS in the general and asymp-
tomatic population.18,19 However, the question remains if these percentiles are a better 
discriminator of risk compared to absolute CACS in symptomatic patients in a real-world 
cardiology setting. 
To address these issues, we first studied the prognostic value of coronary artery calci-
fication measures in a symptomatic population in a sex-stratified manner, as CACS is 
mainly assessed and used as a risk marker in these symptomatic women and men.20–22 
Both absolute measures, as reflected by CACS, and MESA percentiles18, were evaluated as 
measures to reflect the amount of calcification. Second, we evaluated whether degree of 
coronary stenosis at CT angiography increases the discriminative prognostic value when 
added to the model based on CACS. 
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METHODS

Patient selection
Individual patient data from electronic health records (CardioPortal™, Cardiology Cen-
ters of the Netherlands proprietary electronic health records, EHR) was retrieved from 
thirteen Dutch outpatient cardiology clinics (Cardiology Centers of the Netherlands, 
CCN) between 2007 and 2018. A detailed description of this database has been previ-
ously published.23. All included patients were symptomatic, i.e. they had cardiovascular 
complaints and were referred by the general practitioner to a cardiovascular screening 
center. We analyzed a selection of patients that underwent cardiac CT as part of clinical 
care, resulting in a study population of 4985 women and men, aged between 45 and 85 
years (Figure 1). Standardized cardiovascular workup was performed and documented 
for these patients.23 The Medical Research Ethics Committee of the University Medical 
Center Utrecht declared that research with the CCN database does not meet the Dutch 
Medical Research Involving Human Subjects Act (proposal number 17/359).

Figure 1 Patient selection for CACS and sex-, age- and race/ethnicity specific analysis and for analy-
sis of addition of stenosis degree.
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Calcium score and degree of stenosis assessment
The cardiac CT scanning protocol consisted of a non-contrast enhanced scan to evaluate 
CACS and a contrast-enhanced protocol for coronary angiography. Type of CT-scanner 
was determined by availability in the referred centers. Results of diagnostic imaging were 
reported in free text, which was transformed into different features, e.g. CACS and degree 
of stenosis in one of the main coronary arteries. Sex-, age-, and race/ethnicity-specific 
percentiles were based on retrieved absolute CACS using the previously reported per-
centile tables from the MESA.19 As race/ethnicity was not structurally reported in the da-
tabase, we used Caucasian percentiles in the main analysis. 
As CACS is clinically used in different categories, we categorized CACS into the follow-
ing groups: zero CACS, CACS 1 to 100, CACS 101 to 400 and CACS >400. For the MESA 
percentiles the following categories were used: no CAC, ≤75th percentile, 75th to 90th 
percentile, and >90th percentile. In 2715 (54%) of these patients, degree of stenosis de-
termined by CT angiography was also documented in free text. A comparison was made 
for baseline characteristics of the complete CT population in which CACS was report-
ed and the CT population in whom degree of stenosis was additionally documented. 
The available CT angiography results were classified into grades of stenosis, namely 0%, 
1-24%, 25-49%, 50-70%, 71-99% and 100% stenosis.24 Qualitative indications of degree 
of stenosis were discussed with two cardiologists to enable quantification of stenosis de-
gree. This resulted in the following conversion from qualitative to quantative; for 1-24% 
any, minimal, minor, for 25-49% partial, diffuse, mild, not-significant, non-significant, for 
50%-70% important, clear, significant, intermediate, for 71-99% severe, high grade and for 
100% occlusion. As (high risk) plaque characteristics were irregularly and unstructured 
mentioned in free text, these features were not taken into account for analysis. 

Outcome assessment
Information on patients’ country of origin, mortality and cause of death was obtained by 
linkage to the population registry of Statistics Netherlands. Event rates are only exactly 
reported when 10 or more events were included, following regulations of Statistics Neth-
erlands to avoid risk of personal disclosure. In all other cases, the number of events and 
percentages were reported as “<10” with the corresponding percentage. 

Statistical analyses
The baseline characteristics of the datasets were described as mean +/- standard devia-
tion (SD) or median with interquartile range (IQR) when appropriate. We estimated sur-
vival functions using Kaplan-Meier curves. Cox proportional hazards regression analysis 
was performed to study the predictive value of coronary artery calcification (absolute 
CACS as calculated by the Agatston score4 and MESA percentiles19) and mortality. For the 
model based on the MESA percentiles, a binary variable was added to indicate whether 
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CACS was positive (>0) at baseline. The addition of a variable to indicate the presence 
or absence of CACS is needed to correct for the possible discontinuity in the MESA per-
centiles between individuals with a CACS of zero or any positive continuous CACS. We 
first constructed models including CACS or MESA percentiles as continuous variables. 
Subsequently, we constructed models with the previously described categorized CACS 
and MESA percentiles. The concordance statistic (C-statistic) with 95% confidence inter-
vals (CI) was used to assess the ability of these models to discriminate patients at risk for 

Overall Women Men

n 4985 2793 2192

Age in years (mean (SD)) 59 (8) 60 (8) 59 (8)

Body mass index (mean (SD)) 27 (5) 27 (5) 27 (4)

Originated from Europe (n, %) 4309 (86) 2411 (86) 1898 (87)

Complaints (n, %)
Chest pain or discomfort 
Dyspnea
Fatigue 
Palpitations
Collapse

2683 (54)
538 (11)

172 (4)
463 (9)

27 (1)

1585 (57)
329 (12)

85 (3)
290 (10)

<10

1098 (50)
209 (10)

87 (4)
173 (8)

>10

Smoking status (n, %)
Current
Former 
Never

1476 (32)
1650 (36)
1504 (33)

859 (33)
875 (34)
854 (33)

617 (30)
775 (38)
650 (32)

Diabetes Mellitus (n, %) 396 (8) 213 (8) 183 (8)

Hypertension (n, %) 1581 (32) 954 (34) 627 (29)

Dyslipidemia (n, %) 850 (17) 477 (17) 373 (17)

CACS score (median [IQR]) 8 [0-121] 0 [0-54] 42 [0-278]

CACS category (n, %)
0
1-100
101-400
>400

1956 (39)
1673 (34)

776 (16)
580 (12)

1387 (50)
899 (32)
340 (12)

167 (6)

569 (26)
774 (35)
436 (20)
413 (19)

Examinations during follow-up (n, %)
At least one CAG
At least one PCI or CABG

812 (16)
307 (6)

309 (11)
89 (3)

503 (23)
218 (10)

All-cause mortality (n, %) 116 (2) 53 (2) 63 (3)

Cardiovascular mortality (n, %) 22 (0.4)

Years of follow up (median [IQR]) 4.5 [3.1-6.3] 4.5 [3.1-6.3] 4.5 [3.1-6.3]

Table 1 Baseline characteristics of study population stratified by sex

IQR: interquartile range, SD: standard deviation, CACS: coronary artery calcium score; CAC: coro-
nary artery calcium; CAG: coronary angiography; PCI: percutaneous coronary intervention; CABG: 
coronary artery bypass graft.
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mortality. A higher C-statistic indicates a better fit and higher prognostic power. Subse-
quently, we evaluated whether addition of degree of stenosis on top of absolute CACS 
improved the prognostic power of the Cox proportional hazards model. All analyses 
were stratified by sex. Statistical analyses were performed in R (version 4.0.2).

Sensitivity analyses
The race groups within the MESA percentiles as defined by the MESA19 were not trans-
ferable to patients’ country of origin as documented in the population registry of Statis-
tics Netherlands. In our primary analyses we calculated MESA percentiles based on the 
Caucasian race. In a sensitivity analysis we excluded all patients born outside Europe, 
using this individual’s characteristic as a surrogate for a different race.

Patient and public involvement
Patients were not involved in any stage of this research process.

RESULTS

Baseline characteristics 
Baseline characteristics of the selected population are displayed in Table 1. Of the 4985 
patients, 2793 (56%) patients were women. On average, women were one year older 
compared to men (60 vs. 59). Other cardiovascular risk factors were similar between 
women and men. Both sexes primarily presented with chest pain or discomfort. Median 
CACS in women was 0 (IQR 0-54), and 42 (IQR 0-54) in men. CACS categories of 0, 1-100, 
100-400 and > 400 were respectively present in 1387 (50%), 899 (32%), 340 (12%) and 
167 (6%) women in this study. In men this distribution was 569 (26%), 774 (35%), 436 
(20%) and 413 (19%), respectively. Higher CACS was seen in individuals with higher age 
and a higher prevalence of hypertension and dyslipidemia in both sexes (Supplementary 
table 1). 

The association between coronary calcification and mortality
After a median follow up of 4 years (IQR 3-6), 116 (53 women and 63 men) patients died, 
of which 22 were attributed to cardiovascular mortality. Mortality rate was higher in indi-
viduals who had higher CACS (women: 1%, 2%, 4% and <6%, men: <2%, 3%, 3% and 5%, 
for, respectively CACS categories of 0, 1-100, 100-400 and > 400, Supplementary table 1). 
Figure 2 shows the survival over time per absolute CACS category for women and men. 
Survival over time for categorized MESA percentiles are shown in Figure 3. Overall, wom-
en had a better survival. Individuals with higher levels of absolute CACS showed lower 
survival rates compared to low CACS levels. This relation was also seen with higher MESA 
percentiles, albeit less strong. However, differences were small. 
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Figure 2 Survival of men (A) and women (B) by absolute CACS.
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Figure 3 Survival of men (A) and women (B) by age-, sex- and race/ethnicity specific percentiles 
(MESA).
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Model n Events HR (95% CI)
C-statistic 
(95% CI)

W
om

en

Absolute CACS

Continuous 2793 53 1.0 (1.0-1.0) 0.66 (0.58-0.74)

Categorized
CACS 0
CACS 1-100
CACS 101-400
CACS >400

1387
899
340
167

14
18
12

<10

reference
2.1 (1.0-2.1)
4.0 (1.8-8.6)

5.7 (2.5-13.2)

0.65 (0.57-0.73)

Sex-, age-, and race/ethnicity-specific percentiles

Continuous adjusted for any 
calcification

MESA percentile
Any calcification

2793 53

0.4 (0.1 - 1.5)
6.1 (1.9-19.1)

0.65 (0.57-0.73)

Categorized
No calcification
< 75th percentile
75th-90th percentile
>90th percentile

1387
517
448
441

14
18
11
10

reference
3.5 (1.8-7.1)
2.7 (1.2-5.9)
2.5 (1.1-5.6)

0.64 (0.57-0.72)

M
en

Absolute CACS

Continuous 2192 63 1.0 (1.0-1.0) 0.62 (0.55-0.69)

Categorized
CACS 0
CACS 1-100
CACS 101-400
CACS >400

569
774
436
413

<10
23
14
20

reference
3.0 (1.2-7.5)
3.3 (1.3-8.7)

5.1 (2.0-12.7)

0.60 (0.53-0.67)

Sex-, age-, and race/ethnicity-specific percentiles

Continuous adjusted for any 
calcification

MESA percentile
Any calcification

2192 63

0.5 (0.2-1.5)
5.7 (1.9-16.8)

0.59 (0.51-0.67)

Categorized
No calcification
< 75th percentile
75th-90th percentile
>90th percentile

569
872
413
338

<10
33
10
14

reference
(1.6-9.3)

2.5 (0.9-7.0)
4.3 (1.6-11.1)

0.61 (0.54-0.67)

Table 2 Mortality prediction as a function of absolute and age-, sex-, and race/ethnicity specific 
percentiles of CACS in women (above) and men (below). 

CACS: coronary artery calcium score, HR: hazard ratio, C-statistic: concordance-statistic, CI: confi-
dence interval

Mortality rates, hazards ratios and C-statistics are displayed in Table 2 for women and 
men. For continuous calcification measures, the discriminative ability of absolute CACS 
was moderate in both women and men (C-statistic 0.66, 95% CI 0.58-0.74 in women, and 
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0.62, 95% CI 0.55-0.69, in men). The discriminative ability of absolute CACS was similar 
to models based on MESA percentiles (0.65, 95% CI 0.57-0.73 in women, 0.59, 95% CI 
0.51-0.67 in men). Results were similar for the models that used categorical classifications 
of CACS and MESA percentiles instead of continuous measures (CACS C-statistic 0.65, 
95% CI 0.57-0.73 and 0.60, 95% CI 0.53-0.67, in women and men respectively, MESA per-
centiles C-statistic 0.64, 95% CI 0.57-0.73 and 0.61, 95% CI 0.54-0.67 in women and men 
respectively).
The sensitivity analysis in which we excluded all patients in whom the country of birth 
was documented to be outside Europe (n=676, 13.5%), as a surrogate for a different race, 
showed similar results. The European population comprised 2411 women and 1898 men. 
The C-statistic for absolute CACS was comparable to MESA percentiles (in women, 0.67, 
95% CI 0.59-0.76, vs 0.66, 95% CI 0.58-0.75, and in men 0.64, 95% CI 0.55-0.72, vs 0.59, 
95% CI 0.51-0.67). Results of the sensitivity analysis are displayed in Supplementary table 
2.

Stenosis degree and the association between coronary calcification and mortality
Stenosis severity by CT angiography was documented for 1330 (60.7%) men and 1385 
(49.6%) women. Baseline characteristics of these women and men are depicted in Ta-
ble 3. Supplementary table 3 shows the baseline characteristics of the CT population 
in which CACS was reported and the CT population in whom degree of stenosis was 
additionally documented. During a median follow-up of 5 years (IQR 3-6 years), 46 (3.5%) 
men and 22 (1.5%) women died. Compared to the population in which only CACS was 
available, these women and men did not differ in baseline characteristics (for direct com-
parison and baseline characteristics per CACS category see Supplementary table 3 and 4, 
respectively). In the population in whom both CACS and information on stenosis degree 
was available, the relation between calcification measures and mortality was compara-
ble to the relation found in the total population (Table 4). In men, the discriminative pow-
er of the model did not improve when degree of stenosis was added (C-statistic changed 
from 0.63, 95% CI 0.55-0.71 based on CACS to 0.59, 95% CI 0.51-0.67 after addition of ste-
nosis to the model). In women, the performance to predict mortality improved slightly 
(C-statistic 0.68, 95% CI 0.58-0.78, and 0.72, 95% CI 0.61-0.83, respectively). However, this 
improvement was not significant and thus no hard conclusions can be drawn.

DISCUSSION
Our data showed that absolute CACS and MESA percentiles perform equally well in pre-
dicting mortality in symptomatic women and men who visit outpatient cardiology clinics 
in a real-world setting. Hence, for discrimination of mortality in symptomatic individuals 
there is no need for MESA percentiles to quantify coronary artery calcification. Absolute 
CACS predicts mortality with moderate performance, comparable to performance in as-
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ymptomatic inidivuals.19 Finally, the data hint that in women, the discriminative power of 
CACS for mortality might be higher when degree of stenosis was included in the model. 
However, these results should be interpreted with caution as improvement was not sig-
nificant. In men, addition of degree of stenosis did not result in better prediction of mor-
tality. This subtle sex-difference might be due to the presence of non-calcified plaques 
causing symptoms in women.9 This type of plaques remains (partly) unappreciated when 
using CACS only for mortality prediction. 
When comparing the results of the result of the prognostic value of CACS to other pub-

Overall Women Men

n 2715 1385 1330

Age in years (mean (SD)) 60 (8) 60 (8) 59 (8)

Body mass index (mean (SD)) 27 (4) 27 (5) 27 (4)

Complaints (n, %)
Chest pain or discomfort 
Dyspnea
Fatigue 
Palpitations
Collapse

1499 (55)
295 (11)

93 (3)
272 (10)

18 (1)

801 (58)
167 (12)

47 (3)
163 (12)

<10

698 (53)
128 (10)

46 (4)
109 (8)

>10

Smoking status (n, %)
Current
Former 
Never

809 (32)
936 (37)
765 (31)

428 (34)
461 (36)
380 (30)

381 (31)
475 (38)
385 (31)

Diabetes Mellitus (n, %) 211 (8) 97 (7) 114 (9)

Hypertension (n, %) 885 (33) 518 (38) 367 (28)

Dyslipidemia (n, %) 497 (18) 263 (19) 234 (18)

CACS score (median [IQR]) 34 [0-162] 14 [0-92] 67 [6-267]

CACS category (n, %)
0
1-100
101-400
>400

682 (25)
1150 (42)

598 (22)
285 (11)

472 (34)
585 (42)
251 (18)

77 (6)

210 (16)
565 (43)
347 (26)
208 (16)

Examinations during follow-up (n, %)
At least one CAG
At least one PCI or CABG

553 (20)
234 (9)

205 (15)
66 (5)

348 (26)
168 (13)

All-cause mortality (n, %) 68 (3) 22 (2) 46 (4)

Cardiovascular mortality (n, %) 10 (0.4)

Years of follow up (median [IQR]) 4.6 [3.2-6.3] 4.6 [3.2-6.3] 4.7 [3.2-6.4]

Table 3 Baseline characteristics of women and men that underwent cardiac CT angiography.

IQR: interquartile range, SD: standard deviation, CACS: coronary artery calcium score; CAC: coro-
nary artery calcium; CAG: coronary angiography; PCI: percutaneous coronary intervention; CABG: 
coronary artery bypass graft.
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Model n Events HR (95% CI)
C-statistic 
(95% CI)

W
om

en

Absolute CACS

Continuous 1385 22 1.0 (1.0-1.0) 0.68 (0.58-0.78)

+ 
Stenosis

Degree of stenosis
0%
1%-49%
50%-70%
 >70%

527
563
168
127

<10
14

<10
<10

reference
6.9 (1.6-30.6)
4.9 (0.9-28.6)
2.8 (0.3-22.4)

0.72 (0.61-0.83)

M
en

Absolute CACS

Continuous 1330 46 1.0 (1.0-1.0) 0.63 (0.55-0.71)

+ 
Stenosis

Degree of stenosis
0%
1%-49%
50%-70%
 >70%

265
551
263
251

<10
22
10
11

reference
4.5 (1.3-15.3)
3.9 (1.1-14.7)
4.2 (1.1-16.3)

0.72 (0.61-0.83) 
0.59 (0.51-0.67)

Table 4 Mortality prediction as a function of absolute CACS and degree of stenosis in women 
(above) and men (below).

CACS: coronary artery calcium score, HR: hazard ratio, CI: confidence interval

lications, a similar result was presented by Engbers et al.14 in which they sought to eval-
uate gender-specific (n=3705, 61% women) prognostic value of CACS on top of SPECT 
myocardial perfusion imaging. No gender-specific differences were found and the haz-
ard ratios described in this study are similar to the hazard ratios for the CACS catego-
ries in both sexes in our study. Another study that focused on symptomatic individuals 
(n=3840, 51% women) suspected of CAD showed that a high prognostic value of CACS, 
which further increased after addition of stenosis degree.3 More variables, i.e. degree 
of stenosis, specific (high risk) plaque characteristics, were incorporated in prognostic 
models. However, their analysis was not stratified by sex, hampering any comparison to 
our data and impeding analysis of sex differences. They also showed that the recently de-
veloped Coronary Artery Disease Reporting and Data System (CAD-RADS)24 classification 
provides the highest prognostic value for cardiovascular events.3

Our results in symptomatic women and men are in line with results of the MESA, which 
was conducted in non-symptomatic individuals from the general population. The MESA 
demonstrated that absolute CACS outperforms MESA percentiles for event prediction.19 
We also found that the discriminative capacity remains intact when categorizing CACS. 
This finding is valuable for clinical use, as hazard ratios derived from categories are easier 
to interpret than continuous values. Furthermore, studies in asymptomatic individuals 
concluded that CACS predicted mortality risk equally well for both sexes1,12, despite the 
findings that women had lower CACS compared to men1 and that significant sex differ-
ences were present in cumulative mortality12. Most studies reported that CACS may be 
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a better predictor for mortality in women compared to men.12,21,22 This suggestion is in 
line with the slightly higher C-statistic for the CACS-model we described in women. In 
addition, sex-specific CACS percentiles tend to better stratify risk in women than men as 
opposed to absolute scores.21 The reason for discrepancy between results might be the 
inclusion of an asymptomatic older population in the study by Wang et al.21

Strengths and limitations
A strength of the presented study is the use of a real-world population in whom cardiac 
CT is often used as a primary diagnostic, yet its power is not often studied. This popu-
lation is best described as a symptomatic population, referred to a specialized cardiac 
screening center, which is positioned between general practitioners and hospital care. 
Furthermore, linkage to the database of Statistics Netherlands provided long-term fol-
low-up data on mortality and information on country of birth. 
Use of EHR data also has inherent limitations. First, data were not primarily collected for 
study purposes. Therefore, part of the population that underwent cardiac CT could not 
be included, due to insufficient documentation of CT results. Second, as CT angiography 
was only performed based on referral by the cardiologist and/or local scan protocol, not 
all patients underwent CT angiography. Thus, the subanalysis focusing on degree of ste-
nosis, based on CT angiography results, was only performed in a subset of patients. This 
significantly reduced the power of our statistical analysis and might have led to selection 
bias. To evaluate this bias, we compared the overall and sub-population and repeated 
the analyses in the subpopulation. The populations were comparable on known base-
line characteristics. Moreover, the results of the use of CACS and MESA percentiles for 
risk stratification did not significantly differ. This suggests that increased discriminative 
power of CACS when degree of stenosis was added to the model is generalizable. Third, 
as stenosis severity was retrieved from text reports in which degree of stenosis was not 
always quantified, the interpretation of the grade of stenosis could lead to uncertainty in 
our data. Fourth, we did not take treatment differences into account between different 
groups. These differences may explain the decreasing hazard ratio with an increasing de-
gree of coronary stenosis, although this decrease was not significant. Finally, as we have 
used country of origin as a surrogate for race/ethnicity, the categories used in the orig-
inal MESA calculations and our study population were not identical. To assess whether 
this has influenced our results we performed a sensitivity analysis in which we included 
women and men who originated from Europe, assuming they all have the Caucasian 
race. These results were not significantly different from the main analyses. Moreover, as 
our population was primarily coming from Europe, our results might not be applicable to 
individuals of other ethnic populations. 
We found that adding degree of stenosis to the survival model slightly improved the 
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discriminative power in women, but not in men. However, this improvement in women 
was not statistically significant and confidence intervals largely overlapped. Even though 
we showed a moderate prognostic value of CACS in both symptomatic women and men, 
our results warrant evaluation beyond CACS alone for optimal risk prediction as C-statis-
tics were below 0.70. This might be especially relevant in women, in whom information 
on the degree of stenosis potentially has added value due to presence of non-calcified 
plaques. We were unable to assess the added value of degree of stenosis properly due to 
incomplete data. Nevertheless, the difference between women and men we found after 
degree of stenosis was added to the model stresses the importance of a sex-specific view 
on CAD. Replication of this study in larger trials or populations is going to contribute to 
confirm these hypotheses, regarding the importance of non-calcified plaques in women 
for mortality risk.

CONCLUSION
In symptomatic individuals absolute CACS predicts mortality with a moderately good 
performance. MESA percentiles did not perform better compared to absolute CACS, thus 
there is no need to use them. Including degree of stenosis in the model might slightly 
improved mortality risk prediction in women, but not in men.
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SUPPLEMENTARY MATERIALS

CACS 0 CACS 1-100 CACS 101-400 CACS >400

W
om

en

n 1387 899 340 167

Age in years (mean (SD)) 56 (7) 62 (8) 64 (8) 67 (8)

Body mass index (mean (SD)) 26 (5) 27 (5) 27 (5) 27 (5)

Smoking status (n, %)
Current
Former
Never

441 (34) 
383 (30) 
465 (36) 

270 (32) 
301 (36) 
262 (32) 

99 (32) 
129 (42) 

82 (27) 

49 (31) 
62 (40) 
45 (29) 

Diabetes Mellitus (n, %) 78 (6) 75 (8) 30 (9) 30 (18) 

Hypertension (n, %) 349 (25) 352 (39) 164 (48) 89 (53) 

Dyslipidemia (n, %) 167 (12) 179 (20) 82 (24) 49 (29) 

Degree of stenosis (n, %)
0%
1%-49%
50%-70%
>70%

432 (92) 
34 (7) 

<10
<10

82 (14) 
399 (68) 

65 (11) 
39 (7) 

11 (4) 
110 (44) 

74 (30) 
56 (22) 

<10
>10

23 (30) 
32 (42) 

Examinations during follow-up (n, %)
At least one CAG
At least one PCI or CABG

>10
<10

90 (10) 
24 (3) 

114 (34) 
23 (7) 

90 (54) 
41 (25) 

All-cause mortality (n, %) 14 (1) 18 (2) 12 (4) <10

Years of follow up (median [IQR]) 4.6 [3.2-6.5] 4.4 [3.1-6.3] 4.3 [3.0-6.0] 4.3 [3.1-5.9]

M
en

n 569 774 436 413

Age in years (mean (SD)) 54 (7) 58 (8) 61 (8) 64 (7)

Body mass index (mean (SD)) 27 (4) 27 (4) 27 (4) 27 (4)

Smoking status (n, %)
Current
Former
Never

165 (32) 
168 (32) 
191 (37) 

217 (30) 
259 (36) 
245 (34) 

113 (28) 
174 (42) 
123 (30) 

122 (32) 
174 (45) 

91 (24) 

Diabetes Mellitus, n (%) 23 (4) 64 (8) 35 (8) 61 (15) 

Hypertension, n (%) 113 (20) 197 (26) 153 (35) 164 (40) 

Dyslipidemia, n (%) 57 (10) 129 (17) 85 (20) 102 (25) 

Degree of Stenosis, n (%)
0%
1%-49%
50%-70%
>70%

181 (86.2) 
25 (12) 

<10
<10

68 (12) 
355 (63) 

94 (17) 
48 (9) 

14 (4) 
128 (37) 
109 (31) 

96 (28) 

<10
40-45

57 (27) 
106 (51) 

Examinations during follow-up, n (%)
At least one CAG
At least one PCI or CABG

<10 
<10

109 (14) 
38 (5) 

147 (34) 
67 (15) 

239 (58) 
111 (27) 

All-cause mortality, n (%) <10 23 (3) 14 (3) 20 (5) 

Years of follow up (median [IQR]) 5 [3-6] 4 [3-6.] 4 [3-6] 4 [3-6]

Supplementary table 1 Baseline characteristics of study population stratified by sex and CACS.

IQR: interquartile range, SD: standard deviation, CACS: coronary artery calcium score; CAC: coronary artery cal-
cium; CAG: coronary angiography; PCI: percutaneous coronary intervention; CABG: coronary artery bypass graft.
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Model n Events HR (95% CI)
C-statistic 
(95% CI)

W
om

en

Absolute CACS

Continuous 2411 47 1.0 (1.0-1.0) 0.67 (0.59-0.76)

Categorized
CACS 0
CACS 1-100
CACS 101-400
CACS >400

1185
773
304
149

11
16
12

<10

reference
2.9 (1.1-5.2)

5.0 (2.2-11.3)
6.3 (2.5-15.7)

0.67 (0.59-0.75)

Sex-, age-, and race/ethnicity-specific percentiles

Continuous adjusted for any 
calcification

MESA percentile
Any calcification

2411 47

0.4 (0.1-1.7)
6.9 (2.0-23.7)

0.61 (0.58-0.75)

Categorized
No calcification
< 75th percentile
75th-90th percentile
>90th percentile

1185
466
386
374

11
16
11

<10

reference
3.8 (1.8-8.3)
3.4 (1.5-8.0)
3.0 (1.2-7.1)

0.66 (0.58-0.74)

M
en

Absolute CACS

Continuous 1898 57 1.0 (1.0-1.0) 0.64 (0.56-0.72)

Categorized
CACS 0
CACS 1-100
CACS 101-400
CACS >400

480
665
380
373

<10
20
13
20

reference
3.9 (1.3-11.3)
4.4 (1.4-13.6)
7.1 (2.4-20.7)

0.62 (0.55-0.70)

Sex-, age-, and race/ethnicity-specific percentiles

Continuous adjusted for any 
calcification

MESA percentile
Any calcification

1898 57

0.5 (0.2-1.7)
7.3 (2.1-25.6)

0.59 (0.51-0.67)

Categorized
No calcification
< 75th percentile
75th-90th percentile
>90th percentile

480
763
360
295

<10
30

<10
14

reference
5.1 (1.8-14.5)
3.3 (1.0-10.6)
6.1 (2.0-18.6)

0.62 (0.55-0.69)

Supplementary table 2 Mortality prediction as a function of absolute and age-, sex- and ethnicity 
specific percentiles of CACS in women (above) and men (below), only performed in European 
women and men.

CACS: coronary artery calcium score, HR: hazard ratio, CI: confidence interval
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CT population Subgroup with CTA 

n 4985 2715

Female (n, %) 2793 (56) 1385 (51)

Age in years (mean (SD)) 59 (8) 59.66 (8)

Body mass index (mean (SD)) 27 (4) 26.68 (4)

Complaints (n, %)
Chest pain or discomfort 
Dyspnea
Fatigue 
Palpitations
Collapse

2683 (54)
538 (11)

172 (4)
463 (9)
27 (0.5)

1499 (55)
295 (11)

93 (3)
272 (10)
18 ( 0.7)

Smoking status (n, %)
Current
Former 
Never

1476 (32)
1650 (36)
1504 (33)

809 (32)
936 (37)
765 (31)

Diabetes Mellitus (n, %) 396 (8) 211 (8)

Hypertension (n, %) 1581 (32) 885 (33)

Dyslipidemia (n, %) 850 (17) 497 (18)

CACS score (median [IQR]) 7.60 [0, 121] 34.00 [0, 162]

CACS category (n, %)
0
1-100
101-400
>400

1956 (39)
1673 (34)

776 (16)
580 (12)

682 (25)
1150 (42)

598 (22)
285 (11)

All-cause mortality (n, %) 116 (2) 68 (3)

Cardiovascular mortality (n, %) 22 (0.4) 10 (0.4)

Supplementary table 3 Direct comparison of CT and CTA population

SD: standard deviation, IQR: interquartile range, CACS: coronary artery calcium score
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CACS 0 CACS 1-100 CACS 101-400 CACS >400

W
om

en

n 472 585 251 77

Age in years (mean (SD)) 55.90 (6.98) 61.32 (7.68) 64.49 (7.70) 66.45 (7.99)

Body mass index (mean (SD)) 26.22 (4.82) 26.71 (4.90) 27.19 (5.24) 26.90 (4.31)

Smoking status (n, %)
Current
Former
Never

168 (39)
136 (32)
123 (29)

173 (32)
200 (37)
166 (31)

68 (29)
99 (43)
66 (28)

19 (27)
26 (37)
25 (36)

Diabetes Mellitus (n, %) 22 (5) 43 (7) 21 (8) 10-15 (13-19)

Hypertension (n, %) 135 (29) 221 (38) 122 (49) 40 (52)

Dyslipidemia (n, %) 64 (14) 110 (19) 66 (26) 23 (30)

Degree of Stenosis (n, %)
0%
1%-49%
50%-70%
>70%

432 (92)
34 (7)

<10 (<2)
<10 (<2)

82 (14)
399 (68)

65 (11)
39 (7)

11 (4)
110 (44)

74 (30)
56 (22)

<10 (<13)
20-25 (25-32)

23 (30)
32 (42)

Examinations during follow-up (n, %)
At least one CAG
At least one PCI or CABG

<10 (<2)
<10 (<2)

72 (12)
23 (4)

96 (38)
22 (9)

32 (42)
20 ( 26)

All-cause mortality (n, %) <10 (<2) <10 (<2) <10 (<4) <10 (<13)

Years of follow up (median [IQR]) 5 [3-7] 4 [3-6] 4 [3-6] 4 [3-5]

M
en

n 210 565 347 208

Age in years (mean (SD)) 53.71 (6.40) 58.13 (7.69) 60.98 (8.05) 63.19 (7.55)

Body mass index (mean (SD)) 26.49 (4.03) 26.83 (3.67) 26.79 (3.79) 26.51 (3.42)

Smoking status (n, %)
Current
Former
Never

75 (40)
55 (29)
57 (31)

160 (30)
193 (36)
181 (34)

85 (26)
146 (45)

96 (29)

61 (32)
81 (42)
51 (26)

Diabetes Mellitus (n, %) <10 48 (9) 28 (8) 29 (14)

Hypertension (n, %) 34 (16) 143 (25) 118 (34) 72 (35)

Dyslipidemia (n, %) 23 (11) 94 (17) 65 (19) 52 (25)

Degree of Stenosis (n, %)
0%
1%-49%
50%-70%
>70%

181 (86)
25 (12)

<10 (<4)
<10 (<4)

68 (12)
355 (63)

94 (17)
48 (9)

14 (4)
128 (37)
109 (31)

96 (28)

<10 (<4)
40-45 (19-22)

57 (27)
106 (51)

Examinations during follow-up (n, %)
At least one CAG
At least one PCI or CABG

<10 (<4)
<10 (<4)

92 (16)
33 (6)

127 (37)
61 (18)

123 (59)
73 (35)

All-cause mortality (n, %) <10 (<4) 21 (4) 12 (4) 12 (6)

Years of follow up (median [IQR]) 5 [4-7] 4 [3-6] 5 [3-6] 4 [3-6]

Supplementary table 4 Baseline characteristics of CTA study population stratified by sex and CACS.

IQR: interquartile range, SD: standard deviation, CACS: coronary artery calcium score; CAC: coronary 
artery calcium; CAG: coronary angiography; PCI: percutaneous coronary intervention; CABG: coronary 
artery bypass graft.
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Cardiovascular disease in women remains the leading cause of mortality worldwide, 
which stresses the need for accurate risk prediction in women.1 The New York Heart As-
sociation (NYHA) functional classification of patients with cardiovascular disease is a 
commonly used clinical scale to estimate the general condition of a patient.2 It has been 
specifically designed and used for heart failure patients and has shown to be a valid and 
easy obtainable measure to predict mortality in these patients.3 Nowadays, use of this 
clinical scale is not solely limited to heart failure patients but widely used by cardiologists 
to grade severity of several complaints, i.e. chest pain, dyspnoea and fatigue, and classify 
the condition of an individual.4 However, most validation studies have been performed 
in men with acute heart failure and recent studies in more heterogeneous populations 
showed that the predictive value of NYHA class for mortality might differ between the 
sexes and patient domains.3,5 

Due to subacute presentation of disease in women, an increased number of women are 
being evaluated at outpatient cardiology clinics over time. As the diagnosis is challeng-
ing, a variety of clinical scales are used and tests are performed to assess cardiovascular 
disease (risk). Yet, clinicians are in the dark which of these performs best in women, be-
cause originally diagnostic risk stratification tools are mainly developed in men. Since the 
NYHA classification scale is an easily obtainable non-invasive tool without any burden on 
the patient, it is often used in women at outpatient clinics. However, the value of NYHA 
class for prediction of mortality in this large and heterogeneous female population is 
lacking. Therefore, in women with a variety of symptoms, i.e. chest pain, dyspnoea and 
fatigue, we specifically studied the association between NYHA class and mortality in a 
large population of patients presenting at outpatient cardiology clinics.
We extracted electronic health record data of thirteen outpatient clinics (Cardiology 
Centers of the Netherlands) for individuals that have visited between 2007 and 2018 with 
a documented NYHA class for chest pain, dyspnoea or fatigue at their initial visit. Patients 
received a diagnostic work-up, including NYHA class for chest pain, dyspnoea or fatigue, 
blood tests, echocardiography, a stress and rest electrocardiogram, full anamnesis by a 
specialized nurse and a cardiologist’ consult. Follow-up for mortality was performed by 
linkage to the population registry of Statistics Netherlands (CBS). We estimated surviv-
al functions using Kaplan-Meier method. Cox proportional hazards regression analysis 
was used to study the association between NYHA class and mortality corrected for age. 
All analyses were performed per sex and stratified by primary complaint (i.e. chest pain, 
dyspnoea and fatigue). All statistical analyses were performed in R (version 4.0.2). The 
Medical Research Ethics Committee of the UMCU waived the necessity for informed 
consent because research within the Cardiology Centers of the Netherlands database 
does not fall under the Dutch Medical Research Involving Human Subjects Act (Wet me-
disch-wetenschappelijk onderzoek met mensen, WMO).
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Of the 9011 patients, 4782 (53%) were female of whom 1450 presented with dyspnoea, 
2801 with chest pain and 531 with fatigue as primary complaint. NYHA class I, II and 
III-IV out of IV were respectively documented in 2196 (46%), 2077 (43%) and 509 (11%) 
women (for male patients, this distribution was 2114 (50%), 1688 (40%) and 428 (10%), 
respectively). Higher NYHA class at baseline was related to higher age. Other standard 
cardiovascular risk factors were similar between the NYHA classes (Figure 1, panel B). Af-
ter eight years of follow up 354 (7%) women and 415 (10%) men died, of which 134 (38%) 
and 150 (36%), respectively, were classified as cardiovascular death. 
In all women, regardless of primary complaint, survival analysis showed that increased 
NYHA class was positively associated with mortality, both for all-cause (Figure 1, panel C) 
and cardiovascular (data not shown) mortality. Multivariable analysis corrected for age 
confirmed that women with NYHA class III-IV have a higher risk of mortality as compared 
with women presenting with NYHA class I (all women: hazard ratio [HR] 3.9, 95% confi-
dence interval [CI] 2.8-5.5, chest pain: HR 2.4, 95% CI 1.3-4.6, dyspnoea: HR 2.6, 95% CI 
1.5-4.6, fatigue: HR 2.5, 95% CI 1.0-6.0). Women suffering from complaints classified as 
NYHA class II showed a similar, but less evident, trend (all women: HR 1.7, 95% CI 1.3-2.3, 
chest pain: HR 1.4, 95% CI 0.8-2.2, dyspnoea: HR 1.2 95% CI 0.7-2.1, fatigue: HR 0.9, 95% CI 
0.4-2.1). In all men, and in men presenting with dyspnoea, chest pain or fatigue separate-
ly, a similar relationship between NYHA class and (cardiovascular) mortality was found 
(NYHA class III-IV vs. I in all men: HR 4.4, 95% CI 3.2-6.0, chest pain: HR 2.3, 95% CI 1.4-3.8, 
dyspnoea: HR 4.1, 95% CI 2.4-7.8, fatigue: HR 7.9, 95% CI 2.0-31.3, data on cardiovascular 
mortality not shown). The association between NYHA class III-IV and mortality remained 
significant for both women and men after adjustment for SCORE (women: HR 7.8, 95% CI 
4.9-12.2, men: HR 7.1, 95% CI 4.8-10.5).
Similar to men, in women presenting with chest pain, fatigue or dyspnoea at outpatient 
cardiology clinics functional grading of their complaints using NYHA classification pro-
vides important information on their (cardiovascular) mortality risk. As NYHA class is an 
easily obtainable, non-invasive measure, treating physicians are able to quickly get an 
idea of the physical status and survival risk of the visiting female patient. We have shown 
that this is the case for patients with a wide range of complaints and not solely for heart 
failure patients. Therefore, women suffering from NYHA class III-IV complaints may war-
rant a more aggressive diagnostic and therapeutic workup.
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ABSTRACT
Introduction The New York Heart Association (NYHA) functional class has extensively been 
used for risk stratification in patients suspected of heart failure, although its prognos-
tic value differs between sexes and disease entities. Functional exercise capacity might 
explain the association between the NYHA functional class and survival and can serve 
as an objective proxy for the subjective nature of the NYHA classification. Therefore, we 
assessed whether sex-differences in exercise capacity explain the association between 
NYHA functional class and survival in patients suspected of cardiovascular disease. 

Methods For this study, we analysed electronic health record data from 7259 patients 
with a documented NYHA functional class and stress electrocardiogram. Follow-up for 
all-cause mortality was obtained through linkage with Statistics Netherlands. A media-
tion analysis was performed for the proportional heart rate and -workload as observed 
during ECG stress testing to assess to what extent these observations explain the associ-
ation between NYHA functional class and survival in men and women. 

Results In men, increments in NYHA functional class were related to higher all-cause mor-
tality in a dose-response manner (NYHA II vs III/IV: hazard ratio [HR] 1.59 vs 3.64, refer-
enced to NYHA I), whilst in women those classified as NYHA functional class II and III/IV 
had a similar higher mortality risk (HR 1.49 vs 1.41). The association between NYHA and 
survival was mostly explained by the proportional workload (men vs women: 22.9%, 95% 
CI 18.9%-27.3% vs 40.3%, 95% CI 28.5%-68.6%) and less so by proportional heart rate 
(2.5%, 95% CI 1.3%-4.3% vs 8.0%, 95% CI 4.1%-18.1% in, respectively, men and women). 
Post-hoc analysis showed that NYHA classification explained only a minor proportion of 
the association between proportional workload and all-cause mortality (15.1%, 95% CI 
12.1%-18.1%  vs 4.4%, 95% CI: 1.6%-7.4% in, respectively, men and women).

Conclusion This study showed a significant mediation in both sexes on the association be-
tween NYHA functional class and all-cause mortality by proportional workload, but the 
effect explained by NYHA classification on the association between survival and propor-
tional workload is small. This implies that NYHA classification is not a sole representation 
of a patient’s functional capacity, but extends to the patient’s overall health status. 
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INTRODUCTION
The New York Heart Association (NYHA) functional classification is widely used to classify 
the physical limitations of patients with a variety of cardiovascular symptoms related to 
heart failure. Step-wise increments in the NYHA functional class were related to an in-
creased mortality risk1, although important sex differences were apparent. In a sex-strat-
ified analysis of data from the BEST study, that included patients with heart failure, a 
NYHA class III or IV and reduced left ventricular ejection fraction, men with a NYHA class 
IV had a mortality risk that was almost twice as high compared to NYHA class III. In wom-
en with NYHA class IV mortality risk tripled compared to NYHA class III.2 Registry data 
from patients with heart failure with reduced ejection fraction showed a similar trend 
with higher mortality in patients with NYHA classification IV compared to II.  In these 
patients, NYHA class IV was a significant predictor of all-cause mortality in women, but 
not in men.3 These results suggest that the NYHA classification measures disease and 
symptom characteristics differently in men and women. 
Although originally designed for patients with heart failure4,5, the NYHA classification is 
now used as a fast and easy tool for risk stratification in a large share of patients with car-
diovascular symptoms visiting a physician. We previously showed that NYHA classifica-
tion also has prognostic value for types of complaints other than complaints associated 
with heart failure.6 Nevertheless, the evidence for risk stratification by NYHA classification 
in cardiovascular complaints other than heart failure remains limited.  
Despite its extensive use, NYHA functional class remains a subjective method of cardi-
ovascular disease (CVD) risk stratification7–9, as it reflects the physician’s and patient’s 
judgment of a patient’s physical condition. An aspect of the patient’s physical condition 
is the ability to initiate and sustain exercise. This ability might explain the powerful prog-
nostic ability of the NYHA classification.7 Exercise capacity, i.e. the inability to achieve 
a maximum workload10–13 or maximum heart rate during exercise testing14,15, is related 
to an increased risk of cardiovascular disease (CVD) and all-cause mortality in men and 
women. Moreover, a low exercise capacity was specifically associated with CVD events 
in women.16  In general, women present with a lower exercise capacity than men.17,18 This 
may explain the strong prognostic value of the NYHA classification for clinical outcomes 
in women.
The intermediating effect of variables that represent exercise capacity on the relation 
between NYHA classification and all-cause mortality might provide us detailed insight in 
sex differences in the components of the NYHA classification. Therefore, the aim of the 
present study was to assess sex differences in the extent to which exercise capacity is 
responsible for the association between NYHA functional class and mortality risk in CVD 
patients.
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METHODS

Study population
Electronic health record data from 2007-2018 of the Cardiology Centers of the Nether-
lands (CCN) were extracted. The design of the CCN database has been described before19. 
In short, the CCN network contains thirteen “one-stop shop” cardiac outpatient clinics 
and operates between the general practitioner and hospital cardiologist to facilitate ef-
ficient diagnostic cardiac workup. From the available 109,151 patients that were admit-
ted to the CCN between 2007 and 2018, only patients with complete mortality data, the 
first documented NYHA functional class for dyspnoea, chest pain or fatigue, and stress 
electrocardiogram (ECG) during the same consult were selected, leaving a final study 
population of 7,259 patients (Figure 1). 
The CCN data were made available under implied consent and transferred to the Uni-
versity Medical Center Utrecht under the Dutch Personal Data Protection Act. This study 
used data collected during the regular care process and did not subject participants to 
additional procedures or impose behavioural patterns on them. The Medical Research 
Ethics Committee of the University Medical Center Utrecht declared that research with 
the CCN database does not meet the Dutch Medical Research Involving Human Subjects 
Act (proposal number 17/359). 

Figure 1 Flowchart of patient selection. CCN: Cardiology Centers of the Netherlands. ECG: electro-
cardiogram, NYHA: New York Heart Association. 
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Design
During a consultation, patients received a diagnostic work-up including NYHA func-
tional class for chest pain, dyspnoea or fatigue, a detailed standardized anamnesis by 
a specialized nurse and cardiologist, where self-reported anthropometrics, symptoms, 
cardiovascular risk factors, comorbidities and medication use were registered. A NYHA 
classification of III or IV was converted into a combined class of NYHA class III/IV, as the 
number of patients documented as class IV was too small for any sensible analyses. Blood 
pressure measurements (Microlife WatchBP, Microlife AG, Switzerland; Medtronic BL-6 
Compact, Medtronic, USA) and a 12-lead ECG (Welch Allyn Cardioperfect recorder, Welch 
Allyn, USA) were performed both in supine position during rest, and on a watt bike (Lode 
Corival Eccentric, Lode, The Netherlands) during a stress test. Predicted workload during 
stress was calculated based on the Jones protocol20 and is dependent on length, age and 
sex. The corresponding formula is:

Sex is defined as a logical factor (i.e. women=1, men=0). Qualitative text retrieval meth-
ods were used to classify the reasons to stop the stress ECG and the conclusion of the 
stress ECG. The reason to stop was documented as target heart rate achieved, arrhyth-
mia, dyspnoea, chest pain, fatigue, blood pressure and/or painful legs. The conclusion 
the cardiac stress ECG was documented as either normal, abnormal, inconclusive, incom-
plete (i.e. target heart rate not reached), myocardial infarction or arrhythmias. The varia-
bles used to define exercise capacity were calculated with the following formulas; 

Follow-up for all-cause mortality was performed by linkage to Statistics Netherlands 
(CBS, The Hague, Netherlands; i.e. national population registry). Follow-up time was cal-
culated as the interval between age at date of admission to the cardiology center, and 
age at death21 or end of follow-up (i.e. February 2020), whichever came first. 

Statistical analysis
Missing values were imputed with sex-stratified multiple imputation using the R package 
MICE version 3.13.022 with 10 imputations and 50 iterations (supplementary materials). 
To estimate survival function for the different NYHA classes and sexes, a time-to-event 
analysis using the Kaplan-Meier method and Cox proportional hazards regression was 

Predicted workload = (3.34*Length) - (1.43*Age) - 312 - (47*Sex)

Proportional heart rate = Maximum heart rate during exercise
 Predicted heart rate during exercise

Proportional workload = Maximum workload during exercise
 Predicted workload during exercise
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Overall Men Women

Total patients, n 7259 3419 3840

Age, years (SD) 57.9 (13.1) 57.2 (13.1) 58.6 (13.0)

NYHA functional class (n, %)
I
II 
III-IV

3919 (54.0) 
2908 (40.1) 

432 (6.0) 

1913 (56.0) 
1297 (37.9) 

209 (6.1) 

2006 (52.2) 
1611 (42.0) 

223 (5.8) 

NYHA primary complaint (n, %)
Chest pain
Dyspnoea
Fatigue

4948 (68.2) 
1575 (21.7) 

736 (10.1) 

2409 (70.5) 
659 (19.3) 
351 (10.3) 

2539 (66.1) 
916 (23.9) 
385 (10.0) 

Positive family history, n(%) 4874 (67.1) 2149 (62.9) 2725 (71.0) 

BMI, kg/m2 (SD) 26.8 (4.9) 27.1 (4.3) 26.6 (5.4)

Smoking status (n, %)
Never
Former
Current

1694 (25.2) 
2364 (35.1) 
2669 (39.7)

691 (21.7) 
1222 (38.3) 
1276 (40.0) 

1003 (28.3) 
1142 (32.3) 
1393 (39.4) 

Diabetes (n, %) 621 (8.6) 340 (10.0) 281 (7.3) 

Hypertension (n, %) 2621 (36.1) 1230 (36.0) 1391 (36.2) 

Dyslipidemia (n, %) 1333 (18.4) 671 (19.7) 662 (17.3) 

Resting heart rate, beats/min (SD) 73.0 (12.4) 72.1 (12.8) 73.7 (12.0)

Arrhythmia during rest (n, %) 71 (1.2) 50 (1.9) 21 (0.7) 

Medication use (n, %)
Antihypertensive use
Cholesterol-lowering medication
Anti-diabetic medication
Anti-thrombotic medication
Anti-arrhythmic medication
Vitamin-K antagonist
Other HF medication

949 (13.1) 
511 (7.0) 
153 (2.1) 
459 (6.3) 

22 (0.3) 
66 (0.9) 
10 (0.1)

470 (13.7) 
284 (8.3) 

88 (2.6) 
286 (8.4) 

<10 (<0.4)
34 (1.0) 

<10 (<0.4)

479 (12.5) 
227 (5.9) 

65 (1.7) 
173 (4.5)

>10 (>0.3)
32 (0.8) 

<10 (<0.3)

HeartSCORE (median [IQR]) 3.4 [1.2-7.8] 3.0 [1.1-6.9] 3.7 [1.3-8.8]

Nelson-aalen estimator (median [IQR]) 0.04 [0.02-0.06] 0.04 [0.02-0.06] 0.04 [0.02-0.06]

Stress ECG

Reason to stop stress ECG (n, %)
Target heart rate reached
Dizziness
Fatigue
Chest pain
Painful legs
Arrhythmia
Dyspnoea
Blood pressure

1299 (17.9) 
223 (3.1) 

2794 (38.5) 
387 (5.3) 

2261 (31.1) 
71 (1.0) 

2341 (32.2) 
258 (3.6) 

641 (18.7) 
88 (2.6) 

1217 (35.6) 
222 (6.5) 

1131 (33.1) 
48 (1.4) 

948 (27.7) 
160 (4.7) 

658 (17.1) 
135 (3.5) 

1577 (41.1) 
165 (4.3) 

1130 (29.4) 
23 (0.6) 

1393 (36.3) 
98 (2.6) 

Table 1 Baseline characteristics of included patients, stratified for sex.
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Overall Men Women

SBP, mmHg (SD) 199.8 (28.9) 206.1 (28.2) 194.2 (28.4)

DBP, mmHg (SD) 86.2 (20.4) 85.6 (20.6) 86.7 (20.3)

Proportional workload (SD) 0.97 (0.28) 0.86 (0.21) 1.08 (0.29)

Proportional heart rate (SD) 1.02 (0.16) 1.02 (0.16) 1.01 (0.16)

Arrhythmia during exercise (n, %) 2152 (34.9) 1139 (39.4) 1013 (31.0) 

Follow-up

All-cause mortality (n, %) 346 (4.8) 209 (6.1) 137 (3.6) 

CVD mortality (n, %) 88 (1.2) 53 (1.6) 35 (0.9) 

Follow-up, years (median [IQR]) 5.5 [3.6-7.5] 5.5 [3.5-7.5] 5.5 [3.6-7.5]

Proportional work load and proportional heart rate are calculated proportions as described in 
the methods section. BMI: body mass index, CVD: cardiovascular disease, ECG: electrocardiogram, 
SBP: systolic blood pressure,  DBP: diastolic blood pressure, IQR: interquartile range, SD: standard 
deviation, HeartSCORE: 10 year risk of CVD29.

performed. Proportional hazards and linearity were verified using visual inspection of 
hazard function and residual plots, respectively. 
To study the association between NYHA functional class and all-cause mortality, three 
levels of covariate adjustment were applied. The first level of adjustment was a left-trun-
cated model that inspected the association between NYHA functional class and mortal-
ity (age-adjusted model). Secondly, a model was developed with further adjustment for 
known CVD risk factors and factors associated with mortality (i.e. confounder-adjusted 
model; supplementary materials). To identify factors associated with mortality, NYHA 
functional class coefficients for mortality were compared between the age-adjusted 
models with and without the inclusion of the variable of interest. Factors were consid-
ered confounders if they affected the NYHA functional class coefficients more than 10%. 
The third model, the confounder- and intermediate-adjusted model, additionally includ-
ed the exercise capacity properties as intermediating variables (i.e. proportional work-
load and proportional heart rate). 
To quantify the proportion of the association between NYHA functional class and mor-
tality that could be explained by exercise capacity properties, we used the difference 
method23,24. Two regression coefficients of the exposure-outcome association were re-
quired: the direct effect and the total effect. The direct effect is the coefficient of the 
NYHA functional class in the confounder- and intermediate-adjusted model, whereas the 
total effect is the coefficient of the NYHA functional class in the confounder-adjusted 
model. The proportion of the effect explained by the intermediate (PEE) was subsequent-
ly calculated following: 

PPE = total effect - direct effect
    total effect
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NYHA class II and III/IV coefficient estimates were combined via nonlinear transformation 
to allow the calculation of one PEE per intermediate.25,26 Results on the different imputa-
tion sets were combined using Rubin’s rules.27 Bootstrap resampling was used to obtain 
95% confidence intervals (CI) around the PEE (Supplementary Materials). Sensitivity anal-
yses were performed per primary NYHA complaint (i.e. fatigue, dyspnoea or chest pain) 
and for age strata at initial consult (i.e. <65 and ≥65 years).
After evaluation of the first results, a post-hoc analysis was performed that investigated 
whether NYHA classification and proportional workload accounted for different aspects 
of risk-stratification in patients with cardiovascular complaints, which was quantified by 
the PEE of the NYHA functional classification for the association between the propor-
tional workload and mortality. In this analysis, the proportional workload was set as the 
determinant, whereas the NYHA functional class was added to the association as the 
intermediating variable. The post-hoc analysis implemented proportional workload as 
a numerical variable multiplied by 100, converting the proportion into a percentage to 
ease interpretation.
In all results, NYHA classification was documented with NYHA I as the reference value. 
All analyses were performed in R, pooled according to Rubin’s rules28, and stratified by 
sex. An α-level of .05 was considered statistically significant. Data is presented as mean 
± standard deviation (SD), median with interquartile range (IQR), or frequency and per-
centage as appropriate. All linkages and data analyses were performed within the secure 
environment of Statistics Netherlands, according to Dutch privacy law. Number of pa-
tients within the baseline tables and figures were occasionally too small to adequately 
protect privacy according to legislation regarding the use of data from Statistics Nether-
lands. Therefore, frequencies below 10 are presented as <10 and corresponding percent-
ages in the data.

RESULTS
Patients had a mean age of 58 years, and 52.9% were women. Compared to men, wom-
en had overall higher NYHA functional classifications, were older (mean age 58.6 years 
and 57.2 years for women and men, respectively), had a lower body mass index (BMI, 
mean BMI 26.6 vs 27.1), and were less likely to have cardiovascular risk factors and comor-
bidities, e.g. were less often considered smokers (current or former smokers in women: 
39.4% and 32.2% vs 40.0% and 38.3% in men), diabetic (7.3% vs 10.0% in, respectively, 
women and men) and dyslipidaemic (17.3% vs 19.7% in, respectively, women and men). 
Table 1 gives an overview of these baseline characteristics. Nonetheless, women had a 
higher median 10-year risk of CVD according to SCORE29 (3.7 vs 3.0, in women and men, 
respectively). During both rest and stress, women were more likely to experience dysp-
noea, while men were more likely to experience chest pain. Women were able to reach 
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Figure 2 All-cause mortality during follow-up in men, according to NYHA functional classification. 

Figure 3 All-cause mortality during follow-up in women, according to NYHA classification. 
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a higher proportional workload despite a similar proportional heart rate compared to 
males (Table 1).
During a median follow-up of 5.5 years (IQR 3.6-7.5), 209 men and 137 women died. Sur-
vival analysis visualized that increments in NYHA functional class were associated with 
mortality in both men (Figure 2) and women (Figure 3). Univariate analysis showed that 
BMI (change of NYHA coefficient III/IV in respectively men and women: 9.7% and 15.8%) 
and conclusion of the ECG stress test (change of NYHA coefficient III/IV in respectively 
men and women: -7.5% and -25.9%) were confounding factors (Supplementary table 1). 
These variables were included in the confounding model. 
The cox regression analysis confirmed that men classified as NYHA functional class II (HR 
1.59, 95% CI 1.12-2.27) and NYHA functional class III/IV (HR 3.64, 95% CI 2.31-5.71) had 
a higher all-cause mortality risk referenced to men classified as NYHA functional class I 
(Table 2). Similar to men, women classified as NYHA II had a higher all-cause mortality risk 
than those in class I (HR 1.49, 95% CI 1.00-2.21, Table 2). Interestingly, women classified as 
NYHA functional class III/IV had similar mortality risks to those in class II, when compared 
to class I (HR 1.41, 95% CI 0.76-2.62, Table 2).
Subsequently, we extended the confounding model by adding potential intermediates 
for the association between NYHA functional class and all-cause mortality (Table 3). A 

Event 
rate (%)

PEE by proportional 
workload, % (95% CI)

PEE by proportional 
heart rate, % (95% CI)

PEE by NYHA classifi-
cation, % (95% CI)

Men 6.1 22.9 (18.9-27.3) 2.5 (1.3-4.3) 15.1 (12.1-18.1)

Women 3.6 40.3 (28.5-68.6) 8.0 (4.1-18.1) 4.4 (1.6-7.4)

Table 3 Results of 1) the mediation analyses of the proportional workload and proportional heart 
rate on the association between NYHA classification and all-cause mortality, and 2) the post-hoc 
mediation analysis of NYHA classification on the association between proportional workload and 
mortality.

PEE: proportion effect explained, CI:  confidence interval. 

Model n Event
NYHA II NYHA III-IV

HR (95% CI) p-value HR (95% CI) p-value

Age-adjusted model
Men
Women

3419
3840

209
137

1.62 (1.15-2.29)
1.50 (1.01-2.22)

.007

.045
3.92 (2.54-6.06)
1.58 (0.86-2.89)

<.001
.141

Confounder model
Men
Women

3419
3840

209
137

1.59 (1.12-2.27)
1.49 (1.00-2.21)

.011

.054
3.64 (2.31-5.71)
1.41 (0.76-2.62)

<.001
.280

Table 2 Univariate and multivariable Cox-regression analysis to evaluate the association between 
NYHA functional classification and all-cause mortality within men and women with cardiovascular 
disease.

HR: hazard ratio, CI: confidence interval.
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statistically significant, but small proportion of this association between NYHA and mor-
tality was explained by the proportional heart rate, being more profound in women than 
in men (men vs. women: 2.5%, 95% CI 1.3%-4.3% vs 8.0%, 95% CI 4.1%-18.1%). A strong-
er pattern was observed for the proportional workload (men vs women: 22.9%, 95% CI 
18.9%-27.3% vs 40.3%, 95% CI 28.5%-68.6%). 
The post-hoc analysis showed that lowering in proportional workload was associated 
with a higher mortality risk (Table 4), in men (HR per % lowering in proportional load 
of the age-adjusted model: 0.973, 95% CI 0.966-0.981, HR confounder-adjusted model: 
0.974, 95% CI 0.966-0.981) and to a lesser extent in women (HR age-adjusted model: 
0.985, 95% CI 0.979-0.991, HR confounder-adjusted model: 0.988, 95% CI 0.982-0.994). 
The mediation analysis showed that only a minor proportion of the association between 
proportional workload and mortality was explained by NYHA functional class in both 
men and women (15.1%, 95% CI 12.1%-18.1 vs 4.4%, 95% CI 1.6%-7.4%, respectively). 
Supplementary table 1 shows the results of the univariate analysis of confounders. 
Sensitivity analyses performed to elucidate the influence of age at initial consult and the 
primary complaint led to similar conclusions. Increments in NYHA functional class were 
related to all-cause mortality in both men aged <65 and ≥65 years, whilst this trend was 
absent in women in both age-groups (Supplementary table 2). When stratified by prima-
ry complaint, step-wise increases in NYHA functional class were significantly associated 
with all-cause mortality in men, but not in women (Supplementary table 3). 

DISCUSSION
The aim of the present study was to assess the extent to which exercise capacity prop-
erties in men and women separately are responsible for the association between NYHA 
functional class and all-cause mortality in CVD patients. We first showed that increments 
in NYHA functional class were related to all-cause mortality risk in both men and wom-
en that underwent stress testing, although this seemed to be stronger in men than in 
women. Second, the proportional workload explained a significant proportion of the as-

Model n Event
Proportional workload

HR (95% CI) p-value

Age-adjusted model
Men
Women

3419
3840

209
137

0.973 (0.966-0.981)
0.985 (0.979-0.991)

<.001
<.001

Confounder model
Men
Women

3419
3840

209
137

0.974 (0.966-0.982)
0.988 (0.982-0.994)

<.001
<.001

Table 4 Univariate and multivariable Cox-regression analysis to evaluate the association between 
the proportional workload and mortality within men and women with cardiovascular disease.

HR: hazard ratio, CI: confidence interval.
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sociation between NYHA functional class and all-cause mortality in men and women, al-
though the majority of this association remained unexplained. Third, the post-hoc anal-
ysis showed a lower PEE of NYHA classification in the association between proportional 
workload and survival compared to the PEE of proportional workload in the association 
between NYHA classification and survival. Taken together, these results suggest that the 
NYHA functional class and exercise test provide distinct information within the clinical 
risk assessment of men and women. 
For the current study, we used a unique and large population of patients presenting with 
a wide variety of symptoms that were admitted to the CCN; an outpatient cardiology clin-
ic which operates between the general practitioner and the hospital. This set-up leads to 
a population that closely resembles the population with cardiovascular symptoms at the 
general practitioner’s office. For example, within the current study population, ~53% of 
the admitted patients were women, providing a solid basis for investigating sex differ-
ences within this population. In addition, all centers of the CCN network follow a stand-
ardized diagnostic workflow during each consultation, resulting in a high-quality and 
structured data collection. 
The presented study has several limiting factors. First, there are limitations in the select-
ed study population. To enable mediation analysis, only individuals with a documented 
ECG stress test were selected. This resulted in the exclusion of mainly older women, who 
suffered from dyspnoea and were classified as NYHA functional class III/IV in whom no 
ECG stress test was performed. We did not replicate the high prognostic value of the 
NYHA functional class, especially in NYHA class III/IV, in women that we previously ob-
served6 whilst sampling from the same population. This suggests that some extent of 
collider bias was introduced in the presented study by conditioning on the presence 
of the ECG stress test. This specific selection led to a healthier selected female popula-
tion with CVD, which distorted the survival estimates in women. In addition, this specific 
selection prevents accurately estimating the underlying NYHA distribution within this 
population. Another disadvantage of the selected population is that it also includes pa-
tients that have not reached their target heart rate during ECG stress testing. Although 
these patients have an invalid stress test, exclusion of this population might lead to even 
more bias as only the very healthy patients were included. Second, although medication 
use did not differ between men and women, data regarding subsequent treatment was 
not completely captured. We can therefore not exclude potential sex differences during 
follow-up, which may have affected all-cause mortality rates in men and women and its 
relation with NYHA functional class. Third, although all centers of the CCN followed a 
standardized diagnostic workflow, some cardiologists deviated from the stress ECG pro-
tocol due to instability of the patient, which may have influenced estimates of the pro-
portional workload and heart rate and their subsequent PEE. Fourth, only the first-doc-
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umented NYHA functional class of the patient was selected, which was generally during 
their initial consult (documented NYHA classification consult, median 1, IQR 1-1). Howev-
er, NYHA functional classification during follow-up may fluctuate in response to disease 
progression or treatment, which may have affected our hazard ratios in either direction. 
Finally, the retrospective and observational design, despite adopting a multivariate anal-
ysis, may also have affected our survival estimates30.
The NYHA functional class is extensively being used in clinics for a wide variety of appli-
cations, including clinical trial inclusion criteria, disease management and prognosis31,32. 
Previous studies highlighted that increments in NYHA functional class were related to 
all-cause mortality in both men and women with heart failure with preserved ejection 
fraction3, but only in women with reduced ejection fraction2,3. We previously highlight-
ed that increments in NYHA functional class were associated with all-cause mortality in 
both men and women with CVD.6 In contrast, the present study, that sampled from the 
same population6, showed that stepwise increases in NYHA functional class were related 
to all-cause mortality risk in men, whilst in women the mortality risk was similar among 
those classified as NYHA functional class II and III/IV. The introduction of collider bias may 
therefore have affected the survival estimates of women, although it remains unclear 
whether this also influenced our PEE estimates obtained in the mediation analysis. We 
hypothesize that, if these older, excluded women classified as NYHA class III/IV presented 
with complete stress ECG data, this might have resulted in an overall lower proportional 
workload in women. Subsequently, a larger proportion of the association between NYHA 
functional class and all-cause mortality may be explained by the proportional workload 
in women. Future studies are needed to confirm these hypotheses.
Prior studies have tried to objectify the subjective nature of the NYHA functional class 
by focusing on exercise7,33–35, and showed that increments in NYHA functional class in-
versely correlate with objective measures of exercise capacity33–35. Within the present 
study, the proportional workload explained a significant proportion of the association 
between NYHA functional class and all-cause mortality in both men and women (22.9% 
vs 40.3%, respectively), although a large part of this association remained unexplained 
by variables that represent exercise capacity. In addition, only a minor proportion of the 
association between the proportional workload and all-cause mortality was explained 
by NYHA functional class (men vs women: 15.1% vs 4.4%). These results together suggest 
that the NYHA functional class and ECG stress testing focus on distinct elements within 
the CVD risk assessment. This has already been hinted at, as previous evidence demon-
strated that NYHA functional class poorly differentiated across the spectrum of function-
al impairment36–38. It may therefore be advised to use an ECG stress test as an extension of 
the NYHA functional class for clinical risk assessment, rather than as a direct replacement.
Furthermore, large differences in PEE estimates were observed in men and women sig-
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nifying that the NYHA functional class does not focus on the same disease and symptom 
characteristics of the risk assessment in men and women. The origin of this discrepancy 
remains to be elucidated, but we can address the following points. First, differences in 
presentation of symptoms may prevent uniform classification of NYHA functional class 
among sexes, as women more often report atypical symptoms39–42 and concurrent de-
pressive symptoms43 than men. In addition, sex-discordance between the patient and 
treating physician may influence symptom perception44 and risk stratification for clinical 
outcomes45–48. Unfortunately, we were unable to assess sex-discordances within the pres-
ent study, which therefore cannot be ruled out. Finally, it seems that women suffer more 
from functional impairments than men, which is suggested by the larger PEE estimate 
of the proportional workload in the association between NYHA functional class and all-
cause mortality in women. Sex differences in CVD-induced adaptations in cardiac struc-
ture1,48–50 may be the cornerstone of these more pronounced functional impairments in 
women. The differential domains of the NYHA functional class in men and women, paired 
with its inherent subjective nature, question its reliability within the clinical risk assess-
ment. Nonetheless, the NYHA functional class remains an important prognostic tool for 
clinical outcomes in both men and women, and cannot directly be replaced by objective 
variables that represent exercise capacity. This warrants future research to further elabo-
rate on the different domains of the NYHA functional class in men and women. 

CONCLUSION
This study showed a significant mediation in both sexes on the association between 
NYHA functional class and all-cause mortality by proportional workload. The effect ex-
plained by NYHA classification on the association between survival and proportional 
workload is small. This implies that the NYHA classification is not a sole representation 
of the patient’s functional capacity, but extends to the patient’s overall health status. Al-
though the subjective NYHA functional class tends to focus on different domains among 
sexes, it remains an easy-to-apply and important prognostic tool of CVD risk stratification 
in both men and women. 
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SUPPLEMENTARY MATERIALS

Multiple imputation
Missing values were imputed using the R package MICE 3.13.01 with 10 imputations and 
50 iterations. Multiple imputation was performed for each sex individually to account 
for effect modification between NYHA functional class and sex. Predictive mean match-
ing was used for continuous variables (i.e. body mass index, systolic and diastolic blood 
pressure during stress, resting heart rate, proportional heart rate and -workload), logistic 
regression for binary variables (i.e. presence of diabetes mellitus, dyslipidaemia, positive 
family history and heart rhythm abnormalities during rest and stress), multinomial logit 
models for unordered categorical variables with more than 2 levels (i.e. ECG diagnosis: 
being either normal, abnormal, or inconclusive), and ordered logit models for ordered 
categorical variables with more than 2 levels (i.e. smoking status). In addition, we includ-
ed age at initial consult and at event2, as age represented the underlying time-scale for 
the Cox proportional hazard regression models; a Nelson-Aalen3 estimator as well as all-
cause mortality as our outcome variable. All predictors were checked for correlation (-0.7 
or 0.7), but no significant correlation was observed.

Univariate analysis
The age-adjusted model was extended with one of the covariates to quantify the re-
lation of the corresponding covariate with all-cause mortality, and was defined as the 
percentual change of the NYHA coefficients. Factors were considered influential if they 
changed the NYHA coefficients more than 10% when compared to the age-adjusted 
model. Although chest pain and dyspnoea during rest and during exercise were consid-
ered influential (Supplementary table 1), these covariates were not incorporated in the 
confounding model as the NYHA functional classification is a reflection of these cardiac 
symptoms. Based on univariate analysis, BMI and conclusion of the stress ECG were se-
lected as relevant confounders (Supplementary table 1). These covariates were extended 
with known CVD risk factors (i.e. diabetes and family history), together constituting the 
confounding model.

Bootstrapping
Bootstrapping (1000 bootstrap samples) was performed to compute 95% confidence in-
tervals around the PEE. Bootstrapping was performed per sex and for every imputation 
set individually. Regression coefficients with and without the intermediate of interest 
were determined in each imputation set. For each individual bootstrap, obtained total 
and direct effects of the ten imputation sets were pooled per sex according to Rubin’s 
Rule. Finally, 1000 PEE’s were obtained of which the 0.025th and 0.975th percentile were 
taken as the 95% confidence interval around the PEE. 



1 

5

Sex  differences in the association between NYHA and survival

99

REFERENCES
1. Van Buuren S, Groothuis-Oudshoorn K. mice: Multivariate imputation by chained 

equations in R. J Stat Softw. 2011;45(3):1-67. doi:10.18637/jss.v045.i03
2. Korn EL, Graubard BI, Midthune D. Time-to-event analysis of longitudinal follow-up 

of a survey: choice of the time-scale. Am J Epidemiol. 1997;145(1):72-80. doi:10.1093/
oxfordjournals.aje.a009309

3. White IR, Royston P. Imputing missing covariate values for the Cox model. Stat Med. 
2009;28:1982-1998. doi:10.1002/sim.3618



Chapter 5B

100

NYHA II NYHA III-IV
Proportional 

workload

Men Women Men Women Men Women

Age REF REF REF REF REF REF

BMI 4.66 2.85 9.70 15.83 0.54 0.19

Smoking status -3.43 -0.19 -1.26 0.97 -0.70 2.15

Positive family history 0.79 0.38 1.44 2.61 0.05 -0.03

Diabetes -0.39 -0.42 -4.96 -6.31 0.40 -2.93

Dyslipidemia -1.79 -0.62 2.44 -1.08 -0.17 0.29

Hypertension 0.24 4.35 0.27 2.88 0.00 0.73

Complaints during rest
Chest pain
Dyspnoea
Fatigue
Number of complaints

-12.35
-16.28

3.61
0.32

-6.66
-10.94

2.84
0.90

-37.40
-34.00

-3.69
2.83

-54.00
-39.76

-8.40
3.48

-5.30
-6.65
3.49

-0.10

-7.66
-3.88
-1.33
-0.07

Medication use
Antihypertensive use
Cholesterol-lowering medication
Anti-diabetic medication
Anti-thrombotic medication
Anti-arrhythmic medication
Vitamin-K antagonist
Other HF medication

-2.85
2.96
0.53

-1.85
-1.52
-3.68
-1.71

-1.01
0.94

-0.18
-1.03
-0.16
0.57

-0.26

0.47
3.75

-1.48
-0.97
-0.53
0.73
0.76

0.27
1.47

-1.93
-0.06
0.61

-0.51
-0.01

-0.37
0.72
1.17
0.46
0.98

-0.30
-1.80

0.09
1.22

-0.53
-0.70
-0.11
0.06
0.27

Resting heart rate -0.65 -0.95 -0.99 -1.57 -1.34 -0.03

Arrhythmia during rest -4.18 -1.54 -4.97 -7.75 -1.66 -2.23

Stress ECG

SBP -3.85 -7.88 0.15 -1.61 -10.36 2.37

DBP -0.78 -0.37 4.68 -1.31 0.11 0.91

Arrhythmia during stress 0.15 -0.05 -2.15 0.41 -0.15 2.32

ECG diagnosis -6.47 -4.32 -7.53 -25.89 -3.38 -17.80

Reason to stop
Heart rate
Dizzyness
Fatigue
Chest pain
Painful legs
Arrhythmia
Dyspnoea
Blood pressure

-2.59
-1.23
-2.68
3.37

-2.37
-0.12
-3.88
-1.79

-2.47
-0.80
-0.24
3.24

-0.62
0.33

-4.90
-1.43

-5.36
-0.03
-0.41
-1.26
1.75
0.14

-9.81
0.08

-8.84
-1.31
0.50
0.28
2.18
0.49

-22.68
-0.98

-0.04
-0.69
1.05
0.11
0.22
0.29

-2.26
-0.54

-4.12
-0.19
0.16

-0.43
-0.22
0.11
0.20

-0.31

Supplementary Tables

Supplementary table 1 Univariate associations with all-cause mortality.

BMI: body mass index, ECG: electrocardiogram, HF: heart failure, HR: heart rate, REF: reference.
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Model n Event

NYHA II NYHA III-IV

HR (95% CI) p-value HR (95% CI) p-value

Age-adjusted model
Men, <65 years
Women, <65 years
Men, ≥65 years
Women, ≥65 years

2391
2509
1028
1331

47
36

162
101

3.00 (1.56-5.76)
0.82 (0.41-1.64)
1.29 (0.87-1.91)
2.11 (1.25-3.57)

.002

.571

.213

.006

4.23 (1.62-11.04)
1.14 (0.26-4.87)
3.51 (2.15-5.73)
2.09 (1.02-4.28)

.005

.865
<.001

.046

Confounder model
Men, <65 years
Women, <65 years
Men, ≥65 years
Women, ≥65 years

2391
2509
1028
1331

47
36

162
101

3.30 (1.67-6.51)
0.88 (0.43-1.78)
1.26 (0.84-1.89)
2.14 (1.25-3.64)

.001

.722

.261

.006

4.60 (1.69-12.51)
1.22 (0.28-5.40)
3.39 (2.05-5.60)
2.07 (0.99-4.34)

.005

.795
<.001

.057

Supplementary table 2 Multivariate analysis for men and women with cardiovascular disease, strati-
fied for age at initial consult. 

HR: hazard ratio, CI: confidence interval, NYHA: New York Heart Association functional classification

Model n Event

NYHA II NYHA III-IV

HR (95% CI) p-value HR (95% CI) p-value

Age-adjusted model
Men, chest pain
Women, chest pain
Men, dyspnoea
Women, dyspnoea
Men, fatigue
Women, fatigue

2409
2539

659
916
351
385

114
59
78
60
17
18

1.47 (0.96-2.26)
1.36 (0.78-2.38)
1.50 (0.75-2.99)
0.86 (0.42-1.74)
1.43 (0.29-7.11)
1.14 (0.34-3.81)

.078

.285

.255

.677

.671

.830

2.88 (1.51-5.50)
2.24 (0.84-5.95)
4.08 (1.88-8.85)
0.55 (0.20-1.56)

4.22 (0.73-24.47)
3.27 (0.84-12.81)

.002

.112

.001

.267

.132

.110

Confounder model
Men, chest pain
Women, chest pain
Men, dyspnoea
Women, dyspnoea
Men, fatigue
Women, fatigue

2409
2539

659
916
351
385

114
59
78
60
17
18

1.49 (0.95-2.32)
1.38 (0.78-2.45)
1.45 (0.72-2.93)
0.82 (0.40-1.68)
1.36 (0.26-7.01)
0.97 (0.27-3.51)

.084

.272

.303

.594

.724

.969

2.94 (1.52-5.69)
2.20 (0.79-6.13)
3.72 (1.67-8.31)
0.49 (0.17-1.40)

5.86 (0.94-36.49)
2.74 (0.63-11.95)

.002

.138

.002

.189

.093

.213

Supplementary table 3 Multivariate analysis for men and women with cardiovascular disease, strati-
fied for primary NYHA complaint. 

HR: hazard ratio, CI: confidence interval, NYHA: New York Heart Association functional classification
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ABSTRACT
Background Knowledge about adverse drug reactions (ADRs) in the population is limit-
ed due to underreporting, which hampers surveillance and assessment of drug safety. 
Therefore, gathering accurate information about incidence of ADRs is of great relevance, 
which can be retrieved from clinical notes. However, manual labelling of these notes is 
time-consuming and automatization can improve use of free text clinical notes for iden-
tification of ADRs. Furthermore, tools for language processing in languages other than 
English are not widely available.

Objective The aim of this study is to design and evaluate a method for automatic extrac-
tion of medication and Adverse Drug Reaction Identification in Clinical Notes (ADRIN).
Methods Dutch free text clinical notes (n=277.398) and medication registrations 
(n=499.435) were used from the Cardiology Centers of the Netherlands database. All 
clinical notes were used to develop word embedding models. Vector representations of 
word embedding models and a string matching with a medical dictionary (MedDRA) 
were used for identification of ADRs and medication in a test set of clinical notes that 
was manually labelled. Several settings, including search area and punctuation, could be 
adjusted in the prototype to evaluate the optimal version of the prototype. 

Results The ADRIN method was evaluated using a test set 988 clinical notes, written on 
the stop date of a drug. Multiple versions of the prototype were evaluated for a variety 
of tasks. Binary classification of ADR presence achieved the highest accuracy of 0.84. Re-
duced search area and inclusion of punctuation improved performance, while incorpo-
ration of MedDRA did not improve performance of the pipeline.

Conclusions The ADRIN method and prototype are effective in recognizing ADRs in Dutch 
clinical notes from cardiac diagnostic screening centers. Surprisingly, incorporation of 
MedDRA did not result in improved identification on top of word embedding models. 
The implementation of the ADRIN tool may help to increase the identification of ADRs, 
resulting in better care and saving substantial healthcare costs. 
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INTRODUCTION
Literature shows that adverse drug events (ADEs) and more specifically adverse drug 
reactions (ADRs) are structurally underreported.1 Clinical trials may underreport or miss 
ADRs for various reasons, such as a follow-up that is usually too short to catch long-term 
effects.2 In addition, the study population may be healthier or otherwise different from 
the target population in regular care.3 As a result, the ADR risk of clinically relevant sub-
groups such as women and the elderly remain unknown4, which places a societal and 
economic burden on our healthcare system. The prevalence of hospital admissions asso-
ciated with ADRs is reported to be as high as 5.3% and is estimated to be twice as high for 
the older adult population.5 In the United States alone ADRs are estimated to generate 
30 billion dollars of unnecessary costs.6 Yet, efforts have been made to structurally collect 
information on ADRs, both on a national (e.g. Lareb in the Netherlands) and international 
(EudraVigilance7) level. However, these pharmacovigilance databases do not include rel-
evant patient characteristics and information about prescription rates. 
Regular care data extracted from electronic health records (EHR) can help in post-mar-
keting surveillance of medication. ADRs are usually not reported in the EHR in a struc-
tured way, but the clinical notes made during consultations between patients and their 
physician may hold relevant information when patients experienced an ADR. However, 
these notes are often stored as free text and thus cannot be easily analyzed.8 Methods 
that extract ADRs from these free text fields are needed to access the full potential of 
these data.
Natural language processing (NLP) techniques can aid in differentiation of relevant 
features from idle free text and prepare free text for research purposes.9,10 One of the 
widespread topics in NLP is the use of word embeddings; a vector representation of a 
text, often established through evaluation of the word’s context. The use of word em-
beddings for evaluation of clinical free text for research purposes is increasing.11 Research 
has shown that training word embedding models on a domain-specific dataset gener-
ates better results than training on a general dataset.12,13 As a result, applications of word 
embedding models are studied in a wide range of topics within the healthcare domain; 
e.g. evaluation of radiology reports14, identification of ICD-10 codes15, identification of 
adverse drug events in English EHRs16 and can potentially be a solution to extract ADRs 
from Dutch clinical notes. 
The objective of this research was to design a method for the identification of ADRs in 
clinical notes from a regular care database (ADRIN; Adverse Drug Reactions Identification 
in clinical Notes) using unlabeled data and word embeddings. Although demonstrations 
in this study were done with Dutch clinical notes from the cardiovascular domain, the 
method was developed in a way that not only enables generalization to other languages, 
but also to other research questions to mine text in clinical notes. 
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METHODS
The ADRIN method is based upon implementation of a medical taxonomy to enhance 
standardized terminology (Medical Dictionary for Regulatory Activities, MedDRA17) and 
word embeddings, trained on a large database of medical free text. Additionally, a pro-
totype was developed and evaluated on labelled Dutch clinical notes to determine the 
performance of this method. Figure 1 demonstrates the general workflow of the ADRIN 
method.
This study focussed on the identification of ADRs and the corresponding medication. We 
assume that patients were compliant to their medication regimen. We defined an ADR as 
any unwanted event that led to the discontinuation of the prescribed medication. In the 
following description, clinical notes are defined as the free text written down in the EHR 
by the physician after a patient’s consult. 

Dataset
The Cardiology Centres of the Netherlands (CCN) is a large, regular care database from 
thirteen diagnostic cardiac screening centres. In short, this database consists of 109,151 
patients that visited one of the outpatient cardiac screening centres between 2007 and 
2018 and includes patient characteristics and information about diagnostic tests.18

In total, there were 277,398 clinical notes in the database and 499,435 medication pre-
scriptions. Clinical notes were de-identified with DEDUCE-software.19 Medication pre-
scriptions contain information about the prescribed medication, start date and, if the 
medication was discontinued at some point, end date and reason for discontinuation in 
free text. 
Figure 2 describes the selection of discontinued medication entries from the database. 
The selected prescriptions were merged with the clinical notes. This resulted in 91,273 
discontinued medication entries for which a clinical note was available on the end date 
of the medication. In cases where multiple prescriptions from the same patient were 
stopped on the same day (n=19,992), the same clinical note was used for all prescrip-
tions. A reason for discontinuation was reported in 36,508 (39.9%) medication prescrip-
tions. We randomly selected 1000 medication entries and corresponding clinical notes 
as a test set from these medication entries. However, in 12 cases the clinical note was 
empty, resulting in a test set of 988 clinical notes. 
The validation set was obtained from discontinued medication entries and consisted of 
all medication stops with an ADR reported as a reason for discontinuation and a ran-
dom selection of 1,600 of medication stops that were not related to an ADR. The latter 
selection was made as it was, because we expected that clinical notes corresponding to 
these medication stops, might also contain information on possible ADRs. This selection 
made it thus more likely that medication and ADRs would be identified, when compared 
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to a random selection of all clinical notes (Figure 2). These two selections of medication 
stops were merged to the corresponding clinical notes and resulted in a dataset of 3,000 
unique clinical notes, as there were some notes linked to medication stops that reported 
ADRs as well as medication stops that did not report an ADR. 
Research within the CCN database does not fall under the Dutch Medical Research In-
volving Human Subjects Act.

Figure 1 Overview of the different steps in the ADRIN method. ADR: adverse drug reaction. 
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Labelling
Two researchers independently labelled all clinical notes in the test set. Clinical notes 
that contained ADR information were labelled as positive. When a note was labelled pos-
itively, all words in the text that described the medication and ADR combinations were 
extracted. Discrepancy between labelling by the two researchers was discussed and in-
terobserver variability was evaluated. Furthermore, a validation dataset of 3,000 unique 
clinical notes were labelled by one of the researchers. These notes were used for identi-
fication of thresholds for the word embedding models and for intermediate, qualitative 
and direct feedback.

Pre-processing clinical notes
Before applying word embedding models to the clinical notes, the text underwent mul-
tiple pre-processing steps. First, all text was converted to lowercase and unidecoded. 
Second, the clinical notes were tokenized with a regular expression tokenizer set to 
greedy tokenization for every word in the presented text Third, all numerical tokens were 
converted into its written form (number normalization19). It is assumed that this results 

Figure 2 Flowchart of selection of clinical notes and corresponding ADR and medication



1 

6

ADRIN:  A pipeline for identification of ADRs in clinical notes

109

in numbers being more closely related in vector space, i.e. “16” and “18” vs “sixteen” and 
“eighteen”. Doses were removed from the text with regular expressions. Removal of the 
doses was done to reduce the similarity between frequently prescribed doses and spe-
cific medication. This would otherwise contaminate the word embedding models used 
for identification of medication. Finally, for each token a check was performed to deter-
mine if the token was in the unigram word embedding model. If this was not the case, 
the word was removed from the list of tokens. An example of a text going through this 
process is presented in Supplementary figure 2. Preprocessing of the text was done in 
Python (Python Software Foundation, https://www.python.org, version 3.7.9) with the 
nltk package (version 3.5)21. 

Word embedding models
For the automatic identification of ADRs from text, word embedding models were devel-
oped. Two Word2Vec models, imported from the Gensim package (version 3.8.0)22 were 
trained on the complete set of 277,398 clinical notes.23 A unigram model was developed 
with vectors for single words. This model included all words and derived vectors that 
occurred more than once in the complete set of clinical notes. The second model used a 
combination of single words, bigrams and the derived vectors (bigram model). For the 
development of this model, words that occurred together more than 5 times were rep-
resented as a vector. Stop words, imported from the nltk package21, were removed from 
the text. A skipgram approach was used. 
Word2Vec settings were; vector size of 200 dimensions, a window of 5 words around 
the main word and 5 iterations of learning. Word embedding models were qualitatively 
evaluated through inspection of similarity between words.24

Identification of medication and ADRs
A list of search words was created for both medication and ADRs. The medication search 
list was based on different groups of cardiovascular medication (Supplementary table 
8). For ADR identification, the most frequently reported ADRs (Supplementary table 7) in 
the discontinued medication were considered. From these ADRs a list of search words for 
ADR recognition was composed (Supplementary table 8). 
Word embeddings were used for evaluation of the clinical note. First, the cosine simi-
larity between each word in the clinical note and the search words for medication was 
calculated. A medication was identified if the cosine similarity was above a certain prede-
fined threshold (Supplementary table 8). If no medication was found in the text, a second 
search was performed to identify a mention of ADRs with more general search words like 
‘adverse drug reaction’. If this also returned negative, the clinical note was automatically 
labelled as not containing an ADR (Figure 1, step 1). 
Second, after identification of medication, the clinical note was searched for ADRs using 
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a predefined search area around the identified medication (Figure 1, step 2). This search 
area was restricted to prevent an increasing number of false positives and could be ad-
justed if it seemed too strict or too wide. This was one of the settings that was adjusted 
during the evaluation of the pipeline. 
After this, the area was checked for ’non-ADR keywords’. These words occur right before 
or after the medication and indicate a medication change or extension, like ‘increase’ and 
‘double’. Therefore, these words do not indicate the presence of an ADR. List comparison 
was used, in which the tokenized form of the clinical note was compared with a list of 
words that point towards a medication change, not likely due to an ADR (Supplementary 
table 9).
The final step in the search for ADRs was the actual identification (Figure 1, step 3). Two 
sequential approaches were developed for this. The first approach included the applica-
tion of the MedDRA. A selection of the lower level MedDRA (Lowest Level Terms - LLT)17 
terms was checked with text retrieval and string matching in the defined search area 
around the medication. In- or exclusion of the MedDRA was one of the settings adjusted 
during the evaluation of the pipeline. 
The second approach for identification of ADRs was the use of unigram and bigram word 
embedding models. For each word in the search area the cosine similarity with the search 
words for ADRs was computed (Supplementary table 8). In case this similarity was above 
the predefined threshold, the word was identified as an ADR. Threshold setting was done 
with a grid search. Visual inspection of the graphical representation of the number of 
correct matches for a specific word (Supplementary Figure 1) and evaluation of the in-
cluded words after inspection of the list of most similar words (e.g. Table 3) resulted in 
the setting of the thresholds. For example, in case of a specific medication, the threshold 
was set in a way that spelling mistakes and closely related medication were selected, but 
not words that were related to a significant other medication group or words that did 
not describe medication, a certain disease or condition. For this analysis the validation 
dataset was used. This is explained in more detail in the supplemental materials. 

Pipeline versions and tasks
The pipeline was developed to execute four different tasks; a binary classification wheth-
er the clinical note contained an ADR or not (A), the exact extraction of the medication 
and corresponding ADR (B), and the extraction of the medication that causes an ADR (C) 
and the ADR (D) individually.
Multiple settings were changed during the analysis to evaluate the performance of the 
predefined tasks of different experimental designs of the pipeline; in- or exclusion of 
MedDRA for ADR identification, inclusion or neglect of punctuation for demarcation of 
the search area and size of the search area. Table 1 gives an overview of the different 
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settings that were evaluated in the versions of th
e pipeline. Analysis of the pipeline was done in Python (Python Software Foundation, 
https://www.python.org, version 3.7.9).

Performance metrics
The pipeline was evaluated on the test set of 988 labelled clinical notes. Different metrics 
were calculated to assess the performance of different versions of the pipeline. The met-
rics that were calculated included; accuracy and balanced accuracy, sensitivity, specificity, 
precision/positive predictive value, negative predictive value, recall, F1-score, detection 
rate and detection prevalence. An elaborate overview of the performance metrics and 
the evaluation process can be found in Supplementary table 1 and Supplementary table 
2 to 6, respectively. Evaluation of the outcome was done with the R programming lan-
guage (R Foundation for Statistical Computing, https://ww.R-project.org , version 4.0.2) 
and with RStudio (RStudio: Integrated Development Environment for R, http://www.rstu-
dio.com/, version 1.3.1093). The caret package was used for evaluation (version 6.0-86)25. 

RESULTS

Dataset
Information on the complete dataset for word embeddings models, validation set and 
test set is described in Table 2. Characteristics of the included free text are the informal 
writing style, use of abbreviations and relatively short length of the text. The supple-
mental materials contain four different translated examples of clinical notes, as shown in 
Supplementary table 2.

Word embedding models
Several search terms of the prototype have been independently reviewed in the word 
embedding models to evaluate the performance of the word embedding models. Table 
3 shows these key words and the five most similar words. It was noted that in case the 
search word was a specific group of medication (e.g. betablocker), also other groups of 

Version Words in search area Considering
punctuation

Version without 
MedDRA

1A All Yes 1B

2A All No 2B

3A 10 Yes 3B

4A 10 No 4B

5A 5 Yes 5B

6A 5 No 6B

Table 1 Settings of the pipeline features of the different computational experiments.
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medications were identified (e.g. ‘diltiazem’ in case of search word ‘beta-blocker’). As the 
identified word is used for the analysis, and not the search word, this has no consequenc-
es for the analysis. 
In the training of the word embedding models, free text from clinical notes was used. 
This is domain-specific data, which can give improve the embedding of domain-specific 
words. An illustrative example is the word embedding of ‘red’. In our word embedding 
models, trained specifically on medical text, ‘red’ is closely associated with ‘itching’, ‘swol-
len’, ‘irritated’ and ‘colourings’, whereas in word embeddings on general text, ‘red’ would 
be associated with other colours.

Interobserver variability
A test set (n=988 clinical notes) was manually labelled by two independent researchers 
and was used for the evaluation of the pipeline. During this process, 908 notes were iden-
tically labelled. This resulted in an interobserver variability for the binary presence of an 
ADR of 91%. Regarding the literal extraction of the ADR and the medication, there were 
215 instances (21.7%) where the result differed between the researchers. This was mostly 
due to a difference in taking adjectives or adverbs into account or a different interpreta-
tion of the clinical note. As the pipeline is trained on one-word and two-word ADRs it was 
decided that these words were not taken into account. 
Manual labelling of the 988 clinical notes in the test set resulted in 237 (23.9%) notes that 
were binary classified as containing an ADR. These notes contained in total 392 combina-
tions of a triggered ADRs and corresponding medication. 

Evaluation of pipeline
Figures 3 and 4 show the performance of the pipeline on the different metrics and for 
the different tasks. Supplementary table 10 shows the values for true and false negatives 
and true and false positives per version and per task. The task for binary classification 
achieved the highest accuracy, varying from 0.70 to 0.84 (Figure 3A). However, as this was 

Variable Word embed-
ding models

Validation set Test set

Language Dutch Dutch Dutch

Number of unique records 277.398 2999 988

Unique patients 108,940 2,690 955

Number of unique tokens 96,086 9,297 5,464

Average number of tokens per record 54 53 53

Female sex of individuals, n (%) 56,527 (51) 1,320 (49) 459 (47)

Table 2 Characteristics of selected clinical notes for development of word embedding models, 
validation set and the test set.
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the easiest task, the accuracy of the pipeline on the exact extraction of medication and 
ADR together was much lower, varying from 0.23 to 0.64 (Figure 3D).
If we look at the specific settings of the different pipelines, the results show that the addi-
tion of the MedDRA to the pipeline did not lead to an increase in the performance of the 
pipeline (Figure 4A-4D). Overall, the inclusion of punctuation led to a better performance 
than transcending sentences (version 1, 3, and 5), and a search area of 5 words seemed to 
lead to the best results overall (version 5 and 6). 
The negative predictive value - the chance that no ADR was present when the pipeline 
did not produce an ADR- was approximately the same per task (0.69-0.91) for all versions 
of the pipeline. However, the positive predictive value (i.e. the chance that, when the 
pipeline reported an ADR, it was in fact reported in the clinical notes) varied much more 
per version (Figure 3 and 4) and varied between 0.071 and 0.71. This could be explained 
by the proportion of false negatives. The proportion of false negatives did not vary much 

Key word Most similar words in Dutch (English, cosine similarity)

Pijn op de borst 
(chest pain)

Druk op de borst 
(chest pressure, 
0.80)

Kramp op de 
borst (chest 
crampings, 0.70)

Pijn in de armen 
(pain in the arms, 
0.68)

Retrosternale 
pijn (pain ret-
rosternal, 0.67)

Verminderde 
conditie (de-
creased condi-
tion)

Afname condi-
tie (decreasing 
stamina, 0.63)

Conditieverlies 
(loss of condi-
tion, 0.63)

Verminderde 
inspanningstole-
rantie (decreased 
exercise toler-
ance, 0.62)

Overmatig 
transpireren (ex-
cessive sweating, 
0.62)

Oedeem (edema) Perifeer (periph-
eral edema, 0.81)

Enkeloedeem 
(ankle edema, 
0.80)

Pitting (pitting, 
edema 0.80)

Enkels (ankles 
edema, 0.75)

Hoesten (cough-
ing)

Sputum (sputum, 
0.75)

Slijm (mucus, 
0.71)

Hoestklachten 
(coughing com-
plaints, 0.70)

Kuchen (to 
cough, 0.70)

Duizelig (dizzy-
ness)

Zweterig (sweaty, 
0.73)

Misselijk (nau-
seous, 0.71)

Zweverig (floaty, 
0.70)

Draaierig (dizzy, 
0.69)

Statine (statin)
Simvastatine 
(Simvastatin, 
0.80)

Pravastatine 
(Pravastatin, 0.76)

Crestor (Rosuvas-
tatin, 0.75)

Atorvastatine 
(Atorvastatin, 
0.74)

Betablokker 
(Beta-blocker) Metoprolol (0.74) Atenolol (0.71) Diltiazem (0.66) Bisoprolol (0.65)

Antistolling
Acenocoumarol 
(acenocoumarin, 
0.80)

Anticoagulantia 
(Anticoagulants, 
0.78)

NOAC (novel oral 
anticoagulant, 
0.77)

Fenprocoumon 
(phenprocou-
mon, 0.74)

Amlodipine Nifedipine (0.85) Lisinopril (0.82) Barnidipine (0.81) Enalapril (0.79)

Table 3 Selection of results from the word embedding models; ADRs and medication search words 
and a selection of the most relevant similar words, where spelling mistakes are excluded. Similarity 
is based on the cosine similarity. 
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per version of the pipeline for a given task. However, the proportion of false positives had 
much more variety, caused by a change in the search area and the inclusion or exclusion 
of punctuation, which led to more ADRs found with a specific medication.
The optimal version of the pipeline depends on the task for which the pipeline is used. If 
the task is to select notes based on whether they contain ADRs, the results of the binary 
classification task (task 1) are most relevant. For this task, version 3B (i.e., no use of the 
MedDRA, search area of 10 words, and considering punctuation) generated the highest 
accuracy (0.84) and F1 score (0.67). In this case, 8.1% (80/988) of notes were classified 
as false negatives, indicating that 8.1% (80/988) of notes would not be selected when 
looking for ADRs. The most optimal version based on accuracy for identification of med-
ication, ADRs, and ADRs and medication combined was version 5B, with an accuracy for 
the different tasks of 0.75, 0.72, and 0.64, respectively. Version 3B was the optimal version 
when emphasis was on the F1 score, with scores of 0.52, 0.52, and 0.35 for identification 

Figure 3 Performance of different experimental versions of the pipeline with the inclusion of the 
MedDRA on the different tasks (A: binary evaluation, B: medication identification, C: ADR identifi-
cation, D: medication and ADR + adverse drug reaction identification). ADR: adverse drug reaction;
MedDRA: Medical Dictionary for Regulatory Activities; NPV: negative predictive value; PPV: positive 
predictive value.
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Figure 4 Performance of different experimental versions of the pipeline without the use of the 
MedDRA on the different tasks (A: binary evaluation, B: medication identification, C: ADR identifi-
cation, D: medication and ADR + adverse drug reaction identification). ADR: adverse drug reaction;
MedDRA: Medical Dictionary for Regulatory Activities; NPV: negative predictive value; PPV: positive 
predictive value.

of medication, ADRs, and medication and ADRs combined, respectively. During the eval-
uation of the notes in the test set, the prototype incorporating the MedDRA required 
approximately 70 minutes to generate an outcome for all notes, whereas the versions 
without the MedDRA took approximately 14 seconds.

DISCUSSION
In this work, the Adverse Drug Reactions Identification in clinical Notes (ADRIN) method 
and a corresponding prototype were developed. The method was evaluated on a sub-
set of clinical notes. Different versions of the prototype lead to differing results on the 
various tasks. The optimal version of the pipeline depends on the task and the trade-off 
being made; is it more valuable to find as many medication and ADR-combinations as 
possible, or find less ADRs, but also make less mistakes? If the goal is the first, a larger 
search area is better. However, even with the entire note as search area, at least 8% of all 
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medication and ADR combinations were missed. When you want to be more accurate, 
a smaller search area is preferred and punctuation should be taken into account. This 
reduces the number of false positives generated, which results in increased accuracy and 
F1-score.
Surprisingly, the versions with incorporation of the MedDRA dictionary performed worse 
on most tasks than the same version without the MedDRA. The negative effect on the 
performance by the MedDRA is due to the large increase in false positives it generated. 
This is caused by string matching with the MedDRA dictionary, leading to more identi-
fications than the specific set of frequently occurring ADRs defined by the predefined 
search words. Yet, incorporation of the MedDRA can possibly lead to an improved uptake 
of rare ADRs, but this has not been evaluated in more detail. Furthermore, misspelled 
ADRs are not recognized by the MedDRA search, creating added value of the incorpora-
tion of word embedding models. Moreover, implementation of the MedDRA in the pro-
totype significantly increased execution time, a significant attribute if real-time evalua-
tion of clinical notes is required.
Illustrative for the underreporting of ADRs is that in 54,765 (60.1%) of the discontinued 
medication entries no reason was reported for ending of the medication in the registra-
tion of a patient’s medications. Yet, there were 36,564 (61.5%) clinical notes matched to 
these medication entries, which illustrates the potential additional value of clinical notes 
in unravelling ADRs in this dataset. 
When we put the presented results in light of the ongoing developments of ADR extrac-
tion from clinical notes, we see that the performance of our pipeline is similar to other 
presented pipelines. First of all, most publications focus on the automatic extraction of 
ADRs, ADEs or adverse events26–29, whereas our study identifies the combination of med-
ication and triggered ADR. Another publication that identified both ADR and medica-
tion showed increased performance, with F-scores for drug, ADR and combination drug 
and ADR of respectively, 0.930, 0.887 and 0.53430, versus performance that we showed 
of 0.52, 0.51 and 0.34. When comparing methodologies, our method dominantly relies 
upon internal information and similarity from word embeddings, whereas Tang et al. 
use external reference sources for development of their dictionaries, which is the case 
in most studies.29,31 The use of word embeddings increases the identification of spelling 
mistakes in medication and ADRs, brand names and synonyms. Yet, in our methodology, 
there was also an increased number of false positives. 
Word embedding models can thus be used for the identification of spelling mistakes 
and brand names of medication. However, for the identification of synonyms, the use 
case must be critically evaluated. It was shown that words that indicate what is done 
with a specific prescription, e.g., ‘to lower’ and ‘to increase’, are considered similar by the 
word embedding models. It is therefore not suitable to use word embedding models 
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for identification of ‘non-ADR’ keywords, which has been solved with string matching in 
the ADRIN method. The use of domain-specific word embedding models is not new and 
limited to ADR identification, but is increasingly used in evaluation of clinical notes, e.g. 
in ICD-10 classification15 and anonymization32.
Second, publications for identification of ADRs in the English language are numerous, 
using different methods, like GATE NLP31, trigger words27 or trigger phrases28. Regarding 
foreign languages, the field is maturing. Methods developed for the English language 
can, in some cases, be transferred to other languages. However, the effort that has to be 
put into this depends on complexity of the task and the level of text interpretation.33 For 
example, a study in Danish clinical notes obtained better performance (recall of 0.75 vs. 
0.59 respectively) for sole ADR identification. This study misses approximately one fourth 
of all possible ADRs, whereas our optimal performance misses approximately 40%. How-
ever, this pipeline included manual dictionary selection and more rule-based filters in 
the model.29 
We have chosen to use the presence of a mention of medication in the clinical note as the 
starting point for identification of an ADR. However, this might result in experienced ADRs 
that are possibly missed. The performance of the pipeline might benefit from removal of 
the identification of medication and, for example, coupling with structured medication 
prescriptions to obtain information about medication use. However, the end-user should 
be aware that this also might increase the number of false positives, as the presence of 
an ADR is no longer limited by the presence of medication.
Limitations that have been identified during the evaluation of the method and prototype 
are primarily related to missed ADRs from the clinical free text, even when the entire 
clinical note is used for analysis. This problem can be solved by lowering the identifying 
threshold, but this would also lead to a potentially large increase in false positives. The 
use of machine and deep learning models can improve the performance of the ADRIN 
method. However, a large dataset of labelled clinical notes is required to train machine 
and deep learning models, which was unavailable during development of this model. 
An overall limitation of the prototype is the direct translatability to other languages. 
The word embedding models have been specifically trained on Dutch clinical notes. To 
implement this method in clinical notes in a different language search terms for word 
embedding functions must be translated to the new language. Moreover, word embed-
ding models have to be trained with notes in the specific language, before applying the 
developed method. Therefore, a large amount of clinical free text notes is required. Due 
to ethical and privacy constraints, this can be hard to acquire. Yet, it is technically possible 
to test and validate the ADRIN method in other languages by translation of search words 
and negations and after training of word embedding models with the specific language. 
To conclude, the ADRIN method and prototype are effective in recognizing adverse drug 
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reactions in Dutch clinical notes. Surprisingly, incorporation of the MedDRA did not re-
sult in improved identification on top of word embedding models. However, not all ver-
sions of the prototype are equally accurate. Different parameter settings can be chosen 
for the prototype to optimize the task of the model. In a future stage, incorporation of a 
pipeline in the EHR environment can lead to automatic identification and registration of 
ADRs. This saves precious time of the physician and decreases the previously mentioned 
underreporting of ADRs in clinical care, increasing our knowledge about ADRs, which 
might benefit the patient in the end. 
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SUPPLEMENTARY MATERIALS

Evaluation of pipeline
The different versions of the pipeline are evaluated on different tasks. To evaluate the 
performance of each version of the pipeline on different tasks, different metrics and 
their calculations are shown in Supplementary table 1.
Supplementary table 2 gives four different examples of the result of manual labelling 
and the result of a version of the pipeline. In Supplementary table 3, Supplementary 
table 4, Supplementary table 5 and Supplementary table 6, the number of true posi-
tives (TN), false positives (FP), true negatives (TN) and false negatives (FN) is shown per 
example. 

Metrics Calculation Explanation

Accuracy (TP + TN)/(TN + TP + FN + FP) Proportion of samples that have been 
correctly classified. 

Sensitivity/Recall TP/(TP + FN)
Proportion of true positives that are 
classified correctly, given the number 
of actual positives.  

Specificity TN/(TN + FP)
Proportion of true negatives that are 
classified correctly, given the number 
of actual negatives. 

Precision/Positive pre-
dictive value (PPV) TP/(TP + FP)

Proportion of true positives that are 
classified correctly, given the number 
of positive classifications.

Negative predictive 
value (NPV) TN/(TN + FN)

Proportion of true negatives that are 
classified correctly, given the number 
of negative classifications.

F1-score 2*((precision*recall)/(precision 
+ recall)) Balance between precision and recall. 

Detection rate TP/(TN + FP + FN + FP) Proportion of classifications that are 
correctly positively classified. 

Detection prevalence (TN + FP)/(TN + TP + FN + FP) Proportion of classifications that are 
positively classified

Balanced accuracy (Sensitivity + Specificity)/2 Average of sensitivity and specificity. 

Supplementary table 1 Overview of used metrics.

 TP: true positives, TN: true negatives, FP: false positives, FN: false negatives
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Text Manual 
labelling

Manual 
label

Result 
Pipeline

Pipeline 
label

Patient has developed evident hyperten-
sion with signs of clvh/strain, c.q. diastolic lv 
dysfunction. On the other hand, no signs for 
increased r pressure or dilated r structures. Pat 
was convinced to change antihypertensive 
medication.

[] 0 [] 0

This is a patient with elaborate cardiac history, 
at this moment hypertension, ace inhibitor 
was stopped. Besides, statin was halved.

[] 0

[ace, hyper-
tension], 
[inhibitor, 
hyperten-
sion]

1

<Person> because hefty rectal bleeding with 
known colitis. Ufn stop ascal. 

[ascal, 
rectal 
bleeding]

1 [] 0

Monitoring after ablation, no complaints 
(probably atrial fibrillation once, has lost more 
than 10 kilograms) is doing well. Echocar-
diogram and stress test did nothing details. 
Decrease metoprolol. Control 3 months. C/ 
state after uncomplicated isolation of lung 
veins icw atrial fibrillation without complaints 
amiodaron decreased normal stress ecg nor-
mal echocardiogram hypertriglyceridaemia b/ 
decrease metoprolol wrt  hypertriglyceridae-
mia (temporarily) stop statin/start modalim co 
3 months

[statin,  hy-
pertriglyce-
ridaemia]

1

[metopro-
lol,  hyper-
triglycer-
idaemia], 
[metopr-
olol, atrial 
fibrilation]

1

Supplementary table 2 Four examples of consult notes, the result of manual labelling and a possi-
ble result of the pipeline.
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Task A: Binary evaluation

Text Manual Pipeline Class

Patient has developed evident hypertension with signs of clvh/strain, 
c.q. diastolic lv dysfunction. On the other hand, no signs for increased 
r pressure or dilated r structures. Pat was convinced to change antihy-
pertensive medication.

0 0 TN

This is a patient with elaborate cardiac history, at this moment hyper-
tension, ace inhibitor was stopped. Besides, statin was halved. 0 1 FP

<Person> because hefty rectal bleeding with known colitis. Ufn stop 
ascal. 1 0 FN

Monitoring after ablation, no complaints (probably atrial fibrillation 
once, has lost more than 10 kilograms) is doing well. Echocardiogram 
and stress test did nothing details. Decrease metoprolol. Control 
3 months. C/ state after uncomplicated isolation of lung veins icw 
atrial fibrillation without complaints amiodaron decreased normal 
stress ecg normal echocardiogram hypertriglyceridaemia b/ decrease 
metoprolol wrt  hypertriglyceridaemia (temporarily) stop statin/start 
modalim co 3 months

1 1 TN

Text Manual Pipeline Class

Patient has developed evident hypertension with signs of clvh/
strain, c.q. diastolic lv dysfunction. On the other hand, no signs for 
increased r pressure or dilated r structures. Pat was convinced to 
change antihypertensive medication.

[] [] TN

This is a patient with elaborate cardiac history, at this moment hy-
pertension, ace inhibitor was stopped. Besides, statin was halved. []

[hyper-
tension], 
[hyper-
tension]

FP (1, 
because 
1 unique 
ADR)

<Person> because hefty rectal bleeding with known colitis. Ufn 
stop ascal. 

[rectal 
bleed-
ing]

[] FN (1)

Monitoring after ablation, no complaints (probably atrial fibril-
lation once, has lost more than 10 kilograms) is doing well. 
Echocardiogram and stress test did nothing details. Decrease me-
toprolol. Control 3 months. C/ state after uncomplicated isolation 
of lung veins icw atrial fibrillation without complaints amiodaron 
decreased normal stress ecg normal echocardiogram hypertri-
glyceridaemia b/ decrease metoprolol wrt  hypertriglyceridaemia 
(temporarily) stop statin/start modalim co 3 months

[hyper-
triglycer-
idaemia]

[hyper-
triglycer-
idaemia], 
[atrial 
fibrila-
tion]

TP (1) 
FP (1)

Supplementary table 3 Four examples of consult notes and the evaluation of binary labelling for the 
presence or absence of ADR information.

Task B: Evaluation of ADR

Supplementary table 4 Four examples of consult notes and the evaluation of the outcome of the pipe-
line on the extraction of ADRs.
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Task C: Medication evaluation

Text Manual Pipeline Class

Patient has developed evident hypertension with signs of clvh/
strain, c.q. diastolic lv dysfunction. On the other hand, no signs for 
increased r pressure or dilated r structures. Pat was convinced to 
change antihypertensive medication.

[] [] TN

This is a patient with elaborate cardiac history, at this moment hy-
pertension, ace inhibitor was stopped. Besides, statin was halved. [] [ace], [in-

hibitor] FP (2)

<Person> because hefty rectal bleeding with known colitis. Ufn 
stop ascal. [ascal] [] FN (1)

Monitoring after ablation, no complaints (probably atrial fibril-
lation once, has lost more than 10 kilograms) is doing well. 
Echocardiogram and stress test did nothing details. Decrease me-
toprolol. Control 3 months. C/ state after uncomplicated isolation 
of lung veins icw atrial fibrillation without complaints amiodaron 
decreased normal stress ecg normal echocardiogram hypertri-
glyceridaemia b/ decrease metoprolol wrt  hypertriglyceridaemia 
(temporarily) stop statin/start modalim co 3 months

[statin] [metopr-
olol]

FP (1)
FN (1)

Text Manual Pipeline Class

Patient has developed evident hypertension with signs of clvh/strain, 
c.q. diastolic lv dysfunction. On the other hand, no signs for increased 
r pressure or dilated r structures. Pat was convinced to change antihy-
pertensive medication.

[] [] TN

This is a patient with elaborate cardiac history, at this moment hyper-
tension, ace inhibitor was stopped. Besides, statin was halved. []

[ace, 
hyper-
tension], 
[inhibitor, 
hyper-
tension]

FP (2)

<Person> because hefty rectal bleeding with known colitis. Ufn stop 
ascal. 

[ascal, 
rectal 
bleeding]

[] FN (1)

Monitoring after ablation, no complaints (probably atrial fibrillation 
once, has lost more than 10 kilograms) is doing well. Echocardiogram 
and stress test did nothing details. Decrease metoprolol. Control 
3 months. C/ state after uncomplicated isolation of lung veins icw 
atrial fibrillation without complaints amiodaron decreased normal 
stress ecg normal echocardiogram hypertriglyceridaemia b/ decrease 
metoprolol wrt  hypertriglyceridaemia (temporarily) stop statin/start 
modalim co 3 months

[statin,  
hypertri-
glyceri-
daemia]

[metop-
rolol,  
hypertri-
glyceri-
daemia], 
[metopr-
olol, atrial 
fibrila-
tion]

FP (2)
FN (1)

Supplementary table 5 Four examples of consult notes and the evaluation of the outcome of the pipe-
line on the extraction of medication that caused the ADR.

Task D: Evaluation of medication and ADR

Supplementary table 6 Four examples of consult notes and the evaluation of the outcome of the pipe-
line on the extraction of the medication and ADR combination.
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Cosine similarity in word embedding models
The cosine similarity between search words and the words in the search area of the clin-
ical note was used to extract medications and ADRs from text. Thresholds for cosine sim-
ilarity were defined based on the trade-off between the number of identified ADRs and 
correct matches. This analysis was performed on the validation set. For each search word, 
a grid search was performed with thresholds between 0.50 and 0.60 to determine the op-
timal threshold value. A threshold was determined in a way that it captures a significant 
number of words, without generating too many false positives and are based on visual 
inspection of figures such as Supplementary Figure 1 and evaluation of the most simi-
lar words as is displayed for a specific selection in Table 3. False positives are generated 
when the threshold is set at a value that is too low. Furthermore, different search words 
had overlap in their identified matches. Therefore, the chosen threshold could be set to 
a higher value, because another synonym of the word is already captured by another 
search word. This reduces the number of false positives. An example of threshold evalu-
ation is shown in Supplementary figure 1 for the word ‘dizziness. The selected threshold 
was set to 0.58.

Supplementary figure 1 Grid search for selection of threshold to evaluate the number of (correct) 
matches for the search word ‘dizziness’. 
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ADR Number of 
mentions, n

Myalgia 157

Oedema 84

Kidney Dysfunction 72

Cough 67

Arrhythmia 49

Hypotension 48

Fatigue 48

Dizziness 44

Headache 30

Stomach pain 27

Supplementary table 7 Frequency of diferent 
ADRs that were manually extracted from the 
free text of the reason for discontinuation of a 
prescription. 

ADR Search Words Threshold

Myalgie (myalgia) 0.50

Nierfunctiestoornis (kidney 
dysfunction) 0.60

Kriebelhoest (cough) 0.55

Oedeem (edema) 0.60

Hypotensie (hypotension) 0.57

Aritmie (arrythmia) 0.50

Moeheid (fatigue) 0.55

Duizeligheid (dizzyness) 0.58

Hoofdpijn (headache) 0.56

Hematome (haematoma) 0.54

Atriumfibrileren (atrial fibrilla-
tion) 0.59

pijn_op_de_borst (chest pain) 0.60

lage_rr (low blood pressure) 0.51

verminderde_conditie (de-
creased stamina) 0.60

dikke_enkels (swollen ankles) 0.60

hoge_bloeddruk (high blood 
pressure) 0.58

hoge_hr (high heart rate) 0.58

chonotrope_incompetentie 
(chronotropic incompetence) 0.70

traag_sinusritme (slow sinus-
rhythm) 0.77

qrs_verbreding (qrs elongation) 0.72

depressieve_gevoelens (de-
pressed feelings) 0.75

laag_kalium (low potassium) 0.65

pijnlijk_gevoel (painful feelings) 0.80

Medication Search Words Threshold

Acenocoumarol (Acenocou-
marol) 0.68

Amiodarone (Amiodaron) 0.64

Amlodipine (Amlodipine) 0.67

Aspirine (Aspirin) 0.65

Clopidogrel (Clopidogrel) 0.63

Gemfibrozil (Gemfibrozil) 0.76

Hydrochloorthiazide (Hydro-
chlorothiazide) 0.66

Medicatie (Medication) 0.61

Metoprolol (Metoprolol) 0.70

Beta (beta) 0.63

Nitroglycerine (Nitroglycerin) 0.65

Perindopril (Perindopril) 0.68

Statine (Statin) 0.66

Tamsulosine (Tamsolusin) 0.75

Valsartan (Valsartan) 0.67

Supplementary table 8 Search words - Dutch and (English) - for the identification of ADRs, medica-
tion and the predefined cosine similarity threshold.
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Not-ADR keywords before Medication Not-ADR keywords after medication

Verdubbeling (double) Verhoogd (increased)

Verhoogde (increased) Verdubbeld (doubled)

Dosisverhoging (increased dose) Verdubbeling (double)

Begonnen (started) Gestart (started)

Start (start) Verhogen (to increase)

Ophogen (increased) Opgehoogd (increased)

Hoogde (increased) Uitgebreid (expanded)

Hoog (increase) Toegevoegd (Added)

Begonnen (started)

Ophogen (to increase)

Hoogde (increased)

Supplementary table 9 Words that indicate a change or the initiation of medication. These words 
stop further evaluation of ADRs and medication in the text.

Supplementary figure 2 Example of the preprocessing that was performed on the clinical notes.
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Supplem
entary table 10 O

verview
 of confusion m

atrix for all versions of the pipeline and all tasks. 

Version
Task

TN
FN

FP
TP

version 1A
Binary

639
72

112
165

A
D

R
639

174
270

190

M
edication

639
118

256
168

A
D

R+M
edication

639
239

491
153

version 1B
Binary

664
79

87
158

A
D

R
664

186
191

178

M
edication

664
125

209
161

A
D

R+M
edication

664
247

378
145

version 2A
Binary

531
67

220
170

A
D

R
531

156
828

208

M
edication

531
118

562
168

A
D

R+M
edication

531
237

2028
155

version 2B
Binary

566
73

185
164

A
D

R
566

167
526

197

M
edication

566
126

498
160

A
D

R+M
edication

566
250

1417
142

version 3A
Binary

651
74

100
163

A
D

R
651

171
223

193

M
edication

651
121

211
165

A
D

R+M
edication

651
240

391
152

version 3B
Binary

676
80

75
157

A
D

R
676

183
157

181

M
edication

676
128

163
158

A
D

R+M
edication

676
248

298
144

Version
Task

TN
FN

FP
TP

version 4A
Binary

576
53

175
184

A
D

R
576

147
432

217

M
edication

576
103

375
183

A
D

R+M
edication

576
223

778
169

version 4B
Binary

614
63

137
174

A
D

R
614

159
296

205

M
edication

614
114

295
172

A
D

R+M
edication

614
235

581
157

version 5A
Binary

678
98

73
139

A
D

R
678

217
149

147

M
edication

678
154

145
132

A
D

R+M
edication

678
273

235
119

version 5B
Binary

699
112

52
125

A
D

R
699

226
99

138

M
edication

699
163

108
123

A
D

R+M
edication

699
279

173
113

version 6A
Binary

641
82

110
155

A
D

R
641

203
237

161

M
edication

641
139

220
147

A
D

R+M
edication

641
265

367
127

version 6B
Binary

669
99

82
138

A
D

R
669

213
153

151

M
edication

669
151

160
135

A
D

R+M
edication

669
273

261
119

A
D

R: adverse drug reaction, TN
: true negative, TP:  true positive, FN

: false fegative, FP: false positive
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ABSTRACT 
Healthcare, conceivably more than any other area of human endeavour, has the great-
est potential to be affected by artificial intelligence (AI). This potential has been shown 
by several reports that demonstrate equal or superhuman performance in medical tasks 
that aim to improve efficiency, diagnosis and prognosis. This review focuses on the state 
of the art of AI applications in cardiovascular imaging. It provides an overview of the 
current applications and studies performed, including the potential value, implications, 
limitations and future directions of AI in cardiovascular imaging.
It is envisioned that AI will dramatically change the way doctors practise medicine. In 
the short term, it will assist physicians with easy tasks, such as automating measure-
ments, making predictions based on big data, and putting clinical findings into an evi-
dence-based context. In the long term, AI will not only assist doctors, it has the potential 
to significantly improve access to health and well-being data for patients and their care-
takers. This empowers patients. From a physician’s perspective, reliable AI assistance will 
be available to support clinical decision-making. Although cardiovascular studies imple-
menting AI are increasing in number, the applications have only just started to penetrate 
contemporary clinical care.
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INTRODUCTION 
Each year, more and more cardiac imaging investigations are being performed.1 This 
is driven by multiple factors, such as increased acceptance of imaging, which over the 
years has played an incremental role in diagnosis, management and monitoring treat-
ment outcome. In addition, imaging has become more widely available, and imaging 
equipment has become not only more precise, but also faster and cheaper. The improved 
quality and interpretability of imaging studies has not only led to increased satisfaction 
for the patient, but could also lead to increased reassurance of the doctor from a clinical 
and legal perspective. From an economical perspective, the global increase in healthcare 
costs is in part related to the increasing number of imaging units present in the hospi-
tal and thus the increased number of imaging studies performed.2 However, the expan-
sion of imaging capabilities and subsequent analyses stretches the limits of productivity 
of the average imaging specialist. Medical artificial intelligence (Al) is a solution for the 
standardised evaluation of the increasing number of medical images. Scientific literature 
has started to demonstrate that smart computers utilising AI can provide guidance and 
assistance during image acquisition and evaluation. This potentially has a significant in-
fluence on the physician's workload. 

Why is AI promising for medical imaging? 
One definition of AI is 'the science of making machines do things that could be consid-
ered intelligent when they were performed by human beings', although 'intelligence' 
itself could be considered a poorly defined term.3 AI applications are increasingly used to 
solve problems in healthcare and medicine, as demonstrated by an increasing number of 
studies using keywords such as 'artificial intelligence', or the methodological references 
'machine learning' (ML) and 'deep learning' (DL).4 The former refers to the development 
of models where input variables are predefined, e.g. the use of clinical, stress-testing and 
imaging variables for the prediction of major adverse cardiac events (MACE).5 The latter 
type of learning is based on the intrinsic discovery of important features in a multi-lay-
ered model set-up, e.g. using echocardiographic images to classify the view.6

AI researchers aim to develop and train self-learning models. These models pursue the 
identification of sophisticated relationships between a given input and corresponding 
outcome of multiple samples. As alluded to before, the definition of AI varies between 
experts, but they all refer to implementation of a distinctly human characteristic in mod-
els: exploiting previous experience to increase knowledge on how to perform a task in 
order to enhance decision-making in the future.7 
The notion of applying AI to medical imaging is fascinating for multiple reasons. First of 
all, it is becoming apparent that image datasets harbour considerably more useful data 
than a human can typically process. Secondly, simple tasks, like drawing contours and 
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subsequent measurements, can be performed by computers more consistently, without 
interruption and many times faster than by humans. Although the development of use-
ful ML models will take time, it is postulated that the implementation of AI will enable 
physicians to start working more efficiently.8,9 

For medical imaging, AI impacts all steps of the imaging chain (Figure 1). The first step is 
decision-support for selection of the appropriate diagnostic imaging modality. Currently, 
healthcare is continuously pushing towards evidence-based decision-making and the 
use of guidelines. AI-based decision-support tools can aid in the selection of the most 
appropriate imaging test for individual patients. Furthermore, vendors are currently 
selling the first commercial products that implement ML during the examination of a 
patient.6,10 Following acquisition, AI is implemented in image reconstruction (e.g. using 
low-dose computed tomography, CT, to obtain an optimal anatomical reconstruction11), 
image interpretation and diagnosis (e.g. computer-aided diagnosis of myocardial infarc-
tion, MI, in echocardiography12). The final step in the imaging chain is to identify relevant 
prognostic and predictive information from cardiac imaging (e.g. prediction of adverse 
outcome in patients with pulmonary hypertension13). 
The concept of personalised medicine is the combination of specific knowledge about 
an individual patient's characteristics in order to tailor the predicted prognosis, choose 
treatment based on anticipated response or susceptibility for a specific disease.14 Truly 
personalised medicine for multiple diseases is an important goal for the future of health-
care. For instance, direct application of AI would be very suitable for the evaluation of sex 
and gender differences, which is an important topic in current cardiovascular research. 
To accomplish this goal, different sets of data in healthcare must be combined: imaging 
data, electronic health records, biomarker analysis, genetic data, and others.15 Although 
there have been attempts at combining different data sources, with some promising re-
sults5,15,16, current research in AI has not yet reached this level of complexity in healthcare.
Most published studies have focused on automated segmentation, post-processing and 
computer-aided diagnosis. Therefore, this review predominantly focuses on narrow AI 

Figure 1 Artificial intelligence is able to impact all steps in the imaging chain. 
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projects that could prove useful in the near future in cardiovascular imaging. We aim to 
provide a non-systematic narrative overview of the early applications and studies of the 
implementation of AI in cardiac imaging, categorised by the different imaging modali-
ties: echocardiography, CT, magnetic resonance imaging (MRI) and nuclear imaging. 

IMPLEMENTATION OF AL IN CARDIOVASCULAR IMAGING 

Echocardiography 
Echocardiography is the most widely used imaging modality in cardiology.17 The advan-
tages of ultrasound are portability, speed and affordability. However, it is a user-depend-
ent method and intensive training is required in order to achieve accurate interpretation 
of the acquired data.18 AI can aid in a more standardised analysis of echocardiographic 
images, to reduce user dependency. It has already demonstrated the ability to aid in the 
analysis of echo images, allowing the generation of important cardiac variables on-the-
fly with automated classification of echocardiographic views (unpublished; DiA Imaging 
Analysis/GE Healthcare). 
AI has been applied to different steps in the echocardiographic imaging chain. Firstly, 
during the acquisition of echocardiographic images, automated identification and meas-
urement of the left ventricular wall has been implemented with an ML-based model. Per-
formance of this algorithm is comparable to the traditional 3D echocardiographic meth-
ods and cardiac MRI. However, in a minority of pathologies, e.g. congenital disorders or 
disease with small ventricular cavities, the left ventricular myocardium is not optimally 
recognised by the implemented algorithm.19 
Secondly, AI is applied in the post-processing of echocardiographic images. To facili-
tate a fully automated analysis, algorithmic classification of standard views is essential.20 
Madani et al. showed that a DL model achieves a similar performance in view classifi-
cation to that of a board-certified echocardiographer (Figure 2).6 Parameters of cardiac 
function have been analysed and determined with AI-based models trained with echo-
cardiographic data. Results showed that the determination of left ventricular ejection 
fraction and longitudinal strain via AI generates similar results to those with expert visual 
determination.21 Also, segmentation of the left and right ventricle is of interest, with the 
goal of automating ejection fraction measurements. The feasibility for the segmentation 
of the left ventricle using an AI model trained with small training sets has been demon-
strated. The accuracy of the segmentation increased when the number of training imag-
es used was increased. This result shows an important characteristic of AI; increasing the 
amount of input data will usually improve the model's performance. However, it should 
also be noted that using a more diverse dataset of images typically provides more gen-
eralisable results.22 A similar performance was shown for determination of the size and 
function of the right ventricle. The correlation between automated and convention-
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al right ventricular measurements ranged between 0.79 and 0.95 (r-values). However, 
Bland-Altman analysis showed that both end-diastolic and end-systolic volumes were 
usually overestimated in automated analyses. Furthermore, this method was semi-au-
tomated and required manual tracing of the right ventricular wall in a single frame.23 All 
previously mentioned studies applied post-processing steps, performed after data ac-
quisition. Excitingly, on-the-fly echocardiographic analysis has recently been introduced 
into the software of handheld ultrasound devices, enabling automated analysis of varia-
bles during acquisition. 
In addition to automated analysis, classifying or diagnosing several cardiac pathologies 
has been demonstrated. Moghaddasi and Nourian24 used three different classifiers for 
the detection of mitral regurgitation. A support vector machine provided the most accu-
rate results for determination of severity (accuracy: >99% for every degree of severity), as 
evaluated by human interpretation. Automated identification of MI has been enhanced 

Figure 2 Images obtained from the research performed by Madani et al.6 A. 2D representation of 
the differenc echocardiographic views. Different colours represent the different standard echocar-
diographic views. A deep-learning model enabled classification, which resulted in the clustering 
as can be seen in the plot on the right. B. The saliency maps (occlusion map not shown). The input 
pixels weighted most heavily in the neural network’s classification of the original images (left). The 
most important pixels (right) make an outline of relevant structures demonstrating similar patterns 
that humans use to classify the image. C. The confusion matrices for different classifiers. The actual 
views are represented on the vertical axes. The horizontal axes represent the classification of views 
by a neural network with video classification input (c1), a neural network with still images as input 
(c2) and the classification performed by a board-certified echocardiographer (c3). The numbers 
in the squares represent the percentage of labels predicted for each category (rounding causes 
addition to not always add up to 100). 



1 

7

AI in cardiovascular imaging

135

with AI using different input features. Strain rate curves and segmental deformation for 
identification of MI demonstrated an accuracy of 87%.25 Another study performed an 
analysis of MI using texture descriptors derived from the discrete wavelet transforms 
of the ultrasound signal (accuracy 99.5%).12 Narula et al.26 used speckletracking data to 
discriminate between an athlete's heart and hypertrophic cardiomyopathy with three 
different classifiers. The models showed increased accuracy when different echocardi-
ographic features were combined compared to single features alone. Although these 
pathologies are clinically similar, the ML model may present the opportunity to differen-
tiate between phenotypes and modify therapy.26 Similar echocardiographic data were 
used to differentiate between patients with restrictive cardiomyopathy and constrictive 
pericarditis. Although differentiation of these entities using four echocardiographic pa-
rameters without AI generates an area under the receiver operating characteristic curve 
(AUC) of 0.942, an associative memory classifier trained with features from speckle track-
ing echocardiography in addition to the four echocardiographic features generated an 
improved AUC of 0.962. While similar results were obtained with and without AI, this 
study demonstrates that implementation of AI for discrimination of these entities is fea-
sible.27 Zhang et al.28 published a study that includes segmentation, calculation of several 
clinical parameters and diagnosing three different cardiac pathologies in 14,035 echo-
cardiograms. The application of AI was shown to be feasible in many steps along the 
imaging pathway, e.g. for detection of disease the AUC varied from 0.85 to 0.93.28

Another specific diagnostic domain for the implementation of AI is the characterisation 
of the phenotype of heart failure with preserved ejection fraction (HFpEF). This disease 
has a heterogeneous profile and its management is limited by the lack of a true gold 
standard definition.29 In a study30 on 100 subjects, both HFpEF patients and healthy, but 
hypertensive and breathless, control subjects, a classifier had an accuracy of 81% for the 
classification of patients with HFpEF. This classification was based upon spatial-temporal 
rest-exercise features, which were partly determined by ML algorithms. This study shows 
the application of AI in diagnosis and post-processing of imaging, respectively.30 Shah 
et al.31 also used a combination of imaging and clinical variables for classification and 
prediction of outcome in patients with HFpEF This study showed an AUC between 0.70 
and 0.76 during validation. Unsupervised phenomapping of HFpEF patients generated 
three different phenotypes with a significant difference in endpoints of cardiovascular 
hospitalisation or death. An unsupervised analysis of a combination of data sources has 
also been used in the identification of patients with heart failure that benefit from cardi-
ac resynchronisation therapy.32 
In summary, in the short term AI will likely be implemented in echocardiography for auto-
mated segmentation and analysis of left and right ventricle contours and automated cal-
culation of volumetric parameters, thereby reducing the workload of echocardiographic 
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technicians. Subsequently, classification of disease with AI can be achieved, based solely 
on echocardiographic images, as well as combining imaging data with clinical variables, 
supporting clinicians and radiographers on the fly. This will also enable the generation of 
new hypotheses and lead to better diagnostic and prognostic performance in different 
cardiovascular pathologies. 

Computed tomography 
Cardiac CT has made a leap forward in the last decade, focusing on the visualisation of 
stenosis in the coronary tree, plaque characteristics, coronary calcification and scoring 
and, more recently, the modelling of flow.33 Promising opportunities for AI in CT are au-
tomated noise reduction, while retaining optimal imaging quality, and the avoidance of 
invasive coronary angiography (ICA) for determination of significant stenosis.34,35

In the context of image acquisition, Wolterink et al.35 described and validated a method 
with which to obtain reduced radiation dose CT images by training a DL model. Low-
dose CT images were used to estimate the routine-dose CT images. A similar approach 
with a convolutional neural network was used to determine the calcium score from reg-
ular coronary CT angiography (CTA). This obviated the need for calcium score CT and 
thereby reduced radiation exposure for the patient.36 Another application of AI in CT is 
post-processing of the images. Zreik et al.37 showed that automated segmentation of 
the left ventricle from coronary CTA with convolutional neural networks is a feasible and 
reliable option. 
A topic that has been extensively studied is the identification of significant coronary 
stenosis from coronary CTA. Significant coronary stenosis is defined as a fractional flow 
reserve (FFR) <0.8 determined during ICA. The use of AI replaces the need for invasive 
measurements and generates clear models of local FFR. Different input features derived 
from coronary CTA have been used for modelling: physiological features38, quantitative 
plaque measurements39, features calculated from different spatially connected clusters 
of heart segmentation40, and geometric features of the coronary anatomy9,41. Also fea-
tures from CT perfusion are being evaluated for use with AI.42 Currently, non-invasive 
measurements of FFR are performed with computational fluid dynamics, which is com-
putationally demanding. Substitution of this method by AI was shown to be faster and 
performance was equally good.9,38 Improvement of non-invasive determination of FFR 
was obtained by accounting for partial volume effects with Al. Partial volume effects lead 
to an overestimation of the vessel lumen area.43 This development leads to an opportu-
nity to decrease the number of ICAs, while allowing for targeting specific stenosis dur-
ing ICA and, thus, decreasing the duration of the procedure. Automated identification of 
coronary artery calcium (CAC) has also been subjected to AI approaches, showing that 
automated identification of CAC in ECG-gated non-contrast-enhanced CT imaging has 
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an intra-class correlation coefficient of 0.95. This performance is similar to that of a hu-
man expert.11 
A small number of studies have been performed to determine the diagnostic value of 
AI in coronary CTA. Zreik et al.44 obtained an accuracy of 0.77 for the detection and char-
acterisation of coronary plaque. For the detection of stenosis and determination of the 
anatomical significance, an even higher accuracy of 0.80 was obtained, with a dataset of 
163 patients. Kolossvary et al.45 used a more supervised approach with predefined meas-
urements, so-called radiomics46 features, to identify coronary plaques with a napkin-ring 
sign (NRS). This sign is an independent prognostic marker of MACE. A large number of 
texture features, derived from the radiomics set, are able to differentiate between plaques 
with and without NRS.45 Another study used texture features derived from calcium score 
CT as the input in ML models to discriminate between patients with acute or chronic MI 
and control subjects. This resulted in an AUC of 0.78 and obviated the need for gadolini-
um-enhanced MRI.47 However, it has to be noted that manual segmentation of the coro-
nary plaques and the left ventricular wall was required, creating an extra non-automated 
action. This limits the possible implementation in the cardiologist's clinical workflow. 
Besides automated analysis and diagnostics, prognostic evaluation has been applied in 
cardiac CT. Survival analysis was performed in different patient groups with a cardiovas-
cular risk. In the classification of all-cause mortality among patients with suspected cor-
onary artery disease (CAD), ML models exhibited a larger AUC (0.79) than the individual 
clinical and coronary CTA metrics (e.g. Framingham risk score: 0.61, segment stenosis 
score: 0.64, segment involvement score: 0.64, Duke index: 0.62).16 A similar prognostic 
model was developed using coronary CTA features derived from the stenosis. This model 
generated a risk score for all-cause death and non-fatal MI during a follow-up of >3 years 
and resulted in an AUC of 0.771. This AUC was higher than for each of the individual con-
ventional coronary CTA variables.48

Results of AI-based models are promising for cardiac CT; more specifically there is a great 
future for coronary CTA, mainly due to the non-invasive nature of CT imaging, which is 
relatively user-independent and fast. Reducing the radiation dose is a relevant applica-
tion of AI for patients, but preserving spatial resolution is important to make appropriate 
diagnostic and possibly prognostic decisions. Another purpose of AI in coronary CTA is 
reducing the need for ICA by expanding the informational value of the diagnostic imag-
es. Given the number of studies that apply AI in CT, this field is expanding and starting to 
incorporate other data sources in the analysis. This creates valuable models and brings us 
closer to a world of personalised medicine. 

Magnetic resonance imaging 
Cardiac MRI is a field that comprises the imaging of many aspects of the heart: anatom-
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ical imaging, contractile function, flow imaging, perfusion imaging and, importantly, 
myocardial characterisation.49 However, given the many opportunities that cardiac MRI 
offers with regard to AI applications and the technological methods used in MRI, radiog-
raphers that have experience and knowledge of physics and cardiac anatomy are integral 
to image acquisition and analysis. As a consequence, the quality of cardiac MR images is 
not only user dependent, but also patient, scanner and vendor dependent. 
Automated segmentation of cardiac structures and infarct tissue have been the main 
topic of interest in cardiac MRI thus far. Several studies have been published on the au-
tomated segmentation of cine images50–54 and automated calculation of cardiac param-
eters from MRI55,56. Multiple software programs are available that perform automated 
segmentation based upon Al. Algorithms for automated segmentation of enhancement 
on late gadolinium enhancement imaging were summarised and tested by Karim et al.57, 
whose study showed that AI algorithms provided greater accuracy than fixed-model ap-
proaches. Beyond performance, the reduction in time is a particularly important charac-
teristic of automated AI-based segmentation51, as can be seen in Figure 3. Baessler et al.58 
used ML models to select the most important texture features, derived from cine images, 
to differentiate between patients with MI and control subjects. The use of two texture 
features in multiple logistic regression generated an AUC of 0.92. Implementation of this 
model in a clinical setting precludes the need for gadolinium-enhanced cardiac MRI, po-
tentially expanding the eligible patient population and reducing costs. All these studies 
suggest the feasibility of simplifying further analysis of myocardial tissue in large cardiac 
MRI datasets. An interesting approach by Snaauw et al.59 demonstrated to possibility of 
so-called end-to-end classification of disease on cardiac MR images, without the need 
for annotation.  
Two studies have been reported that perform predictive modelling with cardiac MRI 
data. First, principal component analysis was used to determine survival in patients with 
pulmonary hypertension. Input for the analysis was the three-dimensional cardiac mo-
tion of the right ventricle. This method showed an AUC of a time-dependent receiver 
operating characteristic analysis of 0.73 for the inclusion of 3D-MR features in the model, 
besides clinical, functional and regular MR features and features derived from right sided 
heart catheterisation (otherwise: AUC 0.60). Median follow-up time was 4.0 years.13 A sec-
ond predictive model examined the deterioration of left ventricular function in patients 
with a repaired tetralogy of Fallot. This study indicated that ML models can be useful for 
planning early intervention in patients at high risk (AUC: 0.87 for major deterioration). 
Follow-up duration had a median of 2.7 years.60

To conclude, due to major disadvantages that compromise inter- and intra-patient com-
parability in MRI, the application of diagnostic and prognostic Al in MRI is more challeng-
ing than in other imaging modalities. In the short term, the use of Al in cardiac MRI will 
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therefore be primarily focusing on automated segmentation and calculation of variables. 
There are vendors who have incorporated this into their software. Nonetheless, efforts 
to increase the use of Al for diagnostics and prognostics in CMR continue, with the key 
challenge of overcoming the between-study comparability of MR images. Methods are 
being developed and currently further optimised and standardised. 

Nuclear imaging 
Nuclear imaging of the heart is used to assess perfusion defects within the myocardial 
wall. Myocardial perfusion single-photon emission computed tomography (SPECT) and 
positron emission tomography (PET) are methods for cardiac nuclear imaging, although 
the latter is rarely used in clinical practice due to its costliness, among other reasons. 
Whereas PET is based on the simultaneous detection of two opposite annihilation pho-
tons, SPECT uses gamma rays emitted by a radioactive tracer to reconstruct tissue with 
uptake. Both nuclear imaging methods can be combined with MRI or CT, which has 
shown to improve their clinical value, although cardiac PET-MRI has only just started to 
be used in larger centres.61,62

The automated analysis of SPECT is a growing field of interest for research. Normal and 
abnormal myocardium in CAD can be classified with AI-based models, with performance 
reported to be similar to the visual analysis of SPECT images.63 Also, the detection of lo-

Figure 3 Comparison of processing times of segmentation of the aortic valve in cardiovascular 
magnetic resonance phase contrast imaging. Automated segmentation used a neural net work 
approach, trained with 150 segmentations. Validation was done in a cohort of 190 segmentations. 
Automated segmentation times were obtained with GPU acceleration. However, also without GPU 
acceleration, the average segmentation time was 19.04s. (Images obtained from Bratt et al.51)
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cations with abnormal myocardium has been investigated. An artificial neural network, 
trained with expert interpretations of SPECT images, improved the identification of stress 
(AUC: 0.92), rest defects (AUC: 0.97) and stress-induced ischaemia (AUC: 0.97) compared 
to conventional scoring; the AUC of the summed stress score, summed difference score 
and the summed rest score was 0.82, 0.75 and 0.91, respectively.64 Another study by this 
group compared an improved version of the neural network to the older version, show-
ing that retraining of the model improved the identification of ischaemia. The AUC in-
creased to 0.96.65 
The accuracy of SPECT can be boosted by the integration of clinical data and quantitative 
imaging features in an ML model. The diagnostic accuracy in the detection of obstructive 
CAD was improved with an ML model with quantitative and clinical features. This model 
generated a marginally better result than a model with solely clinical features (accura-
cy: 79.4% vs 75.7%). The performance of the model was similar to the visual analysis of 
one experienced reader (78.5%) and better than another (73.5%).66 Also, Betancur et al.8 
examined the automated prediction of obstructive CAD. DL models were trained with 
the raw and quantitative perfusion polar maps. Al-based models showed a higher AUC 
(0.80) for prediction of CAD than the current clinical method (0.78) in 1638 subjects. An-
other study showed utility in aiding decision-making for cardiac interventions. SPECT 
data, merged with functional and clinical features, were used to predict the necessity for 
revascularisation. The results of this study showed that an ML approach (AUC: 0.81) was 
comparable to or better than two experienced readers (AUC: 0.81 and 0.72) in the predic-
tion of the need for revascularisation.67

MACE were also studied in 2619 patients who were referred for myocardial perfusion im-
aging. This risk analysis was based upon an ML model that combined clinical information 
with myocardial perfusion SPECT data. This model showed a higher AUC than a model 
with solely imaging features (AUC: 0.81 vs 0.78).5 Another study by Haro Alonso et al.68 
compared an ML model with baseline logistic regression for the prediction of cardiac 
death. Patients were selected if they had undergone myocardial perfusion SPECT and 
imaging parameters were used for modelling. The study showed that baseline logistic 
regression (AUC: 0.77) was outperformed by all ML models, with the support vector ma-
chine generating the highest AUC (0.83). ML models have also been used in cardiac PET. 
However, in this case PET variables were used as the output classification, using demo-
graphic, clinical and functional variables as input. ML models were superior to logistic 
regression for the identification of myocardial ischaemia, based upon PET images, and 
selection of patients at risk for MACE.69 
To conclude, short-term applications for Al in nuclear imaging are predominantly focused 
on automated detection of perfusion defects in the myocardial wall. Because nuclear im-
aging can be easily combined with CT or MRI, this enables enhanced fusion of multiple 
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data sources in addition to clinical data. Such methods have been shown to improve the 
performance of diagnostic and predictive models. However, in the long term, the high 
radiation exposure during nuclear imaging remains a limitation in the cardiac clinic, and 
hence also to the penetration of Al into this imaging modality. 

CONCLUSIONS AND FUTURE DIRECTIONS 
Cardiovascular imaging has shown remarkable advancements in the last few decades, 
leading to detailed imaging of not only structural, but also physiological and even mo-
lecular characteristics of the cardiovascular system. The advancement of Al creates op-
portunities in healthcare to obtain more sophisticated information from imaging, and 
to find patterns in available data sources that are too complex for the human brain. In-
tuitively, it is more a question of when, rather than if, AI technology will offer significant 
help for the cardiologist, and in particular the imaging specialist. Applications are already 
being implemented in the clinical workflow based on research that shows equal or better 
performance than analysis by the physician or conventional (semi-)automated methods, 
with the aim of reducing the workload of the physician and enhancing decision-making. 
The use of AI in cardiac CT applies to many steps of the imaging chain, whereas the ap-
plication of AI in cardiac MRI has so far primarily focused on automated segmentation of 
anatomical structures of the heart. In addition, nuclear imaging and echocardiography 
have used predictive and prognostic modelling. Nevertheless, the implementation of AI 
faces significant challenges. There are efforts underway to improve the comparability 
of imaging modes. Automated segmentation or extraction of imaging features is likely 
to be 'solved' first, and this will help to standardise and accelerate the analysis of large 
datasets. 
Despite promising results, the implementation of AI in contemporary cardiovascular 
healthcare has been limited to date.70,71 Several reasons contribute to this observation. 
First, regulatory bodies, like the American Food and Drug Administration, have difficulty 
with the regulation and approval of software based on AI.72 This delays the allotting of 
certification marks and the introduction of products on the consumer market. Second, 
the added value of AI in clinical care remains to be determined and established. No stud-
ies have been performed that show that the implementation of AI indeed leads to high-
er quality of care, lower healthcare costs or improved patient outcomes.15 Furthermore, 
due to the 'black box' used in many ML models and the dependency on input data for 
the performance of a model, it is difficult to replicate or explain experiments. Repeat-
ing studies and validating designed ML models will be important before routine imple-
mentation in clinical practice.73 This requires sharing of data and model settings, which 
is uncommon in clinical research; also patient privacy and compliance with regulations 
regarding patient data are critical considerations. Third, physicians are not yet prepared 
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for the implementation of AI in the daily clinical setting. Trust in these new technologies 
has to be built, supported by efforts towards transparency and explainability.74 Fourth, 
the datasets used in the described studies are commonly relatively small. A large range of 
different patients must be included in studies to develop appropriate models. Diversity 
in ethnicity, gender and age must be guaranteed to build widely applicable models. This 
includes the data used during training, validation and testing of the model. Furthermore, 
a standardised method for storing or extraction of information in the electronic health 
record should be developed. The use of free text should be reduced to enhance data 
analysis and application of AI. 
There is also an opportunity for future research to focus on the implementation of data 
from multiple sources in ML models, including biomarkers, genomics, proteomics and 
metabolomics.15 This can improve predictive value of ML models and create personalised 
healthcare for patients. Text mining and improvement of the predictive value of free text 
analysis are being explored75,76, but standardised reporting can clearly facilitate the im-
plementation of AI worldwide. The implementation of multiple sources in ML models can 
also contribute in deciding whether to refer a patient for cardiac imaging, e.g. immediate 
therapeutic decision-making based on CT data without the need for ICA41. 
Current AI technology is considered to be 'narrow', meaning it is good at one particu-
lar task, and it is only as good as the dataset that trained it. AI has made remarkable 
progress, and despite a clear peak of potentially inflated expectations, the number of 
translational studies that implement so-called narrow AI is slowly growing, with some 
results already showing performance that is equal to or better than that of conventional 
methods (e.g. Motwani et al.16) or expert analysis (e.g. Arsanjani et al.66). It will take more 
than a few decades before we are able to achieve so-called general, human-like AI. It will 
undoubtedly take time for the adoption of such methods in daily clinical practice, where 
decisions are complex. Moreover, practice is relatively conservative in the face of ethical 
and medico-legal considerations.74 
Physicians need to realise that AI is a tool that will not replace many tasks in the short 
term, but will likely enhance diagnostic and decision-making capacity. Human per-
formance will be augmented, and it is likely this will improve the outcome of patients 
through better diagnosis, fewer errors and significant time-saving that could help us cre-
ate more productive patient-doctor interactions.
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ABSTRACT
Background The pre-test probability (PTP) risk stratification tool is currently used to guide 
the decision to refer patients for (non-) invasive additional diagnostic testing for obstruc-
tive coronary artery disease (CAD). Based on this probability patients are either referred 
or not. The PTP slightly underestimates the presence of CAD, and sex-specific perfor-
mance metrics have not been published. Additional cardiovascular risk factors are used 
to improve decision-making in patients with CAD. However, these risk factors are not 
structurally assessed. The wealth of additional information currently available in elec-
tronic health records may add to the performance of the PTP. 

Aim To show sex-specific performance and calibration of the PTP for CAD and demon-
strate whether performance improves with the addition of variables and use of machine 
learning models.

Methods The study population consisted of 34,524 patients (19,141 women, 55.4%) with 
chest pain or dyspnoea, that visited a diagnostic outpatient cardiology clinic for the first 
time. Data extraction from electronic health records and feature engineering resulted in 
521 features. Outcome classification was a diagnosis of CAD during or within six weeks 
after the first consult made by the cardiologist. PTP of CAD was classified according to 
the 2019 ESC guidelines for chronic coronary syndromes. A gradient boosting and Lasso 
logistic regression model were fitted on 75% of the data and performance was evaluated 
on the remaining 25%. Performance of the models was compared to the pre-test proba-
bility with the net reclassification index. 

Results Mean age of the study population was 55 years. In total, 2719 (7.9%, 1253 wom-
en, 46%) patients had a diagnosis of CAD. In women with CAD, the performance of the 
PTP was poor (AUC=0.64), and 21.9% of women with a diagnosis of CAD were classified 
in the lowest category (<%5). Classification performance improved for both sexes with 
the Lasso logistic regression and additional features (AUC Lasso logistic regression: 0.78, 
95% CI 0.77-0.79, gradient boosting: 0.78, 95% CI 0.77-0.79 versus AUC PTP 0.65, 95% CI 
0.63-0.66 with a 0.05 cut-off ). Compared to the PTP, women benefited most from addi-
tion of diagnostic variables, in which Lasso logistic regression performed better than a 
gradient boosting model (NRI Lasso logistic regression in women and men; 0.44 vs 0.35 
respectively). 

Discussion The use of a Lasso logistic regression with additional diagnostic variables im-
proved classification of CAD in patients with chest pain and dyspnoea compared to the 
PTP, especially in women, in which the PTP tends to underestimate the risk of CAD. 
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INTRODUCTION
The burden of heart disease has been increasing worldwide, primarily because of un-
healthy lifestyles and population ageing.1,2 Consequently, healthcare costs are rising. Re-
ducing healthcare costs can be achieved by a smarter use of resources. Accurate patient 
profiling can aid in matching the right diagnostics, therapies or interventions to the right 
patient, and thus reducing unnecessary diagnostic procedures and ineffective therapy or 
interventions3. Hence, better patient profiling can lead to a reduction in healthcare costs. 
The latest European Society of Cardiology (ESC, 2019) guidelines for chronic coronary 
syndromes4 assign a prominent role to the pre-test probability (PTP) for obstructive cor-
onary artery disease (CAD) in profiling and risk stratification of patients with symptoms 
of chest pain or dyspnoea. This probability is used to guide the referral for non-invasive 
and invasive diagnostic testing for  obstructive CAD. The PTP is based on sex, age and 
type of chest pain or the presence of dyspnoea5. It has been validated in several studies6,7 
and showed to be well calibrated for a combined endpoint of obstructive CAD based 
on diagnostic information from coronary computed tomographic angiography (CCTA) 
or invasive coronary angiography (CAG).7 However, the PTP slightly underestimated the 
probability of CAD, based on information of CCTA alone, specifically in women.6,7 On top, 
no performance metrics of the PTP have been published in both sexes separately. This 
limits the interpretation of sex bias. Hence, reporting of sex-stratified results is still scarce, 
despite the need for a sex-specific view on cardiovascular disease.8,9 
No studies to date have combined the patient information from a diagnostic intake in 
a prediction model for the presence of CAD, although the need for improvement of the 
PTP has been acknowledged through evaluation of additional risk factors.4,7 In the ESC 
guidelines, the incorporation of risk factors was done through additional evaluation of 
risk modifiers, in patients with an intermediate PTP of CAD (PTP: 5-15%)4,7,10, e.g. ultra-
sound features of atherosclerosis outside of the coronaries11 and a positive ECG stress 
test12,13. No sex-specific risk factors have been added to this evaluation, despite knowl-
edge on their influence on CAD.14,15 

The digitalized structure of healthcare nowadays enables the mining of enormous 
amounts of regular care data on men and women. These data can aid in sex-specific eval-
uation of the PTP in a regular care patient population.16 In addition, the rapidly evolving 
field of artificial intelligence (AI) has led to the development of accurate models for pa-
tient profiling based on multidimensional data.17,18 The combination of both techniques 
enhances new discoveries in cardiovascular disease mechanisms and identification of 
sex differences. It has also produced improved risk-prediction models for mortality in 
patients with acute coronary syndromes19 or CAD20, and survival after echocardiography 
in a large regional database21. 
Therefore, the aims of these study are to study the performance of the PTP4 in a real-life 
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setting in women and men separately. In addition, we aim to evaluate whether the PTP 
improves by addition of other diagnostic variables in an AI model as well as by the use 
of sex-specific models. This will be studied in a regular care database from a cardiology 
outpatient clinic.22

METHODS

Patient selection
The Cardiology Centers of the Netherlands (CCN) database includes 109,151 individual 
patients and has been described in detail previously.22 In brief, each patient referred to 
one of the CCN clinics underwent a standardized diagnostic workup, which consisted 
of transthoracic echocardiography (TTE) and ultrasound imaging of the carotid arteries, 
electrocardiography (ECG) at rest and during exercise and a basic laboratory test. Fur-
thermore, each patient has a consult with a specialized nurse, that encompasses self-re-
ported anthropometrics, symptoms, cardiovascular and sex-specific risk factors, comor-
bidities, previous diagnoses, medical and cardiovascular history and medication use.22 All 
patients that entered the clinic with chest pain or dyspnoea for the first were included in 
the selected patient population. Patients were included in the dataset when the intake 
diagnostics and consult took place on the same day. Patients were excluded if they had 
with a history of cardiovascular disease or medical risk factors for coronary heart disease, 
i.e. cardiomyopathy, atherosclerosis, peripheral vascular disease. Figure 1 shows the pro-
cess of patient selection. All available variables from the diagnostic intake in the CCN’s 
EHR were included in the dataset (Supplementary table 1). 

Outcome classification
CCN uses the nationwide system of the Diagnosis Treatment Combination (DTC, in Dutch: 
DOT, Diagnose-Behandel Combinatie op weg naar transparantie) to fund care delivered 
by hospitals and medical specialists. Patient outcome was classified according to the 
presence of a diagnosis of CAD as determined and registered in the EHR by the cardiol-
ogist. Therefore, the selected DTCs were stable angina pectoris, instable angina pectoris, 
myocardial infarction and non-ST elevated myocardial infarction. Subjects with one of 
these diagnoses during or within six weeks after their intake were included in the dataset 
as patients with CAD. All others were included as patients without CAD. 

Feature engineering and cleaning of EHR data
All patient variables were derived from the EHR. Medication use, previous diagnoses at 
the baseline consult and categorical features were dummy encoded. Free text fields for 
description of chest pain, for the conclusion and reason to stop of the stress ECG, and 
for indication and conclusion of the rest ECG were encoded using string matching with 
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specific search terms and presence or absence of negation. An example for chest pain 
and for the reason to end the stress ECG is included in Supplementary figure 1. Based on 
the filed chest pain characteristics, a classification of chest pain (non-anginal, atypical, 
typical23) was appointed to each patient. Remaining free text variables were removed 
from the dataset (n = 59). Measured lab values were included in two ways; as the origi-
nal measured value and as a dummy variable demonstrating if the lab value was within 
range of reference values.24 PTP was determined for each individual based on type of 
chest pain or presence of dyspnoea, age and sex5 and was turned from a percentage 
into a probability by dividing by 100 to enhance comparison with outcomes of the other 
models. After handling of missing values, all categorical features were turned into dum-
my variables and features with only one level in either men or women were removed (n = 
40). This resulted in a final feature set of 520 features. An overview of the feature classes 
is shown in Supplementary table 1. Feature engineering was done in the R program-
ming language (R Foundation for Statistical Computing, https://ww.R-project.org , ver-
sion 4.0.2), RStudio (RStudio: Integrated Development Environment for R, http://www.
rstudio.com/, version 1.3.1093) and Python (Python Software Foundation, https://www.
python.org, version 3.7.9). 

Figure 1 Flowchart of patient selection. CCN: Cardiology Centers of the Netherlands, CAD: coronary 
artery disease
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Missing values
Features with only missing values in either man or women were removed (n = 13). Vari-
ables with >80% missing values in either males or females were replaced with a dummy 
variable that indicated missingness. The original feature was removed from the dataset 
(n = 94). A missing dummy was created for all lab features, as missingness in measured 
lab values can be an important source of information.25 After this, the remaining features 
with missing values (n = 183) were filled with random sample imputation to retain the 
original distribution of the feature.26 

Model development
A logistic regression (LR) with lasso feature selection and a gradient boosting model 
were trained to identify whether PTP could be improved with the inclusion of diagnostic 
features. For both types of ML algorithms, three different models were trained; one on 
a dataset that included men and women, one on a dataset with only men and one with 
only women. Each dataset was divided into a set for training (75%) and testing (25%). 
Stratification on a diagnosis of CAD was done to ensure a similar percentage of patients 
with a diagnosis in the training and test datasets. 

LOGISTIC REGRESSION WITH LASSO FEATURE SELECTION
Feature selection and estimation of the coefficients was done with lasso LR. Lasso LR 
models were developed with the glmnet package in RStudio (RStudio: Integrated Devel-
opment Environment for R, http://www.rstudio.com/, version 1.3.1093) with the R lan-
guage (R Foundation for Statistical Computing, https://ww.R-project.org , version 4.0.2).

GRADIENT BOOSTING ALGORITHM
The xgboost package was used to develop a gradient boosting model for identification 
of CAD. The pipeline for development of the optimal model consisted of different steps, 
which is elaborated upon in the methods section of the supplemental materials. The gra-
dient boosting algorithm was developed and trained in Python (Python Software Foun-
dation, https://www.python.org, version 3.7.9).

Statistical analysis
Descriptive statistics of the included population are presented as mean with standard 
deviation (SD) or median with interquartile range (IQR), where appropriate, for contin-
uous variables and counts and percentages for categorical variables. The distribution of 
men and women with and without a diagnosis of CAD was evaluated in three different 
categories (<0.05; no diagnostic testing required, 0.05-0.15; non-invasive diagnostic test-
ing may be considered, >0.15; non-invasive diagnostic testing is most beneficial4) and 
visualized with a box plot. 
The models; PTP, Lasso LR and gradient boosting algorithm, were compared using differ-
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ent metrics. Binary outcome of the models was based on the calculated probability. To 
determine the classification (CAD or no CAD), two different cut-off values were used; 0.05 
and 0.15. These cut-off values were based upon the current guidelines.4,5 The metrics and 
their calculations are shown in Supplementary table 2. Confidence intervals around the 
metrics were obtained with bootstrapping (n=500) on the complete dataset. New Lasso 
LR and gradient boosting models were trained in each bootstrap. 
The TRIPOD statement for the reporting of prognostic and diagnostic models was, where 
appropriate, followed.27

Net reclassification Index for comparison of pre-test probability and machine learning
For the analysis of the categorization of patients suspected of CAD, the different cate-
gories as defined for the PTP were used; <0.05, 0.05-0.15 and >0.15. A comparison was 
made between patient categorization based on the PTP and the Lasso LR and between 
PTP and gradient boosting.4,5 This was done with category-based net reclassification in-
dex (NRI)28, with the PTP as the reference value for classification of CAD. The calculated 
metrics were event NRI, non-event NRI and overall NRI. Event NRI is the proportion of 
patients with CAD that are correctly classified into a higher risk category based on the 
new model, whereas the non-event NRI is the proportion of patients without CAD that 
are correctly classified into a lower risk category with the new model. The overall NRI is 
the sum of these measures.28

RESULTS

Study population
Table 1 summarizes the clinical characteristics of the included patients (n = 34,524, 55.4% 
women). Overall mean age was 53 (SD: 13.7) years in men and 57 (SD: 13.5) years in wom-
en. Individuals with a diagnosis of CAD were overall older; 62 vs. 52 years and 63 vs. 56 
years for men and women, respectively and overall had more traditional cardiovascular 
risk factors (diabetes in men; 12.1% vs. 7.3% and in women; 10.2% vs. 6.8%, hypertension 
in men; 32.8% vs. 24.4%, and in women; 38.7% vs. 29%, and dyslipidaemia in men; 19.2% 
vs. 14.2%, and in women; 22.4% vs. 13.3%). Supplementary table 4 shows the distribution 
of baseline variables between training and test set. No significant differences at baseline 
were observed between these datasets. 

Evaluation of pre-test probability of having obstructive CAD in men and women
Comparison of the pre-test probability in men and women showed that women had a 
lower median PTP than men (6% [IQR: 3-10] vs. 11% [IQR: 3-22], tested with Wilcoxon 
rank-sum; p < 0.01). This is also shown in Figure 2, where the distribution of the PTP is 
displayed per sex in individuals with and without a diagnosis of CAD. When investigating 
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Men Women

Overall No CAD diagnosis CAD Diagnosis Missing Overall No CAD diagnosis CAD Diagnosis Missing

n 15,383 13,917 1466 19,141 17,888 1253

AGE (mean (SD)) 53 (13.7) 52 (13.8) 62 (10.3)  0.0 57 (13.5) 56 (13.5) 63 (10.6)  0.0

BMI (mean (SD)) 26.8 (4.1) 26.8 (4.1) 26.9 (3.9)  1.2 26.6 (5.2) 26.6 (5.3) 26.9 (4.9)  1.1

Classification of BMI (%)
Normal weight
Obesity class I
Obesity class II
Obesity class III
Overweight
Underweight

5168 (34.0) 
2190 (14.4) 

468 (3.1) 
153 (1.0) 

7133 (46.9) 
83 (0.5) 

4710 (34.3) 
1956 (14.2) 

442 (3.2) 
136 (1.0) 

6419 (46.7) 
76 (0.6) 

458 (31.5) 
234 (16.1) 

26 (1.8) 
17 (1.2) 

714 (49.0) 
7 (0.5) 

1.2
7979 (42.2) 
2911 (15.4) 

990 (5.2) 
410 (2.2) 

6362 (33.6) 
272 (1.4) 

7502 (42.4) 
2698 (15.3) 

923 (5.2) 
389 (2.2) 

5914 (33.5) 
254 (1.4) 

477 (38.3) 
213 (17.1) 

67 (5.4) 
21 (1.7) 

448 (36.0) 
18 (1.4) 

1.1

SBP (mean (SD)) 142.03 (19.16) 141.32 (18.91) 148.80 (20.18)  1.3 139.45 (21.93) 138.89 (21.81) 147.50 (22.13)  1.4

DBP (mean (SD)) 85.43 (11.66) 85.23 (11.66) 87.40 (11.47)  1.2 83.73 (11.83) 83.59 (11.82) 85.68 (11.79)  1.3

Having chest pain complaints (%) 12,997 (84.5) 11,641 (83.6) 1356 (92.5)  0.0 15,469 (80.8) 14,340 (80.2) 1129 (90.1)  0.0

Having complaints of dyspnoea (%) 2599 (16.9) 2463 (17.7) 136 (9.3)  0.0 4062 (21.2) 3912 (21.9) 150 (12.0)  0.0

Smoking status (%)
Current
Ever 
Never

6038 (41.8) 
4935 (34.2) 
3474 (24.0) 

5707 (43.6) 
4368 (33.4) 
3018 (23.1) 

331 (24.4) 
567 (41.9) 
456 (33.7) 

6.1
6994 (39.4) 
5442 (30.6) 
5329 (30.0) 

6731 (40.5) 
5057 (30.4) 
4835 (29.1) 

263 (23.0) 
385 (33.7) 
494 (43.3) 

7.2

Diabetes  (%) 1181 (7.7) 1004 (7.3) 177 (12.1)  0.6 1341 (7.0) 1213 (6.8) 128 (10.2)  0.5

Hypertension (%) 3856 (25.2) 3375 (24.4) 481 (32.8)  0.5 5658 (29.7) 5173 (29.0) 485 (38.7)  0.4

Dyslipidaemia (%) 2253 (14.7) 1971 (14.2) 282 (19.2)  0.5 2658 (13.9) 2377 (13.3) 281 (22.4)  0.4

Family history of atherosclerosis (%)
 Negative
  Unknown
  Positive

4685 (44.3) 
1285 (12.1) 
4617 (43.6) 

4209 (44.8) 
1112 (11.8) 
4065 (43.3) 

476 (39.6) 
173 (14.4) 
552 (46.0) 

31.2
4838 (35.5) 
1665 (12.2) 
7140 (52.3) 

4521 (35.8) 
1508 (11.9) 
6608 (52.3) 

317 (31.5) 
157 (15.6) 
532 (52.9) 

28.7

Chest pain (%)
 Non-anginal
  Atypical
  Typical

3415 (60.7) 
771 (13.7) 

1444 (25.6) 

3301 (68.0) 
658 (13.6) 
895 (18.4) 

114 (14.7) 
113 (14.6) 
549 (70.7)

63.4
4077 (62.6) 

933 (14.3) 
1505 (23.1) 

3974 (67.0) 
857 (14.5) 

1099 (18.5) 

103 (17.6) 
76 (13.0) 

406 (69.4) 

66.0

10-year SCORE CVD (median (IQR)) 2.20 [0.70, 5.53] 2.02 [0.63, 5.14] 4.80 [2.32, 9.24] 30.1 1.20 [0.28, 3.95] 1.12 [0.26, 3.77] 2.71 [0.94, 6.85] 33.0

PTP (median (IQR)) 11 [3, 22] 11 [3, 22] 24 [17, 32] 0.0 6 [3, 10] 6 [3, 10] 10 [6, 14] 0.0

PTP category (%)
 <0.05
  0.05-0.15
  >0.15

4994 (32.5) 
3594 (23.4) 
6795 (44.2) 

4897 (35.2) 
3352 (24.1) 
5668 (40.7) 

97 (6.6) 
242 (16.5) 

1127 (76.9) 

0.0
8889 (46.4) 
9340 (48.8) 

912 (4.8) 

8615 (48.2) 
8644 (48.3) 

629 (3.5) 

274 (21.9) 
696 (55.5) 
283 (22.6) 

0.0

Table 1 Baseline table of included patients, stratified by sex and diagnosis of angina pectoris or coronary    artery disease. 

BMI: Body mass index, SBP: systolic blood pressure, DBP: diastolic blood pressure, SCORE CVD: Systematic    COronary Risk Evaluation34, PTP: pre-test probability, SD: standard deviation, IQR: interquartile range.  
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Men Women

Overall No CAD diagnosis CAD Diagnosis Missing Overall No CAD diagnosis CAD Diagnosis Missing

n 15,383 13,917 1466 19,141 17,888 1253

AGE (mean (SD)) 53 (13.7) 52 (13.8) 62 (10.3)  0.0 57 (13.5) 56 (13.5) 63 (10.6)  0.0

BMI (mean (SD)) 26.8 (4.1) 26.8 (4.1) 26.9 (3.9)  1.2 26.6 (5.2) 26.6 (5.3) 26.9 (4.9)  1.1

Classification of BMI (%)
Normal weight
Obesity class I
Obesity class II
Obesity class III
Overweight
Underweight

5168 (34.0) 
2190 (14.4) 

468 (3.1) 
153 (1.0) 

7133 (46.9) 
83 (0.5) 

4710 (34.3) 
1956 (14.2) 

442 (3.2) 
136 (1.0) 

6419 (46.7) 
76 (0.6) 

458 (31.5) 
234 (16.1) 

26 (1.8) 
17 (1.2) 

714 (49.0) 
7 (0.5) 

1.2
7979 (42.2) 
2911 (15.4) 

990 (5.2) 
410 (2.2) 

6362 (33.6) 
272 (1.4) 

7502 (42.4) 
2698 (15.3) 

923 (5.2) 
389 (2.2) 

5914 (33.5) 
254 (1.4) 

477 (38.3) 
213 (17.1) 

67 (5.4) 
21 (1.7) 

448 (36.0) 
18 (1.4) 

1.1

SBP (mean (SD)) 142.03 (19.16) 141.32 (18.91) 148.80 (20.18)  1.3 139.45 (21.93) 138.89 (21.81) 147.50 (22.13)  1.4

DBP (mean (SD)) 85.43 (11.66) 85.23 (11.66) 87.40 (11.47)  1.2 83.73 (11.83) 83.59 (11.82) 85.68 (11.79)  1.3

Having chest pain complaints (%) 12,997 (84.5) 11,641 (83.6) 1356 (92.5)  0.0 15,469 (80.8) 14,340 (80.2) 1129 (90.1)  0.0

Having complaints of dyspnoea (%) 2599 (16.9) 2463 (17.7) 136 (9.3)  0.0 4062 (21.2) 3912 (21.9) 150 (12.0)  0.0

Smoking status (%)
Current
Ever 
Never

6038 (41.8) 
4935 (34.2) 
3474 (24.0) 

5707 (43.6) 
4368 (33.4) 
3018 (23.1) 

331 (24.4) 
567 (41.9) 
456 (33.7) 

6.1
6994 (39.4) 
5442 (30.6) 
5329 (30.0) 

6731 (40.5) 
5057 (30.4) 
4835 (29.1) 

263 (23.0) 
385 (33.7) 
494 (43.3) 

7.2

Diabetes  (%) 1181 (7.7) 1004 (7.3) 177 (12.1)  0.6 1341 (7.0) 1213 (6.8) 128 (10.2)  0.5

Hypertension (%) 3856 (25.2) 3375 (24.4) 481 (32.8)  0.5 5658 (29.7) 5173 (29.0) 485 (38.7)  0.4

Dyslipidaemia (%) 2253 (14.7) 1971 (14.2) 282 (19.2)  0.5 2658 (13.9) 2377 (13.3) 281 (22.4)  0.4

Family history of atherosclerosis (%)
 Negative
  Unknown
  Positive

4685 (44.3) 
1285 (12.1) 
4617 (43.6) 

4209 (44.8) 
1112 (11.8) 
4065 (43.3) 

476 (39.6) 
173 (14.4) 
552 (46.0) 

31.2
4838 (35.5) 
1665 (12.2) 
7140 (52.3) 

4521 (35.8) 
1508 (11.9) 
6608 (52.3) 

317 (31.5) 
157 (15.6) 
532 (52.9) 

28.7

Chest pain (%)
 Non-anginal
  Atypical
  Typical

3415 (60.7) 
771 (13.7) 

1444 (25.6) 

3301 (68.0) 
658 (13.6) 
895 (18.4) 

114 (14.7) 
113 (14.6) 
549 (70.7)

63.4
4077 (62.6) 

933 (14.3) 
1505 (23.1) 

3974 (67.0) 
857 (14.5) 

1099 (18.5) 

103 (17.6) 
76 (13.0) 

406 (69.4) 

66.0

10-year SCORE CVD (median (IQR)) 2.20 [0.70, 5.53] 2.02 [0.63, 5.14] 4.80 [2.32, 9.24] 30.1 1.20 [0.28, 3.95] 1.12 [0.26, 3.77] 2.71 [0.94, 6.85] 33.0

PTP (median (IQR)) 11 [3, 22] 11 [3, 22] 24 [17, 32] 0.0 6 [3, 10] 6 [3, 10] 10 [6, 14] 0.0

PTP category (%)
 <0.05
  0.05-0.15
  >0.15

4994 (32.5) 
3594 (23.4) 
6795 (44.2) 

4897 (35.2) 
3352 (24.1) 
5668 (40.7) 

97 (6.6) 
242 (16.5) 

1127 (76.9) 

0.0
8889 (46.4) 
9340 (48.8) 

912 (4.8) 

8615 (48.2) 
8644 (48.3) 

629 (3.5) 

274 (21.9) 
696 (55.5) 
283 (22.6) 

0.0

Table 1 Baseline table of included patients, stratified by sex and diagnosis of angina pectoris or coronary    artery disease. 

BMI: Body mass index, SBP: systolic blood pressure, DBP: diastolic blood pressure, SCORE CVD: Systematic    COronary Risk Evaluation34, PTP: pre-test probability, SD: standard deviation, IQR: interquartile range.  
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the distribution of CAD per category of the PTP, 21.9% (n=274) of women with a diagno-
sis of CAD were classified in the lowest category of the PTP, versus only 6.6% (n=92) of 
men with a diagnosis of CAD (Table 1). 

Performance of PTP, Lasso LR and Gradient Boosting models
Table 2 displays the model performance of the different models based on the PTP, gen-
eral Lasso LR and gradient boosting. The AUC of the PTP in the general models were on 
average low, ranging from 0.60 to 0.69, suggesting poor performance of the PTP. The 
AUCs were in general higher in the Lasso LR and gradient boosting models, ranging from 
0.71 to 0.80. In the general models tested in men and women combined (Table 2A), the 
cut-off value of 0.05 resulted in a higher AUC than the 0.15 cut-off for Lasso LR and gra-
dient boosting. When the general models were tested on men only, the AUCs were not 
different using a 0.05 and 0.15 cut-off (Lasso LR: 0.79 vs 0.80 and gradient boosting: 0.79 
vs 0.78, for a 0.05 and 0.15 cut-off, respectively). This also applied to the male-specific 
models (Table 2B, Lasso LR: 0.77 vs 0.78 and gradient boosting: 0.79 vs 0.80, for a 0.05 and 
0.15 cut-off, respectively). The variable cut-off value resulted in different AUC for the PTP 
in men, albeit this AUC was significantly lower than the AUC of the Lasso LR and gradi-
ent boosting (AUC PTP general model, general model: 0.65 vs 0.68, male-specific model: 
0.64 vs 0.67, for a 0.05 and 0.15 cut-off, respectively). For women, the 0.05 cut-off value 
resulted in higher AUC in the general model (general model, AUC PTP: 0.64 vs 0.60, Lasso 

Figure 2 Distribution of pre-test probability in men and women, stratified for a diagnosis of CAD.
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Recall/Sensitivity Specificity AUC

G
en

er
al

 m
od

el

PTP 0.05 0.87 (0.84,0.89) 0.43 (0.42,0.44) 0.65 (0.63,0.66)

PTP 0.15 0.50 (0.49,0.55) 0.81 (0.79,0.81) 0.65 (0.64,0.68)

Lasso LR 0.05 0.88 (0.87,0.92) 0.67 (0.65,0.68) 0.78 (0.77,0.79)

Lasso LR 0.15 0.61 (0.60,0.66) 0.91 (0.90,0.91) 0.76 (0.75,0.79)

Gradient boosting 0.05 0.84 (0.83,0.88) 0.71 (0.69,0.72) 0.78 (0.77,0.79)

Gradient boosting 0.15 0.59 (0.58,0.65) 0.91 (0.90,0.92) 0.75 (0.75,0.78)

Performance in men

PTP 0.05 0.94 (0.91,0.95) 0.35 (0.34,0.37) 0.65 (0.63,0.65)

PTP 0.15 0.77 (0.73,0.81) 0.60 (0.58,0.61) 0.68 (0.66,0.70)

Lasso LR 0.05 0.93 (0.90,0.95) 0.65 (0.63,0.67) 0.79 (0.77,0.80)

Lasso LR 0.15 0.71 (0.66,0.75) 0.89 (0.88,0.90) 0.80 (0.78,0.82)

Gradient boosting 0.05 0.88 (0.86,0.93) 0.69 (0.67,0.71) 0.79 (0.78,0.81)

Gradient boosting 0.15 0.68 (0.66,0.76) 0.89 (0.88,0.90) 0.78 (0.78,0.83)

Performance in women

PTP 0.05 0.79 (0.74,0.82) 0.48 (0.47,0.50) 0.64 (0.61,0.65)

PTP 0.15 0.23 (0.18,0.26) 0.97 (0.96,0.97) 0.60 (0.57,0.61)

Lasso LR 0.05 0.84 (0.81,0.89) 0.69 (0.65,0.70) 0.76 (0.75,0.78)

Lasso LR 0.15 0.51 (0.50,0.60) 0.92 (0.91,0.93) 0.71 (0.71,0.76)

Gradient boosting 0.05 0.79 (0.77,0.85) 0.73 (0.70,0.74) 0.76 (0.74,0.78)

Gradient boosting 0.15 0.50 (0.46,0.57) 0.94 (0.92,0.93) 0.72 (0.69,0.75)

M
al

e-
sp

ec
ifi

c 
m

od
el

PTP 0.05 0.93 (0.91,0.95) 0.35 (0.34,0.36) 0.64 (0.63,0.66)

PTP 0.15 0.75 (0.73,0.80) 0.59 (0.58,0.61) 0.67 (0.66,0.70)

Lasso LR 0.05 0.92 (0.90,0.95) 0.62 (0.60,0.65) 0.77 (0.76,0.79)

Lasso LR 0.15 0.68 (0.66,0.75) 0.89 (0.87,0.90) 0.78 (0.77,0.82)

Gradient boosting 0.05 0.89 (0.87,0.93) 0.69 (0.65,0.71) 0.79 (0.77,0.80)

Gradient boosting 0.15 0.71 (0.66,0.75) 0.89 (0.88,0.90) 0.80 (0.78,0.82)

Fe
m

al
e-

sp
ec

ifi
c 

m
od

el PTP 0.05 0.81 (0.73,0.81) 0.49 (0.47,0.50) 0.65 (0.61,0.65)

PTP 0.15 0.24 (0.19,0.27) 0.97 (0.96,0.97) 0.60 (0.58,0.62)

Lasso LR 0.05 0.86 (0.82,0.89) 0.67 (0.63,0.68) 0.76 (0.74,0.77)

Lasso LR 0.15 0.49 (0.44,0.53) 0.93 (0.92,0.94) 0.71 (0.69,0.73)

Gradient boosting 0.05 0.80 (0.78,0.87) 0.75 (0.69,0.75) 0.77 (0.76,0.79)

Gradient boosting 0.15 0.55 (0.47,0.58) 0.93 (0.92,0.94) 0.74 (0.70,0.75)

Table 2 Performance metrics of the general model, trained on men and women and tested on the
complete test population and on men and women from the test population separately, perfor-
mance metrics of the male-specific and female-specific model. 0.05 and 0.15 indicate the specific 
cut-off values at which an individual is classified as having CAD. 

AUC: Area Under the receiver-operating Curve, LR: Logistic Regression, PTP: Pre-test probability. 
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LR: 0.76 vs 0.71, gradient boosting: 0.76 vs 0.72, for a 0.05 and a 0.15 cut-off, respectively) 
and in the female-specific model (AUC PTP: 0.65 vs 0.60, Lasso LR: 0.76 vs 0.71, gradient 
boosting: 0.77 vs 0.74, for a 0.05 and a 0.15 cut-off, respectively).
Furthermore, these results showed that models don’t have to be developed per sex to 
improve the classification of patients with CAD (male- and female-specific models in Ta-
ble 2). The AUC, as described above, sensitivity (in men, 0.05 cut-off value Lasso LR: 0.93 
vs 0.92, gradient boosting: 0.88 vs 0.89 and 0.15 cut-off value Lasso LR: 0.71 vs 0.68, gra-
dient boosting: 0.68 vs 0.71 for, respectively, the general model in men and the male-spe-
cific model, in women, 0.05 cut-off value Lasso LR: 0.84 vs 0.86, gradient boosting: 0.79 
vs 0.80 and 0.15 cut-off value Lasso LR: 0.51 vs 0.49, gradient boosting: 0.50 vs 0.55 for, 
respectively, the general model in women and the female-specific model) and specificity 
(in men, 0.05 cut-off value Lasso LR: 0.65 vs 0.62, gradient boosting: 0.69 vs 0.69 and 0.15 
cut-off value Lasso LR: 0.89 vs 0.89, gradient boosting: 0.89 vs 0.89 for, respectively, the 
general model in men and the male-specific model, in women, 0.05 cut-off values Lasso 
LR: 0.69 vs 0.67, gradient boosting: 0.73 vs 0.75 and 0.15 cut-off value, Lasso LR: 0.92 vs 
0.93, gradient boosting: 0.94 vs 0.93 for, respectively, the general model in women and 
the female-specific model) of the sex-specific models were all within the confidence in-
tervals of the performance of the general model evaluated for each sex specifically. 
Sensitivity is an important measure to evaluate as women with CAD are often classified 
in a low category according to the PTP. This is also illustrated by the sensitivity of the gen-
eral PTP model with a cut-off of 0.05. In women, sensitivity was 0.79 (95% CI: 0.74-0.82) 
versus 0.94 (95% CI: 0.91-0.95) in men. Sensitivity significantly improved for women with 
the general LR model with lasso feature selection model and a 0.05 cut-off value (0.84, 
95% CI: 0.81-0.89), while also increasing specificity (0.69, 95% CI: 0.65-0.70) compared to 
the PTP (0.48, 95% CI: 0.47-0.50). The gradient boosting algorithm did not outperform 
the Lasso LR in terms of sensitivity in women (0.79, 95% CI: 0.77-0.85) and specificity 
(0.73, 95% CI: 0.70-0.74). Supplementary table 3 (A, B, C) gives an overview of the models 
on all different metrics. 

Categorization and Reclassification with Machine Learning
Table 3 shows the distribution of patients of the test set in the different categories of the 
Lasso LR and gradient boosting model compared to the classification with PTP. The net 
reclassification per model is shown in Table 4A and Table 4B. These tables show that with 
both the gradient boosting algorithm and the Lasso LR, a high proportion (27%, 95% CI: 
27%-40% for Lasso LR and 21%, 95% CI: 20%-34% for gradient boosting) of women with 
CAD were reclassified into a higher category (event NRI). Event NRI was highest (27%) 
for women with Lasso LR. Application of the Lasso LR in women also led to an improved 
classification of non-events by 16% (95% CI: 13%-18%), indicating fewer false positive 
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findings. In men, the application of the Lasso LR resulted in a small decrease (-6%, 95% 
CI: -12%-0%) in the reclassification of individuals with CAD. However, the improvement 
of classification of non-events was 41% (95% CI: 40%-44%), indicating that 41% of men 
without CAD were reclassified into a lower category and are thus less likely to be exposed 
to unnecessary diagnostic testing. Sex-specific models (NRI for general Lasso LR tested in 
men: 0.35, 95% CI: 0.31-0.42, and male-specific Lasso LR: 0.34, 95% CI: 0.29-0.39, NRI for 
general Lasso LR tested in women: 0.44, 95% CI: 0.42-0.55, and female-specific Lasso LR: 
0.39, 95% CI: 0.37-0.50) were not required to improve the NRI in both sexes. 

Feature importance
In the bootstrapping analysis, the Lasso LR selected on average 101 (SD: 15), 72 (SD: 
13) and 49 (SD: 10) features in the general, male-specific and female-specific model, re-
spectively. Thirty-three features were selected in every general model versus 24 in the 
male-specific model and 18 in the female-specific model. Overlapping features (14) be-
tween these were age, missing text about overall status of the patient, typical chest pain 
and chest pain characteristics i.e. pressure, radiation, duration, provocative and alleviat-
ing factors, abnormal conclusion of stress ECG or myocardial infarction during stress ECG, 
coronary dysfunction during rest ECG, missing value of troponin, systolic blood pressure 
and patient number. A complete overview of features and how often these were includ-
ed can be found in Supplementary table 5. 
For the gradient boosting model, only the 30 highest scoring features were selected 
per model, as analyses (Supplementary figure 2) showed that selection of more than 30 
features in the model did not result in an increased improvement of the AUC or other 
metrics. There were 19 overlapping features selected in the general, male-specific and 
female-specific model, including typical chest pain, age, chest pain or dyspnoea com-
plaints, chest pain characterizations, i.e. provocation, alleviation, pressure and duration, 
whether stress ECG was performed, current smoker, units alcohol per day, abnormal 
conclusion of stress ECG or myocardial infarction, dyspnoea as reason to stop the ECG, 
missing text about overall status of the patient, missing value for palpation of spleen, for 
auscultation, for carotid artery upstroke and for ictus cordis. 

DISCUSSION
This study showed that in symptomatic women with CAD referred to a CCN center for the 
first time, the PTP according to the latest ESC guidelines4,5 for CAD was low, and therefore 
resulted in a large proportion of false negative results. Approximately 20% of women 
with a diagnosis of CAD, as defined by the cardiologists, score below the threshold for 
diagnostic imaging. We showed that inclusion of a large array of diagnostic features from 
a regular care database in a Lasso LR improved risk stratification, especially in women. 
Nonetheless, sophisticated AI models, i.e. gradient boosting algorithms, were not re-



Chapter 8

162

Pa
ti

en
ts

 w
it

h 
a 

di
ag

no
si

s 
of

 C
A

D

PTP < 0.05 PTP 0.05-0.15 PTP > 0.15

Lasso LR < 0.05 35 (5.1) 34 (5) 10 (1.5)

Lasso LR 0.05-0.15 30 (4.4) 102 (15) 52 (7.6)

Lasso LR > 0.15 27 (4) 109 (16) 281 (41.3)

Distribution in men of test set

Lasso LR < 0.05 3 (0.9) 12 (3.5) 10 (2.9)

Lasso LR 0.05-0.15 9 (2.6) 23 (6.6) 42 (12.1)

Lasso LR > 0.15 10 (2.9) 24 (6.9) 214 (61.7)

Distribution in women of test set

Lasso LR < 0.05 32 (9.6) 22 (6.6) 0 (0)

Lasso LR 0.05-0.15 21 (6.3) 79 (23.7) 10 (3)

Lasso LR > 0.15 17 (5.1) 85 (25.5) 67 (20.1)
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PTP < 0.05 PTP 0.05-0.15 PTP > 0.15

Lasso LR < 0.05 2808 (35.3) 1870 (23.5) 636 (8)

Lasso LR 0.05-0.15 531 (6.7) 842 (10.6) 521 (6.6)

Lasso LR > 0.15 80 (1) 273 (3.4) 390 (4.9)

Distribution in men of test set

Lasso LR < 0.05 1048 (30.1) 582 (16.7) 620 (17.8)

Lasso LR 0.05-0.15 162 (4.7) 218 (6.3) 460 (13.2)

Lasso LR > 0.15 25 (0.7) 57 (1.6) 311 (8.9)

Distribution in women of test set

Lasso LR < 0.05 1760 (39.4) 1288 (28.8) 16 (0.4)

Lasso LR 0.05-0.15 369 (8.3) 624 (14) 61 (1.4)

Lasso LR > 0.15 55 (1.2) 216 (4.8) 79 (1.8)

quired for this improvement as a Lasso LR model performed equally well. Furthermore, 
sex-specific models for classification of CAD did not perform better than a model trained 
on data that included both sexes. 
Strengths of this study are the use of a large study population that represents the actual 
population for which the PTP has been designed and is intended: patients in regular care 
with cardiovascular complaints that visit a physician. This is in contrast to the pooled 
population of two registries29,30 and one clinical trial31 in which the PTP was developed. 
With the use of regular care data, we eliminate the healthy volunteer effect present in 
study populations of clinical trials32,33. The prevalence of CAD in our study population 

PTP: pre-test probability, LR: Logistic regression

Table 3 Distribution of the risk classification in the test set. These tables show the comparison of 
the classification between the PTP and Lasso LR and the PTP and gradient boosting in patients 
with and without a diagnosis of CAD. Values are displayed as number of patients, followed by 
percentage (%) of total with diagnosis or without diagnosis. Red cells are incorrect reclassifications 
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PTP < 0.05 PTP 0.05-0.15 PTP > 0.15

Gradient boosting < 0.05 40 (5.9) 52 (7.6) 17 (2.5)

Gradient boosting 0.05-0.15 24 (3.5) 88 (12.9) 58 (8.5)

Gradient boosting > 0.15 28 (4.1) 105 (15.4) 268 (39.4)

Distribution in men of test set

Gradient boosting < 0.05 8 (2.3) 15 (4.3) 17 (4.9)

Gradient boosting 0.05-0.15 5 (1.4) 19 (5.5) 48 (13.8)

Gradient boosting > 0.15 9 (2.6) 25 (7.2) 201 (57.9)

Distribution in women of test set

Gradient boosting < 0.05 32 (9.6) 37 (11.1) 0 (0)

Gradient boosting 0.05-0.15 19 (5.7) 69 (20.7) 10 (3)

Gradient boosting > 0.15 19 (5.7) 80 (24) 67 (20.1)
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PTP < 0.05 PTP 0.05-0.15 PTP > 0.15

Gradient boosting < 0.05 2993 (37.6) 1963 (24.7) 699 (8.8)

Gradient boosting 0.05-0.15 353 (4.4) 774 (9.7) 481 (6)

Gradient boosting > 0.15 73 (0.9) 248 (3.1) 367 (4.6)

Distribution in men of test set

Gradient boosting < 0.05 1145 (32.9) 600 (17.2) 666 (19.1)

Gradient boosting 0.05-0.15 69 (2) 189 (5.4) 416 (11.9)

Gradient boosting > 0.15 21 (0.6) 68 (2) 309 (8.9)

Distribution in women of test set

Gradient boosting < 0.05 1848 (41.4) 1363 (30.5) 33 (0.7)

Gradient boosting 0.05-0.15 284 (6.4) 585 (13.1) 65 (1.5)

Gradient boosting > 0.15 52 (1.2) 180 (4) 58 (1.3)

(7.9%) was lower than in the pooled analysis (14.9%), which might be explained by the 
healthy population in our study, as indicated by the 10-year CVD SCORE34 (Table 1) and 
when comparing comorbidities, hypertension: 25% vs 55%, diabetes: 8% vs 16%, dys-
lipidaemia: 15% vs 60%, in respectively, our population and the pooled population on 
which the PTP was developed.5 As the CCN is positioned between the general practition-
er (GP) and the hospital cardiologist, the GP has a low threshold to refer patients, which 
might result in a relatively healthy population. The large study population also enabled 
sex-specific and sex-stratified analyses. Furthermore, the use of regular care data created 
the opportunity to use a large array of easily obtainable diagnostic features to identify 

and indicate a down-classification in case of patients with a diagnosis of CAD and an up-classifi-
cation in case of patients without a diagnosis of CAD. Green cells are correct reclassifications and 
indicate an up-classification in case of patients with a diagnosis of CAD and a down-classification 
in case of patients without a diagnosis of CAD.
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features that might be important for diagnostic risk stratification of CAD. This large array 
of available features and the use of a large population made this dataset also very appli-
cable for the use of sophisticated AI to identify the added value of such models in clinical 
practice. On top, the use of a large feature set enabled thorough investigation of the add-
ed value of cardiovascular diagnostic screening centers in the work-up of patients with 
cardiovascular complaints. Additional diagnostic screening in these centers can improve 
the risk-stratification of patients with cardiovascular complaints and decrease the num-
ber of false positive patients that are referred for diagnostic imaging, thereby reducing 
costs and radiation burden to the patient. Nonetheless, diagnostic screening inevitably 
results in a number of false positives, as the focus of screening is on elimination of false 
negative results.35 
Limitations of this study include the use of a diagnosis of AP or CAD as the primary out-
come to be modelled. It is preferred to use the outcome of a diagnostic test, used as 
a ground truth, i.e. invasive CAG or CCTA in case of a diagnosis of CAD. Unfortunately, 
diagnostic screening information, as invasive CAG or CCTA, was not available for most 
of the population. The use of a registered diagnosis of CAD as the outcome in our main 

G
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Event NRI Non-event NRI Overall NRI

Lasso LR  0.10 ( 0.08, 0.17) 0.27 (0.25,0.29) 0.37 (0.34,0.44)

Gradient boosting  0.04 ( 0.04, 0.13) 0.31 (0.29,0.33) 0.35 (0.35,0.44)

NRI in men of test set

Lasso LR -0.06 (-0.12, 0.00) 0.41 (0.40,0.44) 0.35 (0.31,0.42)

Gradient boosting -0.12 (-0.12,-0.02) 0.44 (0.43,0.47) 0.32 (0.33,0.43)

NRI in women of test set

Lasso LR  0.27 ( 0.27, 0.40) 0.16 (0.13,0.18) 0.44 (0.42,0.55)

Gradient boosting  0.21 ( 0.20, 0.34) 0.21 (0.18,0.22) 0.42 (0.40,0.53)

Se
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s Event NRI Non-event NRI Overall NRI

Male-specific model

Lasso LR -0.07 (-0.11,-0.01) 0.41 (0.38,0.43) 0.34 (0.29,0.39)

Gradient boosting -0.05 (-0.13,-0.02) 0.45 (0.42,0.46) 0.40 (0.31,0.42)

Female-specific model

Lasso LR  0.25 ( 0.23, 0.36) 0.14 (0.12,0.17) 0.39 (0.37,0.50)

Gradient boosting  0.23 ( 0.21, 0.34) 0.22 (0.19,0.24) 0.46 (0.43,0.56)

Table 4 The event NRI, non-event NRI and overall NRI using the different models on top of the pre-
test probability. The upper table shows the NRI of the general models trained on men and women 
and the lower table displays the NRI of the male- and female-specific models. Three categories 
were taken into account and reclassification was observed as a change in category using the Lasso 
logistic regression or the gradient boosting model compared to the pre-test probability.

LR: Logistic regression, NRI: Net Reclassification Index
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analysis might have led to an overestimation of events. During data collection, previ-
ous guidelines were still in practice.36 These guidelines overestimated the probability of 
CAD.6,7 Even so, cardiologists could have set an initial working diagnosis, based on these 
guidelines, to initiate treatment or refer for diagnostics. This might have led to an in-
creased number of false positives. 
This study was furthermore limited by the data that was used to validate the model, as 
this data was obtained from the same database used for training. To perform a true valida-
tion of the models developed, an external validation dataset would be more appropriate. 
However, it is hard to find a comparable dataset that includes all the diagnostic features 
in this regular care database, due to the one-stop shop design of the CCN. This one-stop 
shop is unique as it includes a complete cardiac diagnostic work-up, including basic lab 
variables, stress and rest ECG and an echocardiography. This diagnostic pathway is not 
available at the GP and is too elaborate to be performed in a general hospital setting. 
To develop a more generalizable model, we could have chosen to only include baseline 
features that could be obtained from GP records, instead of all diagnostic features. How-
ever, the current set-up of this study provided us with more information about important 
diagnostic variables for CAD, besides general baseline characteristics, and with possible 
differences between men and women in presentation of CAD. Furthermore, it showed 
that the one-stop shop diagnostic work-up is a good set-up for screening of patients 
with cardiovascular symptoms, as features from the stress ECG were often selected in the 
Lasso LR and the gradient boosting model. 
In this study we showed the performance of the PTP for CAD and improvement of this 
diagnostic tool with Lasso LR and ensemble boosting. We have shown that women are 
underdiagnosed in this dataset with the current cut-off values for the PTP. A similar trend 
was seen by Winther et al.7 In this study the percentage of women with CAD in the low-
est category of the PTP was approximately 10%. Also in the study by Bing et al.6 the PTP 
slightly underestimated the prevalence of CAD. It could be hypothesized that women 
and men might benefit from a different cut-off value of the PTP, which we have evaluat-
ed in this study as the 0.05 and the 0.15 cut-off value. Our results showed that indeed a 
cut-off of 0.05 in women led to significantly higher AUCs and sensitivity than a cut-off of 
0.15, whereas for men AUCs of the PTP were more or less similar for 0.05 and 0.15 cut-off. 
On top, our results confirm the patient-specific evaluation of additional risk factors, not 
incorporated in the PTP, for a better risk stratification. The selected risk factors by the ESC 
guidelines are outcome of exercise ECG, cardiovascular comorbidities i.e. dyslipidaemia, 
diabetes, hypertension, smoking and a family history of CVD, resting ECG changes and 
left ventricular dysfunction.4 In the comparison of these risk factors to the feature impor-
tance in our results, we see some overlap for the inclusion of the results of the ECG stress 
test, smoking and resting ECG changes. However, in the feature importance of the Lasso 
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LR, there was also a prominent role for chest pain characterization beyond the character-
istics used to classify non-anginal, atypical and typical chest pain.
AI is depicted as the hope of healthcare, although validation of AI tools is limited37 and 
widespread implementation in contemporary clinical care is still lacking behind all the 
efforts made in research38. With the presented study, our intention was to evaluate the 
performance of current risk stratification tools and improvement with AI. AI has shown to 
perform very well in specific tasks with unstructured data, e.g. cardiovascular imaging39 
or ECGs40-42. However, the database used in this study is appropriately structured and 
might thus not benefit from AI tools as much as unstructured data. This was also shown 
by the similar performance of Lasso LR models compared to gradient boosting mod-
els. More studies were unable to show improved risk-stratification or showed only small 
improvement on (semi-)structured data analysed with AI and compared to traditional 
risk models or traditional statistical methods. First, ML models performed more poorly in 
comparison with traditional statistics in the prediction of outcomes in atrial fibrillation43, 
and second, ML models showed only limited increase of the AUC for prediction of ob-
structive CAD on clinical variables (AUC ML models: 0.773, 95% CI: 0.76-0.79 vs. AUC CAD 
consortium clinical score: 0.734, 95% CI: 0.717-0.751).44 An important message, that re-
sults from our presented study is that emphasis in the clinical evaluation of patients with 
suspected CAD should be on a clear and structured anamnesis and identification of risk 
factors. In that case, Lasso LR might be used to improve risk-stratification of patients with 
CAD. Nonetheless, it is no easy tool to use, as it incorporates on average 101 features and 
requires data modification. Furthermore, features derived from ECG stress testing might 
improve risk stratification, as these features were often selected in our models. 

CONCLUSION
This study adds to the validation of the PTP and specifically to the performance of the PTP 
in patients with chest pain or dyspnoea referred to a cardiac diagnostic screening center. 
It showed that performance of a sex-age-complaint risk classification tool for diagnosis 
of CAD is acceptable, but also that a Lasso LR outperformed the PTP and a sophisticated 
gradient boosting algorithm, when many diagnostic features are used. Reclassification 
into a different category using Lasso LR was specifically useful in women, as the preva-
lence of CAD was underestimated by the PTP in low-risk women. 
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SUPPLEMENTARY MATERIALS

Supplementary methods
DEVELOPMENT OF GRADIENT BOOSTING MODEL
The development of the gradient boosting algorithm consisted of a series of experiments 
to develop the optimal gradient boosting model for this dataset. First, an experiment 
was executed to determine the optimal feature set and number of features to include. 
Therefore, all features were separated in different classes, as described in Supplemen-
tary table 3. The value of each group separately was determined, all groups combined 
and each group separately combined with the baseline characteristics, resulting in the 
evaluation of 10 different groups. A 10-fold cross-validation was done on the dataset for 
training. The optimal feature set was determined through evaluation of the AUC on the 
different datasets. Second, feature importance was evaluated, followed by a calculation 
of the optimal number of features to include. Feature importance was obtained from 
each of the features in the optimal feature set as determined by the first experiment. 
Another 10-fold cross-validation was done on the train set to determine the average gain 
per feature across each of the 10 folds. After this, features were ranked according to the 
average gain and added one-by-one to the model. This resulted in a visualization of the 
development of the AUC and other performance metrics with increasing features in the 
model. Based on the optimal value of the AUC, the optimal number of features to include 
was determined. Third, an elaborate grid search was done to determine the effect of the 
different model parameters. Model parameters that were optimized in this process were 
child weight, gamma, subsample, colsample by tree and maximum depth were the pa-
rameters optimized in this process. The final version of the model was trained, taking 
into account all information of the previous experiments, thus; feature groups to include, 
optimal number of features and optimal settings of the model parameters as derived 
from the grid search. The final model was trained train dataset and tested on the test set. 
During the bootstrapping process, these settings were not changed to induce compara-
bility of the models. 
In these experiments, the highest area under the ROC-curve was used as the metric to 
determine the optimal threshold of the model to classify events and non-events. Early 
stopping of training of the model on the train dataset was induced to avoid overfitting 
in the fitting process. 
Training and validation of the gradient boosting model was done in Python (Python 
Software Foundation, https://www.python.org, version 3.7.9), using the packages; scikit-
learn and xgboost.
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Supplementary figures

Supplementary figure 1 Illustrative example of text retrieval methods for classification of chest pain 
complaints, reason to stop the stress ECG and other free text features in the EHR. 
ECG: electrocardiogram, PVC: premature ventricular contraction, HF: heart frequency, HR: heart 
rate
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Accuracy 

Recall/Sensitivity

Precision/PPV

F1

NPV

AUC 

Speci�city

Supplementary figure 2 
The graphs show how 
the different perfor-
mance metrics of the 
gradient boosting model 
change when more 
features are added to the 
model for the general 
model (A), male-spe-
cific model (B) and the 
female-specific model 
(C). Based on these plots, 
the number of included 
features was determined.
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Supplementary table 1 Groups of features used in the analysis

Category Variables Amount of features

Baseline 
characteristics

Sex, age, comorbidities, risk factors, medical history, family 
diseases, medications at baseline, chief complaint,  physical 
examination.

176

Exercise ECG

Betablocker use and medication, exercise and stress rhythm 
and possible arrhythmias, changes in morphology of Q-, ST and 
T-tops, blood pressure response, indication, stopping reason, 
conclusion

88

Rest ECG
Presence of ST-changes, pathological Q-changes, negative 
T-tops, rhythm changes, conduction times and conduction 
delays, indication, conclusion, atrial dilatation

71

Echocardio-
gram

Atrial and ventricular dimension, flow measurements, valve 
observations and insufficiencies, wall motion, ventricular 
function, ejection fraction, intimal media thickness, diastolic 
and systolic function. 

140

Lab values
HB, potassium, sodium, creatinine, HDL-, LDL- and total cho-
lesterol, triglycerides, glucoses, GFR, LPA, BNP, TSH, ALAT, ASAT, 
ALP, CRP, CK, D-Dimer, DH, NT-proBNP, GGT, troponin

46

ECG: electrocardiogram, HB: haemoglobin, HDL: high-density lipoprotein, LDL: low-density lipo-
protein, GFR: glomerular filtration rate, LPA: lipoprotein (a), BNP: B-type natriuretic peptide, TSH: 
thyroid-stimulating hormone, ALAT: alanine aminotransferase, ASAT: aspartate aminotransferase, 
ALP: alkaline phosphatase, CRP: C-reactive protein, CK: creatine kinase, GGT: gamma-glutamyl 
transferase 

Supplementary table 2 Overview of used metrics. 

Metrics Calculation Explanation

Accuracy (TP + TN)/(TN + TP + FN 
+ FP)

Proportion of samples that have been correctly 
classified. 

Sensitivity/Recall TP/(TP + FN) Proportion of true positives that are classified cor-
rectly, given the number of actual positives.

Specificity TN/(TN + FP) Proportion of true negatives that are classified cor-
rectly, given the number of actual negatives. 

Precision/Positive predic-
tive value (PPV) TP/(TP + FP) Proportion of true positives that are classified cor-

rectly, given the number of positive classifications.

Negative predictive value 
(NPV) TN/(TN + FN) Proportion of true negatives that are classified cor-

rectly, given the number of negative classifications.

F1-score 2*((precision*recall)/
(precision + recall)) Balance between precision and recall. 

Detection rate TP/(TN + FP + FN + FP) Proportion of classifications that are correctly posi-
tively classified. 

Detection prevalence (TN + FP)/ (TN + TP + 
FN + FP)

Proportion of classifications that are positively 
classified

Balanced accuracy (Sensitivity + Specific-
ity)/2 Average of sensitivity and specificity. 

TP: true positives, TN: true negatives, FP: false positives, FN: false negatives
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Accuracy Balanced Accuracy Recall/Sensitivity Specificity PPV/Precision F1 NPV AUC

PTP 5% 0.46 (0.45,0.47) 0.65 (0.63,0.66) 0.87 (0.84,0.89) 0.43 (0.42,0.44) 0.11 (0.11,0.12) 0.20 (0.20,0.21) 0.97 (0.97,0.98) 0.65 (0.63,0.66)

PTP 15% 0.78 (0.77,0.79) 0.65 (0.64,0.68) 0.50 (0.49,0.55) 0.81 (0.79,0.81) 0.18 (0.17,0.19) 0.27 (0.25,0.29) 0.95 (0.95,0.95) 0.65 (0.64,0.68)

Lasso LR 5% 0.69 (0.67,0.70) 0.78 (0.77,0.79) 0.88 (0.87,0.92) 0.67 (0.65,0.68) 0.19 (0.18,0.19) 0.31 (0.30,0.32) 0.99 (0.98,0.99) 0.78 (0.77,0.79)

Lasso LR 15% 0.88 (0.88,0.89) 0.76 (0.75,0.79) 0.61 (0.60,0.66) 0.91 (0.90,0.91) 0.36 (0.35,0.38) 0.45 (0.44,0.48) 0.96 (0.96,0.97) 0.76 (0.75,0.79)

Gradient boosting 5% 0.72 (0.70,0.73) 0.78 (0.77,0.79) 0.84 (0.83,0.88) 0.71 (0.69,0.72) 0.20 (0.19,0.21) 0.32 (0.31,0.33) 0.98 (0.98,0.99) 0.78 (0.77,0.79)

Gradient boosting 15% 0.89 (0.88,0.89) 0.75 (0.75,0.78) 0.59 (0.58,0.65) 0.91 (0.90,0.92) 0.37 (0.35,0.39) 0.45 (0.44,0.49) 0.96 (0.96,0.97) 0.75 (0.75,0.78)

Performance in men

PTP 5% 0.41 (0.40,0.42) 0.65 (0.63,0.65) 0.94 (0.91,0.95) 0.35 (0.34,0.37) 0.13 (0.12,0.14) 0.22 (0.22,0.24) 0.98 (0.97,0.99) 0.65 (0.63,0.65)

PTP 15% 0.62 (0.60,0.62) 0.68 (0.66,0.70) 0.77 (0.73,0.81) 0.60 (0.58,0.61) 0.16 (0.15,0.18) 0.27 (0.25,0.29) 0.96 (0.95,0.97) 0.68 (0.66,0.70)

Lasso LR 5% 0.67 (0.66,0.70) 0.79 (0.77,0.80) 0.93 (0.90,0.95) 0.65 (0.63,0.67) 0.21 (0.20,0.23) 0.34 (0.33,0.37) 0.99 (0.98,0.99) 0.79 (0.77,0.80)

Lasso LR 15% 0.87 (0.87,0.89) 0.80 (0.78,0.82) 0.71 (0.66,0.75) 0.89 (0.88,0.90) 0.39 (0.38,0.44) 0.50 (0.49,0.55) 0.97 (0.96,0.97) 0.80 (0.78,0.82)

Gradient boosting 5% 0.71 (0.70,0.73) 0.79 (0.78,0.81) 0.88 (0.86,0.93) 0.69 (0.67,0.71) 0.22 (0.22,0.25) 0.36 (0.35,0.40) 0.98 (0.98,0.99) 0.79 (0.78,0.81)

Gradient boosting 15% 0.87 (0.87,0.89) 0.78 (0.78,0.83) 0.68 (0.66,0.76) 0.89 (0.88,0.90) 0.37 (0.38,0.45) 0.48 (0.49,0.56) 0.96 (0.96,0.97) 0.78 (0.78,0.83)

Performance in women

PTP 5% 0.51 (0.49,0.52) 0.64 (0.61,0.65) 0.79 (0.74,0.82) 0.48 (0.47,0.50) 0.10 (0.09,0.10) 0.18 (0.16,0.18) 0.97 (0.96,0.97) 0.64 (0.61,0.65)

PTP 15%   0.91 (0.91,0.92) 0.60 (0.57,0.61) 0.23 (0.18,0.26) 0.97 (0.96,0.97) 0.33 (0.26,0.36) 0.27 (0.22,0.30) 0.94 (0.94,0.95) 0.60 (0.57,0.61)

Lasso LR 5% 0.70 (0.67,0.71) 0.76 (0.75,0.78) 0.84 (0.81,0.89) 0.69 (0.65,0.70) 0.17 (0.14,0.17) 0.28 (0.24,0.28) 0.98 (0.98,0.99) 0.76 (0.75,0.78)

Lasso LR 15% 0.89 (0.88,0.90) 0.71 (0.71,0.76) 0.51 (0.50,0.60) 0.92 (0.91,0.93) 0.33 (0.28,0.35) 0.40 (0.36,0.43) 0.96 (0.96,0.97) 0.71 (0.71,0.76)

Gradient boosting 5% 0.73 (0.70,0.74) 0.76 (0.74,0.78) 0.79 (0.77,0.85) 0.73 (0.70,0.74) 0.18 (0.15,0.18) 0.29 (0.26,0.30) 0.98 (0.98,0.99) 0.76 (0.74,0.78)

Gradient boosting 15% 0.90 (0.89,0.91) 0.72 (0.69,0.75) 0.50 (0.46,0.57) 0.94 (0.92,0.93) 0.36 (0.29,0.36) 0.42 (0.36,0.43) 0.96 (0.96,0.97) 0.72 (0.69,0.75)

Supplementary table 3 Performance metrics of the general model, trained on men and women and 
tested on the complete test population and on men and women from the test population sepa-
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Accuracy Balanced Accuracy Recall/Sensitivity Specificity PPV/Precision F1 NPV AUC

PTP 5% 0.40 (0.40,0.42) 0.64 (0.63,0.66) 0.93 (0.91,0.95) 0.35 (0.34,0.36) 0.13 (0.13,0.14) 0.23 (0.22,0.24) 0.98 (0.97,0.99) 0.64 (0.63,0.66)

PTP 15% 0.61 (0.60,0.62) 0.67 (0.66,0.70) 0.75 (0.73,0.80) 0.59 (0.58,0.61) 0.16 (0.16,0.17) 0.27 (0.26,0.29) 0.96 (0.95,0.97) 0.67 (0.66,0.70)

Lasso LR 5% 0.65 (0.63,0.68) 0.77 (0.76,0.79) 0.92 (0.90,0.95) 0.62 (0.60,0.65) 0.20 (0.20,0.22) 0.33 (0.33,0.36) 0.99 (0.98,0.99) 0.77 (0.76,0.79)

Lasso LR 15% 0.87 (0.86,0.88) 0.78 (0.77,0.82) 0.68 (0.66,0.75) 0.89 (0.87,0.90) 0.39 (0.37,0.42) 0.49 (0.48,0.53) 0.96 (0.96,0.97) 0.78 (0.77,0.82)

Gradient boosting 5% 0.71 (0.68,0.72) 0.79 (0.77,0.80) 0.89 (0.87,0.93) 0.69 (0.65,0.71) 0.23 (0.22,0.24) 0.37 (0.35,0.38) 0.98 (0.98,0.99) 0.79 (0.77,0.80)

Gradient boosting 15% 0.87 (0.86,0.88) 0.80 (0.78,0.82) 0.71 (0.66,0.75) 0.89 (0.88,0.90) 0.41 (0.38,0.43) 0.52 (0.49,0.54) 0.97 (0.96,0.97) 0.80 (0.78,0.82)

AUC: area under the receiver-operating curve, LR: logistic regression, PTP: pre-test probability, PPV: 
positive predictive value, NPV: negative predictive value. 
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Accuracy Balanced Accuracy Recall/Sensitivity Specificity PPV/Precision F1 NPV AUC

PTP 5% 0.52 (0.49,0.52) 0.65 (0.61,0.65) 0.81 (0.73,0.81) 0.49 (0.47,0.50) 0.10 (0.09,0.10) 0.18 (0.16,0.18) 0.97 (0.96,0.97) 0.65 (0.61,0.65)

PTP 15% 0.92 (0.91,0.92) 0.60 (0.58,0.62) 0.24 (0.19,0.27) 0.97 (0.96,0.97) 0.35 (0.27,0.35) 0.28 (0.22,0.30) 0.95 (0.94,0.95) 0.60 (0.58,0.62)

Lasso LR 5% 0.68 (0.65,0.69) 0.76 (0.74,0.77) 0.86 (0.82,0.89) 0.67 (0.63,0.68) 0.15 (0.14,0.16) 0.26 (0.24,0.27) 0.99 (0.98,0.99) 0.76 (0.74,0.77)

Lasso LR 15% 0.90 (0.89,0.91) 0.71 (0.69,0.73) 0.49 (0.44,0.53) 0.93 (0.92,0.94) 0.33 (0.30,0.37) 0.40 (0.36,0.43) 0.96 (0.96,0.97) 0.71 (0.69,0.73)

Gradient boosting 5% 0.76 (0.70,0.75) 0.77 (0.76,0.79) 0.80 (0.78,0.87) 0.75 (0.69,0.75) 0.18 (0.16,0.19) 0.30 (0.27,0.30) 0.98 (0.98,0.99) 0.77 (0.76,0.79)

Gradient boosting 15% 0.90 (0.89,0.91) 0.74 (0.70,0.75) 0.55 (0.47,0.58) 0.93 (0.92,0.94) 0.34 (0.30,0.37) 0.42 (0.37,0.44) 0.97 (0.96,0.97) 0.74 (0.70,0.75)
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G
en

er
al

 m
od

el

Accuracy Balanced Accuracy Recall/Sensitivity Specificity PPV/Precision F1 NPV AUC

PTP 5% 0.46 (0.45,0.47) 0.65 (0.63,0.66) 0.87 (0.84,0.89) 0.43 (0.42,0.44) 0.11 (0.11,0.12) 0.20 (0.20,0.21) 0.97 (0.97,0.98) 0.65 (0.63,0.66)

PTP 15% 0.78 (0.77,0.79) 0.65 (0.64,0.68) 0.50 (0.49,0.55) 0.81 (0.79,0.81) 0.18 (0.17,0.19) 0.27 (0.25,0.29) 0.95 (0.95,0.95) 0.65 (0.64,0.68)

Lasso LR 5% 0.69 (0.67,0.70) 0.78 (0.77,0.79) 0.88 (0.87,0.92) 0.67 (0.65,0.68) 0.19 (0.18,0.19) 0.31 (0.30,0.32) 0.99 (0.98,0.99) 0.78 (0.77,0.79)

Lasso LR 15% 0.88 (0.88,0.89) 0.76 (0.75,0.79) 0.61 (0.60,0.66) 0.91 (0.90,0.91) 0.36 (0.35,0.38) 0.45 (0.44,0.48) 0.96 (0.96,0.97) 0.76 (0.75,0.79)

Gradient boosting 5% 0.72 (0.70,0.73) 0.78 (0.77,0.79) 0.84 (0.83,0.88) 0.71 (0.69,0.72) 0.20 (0.19,0.21) 0.32 (0.31,0.33) 0.98 (0.98,0.99) 0.78 (0.77,0.79)

Gradient boosting 15% 0.89 (0.88,0.89) 0.75 (0.75,0.78) 0.59 (0.58,0.65) 0.91 (0.90,0.92) 0.37 (0.35,0.39) 0.45 (0.44,0.49) 0.96 (0.96,0.97) 0.75 (0.75,0.78)

Performance in men

PTP 5% 0.41 (0.40,0.42) 0.65 (0.63,0.65) 0.94 (0.91,0.95) 0.35 (0.34,0.37) 0.13 (0.12,0.14) 0.22 (0.22,0.24) 0.98 (0.97,0.99) 0.65 (0.63,0.65)

PTP 15% 0.62 (0.60,0.62) 0.68 (0.66,0.70) 0.77 (0.73,0.81) 0.60 (0.58,0.61) 0.16 (0.15,0.18) 0.27 (0.25,0.29) 0.96 (0.95,0.97) 0.68 (0.66,0.70)

Lasso LR 5% 0.67 (0.66,0.70) 0.79 (0.77,0.80) 0.93 (0.90,0.95) 0.65 (0.63,0.67) 0.21 (0.20,0.23) 0.34 (0.33,0.37) 0.99 (0.98,0.99) 0.79 (0.77,0.80)

Lasso LR 15% 0.87 (0.87,0.89) 0.80 (0.78,0.82) 0.71 (0.66,0.75) 0.89 (0.88,0.90) 0.39 (0.38,0.44) 0.50 (0.49,0.55) 0.97 (0.96,0.97) 0.80 (0.78,0.82)

Gradient boosting 5% 0.71 (0.70,0.73) 0.79 (0.78,0.81) 0.88 (0.86,0.93) 0.69 (0.67,0.71) 0.22 (0.22,0.25) 0.36 (0.35,0.40) 0.98 (0.98,0.99) 0.79 (0.78,0.81)

Gradient boosting 15% 0.87 (0.87,0.89) 0.78 (0.78,0.83) 0.68 (0.66,0.76) 0.89 (0.88,0.90) 0.37 (0.38,0.45) 0.48 (0.49,0.56) 0.96 (0.96,0.97) 0.78 (0.78,0.83)

Performance in women

PTP 5% 0.51 (0.49,0.52) 0.64 (0.61,0.65) 0.79 (0.74,0.82) 0.48 (0.47,0.50) 0.10 (0.09,0.10) 0.18 (0.16,0.18) 0.97 (0.96,0.97) 0.64 (0.61,0.65)

PTP 15%   0.91 (0.91,0.92) 0.60 (0.57,0.61) 0.23 (0.18,0.26) 0.97 (0.96,0.97) 0.33 (0.26,0.36) 0.27 (0.22,0.30) 0.94 (0.94,0.95) 0.60 (0.57,0.61)

Lasso LR 5% 0.70 (0.67,0.71) 0.76 (0.75,0.78) 0.84 (0.81,0.89) 0.69 (0.65,0.70) 0.17 (0.14,0.17) 0.28 (0.24,0.28) 0.98 (0.98,0.99) 0.76 (0.75,0.78)

Lasso LR 15% 0.89 (0.88,0.90) 0.71 (0.71,0.76) 0.51 (0.50,0.60) 0.92 (0.91,0.93) 0.33 (0.28,0.35) 0.40 (0.36,0.43) 0.96 (0.96,0.97) 0.71 (0.71,0.76)

Gradient boosting 5% 0.73 (0.70,0.74) 0.76 (0.74,0.78) 0.79 (0.77,0.85) 0.73 (0.70,0.74) 0.18 (0.15,0.18) 0.29 (0.26,0.30) 0.98 (0.98,0.99) 0.76 (0.74,0.78)

Gradient boosting 15% 0.90 (0.89,0.91) 0.72 (0.69,0.75) 0.50 (0.46,0.57) 0.94 (0.92,0.93) 0.36 (0.29,0.36) 0.42 (0.36,0.43) 0.96 (0.96,0.97) 0.72 (0.69,0.75)

M
al

e-
sp

ec
ifi

c 
m

od
el

Accuracy Balanced Accuracy Recall/Sensitivity Specificity PPV/Precision F1 NPV AUC

PTP 5% 0.40 (0.40,0.42) 0.64 (0.63,0.66) 0.93 (0.91,0.95) 0.35 (0.34,0.36) 0.13 (0.13,0.14) 0.23 (0.22,0.24) 0.98 (0.97,0.99) 0.64 (0.63,0.66)

PTP 15% 0.61 (0.60,0.62) 0.67 (0.66,0.70) 0.75 (0.73,0.80) 0.59 (0.58,0.61) 0.16 (0.16,0.17) 0.27 (0.26,0.29) 0.96 (0.95,0.97) 0.67 (0.66,0.70)

Lasso LR 5% 0.65 (0.63,0.68) 0.77 (0.76,0.79) 0.92 (0.90,0.95) 0.62 (0.60,0.65) 0.20 (0.20,0.22) 0.33 (0.33,0.36) 0.99 (0.98,0.99) 0.77 (0.76,0.79)

Lasso LR 15% 0.87 (0.86,0.88) 0.78 (0.77,0.82) 0.68 (0.66,0.75) 0.89 (0.87,0.90) 0.39 (0.37,0.42) 0.49 (0.48,0.53) 0.96 (0.96,0.97) 0.78 (0.77,0.82)

Gradient boosting 5% 0.71 (0.68,0.72) 0.79 (0.77,0.80) 0.89 (0.87,0.93) 0.69 (0.65,0.71) 0.23 (0.22,0.24) 0.37 (0.35,0.38) 0.98 (0.98,0.99) 0.79 (0.77,0.80)

Gradient boosting 15% 0.87 (0.86,0.88) 0.80 (0.78,0.82) 0.71 (0.66,0.75) 0.89 (0.88,0.90) 0.41 (0.38,0.43) 0.52 (0.49,0.54) 0.97 (0.96,0.97) 0.80 (0.78,0.82)

Fe
m

al
e-

sp
ec

ifi
c 

m
od

el

Accuracy Balanced Accuracy Recall/Sensitivity Specificity PPV/Precision F1 NPV AUC

PTP 5% 0.52 (0.49,0.52) 0.65 (0.61,0.65) 0.81 (0.73,0.81) 0.49 (0.47,0.50) 0.10 (0.09,0.10) 0.18 (0.16,0.18) 0.97 (0.96,0.97) 0.65 (0.61,0.65)

PTP 15% 0.92 (0.91,0.92) 0.60 (0.58,0.62) 0.24 (0.19,0.27) 0.97 (0.96,0.97) 0.35 (0.27,0.35) 0.28 (0.22,0.30) 0.95 (0.94,0.95) 0.60 (0.58,0.62)

Lasso LR 5% 0.68 (0.65,0.69) 0.76 (0.74,0.77) 0.86 (0.82,0.89) 0.67 (0.63,0.68) 0.15 (0.14,0.16) 0.26 (0.24,0.27) 0.99 (0.98,0.99) 0.76 (0.74,0.77)

Lasso LR 15% 0.90 (0.89,0.91) 0.71 (0.69,0.73) 0.49 (0.44,0.53) 0.93 (0.92,0.94) 0.33 (0.30,0.37) 0.40 (0.36,0.43) 0.96 (0.96,0.97) 0.71 (0.69,0.73)

Gradient boosting 5% 0.76 (0.70,0.75) 0.77 (0.76,0.79) 0.80 (0.78,0.87) 0.75 (0.69,0.75) 0.18 (0.16,0.19) 0.30 (0.27,0.30) 0.98 (0.98,0.99) 0.77 (0.76,0.79)

Gradient boosting 15% 0.90 (0.89,0.91) 0.74 (0.70,0.75) 0.55 (0.47,0.58) 0.93 (0.92,0.94) 0.34 (0.30,0.37) 0.42 (0.37,0.44) 0.97 (0.96,0.97) 0.74 (0.70,0.75)

rately, and the performance metrics of the male-specific and female-specific model. 0.05 and 0.15 
indicate the specific cut-off values at which an individual is classified as having CAD. 
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Supplementary table 4 Baseline table of the distribution of patient characteristics and baseline 
variables between the train and test dataset.

BMI: Body mass index, SBP: Systolic blood pressure, DBP: Diastolic blood pressure, SCORE CVD: Systemat-
ic COronary Risk Evaluation34, PTP: pre-test probability, SD: standard deviation, IQR: interquartile range

Overall Train set Test set Missing 
(%)

n 34,524 25,893 8631

Women (n, %) 19,141 (55.4) 14,340 (55.4) 4801 (55.6) 

Diagnosis of CAD (n, %) 2719 (7.9) 2039 (7.9) 680 (7.9)

Age (mean (SD)) 55 (14) 55 (14) 55 (14)

BMI (mean (SD)) 26.72 (4.81) 26.74 (4.81) 26.65 (4.83) 1.2

Classification of BMI (n, %)
Normal weight
Obesity class I
Obesity class II
Obesity class III
Overweight
Underweight

13,147 (38.5) 
5101 (15.0) 

1458 (4.3) 
563 (1.7) 

13,495 (39.6) 
355 (1.0) 

9790 (38.3) 
3809 (14.9) 

1101 (4.3) 
424 (1.7) 

10,202 (39.9) 
267 (1.0) 

3357 (39.4) 
1292 (15.2) 

357 (4.2) 
139 (1.6) 

3293 (38.6) 
88 (1.0) 

1.2

SBP (mean (SD)) 141 (21) 141 (21) 140 (21) 1.4

DBP (mean (SD)) 84.49 (11.78) 84.53 (11.75) 84.35 (11.88) 1.3

Having chest pain complaints (n, %) 28,466 (82.5) 21,313 (82.3) 7153 (82.9) 0

Having complaints of dyspnoea (n, %) 6661 (19.3) 5031 (19.4) 1630 (18.9) 0

Smoking status (n, %)
Current
Ever 
Never

13,032 (40.5) 
10,377 (32.2) 

8803 (27.3) 

9765 (40.5) 
7781 (32.2) 
6592 (27.3) 

3267 (40.5) 
2596 (32.2) 
2211 (27.4) 

6.7

Diabetes (n, %) 2522 (7.3) 1923 (7.5) 599 (7.0) 0.5

Hypertension (n, %) 9514 (27.7) 7158 (27.8) 2356 (27.4) 0.4

Dyslipidaemia (n, %) 4911 (14.3) 3747 (14.5) 1164 (13.6) 0.5

Family history of atherosclerosis (n, %)
 Negative
  Unknown
  Positive

9523 (39.3) 
2950 (12.2) 

11,757 (48.5) 

7118 (39.1) 
2233 (12.3) 
8875 (48.7) 

2405 (40.1) 
717 (11.9) 

2882 (48.0) 

29.8

Chest pain (n, %)
 Non-anginal
  Atypical
  Typical

7492 (61.7) 
1704 (14.0) 
2949 (24.3) 

5594 (61.7) 
1252 (13.8) 
2220 (24.5) 

1898 (61.6) 
452 (14.7) 
729 (23.7) 

64.8

10-year SCORE CVD (median (IQR)) 1.6 [0.4-4.7] 1.7 [0.4-4.7] 1.6 [0.4-4.5] 31.7

PTP (median (IQR)) 6 [3-14] 6 [3-14] 6 [3-13.50]

PTP category (n, %)
 <0.05
  0.05-0.15
  >0.15

13,883 (40.2) 
12,934 (37.5) 

7707 (22.3) 

10,393 (40.1) 
9683 (37.4) 
5817 (22.5) 

3490 (40.4) 
3251 (37.7) 
1890 (21.9) 
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ABSTRACT
Background Sex-differences in electrocardiograms (ECGs) are well documented and deep 
neural networks (DNN) based on the ECG accurately predict sex. Sex-differences in DNN 
models may lead to new insights on electrophysiological mechanisms and prognosis. 
Therefore, we validated DNN-based sex classification on ECGs and focused on visualizing 
features important for this classification. In addition, we analysed misclassification of sex 
and mortality risks.

Methods A DNN was trained to classify sex based on 131,673 normal ECGs. The algorithm   
was validated on an internal (68,500 ECGs) and external datasets (3,303 and 4,457 ECGs), 
respectively. The survival of sex (mis)classified groups was investigated using time-to-
event analysis, and a sex-stratified mediation analysis was performed.

Results The DNN successfully distinguished females from males ECGs (internal validation: 
AUC 0.96 [95% CI 0.96-0.97]; external validations: AUC 0.89 [95% CI 0.88-0.90] and 0.94 
[95% CI 0.93-0.94]). Sex-misclassified individuals (11%) had a 1.38 times higher mortality 
risk compared to correctly classified peers. Ventricular rate and QTc interval were mediat-
ing mortality risk in males, whilst in females, QRS was the strongest negative mediating 
factor. Indeed, a short QRS duration increased mortality risk in both sexes.

Discussion DNNs accurately classify sex based on raw ECG signals. While the proportion of 
misclassified individuals is low, a worse survival is seen in both sexes. This worse survival 
is mostly explained by known ECG features in misclassified males, but less so in females. 
By focussing on sex in DNNs, we uncovered a previously unknown ECG feature important 
for mortality.  
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INTRODUCTION
Despite increasing awareness on sex differences in cardiology, women remain underrep-
resented in randomized clinical trials.1,2 Often, even when enough women are included, 
a focus on sex stratification is absent, despite pronounced differences between the sex-
es.2,3 This also applies to the recent advancement of artificial intelligence (AI) in cardiolo-
gy.1 Deep neural networks (DNN) are increasingly used to analyse raw electrocardiogram 
(ECG) signals for prediction, diagnosis and prognosis of cardiovascular disease (CVD).4–7 
Sex differences in the ECGs are well known, as women have a higher heart rate, shorter 
PR and QRS duration, longer corrected QT duration (QTc), different T-wave morphology 
and lower precordial QRS and T-wave amplitudes than men.8–10

On top of applications to improve patient outcome in cardiovascular disease, DNNs are 
also able to classify sex based on ECG with an extremely high accuracy.11 This suggests 
that the “black box” of DNNs may hold additional information on sex differences within 
ECGs that are currently unknown. Identifying subtle sex differences on the ECG will not 
only improve our understanding of these sex differences but might also be clinically rel-
evant. ECG features that have already shown to be associated with mortality in a sex-de-
pendent way are QRS prolongation, QTc prolongation, and T-wave morphology.12–15

As incorporating sex-stratified analysis into experimental design has enabled advance-
ments across many disciplines, we hypothesize that a focus on sex differences using 
DNNs for analysing raw ECG signals could lead to new discoveries and insights.1 For that 
purpose, we used two large data sources of normal ECGs to validate the high accuracy 
of the classification of sex with DNNs. In addition, we identified individuals who were 
misclassified on sex, and studied their survival. We highlight how these sex-specific ECG 
features affect mortality using visualizations techniques and mediation analyses.

METHODS

Study participants and data acquisition
UMCU TRAINING AND INTERNAL VALIDATION DATASET
All 10-second 12-lead resting ECGs (n=1,136,113) acquired in the University Medi-
cal Center Utrecht (UMCU) between July 1991 and December 2019 from individuals 
(n=249,262) aged between 18 and 85 years were selected. Demographic (age, sex, fol-
low-up) and ECG data were extracted from hospital files of these individuals. All individ-
uals (n=137,000) with at least one normal ECG (n=287,547) were selected (Figure 1). Only 
ECGs that were deemed interpretable were included. 
The ECGs were recorded using a General Electric MAC V, 5000 or 5500 (GE Healthcare, 
Chicago, IL, USA) at 250 or 500 Hz and extracted in raw voltage format. Linear interpola-
tion was used to resample every ECG to 500 Hz. The representative median beat was used 
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in this study and derived from these 10-second recordings by aligning all QRS complex-
es and taking the median voltage. R peaks were detected using the Stationary Wavelet 
Transform detector.16 Extraction of the conventional ECG features, such as PR interval, 
is described in more detail in the Supplementary Methods. All recordings obtained at 
non-cardiology departments were systematically annotated by a physician as part of the 
regular clinical workflow. The other ECGs were annotated by the Marquette 12SL algo-
rithm (GE Healthcare, Chicago, IL, USA). Diagnostic ECG statements were extracted from 
these free text annotations using a text mining algorithm described before and used to 
determine if an ECG was interpreted as normal or borderline normal.4

UMCU FOLLOW-UP DATASET
A subset of the UMCU internal validation dataset was used to determine the associa-
tion between ECG-classified sex and all-cause mortality. Survival data from all individuals 
were extracted from the Dutch Population Register. For these analyses individuals with 
less than one year of follow-up (n=4,452) and individuals with ECG conduction inter-
vals outside normal ranges (QRS<120 ms, PR interval<250 ms and Bazett QTc<500ms; 
n=1,055) were excluded. This enabled investigation of long-term follow-up and avoids 
the bias that occurs because an individual is already in the hospital for a specific reason 

Figure 1 Selection of individuals for the UMCU training dataset, internal validation dataset and 
dataset for time-to-event and mediation analysis.
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that reduces the life expectancy (e.g. severe trauma or palliative care). These exclusions 
resulted in a final dataset of 62,588 individuals (figure 1).

EXTERNAL VALIDATION: KNOW-YOUR-HEART DATASET AND UTRECHT HEALTH PROJECT DATASET
External validation of the algorithm was performed in two external datasets. The Know-
Your-Heart (KYH) dataset is a cross-sectional population-based study from two Russian 
cities, Arkhangelsk and Novosibirsk. This cohort consisted of 4647 participants, aged 
between 35 and 69 years. The full protocol of the KYH study has been described else-
where.17 A detailed description of the ECG acquisition in this dataset is provided in the 
Supplementary Methods.
The Utrecht Health Project (UHP) is an ongoing dynamic population study initiated in 
a newly developed large residential area in Leidsche Rijn, part of the city of Utrecht.18 
All new inhabitants were invited by their general practitioner to participate in the UHP. 
Written informed consent was obtained and an individual health profile (IHP) was made 
by dedicated research nurses. Survival data was obtained through the general practition-
er via the International Classification of Primary Care (ICPC)-codes. The UHP study was 
approved by the Medical Ethical Committee of the University Medical Center, Utrecht, 
The Netherlands. UHP included baseline normal ECGs of 4457 individuals (2469 females, 
55.4%), with a median age of 35 years [IQR 30-43]. The full protocol of the UHP cohort has 
been described elsewhere.19 

Deep neural network development
A convolutional DNN architecture with several 1-dimensional causal dilated convolution-
al layers was trained to classify sex on ECG. This network architecture is inspired by van 
den Oord et al. and was described in detail previously.20,21 The architecture had been pre-
viously  optimized for use on median beats before and no further hyperparameter tuning 
was performed on this dataset.21,22 Training was performed with a binary cross-entropy 
loss and the Adam optimizer with a learning rate of 0.0001 and batch size of 128.23,24 Early 
stopping was performed when the validation did not decrease for 20 epochs. Output of 
the DNN was a probability that indicates the likelihood of an ECG belonging to a female 
individual. Cut-off value was set to 0.5, i.e. a probability <0.5 resulted in the classification 
of the ECG belonging to a male. All algorithm development was performed with the Py-
Torch package (version 1.7.0).25

Algorithm visualization
To determine what segments of the ECG are important for the DNN to classify sex, we 
used Guided Gradient Class Activation Mapping++ (Guided Grad-CAM++). This tech-
nique combines Grad-CAM, which provides global class-discriminative ECG segments, 
with guided backpropagation to achieve fine-grained timepoint-specific visualiza-
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tions.26,27 A detailed description on the visualization technique can be found in the Sup-
plementary Methods. 

Statistical analysis
DESCRIPTIVE STATISTICS OF DATASET AND PERFORMANCE EVALUATION OF DNN
The baseline characteristics of the datasets were described as mean +/- standard de-
viation (SD) or median with interquartile range (IQR), where appropriate. The discrimi-
natory performance of the DNN in the UMCU internal validation set and KYH and UHP 
external validation set was assessed with the area under the receiver operating charac-
teristic (AUC) and accuracy, calculated as the number of correctly classified individuals 
divided by the total number of individuals. The 95% confidence intervals (CI) around the 
performance measures were obtained using 2000 bootstrap samples. Four groups were 
identified for subsequent analyses using a predicted probability cut-off of 0.5: correctly 
classified males and females, biological females classified as male and biological males 
classified as female. Conventional ECG features (e.g. PR interval) were compared between 
these groups. No p-values were provided in these comparisons.

SURVIVAL AND MEDIATION ANALYSIS IN UMCU FOLLOW-UP DATASET
Using data from the UMCU follow-up and the UHP external validation dataset, sex-strat-
ified survival analysis with Kaplan-Meier curves and Cox regression was done to eval-
uate the differences in survival between the four groups. All analyses were performed 
with age as the primary time variable (e.g. correction for late entry or left-truncation), 
as included individuals had their first ECG at different ages. Subsequently, the UMCU 
follow-up dataset wat used to investigate to what extent the relationship between sex 
(mis)classification by the DNN and survival is mediated by the conventional ECG features. 
Therefore, a biological sex-stratified mediation analysis was performed. In the media-
tion analyses, survival was modelled using an age-adjusted Weibull model and all ECG 
features were normalized. Mediation analysis was done for each ECG variable separately 
using the R mediation package (version 4.5.0).28 The proportion effect explained PEE (i.e. 
how much of the effect of DNN-predicted sex on mortality is mediated by a conventional 
ECG variable) was derived by dividing the average causal mediated effect (ACME) by the 
total effect. We derived 95% CI around the PEE using nonparametric bootstrap with 1000 
samples. Finally, a sex-stratified post-hoc evaluation of the association between conven-
tional ECG features and all-cause mortality was performed to investigate non-linearities 
in the UMCU follow-up dataset. Therefore, all conventional ECG features were added to a 
Cox regression model using a natural cubic spline. Hazard ratios (HR) relative to the me-
dian value of the ECG variable were used to visualize the non-linear relationship. 
All statistical analyses were executed using R version 3.5 (R Foundation for Statistical 
Computing). The Transparent Reporting of a Multivariable Prediction Model for Individu-
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Overall
Train Test

Males Females Males Females

Individuals, n 137,000 34,214 34,286 34,617 33,883

ECGs, n 200,173 67,634 64,039 34,617 33,883

Deceased (n, %) 17,764 (16.9) 3415 (18.7) 2760 (15.3) 6495 (18.8) 5094 (15.0)

Age at ECG in years (medi-
an [IQR]) 57 [44-68] 57 [46-67] 57 [43-68] 58 [46-68] 57 [43-68]

Linkage for follow-up 
possible (n, %) 104,848 (76.5) 18,283 (53.4) 18,065 (52.7) 34,617 (100) 33,883 (100)

Time between ECG and 
follow-up in years (medi-
an [IQR])

7.8 [3.5-13.8] 7.3 [3.2-12.9] 7.7 [3.5-13.8] 8.1 [3.5-14] 8.4 [3.8-14.4]

Age at ECG in years (n, %)
≤ 30
31-40
41-50
51-60
61-70
71-80
> 80

19,426 (9.7)
20,576 (10.3)
32,920 (16.4)
44,114 (22.0)
47,875 (23.9)
29,045 (14.5)

6217 (3.1)

6012 (8.9)
6310 (9.3)

11,354 (16.8)
16,310 (24.1)
17,052 (25.2)

9064 (25.2)
1532 (2.3)

6583 (10.3)
7285 (11.4)

10,989 (17.2)
13,115 (20.5)
13,970 (21.8)

8913 (15.3)
2284 (3.6)

3202 (9.2)
3205 (9.3)

5328 (15.4)
7827 (22.6)
9141 (26.4)
5017 (14.5)

897 (2.6)

3629 (10.7)
3776 (11.1)
5249 (15.5)
6862 (20.3)
7712 (22.8)
5151 (15.2)

1504 (4.4)

Year of ECG (n, %)
≤ 1995
1996-2000
2001-2005
2006-2010
2011-2015
> 2015

32,167 (16.1)
34,249 (17.1)
22,648 (11.3)
31,995 (16.0)
44,709 (22.3)
34,405 (17.2)

15,132 (22.4)
14,447 (21.4)

5380 (8.0)
8997 (13.3)

13,547 (20.0)
10,131 (15.0)

14,876 (23.2)
13,984 (21.8)

5452 (8.5)
8709 (13.6)

11,713 (18.3)
9314 (14.5)

1095 (3.2)
3038 (8.8)

5869 (17.0)
7217 (20.8)
9815 (28.4)
7583 (21.9)

1073 (3.2)
2780 (8.2)

5947 (17.6)
7072 (20.9

9634 (28.4)
7377 (21.8)

Ventricular rate (median 
[IQR]) 71 [62-82] 69 [60-81] 72 [64-83] 69 [60-80] 72 [63-82]

PR interval, ms (median 
[IQR]) 154 [140-170] 156 [142-174] 150 [136-168] 158 [142-174] 150 [136-166]

QRS duration, ms (median 
[IQR]) 90 [84-98] 96 [88-100] 86 [80-92] 96 [88-102] 86 [80-94]

QT interval, ms (median 
[IQR]) 386 [364-408] 386 [364-410] 384 [360-406] 388 [364-410] 384 [364-408]

Bazett corrected QT inter-
val, ms (median [IQR]) 417 [404-434] 414 [402-430] 420 [407-436] 414 [401-430] 419 [406-437]

SL voltage (median [IQR]) 1.94 [1.6-2.4] 2 [1.6-2.4] 1.91 [1.6-2.3] 2 [1.6-2.4] 1.9 [1.5-2.3]

Cornell voltage (median 
[IQR]) 1.3 [0.9-1.6] 1.3 [1-1.7] 1.1 [0.8-1.5] 1.4 [1-1.8] 1.2 [0.9-1.5]

SL product (median [IQR]) 175 [139-218] 187 [148-232] 165 [133-204] 187 [148-232] 165 [131-202]

Cornell product (median 
[IQR]) 112 [81-150] 126 [93-164]  97 [69-128] 132 [97-171] 101 [73-133]

Table 1 Baseline table of the train and internal validation set from the UMCU database, stratified by sex.

 ECG: electrocardiogram, ms: milliseconds, IQR: interquartile range, SL: Sokolow-Lyon.
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 ECG: electrocardiogram, bpm: beats per minute, ms: milliseconds, IQR: interquartile range, SL: Sokolow-Lyon.

Males Females

Overall Correctly classified Misclassified Overall Correctly Classified Misclassified

Individuals-n 31,328 26,344 4984 31,260 30,008 1252

Deceased (n-%) 4066 (13.0) 3213 (12.2) 853 (17.1) 3188 (10.2) 2984 (9.9) 204 (16.3) 

Age at ECG in years (median [IQR]) 57 [45-67] 57 [44-66] 61 [49-70] 56 [42-67] 56 [42-67] 61 [49-72]

Time between ECG and follow-up in years (median 
[IQR]) 8.7 [4.4-14.5] 9 [4.6-14.9] 7.5 [3.7-12.8] 8.9 [4.6-15.0] 8.9 [4.6-15.0] 10 [4.9-15.5]

Age at ECG in years (n-%)
≤ 30
31-40
41-50
51-60
61-70
71-80
> 80

3052 (9.7) 
3048 (9.7) 

5020 (16.0) 
7198 (23.0) 
8137 (26.0) 
4287 (13.7)

586 ( 1.9) 

2699 (10.2) 
2672 (10.1) 
4333 (16.4)
6115 (23.2) 
6744 (25.6)
3344 (12.7)

437 ( 1.7)

353 (7.1) 
376 (7.5) 

687 (13.8) 
1083 (21.7) 
1393 (27.9) 

943 (18.9)
149 ( 3.0) 

3546 (11.3)
3639 (11.6)
5009 (16.0)
6400 (20.5)
7054 (22.6)
4596 (14.7)

1016 (3.3)

3451 (11.5)
3546 (11.8)
4852 (16.2)
6136 (20.4)
6743 (22.5)
4334 (14.4)

946 (3.2)

95 (7.6)
93 (7.4)

157 (12.5)
264 (21.1)
311 (24.8)
262 (20.9)

70 (5.6)

Year of ECG (n-%)
≤ 1995
1996-2000
2001-2005
2006-2010
2011-2015
> 2015

1076 (3.4) 
2872 (9.2) 

5351 (17.1) 
6453 (20.6) 
8917 (28.5)
6659 (21.3) 

946 (3.6) 
2385 (9.1) 

4701 (17.8) 
5470 (20.8) 
7408 (28.1)
5434 (20.6)

130 (2.6) 
487 (9.8) 

650 (13.0) 
983 (19.7) 

1509 (30.3)
1225 (24.6) 

1065 (3.4) 
2658 (8.5) 

5570 (17.8) 
6446 (20.6) 
8915 (28.5)
6606 (21.1) 

1014 (3.4) 
2569 (8.6) 

5251 (17.5) 
6166 (20.5) 
8619 (28.7)
6389 (21.3) 

51 (4.1)
89 (7.1) 

319 (25.5) 
280 (22.4) 
296 (23.6)
217 (17.3)

Ventricular rate-bpm (median [IQR])  68 [60-79]  67 [59-77] 74 [64-86] 71 [63-81] 71 [63-81] 69 [61-80]

PR interval in ms (median [IQR]) 158 [144-174] 158 [144-174] 154 [138-170] 150 [136-166] 150 [136-166] 158 [144-174]

QRS duration in ms (median [IQR]) 96 [88-102] 96 [90-102] 90 [84-96] 86 [80-94] 86 [80-92] 92 [86-100]

QT interval in ms (median [IQR]) 388 [366-410] 388 [366-410] 382 [356-408] 386 [364-408] 386 [364-408] 388 [366-412]

Corrected QT in ms (median [IQR]) 413 [401-429] 411 [400-427] 422 [407-439] 419 [406-436] 419 [406-436] 416.50 [405-435]

SL-voltage (median [IQR]) 2 [1.6-2.4] 2 [1.6-2.4] 1.8 [1.5-2.2] 1.9 [1.6-2.3] 1.9 [1.6-2.3] 2 [1.6-2.4]

Cornell-voltage (median [IQR]) 1.4 [1.1-1.8] 1.4 [1.1-1.8] 1.3 [1-1.7] 1.2 [0.9-1.5] 1.2 [0.9-1.5] 1.3 [1-1.7]

SL-product (median [IQR]) 188 [149-233] 193 [153-238] 163 [131,202] 166 [132-203] 165 [132-202] 182 [146-227]

Cornell-product (median [IQR]) 132 [98-171] 135 [101-174] 117 [86-153] 100 [72-132] 99 [72-131] 122 [89-159]

al Prognosis or Diagnosis Statement for the reporting of diagnostic models was followed, 
where appropriate.29 

RESULTS
Characteristics of study population
Median age of included individuals at the time of their ECG acquisition in the UMCU data-
set was 57.2 [IQR 44.7-67.6] years. Table 1 shows the baseline characteristics of the ECGs 
used in the UMCU training and internal validation set separated for males and females 

Table 2 Overview of baseline and ECG features in the UMCU follow-up dataset and the distribution 
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 ECG: electrocardiogram, bpm: beats per minute, ms: milliseconds, IQR: interquartile range, SL: Sokolow-Lyon.

Males Females

Overall Correctly classified Misclassified Overall Correctly Classified Misclassified

Individuals-n 31,328 26,344 4984 31,260 30,008 1252

Deceased (n-%) 4066 (13.0) 3213 (12.2) 853 (17.1) 3188 (10.2) 2984 (9.9) 204 (16.3) 

Age at ECG in years (median [IQR]) 57 [45-67] 57 [44-66] 61 [49-70] 56 [42-67] 56 [42-67] 61 [49-72]

Time between ECG and follow-up in years (median 
[IQR]) 8.7 [4.4-14.5] 9 [4.6-14.9] 7.5 [3.7-12.8] 8.9 [4.6-15.0] 8.9 [4.6-15.0] 10 [4.9-15.5]

Age at ECG in years (n-%)
≤ 30
31-40
41-50
51-60
61-70
71-80
> 80

3052 (9.7) 
3048 (9.7) 

5020 (16.0) 
7198 (23.0) 
8137 (26.0) 
4287 (13.7)

586 ( 1.9) 

2699 (10.2) 
2672 (10.1) 
4333 (16.4)
6115 (23.2) 
6744 (25.6)
3344 (12.7)

437 ( 1.7)

353 (7.1) 
376 (7.5) 

687 (13.8) 
1083 (21.7) 
1393 (27.9) 

943 (18.9)
149 ( 3.0) 

3546 (11.3)
3639 (11.6)
5009 (16.0)
6400 (20.5)
7054 (22.6)
4596 (14.7)

1016 (3.3)

3451 (11.5)
3546 (11.8)
4852 (16.2)
6136 (20.4)
6743 (22.5)
4334 (14.4)

946 (3.2)

95 (7.6)
93 (7.4)

157 (12.5)
264 (21.1)
311 (24.8)
262 (20.9)

70 (5.6)

Year of ECG (n-%)
≤ 1995
1996-2000
2001-2005
2006-2010
2011-2015
> 2015

1076 (3.4) 
2872 (9.2) 

5351 (17.1) 
6453 (20.6) 
8917 (28.5)
6659 (21.3) 

946 (3.6) 
2385 (9.1) 

4701 (17.8) 
5470 (20.8) 
7408 (28.1)
5434 (20.6)

130 (2.6) 
487 (9.8) 

650 (13.0) 
983 (19.7) 

1509 (30.3)
1225 (24.6) 

1065 (3.4) 
2658 (8.5) 

5570 (17.8) 
6446 (20.6) 
8915 (28.5)
6606 (21.1) 

1014 (3.4) 
2569 (8.6) 

5251 (17.5) 
6166 (20.5) 
8619 (28.7)
6389 (21.3) 

51 (4.1)
89 (7.1) 

319 (25.5) 
280 (22.4) 
296 (23.6)
217 (17.3)

Ventricular rate-bpm (median [IQR])  68 [60-79]  67 [59-77] 74 [64-86] 71 [63-81] 71 [63-81] 69 [61-80]

PR interval in ms (median [IQR]) 158 [144-174] 158 [144-174] 154 [138-170] 150 [136-166] 150 [136-166] 158 [144-174]

QRS duration in ms (median [IQR]) 96 [88-102] 96 [90-102] 90 [84-96] 86 [80-94] 86 [80-92] 92 [86-100]

QT interval in ms (median [IQR]) 388 [366-410] 388 [366-410] 382 [356-408] 386 [364-408] 386 [364-408] 388 [366-412]

Corrected QT in ms (median [IQR]) 413 [401-429] 411 [400-427] 422 [407-439] 419 [406-436] 419 [406-436] 416.50 [405-435]

SL-voltage (median [IQR]) 2 [1.6-2.4] 2 [1.6-2.4] 1.8 [1.5-2.2] 1.9 [1.6-2.3] 1.9 [1.6-2.3] 2 [1.6-2.4]

Cornell-voltage (median [IQR]) 1.4 [1.1-1.8] 1.4 [1.1-1.8] 1.3 [1-1.7] 1.2 [0.9-1.5] 1.2 [0.9-1.5] 1.3 [1-1.7]

SL-product (median [IQR]) 188 [149-233] 193 [153-238] 163 [131,202] 166 [132-203] 165 [132-202] 182 [146-227]

Cornell-product (median [IQR]) 132 [98-171] 135 [101-174] 117 [86-153] 100 [72-132] 99 [72-131] 122 [89-159]

and the distributions of the ECG features. Follow-up was available for 104.848 (76.5%) 
of individuals and median follow-up time (Table 2) for the UMCU follow-up dataset was 
8.7 [IQR 4.4-14.5] years and 8.9 [IQR 4.6-15.5] for, respectively, males and females. Table 
3 shows the distributions of the ECG features, stratified by sex and sex-classification, for 
the KYH external validation dataset. The baseline characteristics of the UHP external val-
idation dataset are displayed in Table 4, stratified by sex and sex-classification by DNN. 
Follow-up was available in this dataset (median follow-up: 16.9 years [IQR 15.3-18.0]), but 
ECG features were not structurally reported. 

between correctly classified males and females and their misclassified biological peers. 
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Know
-Your-H

eart
U

trecht H
ealth Project

M
ales

Fem
ales

M
ales

Fem
ales

Correctly 
classified

M
isclassified

Correctly 
Classified

M
isclassified

Correctly 
classified

M
isclassified

Correctly 
Classified

M
isclassified

Individuals, n
902

412
1787

202
1872

116
1764

705

D
eceased (n, %

)
-

-
-

-
40 (2.1) 

2 (1.7) 
17 (1.0) 

11 (1.6) 

Age at ECG
 in years 

(m
edian [IQ

R])
53 [45-61]

56 [47-64]
 54 [45-62]

57 [49-64]
36 [31-43]

40 [34-51]
34 [29-43]

33 [29-41]

Tim
e betw

een ECG
 

and follow
-up

-
-

-
-

16.9 [15.3-18.0]
15.9 [15.2-17.2]

16.7 [15.2-17.9]
17.4 [15.6-18.1]

Ventricular rate in bpm
 

(m
edian [IQ

R])
63 [57-70]

62 [56-70]
64 [59-71]

63 [58-69]
60 [54-66]

60 [54-72]
66 [60-72]

60 [54-72]

PR interval, m
s (m

edi-
an [IQ

R])
158 [146-174]

156 [140-174]
152 [138-168]

154 [142-168]
-

-
-

-

Q
RS duration, m

s 
(m

edian [IQ
R])

96 [90-102]
94 [88-102]

90 [84-96]
92 [86-98]

98 [92-104]
94 [86-102]

86 [80-92]
88 [82-96]

Q
T interval, m

s (m
edi-

an [IQ
R])

402 [384-422]
406 [386-426]

410 [392-430]
410 [392-428]

394 [376-414]
395 [370-425]

394 [376-412]
394 [376-414]

Corrected Q
T, m

s 
(m

edian [IQ
R])

411 [398-426]
416 [402-430]

425 [412-438]
421 [409-435]

396 [381-412]
408 [390-417]

406 [392-422]
405 [389-420]

SL-voltage, m
V (m

edi-
an [IQ

R])
2.2 [1.8-2.6]

2 [1.6-2.4]
2 [1.6-2.3]

2 [1.6-2.4]
2.3 [1.9-2.8]

2.1 [1.6-2.5]
1.9 [1.6-2.3]

2.0 [1.6-2.4]

Cornell-voltage, m
V 

(m
edian [IQ

R])
1.5 [1.2-1.8]

1.3 [1-1.7]
1.2 [0.9-1.5]

1.5 [1.1-1.8]
1.1 [0.8-1.5]

1.1 [0.8-1.4]
0.8 [0.5-1.1]

0.8 [0.5-1.1]

SL-product, m
V (m

edi-
an [IQ

R])
210 [168-248]

189 [154-229]
177 [145-212]

183 [147-227]
222 [180-274]

193 [155-239]
164 [136-197]

172 [139-208]

Cornell-product, m
V 

(m
edian [IQ

R])
142 [108-176]

128 [95-162]
105 [78-137]

141 [103-169]
111 [79-147]

105 [70-129]
64.8 [44-91.3]

69.8 [43.9-
101.5]

Table 3 O
verview

 of baseline and ECG
 features in KYH

 and U
H

P external validation dataset and the distribution betw
een correctly classified m

ales 
and fem

ales and their m
isclassified biological peers. For KYH

 no follow
-up inform

ation w
as available, w

hile for U
H

P the PR interval w
as not available. 

 ECG
: electrocardiogram

, bpm
: beats per m

inute, m
s: m

illiseconds, IQ
R: interquartile range, SL: Sokolow

-Lyon.
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Sex classification and 
feature detection
The AUC for sex classification 
with DNN in the UMCU internal 
validation dataset (n=68.500) 
was 0.96 (95% CI 0.96-0.97), 
with an accuracy of 0.89 (95% 
CI 0.89-0.89). The Guided Grad-
CAM visualization algorithm 
showed that the DNN made 
its decisions mostly on the 
S-waves, especially in leads V3 
to V5, and on the T-waves in V1 
to V4 (Figure 2). 
Evaluation of the individuals 
that were misclassified on sex 
in the UMCU follow-up dataset 
showed that they were older 
than their correctly classified bi-
ological peers. The median age 
of misclassified females was 
61.3 [IQR 49.2-71.7] years ver-
sus 56.2 [IQR 42.1-67.3] years for 
correctly classified females, and 
61.9 [IQR 49.0-69.8] years and 
56.7 [IQR 44.2-66.2] years for, 
respectively, misclassified and 
correctly classified males. Over-
all, misclassified individuals had 
ECG characteristics resembling 
those of their biological coun-
terparts (Table 2). Thus, males 
classified as females had high-
er ventricular rate, shorter PR 
and QRS duration, longer QTc 
and lower Sokolow-Lyon and 
Cornell voltages than correctly 
classified males. Females clas-

A

B

I

II

III

aVR

aVL

aVF

V1

V2

V3

V4

V5

V6

I

II

III

aVR

aVL

aVF

V1

V2

V3

V4

V5

V6

Female
Male

Figure 2 Guided Grad-CAM of the time-normalized median 
beats of the sex classification DNN. A: Overlay of median beats 
of biological males (blue) and females (red), showing where 
differences in the ECG occur. B: Guided Grad-CAM of the ECG, 
with highlighted areas of the ECG where the DNN focusses 
upon to give a classification.
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Figure 3 Kaplan-Meier curves (left-truncated) of males (A) and females (B), separately plotted for cor-
rectly classified and misclassified groups, corrected for late entry and stratified by classification of sex 
as was the output of the DNN.
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sified as males, as compared to correctly classified females, had a longer PR and QRS 
duration and shorter QTc. An overview of all 83 features and their corresponding values 
within the (mis)classifications can be found in Supplementary table 1. 

External validation using Know-Your-Heart and UHP dataset
The AUC and accuracy for the DNN in the KYH external validation dataset were, respec-
tively, 0.89 (95% CI 0.88-0.90) and 0.81 (95% CI 0.80-0.82). Similar trends regarding the 
distribution of ECG features as in the UMCU internal validation dataset were seen when 
different classifications were compared (Table 3), e.g. misclassified individuals were over-
all older (median age misclassified females: 57.1, IQR 48.8-64.3, vs correctly classified fe-
males: 53.6, IQR 45.0-61.7, median age misclassified males: 56.0, IQR 47.3-63.7, vs correct-
ly classified males: 53.2, IQR 44.7-61.1).
The AUC and accuracy for the DNN in the UHP dataset were, respectively, 0.94 (95% CI 
0.93-0.94) and 0.82 (95% CI 0.80-0.83). In this dataset, the individuals were overall young-
er than in the KYH dataset and UMCU internal validation dataset with a median age of 36 
[IQR: 31-44] for males and 34 [IQR: 29-42] for females. Yet, only misclassified males were 
older than their correctly classified biological peers (median age: 40, IQR: 34-50 vs 36, 
IQR: 31-43). The median age between misclassified and correctly classified females did 
not differ (misclassified females: 33, IQR: 29-41 vs correctly classified females: 34, IQR: 
29-43). 

Sex-specific survival analysis 
In the UMCU follow-up dataset 3188 (10%) of included females and 4066 (13%) of includ-
ed males died during follow-up. Mortality risk in this dataset was higher for biological 
males compared to biological females (HR: 1.33, 95% CI 1.27-1.39). In both sexes, a higher 
proportion of misclassified individuals died compared to their correctly classified biolog-
ical peers: 16.3% (n=204) versus 9.9% (n=2984) of misclassified and correctly classified 
females, 17.1% (n=853) versus 12.2% (n=3213) of misclassified and correctly classified 
males. This was also shown in the Kaplan-Meier curves of both sexes (Figure 3) and con-
firmed by Cox regression with left-truncation that showed misclassified individuals had 
a higher mortality risk referenced to their correctly classified biological peers (HR mis-
classified females: 1.38, 95% CI 1.20-1.59, HR misclassified males: 1.38, 95% CI 1.28-1.49). 
Follow-up was also available for the individuals in the UHP external validation dataset. In 
this dataset mortality was low, with 28 (1.1%) females and 42 (2.1%) males who died. The 
mortality risk for males was higher compared to females (HR: 1.62, 95% CI 1.01-2.62). The 
increased mortality risk in misclassified individuals could only be confirmed, although 
not significant, for females in the UHP external validation dataset (HR misclassified fe-
males: 1.61, 95% CI 0.76-3.46 and HR misclassified males: 0.39, 95% CI 0.09-1.64). 
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Sex-stratified mediation analysis of ECG features and survival
Sex-stratified mediation analyses in the UMCU follow-up dataset showed that the rela-
tionship between misclassification of sex and mortality is mediated, at least in part, by 
conventional ECG features in both sexes. In females, the amplitude of the S-wave in lead 
V1 had a proportion effect explained (PEE) of 18% (95% CI 10%-35%, Figure 4). Also, the 
S-wave voltage in V4 (PEE 14%, 95% CI 7%-26%) and the ST-segment peak-to-peak volt-
age in lead I (PEE 14%, 95% CI 8%-25%) were mediators in the relation, although to a 
lesser extent. Multiple ECG features negatively mediated the relation in females, of which 
QRS duration to the largest extent (PEE -25%, 95% CI -52%- -15). 
In males, ECG features were stronger mediators than in females, with the highest PEE of 
39% (95%-CI: 31%-54%) for ventricular rate. Other mediators in males were QTc and the 
T-wave amplitude in V2, that mediated, respectively, 21% (95% CI 16%-29%) and 18% 
(95% CI 11%-28%). The beta coefficients and PEE of all normalized conventional ECG pa-
rameters in the Weibull model are shown in Supplementary tables 2 and 3.

Figure 4 Proportion of the relation between classification and survival that is mediated by a selec-
tion of standard ECG features, stratified for females (red) and males (blue). 
VR: Ventricular rate, QTc: Corrected QT according to Bazett, QRS: QRS duration, PRi: PR interval, 
ST in V3: maximum amplitude of T peak in V3, QRSMax V3: maximum amplitude of R peak in V3, 
QRSMin V3: minimum amplitude of S peak in V3.
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Figure 5 Relation between QRS duration (ms) (A) and ventricular rate (B) and hazard ratio in males 
and females. 
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Sex-specific analysis of QRS-duration, ventricular rate and mortality in all individuals 
Two ECG features were highlighted (Figure 5) in the post-hoc analysis due to their large 
(negative) PEE in the mediation analysis. This analysis was performed in a sex-stratified 
manner in the UMCU follow-up dataset. First, QRS duration showed the start of a non-lin-
ear curve in the post-hoc analysis: individuals with short QRS duration have a higher 
mortality risk compared to individuals with a median QRS duration. HR increased again 
for increasing QRS duration. A higher mortality risk for individuals with an extended QRS 
duration was not observed in the graph since all individuals with a QRS duration >120ms 
were removed from the dataset. This relation between short QRS duration and higher 
mortality risk was confirmed in males in the UHP external validation dataset (Supple-
mentary Figure 2). Second, ventricular rate showed an exponential relationship in both 
sexes with hazard ratio, displayed as a straight line on the logarithmic scale.

DISCUSSION
DNNs have excellent performance in classifying sex from ECGs, both in internal and ex-
ternal validation datasets. Misclassification of sex was associated with a higher mortali-
ty risk, independent of age. Subsequent mediation analyses showed that conventional 
ECG features mediate the association with mortality in misclassified males, but less so 
in females in whom the QRS interval showed an unexpected relation with mortality. A 
more elaborate analysis of this ECG feature showed an association with reduced survival 
in males and females, which has not previously been described. This finding was repro-
duced for males only in an external validation dataset. Our study highlights the impor-
tance of studying sex differences with AI to uncover new biology. 
Our study shows a similar performance of the DNN on median beats for classification 
of sex as was described on full 10-second ECG.11 Yet, the study by Attia et al.11 stated the 
necessity to understand the relevance of discordance between ECG-classified and true 
biological sex for the individual. Our analysis of ECG features focused on this knowledge 
gap and showed that misclassification occurs when the ECGs become more alike, i.e. fe-
males that have ECG features similar to males are more often misclassified and the same 
holds for males that have ECG features similar to females, which was confirmed in exter-
nal validation. Furthermore, discordance between ECG-classified and true biological sex 
was associated with a reduced survival in both sexes. 
Our initial hypothesis was that the survival curve of misclassified individuals would move-
towards their biological counterparts, i.e. survival of incorrectly classified males would be 
better than correctly classified males, while the survival of misclassified females would 
be worse than that of correctly classified females. However, our study shows that misclas-
sification was associated with worse survival for both sexes in the UMCU follow-up da-
taset. Yet, in the UHP external validation dataset, HR fit the hypothesis (HR misclassified 
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females: 1.61, 95% CI 0.76-3.46 and HR misclassified males: 0.39, 95% CI 0.09-1.64), but 
were not statistically significant. Mediation analyses showed that increased mortality risk 
was largely mediated by ventricular rate and QTc in males, but conventional ECG features 
could not explain this phenomenon in females. This result indicates that the DNN is picks 
up subtle changes in the ECG that are not included in conventional ECG features and 
profoundly affect sex classification and survival.
Surprisingly, the non-linear post-hoc analysis showed increased mortality risk in the 
UMCU follow-up selection with a shortening QRS duration (<80ms), which was validated 
in the UHP external validation dataset. After an optimum at 100ms for females, a higher 
QRS duration is again associated with worse survival. As this study only included nor-
mal ECGs, we could not confirm the shape of the relation between QRS duration and HR 
above 120ms, but previous studies have shown higher HRs for increased QRS duration 
in both sexes.14 It can therefore be assumed that for males the optimum of the J-curve 
is around 100ms. The nonlinear relationship between QRS duration and mortality has, 
to our knowledge, not been previously identified. However, it has been hypothesized 
that increasing extension of the Purkinje system into the walls of the ventricular system 
is associated with a shorter QRS duration, which make these individuals more at risk for 
idiopathic ventricular re-entrant arrhythmias.30

Other important mediators were increased ventricular rate and QTc. Increased ventricu-
lar rate in our study was associated with an increased HR for both sexes. This association 
has been previously shown in multiple studies.31–35 It is assumed that a higher resting 
heart rate is a measure of an overall worse physical condition.32,34 Our mediation analyses 
also showed a large PEE by QTc for the association between classification and survival 
in males. A meta-analysis of available literature showed increased association between 
mortality and a longer QTc, also when the QTc is within normal boundaries, confirmed in 
our post-hoc analysis (Supplemental figure 1).12

Strengths in this study are, first, the large amount of annotated ECG data that has been 
used, which gave the opportunity to only select normal ECGs. Second, Guided Grad-CAM 
was used to visualize important regions for the DNN to classify sex26, enlightening the 
black box of DNN and ECG differences between the sexes. The Grad-CAM filter hinted 
toward specific features that are different between the sexes. Evaluation of the median 
values of the ECG in the different classifications confirmed these differences (Supple-
mentary table 1). Third, this study was the first study to externally validate a sex classifi-
cation algorithm.
Furthermore, our study included many females, which gave us the opportunity to specif-
ically study sex differences and perform all analyses in a sex-stratified manner. As wom-
en remain underrepresented in clinical research in the cardiovascular domain, regular 
care data is crucial to address pressing cardiovascular topics in women.36,37 Despite more 
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awareness, sex-stratification is often not performed, which also applies to validation of AI 
algorithms.1 This study is unique in that it provided new insights into sex-specific ECG fea-
tures that are associated with mortality, through the classification of sex with ECG-based 
AI. The presented results feed future research into sex-specific conductivity mechanisms 
that influence survival, unravelling the conundrum of sex-differences in longevity.
This study has some limitations. First, the hospital-visiting population that was used in 
this study had an ECG for a specific reason, although we selected only ECGs classified as 
‘normal’ by either the ECG recording software or the examining physicians. Underlying 
pathophysiology that does not directly affect the ECG, but also stress and anxiety related 
to an out-patient clinic or hospital visit, might induce subtle changes on the ECG, includ-
ing an increase in heart rate. This could make the DNN less generalizable to non-hospital 
populations. However, our external validation analyses showed the decrease in perfor-
mance to be limited. Second, no causes of death were known for the UMCU follow-up da-
taset, which prevented us to look specifically into the analysis of cardiovascular mortality. 
Third, the UHP external validation dataset was significantly different from the UMCU in-
ternal validation dataset. In general, individuals in the UHP dataset were younger. This, in 
combination with a low number of events, might have caused our inability to show a sig-
nificant reduced survival risk in misclassified individuals. Yet, we were able to validate the 
relation between shortening of the QRS duration in the UHP external validation dataset 
for males, which is a promising feature for future studies. Also, the UHP and KYH external 
validation datasets are cohort populations and thus inherently different from the hos-
pital-visiting population used for development of the DNN. Nevertheless, performance 
of the DNN on both populations for classification of sex was still excellent. Fourth, sur-
vival information in the KYH external validation cohort was unavailable. Therefore, our 
findings regarding survival and the influence of different ECG features of misclassified 
individuals warrants further validation. However, the pattern of differences in the ECG 
characteristics according to classification status was replicated in the Know-Your-Heart 
dataset, which comprised a random population sample. 
DNNs accurately classify sex based on raw ECG signals. While the proportion of misclassi-
fied individuals is low, a worse survival is seen in both sexes. This worse survival is mostly 
explained by known ECG features in misclassified males, but less so in females. Based 
on mediation analysis in females, we identified an unexpected relation between a short 
QRS complex and mortality. This study shows that focussing on sex differences in DNNs 
is useful to uncover previously unknown ECG features important for mortality.  
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SUPPLEMENTARY MATERIALS

Supplementary Methods

ACQUISITION OF ECG AND CALCULATION OF ECG VARIABLES IN UMCU DATASET
Conventional ECG parameters, such as ventricular rate, PR interval, QRS duration, QT 
interval and the frontal R-wave axis were extracted from the MUSE ECG system (MUSE 
version 8, GE Healthcare, Chicago, IL, USA). QRS- and T-wave minimum, maximum and 
peak-to-peak voltages were extracted from the median beats per lead using in-house 
software. The Sokolow-Lyon and Cornell voltage were calculated by adding, respec-
tively, the S-wave voltage in V1 to the maximum of the R-wave voltages in V5 and V61 

and the S-wave voltage in V3 to the R-wave voltage in aVL.2 This resulted in a total of 83 
conventional ECG variables.

ACQUISITION OF ECG AND CALCULATION OF ECG VARIABLES IN THE KNOW-YOUR-HEART DATASET
All ECGs in the Know-Your-Heart (KYH) dataset were recorded using Cardiax devices 
(IMED, Hungary) at 500Hz and had differing durations. ECGs shorter than 10 seconds 
were excluded and ECGs longer than 10 seconds were truncated to the first 10 seconds. 
Interpretation of the ECG and extraction of conventional ECG parameters was per-
formed with the University of Glasgow ECG analysis program.3 The ECGs in the valida-
tion set were transformed into median beats using the same software as used in the 
UMCU dataset. Only the baseline normal or borderline normal ECGs, as assessed by the 
University of Glasgow ECG analysis program, were included in this study.

INCORPORATION OF GUIDED GRAD-CAM IN DNN
The final convolutional layer in the DNN was used for the visualization and the absolute 
values of the Guided Grad-CAM outputs were obtained from this layer. The visualization 
was constructed as follows: (1) the median ECG beats and normalized Guided Grad-
CAM maps were aligned temporally by the onset of the P-wave, R-wave peak and offset 
of the T-wave, (2) the mean and standard deviation of the ECG signal were derived per 
sex in the temporal dimension, (3) the proportion of the Guided Grad-CAM maps above 
a threshold were derived per timepoint and plotted as a heatmap. The threshold for an  
important feature was determined by visual inspection.
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DNN reveals sex-specific ECG features relevant for mortality
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9
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Chapter10
General discussion and future perspectives



There is a worldwide growing demand for cardiovascular healthcare. This is due to an 
increasing prevalence of cardiovascular disease (CVD)1,2, but also due to improved diag-
nostics and therapeutics3. This has converted CVD from a lethal into a chronic condition, 
which makes the amount of regular care data on CVD abundantly present in contempo-
rary healthcare. The concurrent shift from paper reporting to electronic health records 
(EHR) has increased the availability and quality of medical data and data management.4 
These characteristics make EHR more accessible and better suitable to perform medical 
research on. On top, the chronicity of CVD paved the way for self-monitoring by patients. 
Self-monitoring is for instance the use of telemonitoring of blood pressure and ECGs at 
the comfort of the patient’s own home, instead of paying regular visits to a physician. 
It positions the patient in control of their own care and gives the treating cardiologist 
a consulting role, helping out when required. This way of providing care has shown to 
generate accurate and reliable data and improving medical conditions.5,6 
The increasing prevalence of CVD, CVD turning into a chronic condition, and the digital-
ization of health records and self-monitoring generate an increased amount of regular 
care data that is instantly available in a digital way. This broadens the horizons of car-
diovascular research and gives the opportunity to complement data and results from 
clinical studies. Clinical studies, and specifically randomized controlled trials, face the 
burden of strict in- and exclusion criteria, which reduces generalizability and hampers a 
universal application of clinical guidelines. Real world data, including regular care data 
has the potential to increase knowledge of presentation of CVD in populations that have 
long been underrepresented in cardiovascular clinical trials, i.e. women7, ethnic minori-
ties and patients with multimorbidity8,9. It also creates the opportunity to study the clin-
ical implementation and performance of clinical guidelines in the actual population that 
these guidelines are intended for. 
In addition, these new types of data ask for new ways of analysis and interpretation, as 
the cardiologist and care personnel will be faced with a never-ending amount of cardi-
ovascular data to be examined. In addition, data may hold information that cannot be 
seen by eye. Artificial Intelligence (AI) has the potential to automatically analyse large 
amounts of unstructured data and generate conclusions from these data. This is in con-
trast to the traditional statistical methods, that require structured data to perform analy-
ses upon. Nonetheless, current clinical guidelines heavily rely on data from clinical stud-
ies that have been analysed with these classical methods. 
The aim of this thesis entitled “Moving from traditional methods towards artificial intel-
ligence in cardiovascular research with regular care data” was to investigate and explore 
the use of different traditional statistical methods and AI on regular care data. Beyond 
the exploration of the appropriate use of these methods, this thesis shows how regular 
care data can be used to provide insight into sex differences in CVD. In this discussion, I 

Chapter 10

214



1 

10

General discussion and future perspectives

215

will elaborate in more detail on when application of AI is relevant in the CVD domain. In 
this reflection, I take into account the different types of data that are present in regular 
care. As AI has not yet found its way into clinical practice10–12, I will also zoom in on the 
hurdles that have to be taken to transition AI from research settings towards clinical car-
diology practice. 

WHEN TO CHOOSE AI OVER TRADITIONAL STATISTICAL METHODS IN CARDIOVASCULAR RE-
SEARCH WITH REGULAR CARE DATA?
AI has the potential to generate meaningful results from unstructured data, i.e. data that 
is not systematically registered. However, large amounts of data are required to train AI 
models to identify patterns and provide meaningful results. Given these characteristics 
of AI - the ability to turn unstructured data into structured data and the requirement of 
large datasets - regular care data is a suitable data type for AI methods. Regular care data 
is abundantly present and consists of both structured, e.g. lab values and vital values, 
and unstructured data sources, e.g. cardiovascular medical imaging (Chapter 7), cardi-
ovascular electrophysiological signals (Chapter 9) with ECGs being the most frequent, 
and free clinical text (Chapter 6). Yet, research goals and data quality must be considered 
before blindly applying AI to a regular care database.
AI is no panacea that turns unstructured data into a clean and comprehensive dataset. 
Research questions and goals that are suitable for AI should therefore be carefully con-
sidered. The current application of AI is ‘narrow’, which means that it is trained in one 
particular task that it performs in very well. Examples can be found in studies done using 
one of the unstructured data sources in cardiovascular regular care. For cardiovascular 
imaging, a narrow task is, for example, the selection of the appropriate imaging protocol, 
based on filed information by the requesting physician13–15 or automatic segmentation 
and quantification of the left ventricular volume16. Narrow tasks performed by AI using 
clinical notes include the extraction of cardiovascular risk factors from text17,18 and turn-
ing radiology reports into a useful featureset19. AI applied for analysis of ECGs varies from 
diagnosis20,21 and triage22 of ECGs to derivation of ECG conduction intervals23. However, 
we show in Chapter 9 that AI can be applied in a broader setting. For instance, it can be 
used in a research setting to generate new hypotheses. In Chapter 9, we trained a deep 
neural network to predict sex based on ECG signals, in order to identify sex-specific ECG 
features that might be associated with mortality. This approach of AI practice showed an 
association between shorter QRS duration and reduced survival in males and females, 
which has not been reported before and shows that AI has the possibility to entangle 
patterns in large amounts of data which cannot be identified by the human brain. AI can 
thus lead to new hypotheses and discoveries in cardiovascular research.
All the unstructured data types that have been mentioned above – medical imaging, 
electrophysiological signals and text – cannot be (automatically) analysed with tradition-
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al statistical methods, as the amount of data generated is either too large or too com-
plex for these traditional methods. Nevertheless, when unstructured data are turned into 
structured data, for example in Chapter 8 of this thesis, both AI and traditional statistical 
methods can be used. In these cases, the researcher has to assess which method is most 
suitable given the research question, the amount of data samples/inclusions, the num-
ber of features, quality of the data or clinical use of the algorithm. Also the purpose of the 
intended research is important in this matter, as an easily interpretable logistic regression 
that provides similar outcomes, is likely to be preferred by clinicians and patients over 
more complex and sophisticated AI methods, as these may be hard to interpret. This was 
also shown in Chapter 8. In this chapter, we demonstrated that a Lasso logistic regres-
sion and a gradient boosting model improved the diagnosis of coronary artery disease 
in patients, and specifically in women, with chest pain or dyspnoea compared to the ex-
isting risk score based on three classical patient characteristics24. This study showed that 
the application of AI on a large structured database improved patient profiling on top 
of existing risk scores, that are well calibrated.25 Nonetheless, implementation in clinical 
practice can be cumbersome, due to the large amount of variables used in these models. 
Clinicians might still prefer the classical risk score based on three patient characteristics.
Not always does AI outperform classical risk scores, i.e. for the prediction of outcomes in 
atrial fibrillation on top of traditional risk scores26 and prediction of cardiovascular dis-
ease27. It is likely that in these cases AI is actually analysing the same high risk features, 
i.e. age, type of complaints and sex, as are incorporated in risk scores. These scores have 
been calibrated and already provide a good risk stratification. Each additional feature will 
only have little incremental value.28 
In regular care data, data quality is often hampered due to the presence of missing val-
ues, which can in some cases be selective and informative. This means that the absence 
of a variable contains information about the patient.29 Informative or selective missing-
ness can in some cases be overcome by linkage to other data sources to extract relevant 
information or to enrich the dataset.30–33 Informative missingness can also be incorporat-
ed in datasets (Chapter 8) with the use of dummy variables.29 Furthermore, imputation 
methods are able to deal with missingness34 (Chapter 3, Chapter 5B and Chapter 8) in a 
research setting. However, in general practice missing values will remain, which impedes 
the use of real-time risk calculations in the EHR. Currently, research groups are working 
on possible solutions using real-time imputation.35 
Previous examples showed the promise of AI in the current era of healthcare digitali-
zation taking into account research goals and data quality. The ever-growing amounts 
of data that are generated and digitalized in cardiovascular care by ECG-telemonitoring 
systems and smartwatches36, clinical notes of cardiac consults and imaging procedures 
performed to rule-out disease, just cannot be processed by physicians alone. AI can en-
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hance physician’s life and workload. Nevertheless, AI is trained to be exceptionally great 
at one task, e.g. segmentation of the left ventricle on MRI37 or automatic classification 
of the ECG38. It should be considered as assisting the treating physician. It can therefore 
never be the substitute of a medical doctor, who is able to interpret the complexity of 
patient’s condition. To show empathy, consider the patient as a whole and have interdis-
ciplinary and interpersonal skills and knowledge is specific to human. Yet, given its great 
potential in supporting the physician, there is still surprisingly little implementation of 
AI in clinical practice.

FROM CODE TO… CLINIC: THE DELAY IN AI INNOVATION
The use of AI in healthcare research has significantly increased in recent years39 which 
indicates the potential of AI for clinical cardiovascular care. However, at this point clinical 
implementation of AI models is very limited to almost none. Nevertheless, innovation 
always takes time and, especially in healthcare due to the responsibility for and effect on 
a patient’s life, innovation is difficult40,41. Therefore, the delay in clinical implementation is 
argumentative. The timely delay between the development of an algorithm in a research 
environment and the launch of a clinically relevant, efficient and viable AI product has 
been indicated as the ‘AI chasm’.10 To gain more insight into the ‘AI chasm’ it is important 
to evaluate the different hurdles that have to be taken in the trajectory from code to 
clinic. 
Currently, there is a lack of external validation studies for AI models developed in a re-
search setting. This was already shown for radiology, the frontrunning medical field re-
garding AI, in which only 6% of studies that described development and performance of 
an AI algorithm for a specific task, performed external validation.11 To perform external 
validation of an AI algorithm, an external validation dataset is required.42 Acquisition of 
an external validation dataset can be a cumbersome process, due to strict data protec-
tion regulations43 and data architecture requirements to ensure compliance44. Develop-
ment of AI models also requires labelled datasets. This requires intensive manual label-
ling of samples, i.e. extraction of features from free text45,46, manual annotation of ECGs 
or manual segmentation of cardiovascular imaging. Fortunately, the use of open data 
resources are becoming more popular in the development of AI in healthcare47, on top 
of journals that require data availability statements before publication48. Yet, when an 
external dataset is available for validation, this dataset should be aligned to the dataset 
used for training. For research done with regular care data, and specifically EHR data, 
this means that the data must be interoperable at national and even international levels. 
This has proven to be very difficult, although attempts are made to standardize the clin-
ical meaning of variables with i.e. FHIR49,50, ICD-10 and SNO-MED51.  Another example of 
data alignment was presented in Chapter 9. To test model performance on the external 
datasets, the ECG was converted into a median beat ECG instead of 10-second ECG data. 
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This was also done to the ECGs in the external datasets, aligning all data and enabling 
predictions on these data. 
The lack of external validation of AI models also decreases chance of widespread im-
plementation in clinical practice due to reduced generalizability. Sex52 and race are two 
important characteristics that can lead to non-generalizable AI models. This is specifically 
applicable to ECG data, as ECG characteristics differ between the sexes and ethnicities53,54, 
but also change with increasing age55,56. The current lack of reporting the performance 
of an algorithm in subgroups makes this application of AI prone to bias. Fortunately, to 
date, no studies proved non-generalizability in AI algorithms in cardiovascular research. 
Nevertheless, external validation and reporting of the performance of the AI model in 
different subgroups is necessary to evaluate and proof generalizability and to identify 
possible limitations in training data or a need for subgroup-specific models. This was 
done for a model developed to diagnose atrial fibrillation with ECGs57 and in Chapter 8 
of this thesis. 
Beyond external validation of AI models, researchers must also have the opportunity to 
reproduce and replicate AI models from other researchers. Replicable and reproducible 
research can speed up the implementation process by increasing the validity of AI-based 
research and findings. Replicability and reproducibility are important aspects of the shift 
in our research climate towards open science, in which code and data should be open-
ly available to anyone interested. However, research has shown that AI publications in 
healthcare currently lack the possibility for replication and reproduction58, in contrast to 
the widespread uptake of Open Science by the AI community.47 First, when focusing on 
reproducibility (i.e. using the original data and code to reach the same results) of AI in 
healthcare, this is hampered by, on the one hand, the willingness to share models and 
data due to data protection regulations. On the other hand, some level of randomness is 
induced during model development and model settings, variables and architecture are 
not always structurally reported in medical journals.59 Although not common practice in 
healthcare, the call for action was picked up as shown by an addendum60 from Google 
Health after publication of their AI breast cancer screening tool.61 This addendum gave 
more information about data augmentation and optimization of the model parameters. 
Second, when focusing on replicable (i.e. using a different dataset and code to reach 
the same results) research, it is important to uncover potentially dangerous biases in AI 
models.62 Although no bias has been shown in AI research in the cardiovascular domain 
to date, examples of sex, gender52 and racial bias63 in AI models in healthcare are present. 
This bias can arise from multiple factors. Bias present in the training dataset might leak 
into the decisions the model makes. An example thereof is that women experience less 
classical symptoms during a heart attack64 and women more often have silent ischemia65. 
If these women are not referred for appropriate care, this is not recorded in the regular 
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care database. As a consequence, the use of this database for AI applications integrates 
incorrect referral of women that experience a heart attack. Another source of bias is the 
use of proxies in AI models to represent an unreported variable. This was shown in a 
study that predicted an individual’s medical expenditures. It showed that, although in-
dividuals had the same number of medical expenditures, self-reported black individuals 
had more chronic illnesses than self-reported white individuals. Therefore, using medical 
expenditures as a proxy for condition of health leads to an underestimation of the sever-
ity of disease in black individuals.63  
Beyond validation and replicability of models, the value of AI in clinical practice should 
be evaluated. In a regular care database, this can be done retrospectively by comparison 
to a traditional statistical risk score or the use of the, for example, net reclassification 
index66. These measures aid in valuing the AI model and the potential added value in 
the clinic. Although this is not yet common practice, an increasing number of studies are 
implementing these measures.67 
Nonetheless, the actual implementation of AI and the effect it has on clinical workflow 
should be prospectively evaluated. Clinical efficacy is not shown in retrospective trials, 
but is obtained through implementation of the AI model in a (randomized) controlled 
trial. Clinical efficacy can be evaluated at six different levels, ranging from technical 
performance towards societal impact. Van Leeuwen et al. proposed a model for clinical 
efficacy specifically tailored towards validation of AI models in radiology.68 This model 
was adapted from Fryback and Thornbury69. However, evidence on clinical efficacy of 
AI is currently lacking. This was illustrated by an overview of all the AI applications in 
radiology that already obtained CE-marking – a certification that shows the product has 
been assessed to meet high safety, health and environment requirements. More than 
half of these products lacked peer-reviewed evidence on efficacy.68 This can for example 
be done by a three-way comparison between performance of the AI algorithm, the cli-
nician’s performance and the performance of the AI algorithm in collaboration with or 
supervised by the clinician.70 The latter situation has shown supreme performance over 
each entity individually in some cases.71 Nonetheless, the design of a clinical trial with 
AI models depends on the clinical implementation and role of the designed AI model. 
Supervision of AI models will always be required, due to liability and medicolegal issues. 
To create a fruitful and optimal cooperation between the AI software and the clinician, 
physician’s trust in the AI is required. To facilitate this trustworthy relation between AI 
applications and the physicians, also legal issues should be addressed. Currently, deci-
sions that an AI model makes are hard to interpret and explain in detail, creating the idea 
of a “black box”. This type of decision-making makes physicians uncomfortable working 
with AI and distrusting the technology72. It also gives physicians a certain liability to what 
extent they will follow the outcome of the AI algorithm when its decision differs from the 
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standard of care.73 This has recently led to the introduction and expansion of the field of 
explainable AI74, which will hopefully increase trust among physicians to start collaborat-
ing with AI algorithms. 
On top, also the patient is an important stakeholder in the implementation of AI in clini-
cal care. In the end, it is his or her healthcare that is being decided upon by an algorithm. 
Although this discussion specifically focused on the practical limitations of AI, the role of 
the patient in this process should be clear. As long as AI is implemented as a black-box 
in clinical care, shared-decision making is hampered. This reduces the perceived benefit 
for the patient as no explanation is given with the AI judgments.75 Also one step before, 
during development of AI models, patient involvement is required in the possible data 
collection and use of their (anonymized) healthcare data. An elaborate analysis of the 
legal and ethical basis of regular care data use and reuse for cardiovascular research is 
beyond the scope of this thesis. 
As a consequence of all different reasons mentioned that delay implementation of AI in 
clinical practice, it becomes clear that many stakeholders, ranging from data scientists to 
physicians and UX designers to security officers, must be involved in the development 
and implementation of AI in regular clinical practice.76 Development of AI models already 
takes a significant amount of time, but the behavioural change that must be established 
in the hospital’s environment might even take a longer time.77 This behavioural change 
should be a combinative effort of all different stakeholders, and includes different as-
pects of implementation of AI, e.g. economics, effectivity and efficiency, user interface 
and design, and patient experience. 
To conclude, AI is a very promising and powerful tool to use when the input data is un-
structured, illustrated in this thesis by the application of AI on cardiovascular imaging, 
electrophysiological signals and free text. For more structured databases AI and tradi-
tional statistical methods can perform evenly well and the more interpretable and intui-
tive method should be used. Several data quality requirements must be met before reg-
ular care data can be used in either AI or traditional statistical methods, because the end 
product is only as good as the source data (‘garbage in, garbage out’-principle). Code 
can only be transferred to clinic, when a physician trusts the model, which starts with 
uncovering of the black box. This also includes the evaluation of potential sex and racial 
bias in an AI system. In the end, AI will not replace the physician, but it will enhance their 
daily workflow and allocation of their time, resulting in more time and empathy for the 
patient to build a sustainable and trustworthy relationship. 
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SUMMARY
The aim of this thesis “Moving from traditional methods towards artificial intelligence 
in cardiovascular research with regular care data” was to investigate the use of different 
research methods, varying from traditional statistics towards artificial intelligence, on 
regular care data. A specific focus in this thesis was the presentation of cardiovascular 
disease in women, a subgroup that is structurally underrepresented in clinical research. 
The regular care database used for the larger part of chapters of this thesis was described 
in Chapter 2. This database encompasses all patients suspected of cardiovascular dis-
ease who visited one of the Cardiology Centers of the Netherlands (CCN) between 2007 
and 2018 (n = 109,151). Long-term follow-up was available after linkage with the person-
al registry data of Statistics Netherlands (CBS). Strengths of the CCN database are, first, 
the large population included in the database. This population reflects the patients that 
are currently seen in regular cardiac care and thus includes groups that are structural-
ly underrepresented or excluded in clinical trials, e.g. women, elderly patients and the 
patients with comorbidities. Second, the database includes a large number of different, 
and in some patients longitudinal, measurements. Third, regular care databases reflect 
contemporary medical practice. This allows for comparisons between regular care and 
guideline recommendations. These perspectives allow for debate on discrepancies be-
tween guideline-recommended care and daily clinical practice. Nonetheless, the use of 
regular care data has limitations. First, data quality does not meet standards of clinical 
trials, as data has been collected for care purposes and not for research. Therefore, data 
collection and follow-up were not uniform across patients. This also leads to missing var-
iables across patients as not all diagnostics are performed in each patient. Second, not all 
data is structurally included in the database and free text fields are common. Therefore, 
thorough data cleaning is required, that might include text mining approaches. 
In the first part we used the database introduced in Chapter 2 to evaluate the current 
shift in cardiac practice to replace traditional electrocardiography (ECG) stress testing by 
cardiac computed tomography (CT) for calcium scoring and angiography to diagnose 
obstructive coronary heart disease in symptomatic patients that are suspected of chron-
ic coronary syndrome; the so-called CT-first strategy. Chapter 3 used traditional survival 
analysis to evaluate the effects of a CT-first strategy in patients with chest pain with reg-
ular care data. Methods to make a regular care database fit for research purposes were 
used in this chapter. This included multiple imputation for chained equations to account 
for missing values, and propensity score matching, to make similar groups between pa-
tients with chest pain that had a CT-first strategy and patients that did not have a cardiac 
CT after their chest pain consult. This study showed that a CT-first strategy reduces all-
cause mortality, but not cardiovascular mortality. In Chapter 4 the results of the cardiac 
CT were used to predict mortality in patients with chest pain. As previous studies did 
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not perform a sex-stratified analysis, this study specifically focussed on the prognostic 
value of the coronary artery calcium score and race-, age- and sex-specific percentiles of 
the coronary artery calcium score in the sexes. Both measures predict mortality equally 
well, in men and women. Hence, there is no need for personalized percentiles based on 
sex, age and race for risk stratification. Furthermore, evaluation of the addition of degree 
of stenosis to coronary artery calcium score for risk stratification, showed increased dis-
crimination, although non-significant, in women compared to men. Nonetheless, this is 
clinically relevant finding, as it supports a sex-specific view on coronary artery disease as 
women more frequently present with non-calcified plaques than men. Chapter 5A and 
5B evaluated the New York Heart Association classification (NYHA) class for risk assess-
ment in all patients visiting one of the CCN centers, despite of their initial complaints. Pa-
tients were selected with complaints of chest pain, dyspnoea and fatigue and a reported 
NYHA classification. This showed that the use and value of the NYHA classification can 
be extended beyond complaints related to heart failure. Chapter 5A is a short report 
to investigate the value of the NYHA class in women, as most studies primarily included 
men suspected of heart failure. We showed that a higher NYHA class is associated with an 
increased mortality risk in women with chest pain, dyspnoea and fatigue. A similar trend 
was shown in men, although hazard ratios were higher in men compared to women. As 
NYHA-class is a subjective measure of the experienced daily disability by the patient, 
Chapter 5B focussed on the explanation of the NYHA-class with objective measures in 
both men and women. For that purpose, a mediation analysis was performed to study 
the causality of the stress ECG variables on the relation between NYHA classification and 
all-cause mortality in subgroup of patients. Proportional workload (i.e. maximum work 
load during exercise as a proportion of the predicted work load) appeared to be the larg-
est mediator in the association between NYHA classification and mortality in men and 
women, but the majority of the association remains unexplained.
In the second part, we described the use of different methodologies that are classified 
as artificial intelligence (AI) for cardiovascular research with regular care data. This part 
of the thesis used different data sources for machine learning modelling; free text, car-
diovascular imaging modalities, regular care data extracted from electronic health re-
cords and raw ECG data. In Chapter 6 a pipeline was developed for the identification 
of adverse drug reactions in clinical notes of the cardiologist. The pipeline used word 
embedding models, that were trained on all the clinical notes available in the regular 
care dataset. Although the performance did not reach up to specific models that were 
developed for the English language, overall performance and set-up of the pipeline was 
good. Furthermore, the pipeline facilitated interpretation and can be easily tuned for 
other applications. Chapter 7 gives a narrative overview of the available opportunities 
that apply AI to cardiovascular imaging. Currently, AI applications are developed for car-
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diac magnetic resonance imaging, cardiac computed tomography, echocardiography 
and nuclear cardiac imaging. AI will impact all steps in the cardiovascular imaging chain, 
i.e. automatic selection of imaging protocol, automated segmentation of cardiovascu-
lar structures, and risk stratification based on cardiac imaging. Although these models 
showed their value in a research setting, clinical implementation is limited, due to among 
other reasons, a lack of validation and certification. Chapter 8 described the use of reg-
ular care data derived from the electronic health record to study the performance and 
improvement of the pre-test probability of coronary artery disease in patients with chest 
pain or dyspnoea. The pre-test probability is a risk stratification tool, based on sex, age 
and type of complaints, and is recommended by the 2019 European Society of Cardiolo-
gy guidelines for chronic coronary syndromes to refer patients for non-invasive imaging. 
We showed that this tool misclassified approximately 20% of women with a diagnosis 
of coronary artery disease, as set by the treating cardiologist. This means that the pre-
test probability predicted that these women had less than 5% risk of CAD, and there-
fore these women would have not been referred for further diagnostic imaging test. The 
prediction of the presence of CAD significantly improved when all available data in the 
electronic health records was used and a model was constructed using a Lasso logistic 
regression. However, more sophisticated gradient boosting models did not improve the 
classification any further. In Chapter 9 a large number of ECGs made in regular clini-
cal care were used to develop a deep neural network that classified sex based on the 
raw ECG data. This model was validated in two external validation datasets from popu-
lation-based studies and showed accurate performance for the prediction of sex. More-
over, it was shown that individuals that were misclassified based on their ECG had worse 
survival than their correctly classified biological peers. Mediation analysis revealed an 
undiscovered relation between a shortened QRS duration and increased mortality risk in 
both men and women. This chapter emphasizes the importance of sex-stratified research 
and implementation of sex in study design. 
Chapter 10 reflects on the use of traditional and AI methods for cardiovascular research 
with regular care data. AI has the potential to automatically analyse large amounts of 
data and to pick up associations that have not been discovered with traditional meth-
ods. AI is specifically useful when data is unstructured, i.e. free text fields, cardiovascular 
imaging or ECG signals, as these types of data cannot be (automatically) analysed with 
traditional methods. Nonetheless, the clinical implementation of AI models is still limit-
ed. Multiple causes can be appointed for this delay in implementation; a lack of external 
validation studies, reduced generalizability of AI models, reproducibility and replicability 
issues and a lack of knowledge of clinical efficacy. 
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SAMENVATTING
Het doel van dit proefschrift, getiteld “Moving from traditional methods towards artifici-
al intelligence in cardiovascular research with regular care data”, is om het gebruik van 
verschillende onderzoeksmethoden, variërend van traditionele statistiek tot kunstmati-
ge intelligentie, te onderzoeken. Hiervoor is gebruik gemaakt van reguliere zorgdata uit 
het patiëntendossier. Deze data is verzameld in de dagelijkse praktijk van de cardioloog. 
Specifieke aandacht is er in dit proefschrift voor verschillen tussen mannen en vrouwen 
met hart- en vaatziekten. Vrouwen zijn namelijk een subgroep die structureel onderver-
tegenwoordigd is in het klinisch-wetenschappelijk onderzoek. Het proefschrift start met 
een algemene introductie en wordt vervolgd met een hoofdstuk waarin de database 
beschreven wordt die gebruikt is voor het onderzoek gepresenteerd in dit proefschrift 
(Hoofdstuk 2). Deze database bevat alle patiënten met een vermoeden van hart- en 
vaatziekten die tussen 2007 en 2018 één van de klinieken van Cardiologie Centra Ne-
derland (CCN) hebben bezocht (n=109,151). Na koppeling van de CCN database met de 
databases van het Centraal Bureau voor de Statistiek (CBS) is langdurige follow-up be-
schikbaar van deze patiënten. Het gebruik van de CCN database heeft een aantal ster-
ke punten wat deze database geschikt maakt voor onderzoek. Ten eerste bevat deze 
database een zeer grote populatie met mogelijk hart- en vaatziekten. Deze populatie 
weerspiegelt de patiënten die in de hedendaagse praktijk van de cardioloog komen en 
bevat dus ook groepen die structureel ondervertegenwoordigd of uitgesloten zijn in kli-
nische onderzoeken, bijvoorbeeld vrouwen, oudere patiënten en patiënten met meer-
dere onderliggende aandoeningen, zoals diabetes en hypertensie. Ten tweede bevat de 
database een groot aantal verschillende metingen. Bij een aantal patiënten is dezelfde 
meting meerdere keren gedaan tijdens vervolgbezoeken. Ten derde weerspiegelen re-
guliere zorgdatabases de hedendaagse medische praktijk. Dit maakt het mogelijk om 
een vergelijking te maken tussen reguliere zorg die gegeven wordt en de voorgeschre-
ven richtlijnen. Dit perspectief geeft inzicht in de discrepanties tussen richtlijnen en de 
dagelijkse klinische praktijk. Het gebruik van reguliere zorgdata voor onderzoek kent 
echter ook beperkingen. Ten eerste voldoet de kwaliteit van de gegevens niet aan de 
normen van klinisch-wetenschappelijk onderzoek, omdat gegevens zijn verzameld voor 
zorgdoeleinden en niet voor onderzoek. Gegevensverzameling en follow-up zijn dus 
ook niet uniform voor alle patiënten. Dit leidt tot ontbrekende variabelen bij patiënten, 
aangezien niet alle diagnostiek bij elke patiënt wordt uitgevoerd. Ten tweede worden 
niet alle gegevens structureel in de database opgenomen en zijn vrije tekstvelden ge-
bruikelijk. Daarom is eerst een grondige herstructurering en filtering van de data nodig, 
bijvoorbeeld met behulp van automatische analyse van vrije tekstvelden.
Het eerste deel van dit proefschrift gebruikt de database, geïntroduceerd in Hoofdstuk 
2, om de verschuiving van functionele naar beeldvormende diagnostiek te evalueren 
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voor patiënten met pijn op de borst. In de klinische praktijk worden steeds minder in-
spanningstesten met registratie van het electrocardiogram (ECG) afgenomen. In plaats 
daarvan wordt de keuze gemaakt voor een diagnostische cardiale computed tomo-
graphy-scan (CT), waarbij de hoeveelheid kalk en vernauwingen in de kransslagaders 
beoordeeld worden; dit is de zogenaamde CT-first strategie. Op deze manier wordt de 
diagnose ‘chronisch coronair syndroom’ vastgesteld. Hoofdstuk 3 onderzocht verschil-
len in overleving tussen patiënten met pijn op de borst die een CT gehad hebben tijdens 
hun diagnostische traject en patiënten zonder een CT. Met behulp van “multiple impu-
tation for chained equations” (MICE) zijn missende variabelen bij patiënten ingevuld en 
“propensity score matching” is gebruikt om vergelijkbare groepen te maken tussen de 
patiënten mét en zonder CT. Deze studie toont aan dat bij het toepassen van de CT-first 
strategie het risico op overlijden van patiënten met pijn op de borst significant lager is. 
Daarentegen is het verschil in overlijden door een cardiovasculaire oorzaak niet verschil-
lend tussen de patiënten met en zonder een CT-first strategie. In Hoofdstuk 4 werden de 
resultaten van de cardiale CT gebruikt om overleving bij patiënten met pijn op de borst 
te voorspellen. In eerdere studies zijn geen analyses gedaan voor mannen en vrouwen 
apart. De gepresenteerde studie richt zich specifiek op het vergelijken van de voorspel-
lende waarde van de algemene kalkscore en de etniciteits-, leeftijds- en geslachtsspe-
cifieke percentielen (MESA-percentielen) van de kalkscore bij mannen en vrouwen. De 
studie laat zien dat beide representaties van de kalkscore sterfte even goed voorspellen, 
zowel bij mannen als bij vrouwen. Er is dus geen noodzaak voor het gebruik van geperso-
naliseerde percentielen op basis van geslacht, leeftijd en etniciteit voor risicostratificatie 
bij patiënten met mogelijk chronisch coronairlijden. Bij vrouwen verbetert de voorspel-
lende waarde van de kalkscore na toevoeging van de mate van vernauwing. Dit is een 
klinisch zeer relevante bevinding, ondanks dat deze niet statistisch significant is. Het on-
dersteunt de geslachtsspecifieke kijk op coronairlijden en bevestigt de hypothese dat 
vrouwen vaker niet-verkalkte plaques. Deze worden niet in de kalkscore weerspiegeld. 
In Hoofdstuk 5A en 5B werd de waarde van de New York Heart Association (NYHA) func-
tionele classificatie onderzocht voor risicostratificatie bij patiënten die één van de klinie-
ken van CCN bezocht hadden. Patiënten met een gerapporteerde NYHA classificatie zijn 
hiervoor geselecteerd uit de database. Deze patiënten presenteerden zich met een ver-
scheidenheid aan klachten; pijn op de borst, dyspnoe en vermoeidheid. Hoofdstuk 5A 
is een korte rapportage om de waarde van de NYHA classificatie bij vrouwen te onder-
zoeken, aangezien de meeste studies voornamelijk mannen, includeren. Dit hoofdstuk 
laat zien dat een hogere NYHA classificatie geassocieerd is met een verhoogd risico op 
overlijden bij vrouwen met pijn op de borst, dyspneu en vermoeidheid. Een vergelijk-
bare, sterkere associatie is waargenomen bij mannen. Aangezien de NYHA classificatie 
een subjectieve maat is die omschrijft hoe de patiënt het dagelijkse leven ervaart met 
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invaliderende klachten, concentreert Hoofdstuk 5B zich op het verklaren van de NYHA 
classificatie met objectieve metingen bij mannen en vrouwen. Hiervoor is een media-
tieanalyse uitgevoerd om te beoordelen in hoeverre metingen, uitgevoerd tijdens het 
inspannings-ECG, een effect hebben op de relatie tussen de NYHA classificatie en het 
risico op overlijden. Proportionele inspanningsbelasting (d.w.z. de maximale inspan-
ningsbelasting tijdens het inspannings-ECG als percentage van de vooraf voorspelde in-
spanningsbelasting op basis van geslacht, leeftijd en lengte) heeft het grootste effect op 
de associatie tussen de NYHA classificatie en mortaliteit van zowel mannen als vrouwen, 
maar het grootste deel van de relatie blijft onverklaard. 
In de tweede helft van dit proefschrift is het gebruik van kunstmatige intelligentie (ar-
tificial intelligence, AI) voor cardiovasculair onderzoek met reguliere zorgdata onder-
zocht. Dit deel van het proefschrift gebruikt verschillende soorten data voor analyse; 
vrije tekstvelden, cardiovasculaire beeldvorming, data geregistreerd in het elektronisch 
patiëntendossier en ECG data. In Hoofdstuk 6 is een digitale workflow ontwikkeld voor 
de identificatie en extractie van bijwerkingen in klinische notities van de cardioloog. 
Deze workflow maakt gebruikt van word-embedding modellen, gebaseerd op alle klini-
sche notities die opgenomen zijn in de CCN database. Ondanks dat de prestaties van de 
workflow niet overeenkomen met modellen die specifiek ontwikkeld zijn voor Engelse 
klinische notities, is de algehele uitvoering en opzet goed. Bovendien kan de workflow 
gemakkelijk aangepast worden naar andere toepassingen van automatische extractie 
uit vrije tekst. Hoofdstuk 7 geeft een overzicht van verscheidene toepassingen van 
kunstmatige intelligentie in de cardiovasculaire beeldvorming. AI-toepassingen worden 
op dit moment ontwikkeld voor beeldvorming van het hart met verschillende modali-
teiten: magnetische resonantie (magnetic resonance imaging, MRI), CT, ultrasound en 
nucleaire beeldvorming. Kunstmatige intelligentie heeft invloed op alle stappen in de 
keten van beeldvorming, d.w.z. automatische selectie van het protocol, geautomatiseer-
de segmentatie en interpretatie van cardiovasculaire structuren en risicostratificatie op 
basis van cardiale beeldvorming. Hoewel deze modellen hun waarde hebben bewezen 
in het onderzoek, is de klinische implementatie beperkt, onder meer door gebrek aan va-
lidatie en certificering. In Hoofdstuk 8 is het gebruik van gegevens uit het elektronisch 
patiëntendossier bestudeerd, met als doel het verbeteren van de pre-test waarschijn-
lijkheid (pre-test probability, PTP) op coronairlijden bij patiënten met pijn op de borst 
of dyspneu. De PTP is een instrument voor het inschatten van risico op coronairlijden 
op basis van geslacht, leeftijd en type klachten en wordt gebruikt om patiënten door te 
verwijzen voor niet-invasieve beeldvorming. In ongeveer 20% van de vrouwen met coro-
nairlijden wordt het risico te laag ingeschat (<5% risico op coronairlijden op basis van de 
PTP). Dit heeft als gevolg dat deze groep vrouwen niet doorverwezen wordt voor verdere 
diagnostische beeldvorming van het hart. De risicoclassificatie verbetert significant wan-
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neer alle beschikbare gegevens in het elektronische patiëntendossier gebruikt worden 
en een model wordt getraind met behulp van Lasso logistische regressie. Meer geavan-
ceerde modellen verbeteren de classificatie echter niet meer dan logistische regressie. 
In Hoofdstuk 9 is een deep neural network (DNN) ontwikkeld dat op basis van het ECG 
geslacht kan classificeren van de patiënt. Dit model is gevalideerd in twee andere popu-
laties en kan ook in deze datasets het geslacht correct classificeren in het grootste deel 
van de ECGs. Bovendien is aangetoond dat individuen die verkeerd zijn geclassificeerd 
op basis van hun ECG een slechtere overleving hebben dan hun correct geclassificeerde 
biologische leeftijdsgenoten. Mediatieanalyse laat een relatie zien tussen een verkorte 
QRS-duur op het ECG en een verhoogd risico op overlijden bij zowel mannen als vrou-
wen. Deze relatie is nog niet eerder beschreven. Dit hoofdstuk benadrukt het belang van 
geslachtsspecifiek onderzoek en de implementatie van geslacht in de onderzoeksopzet. 
Hoofdstuk 10 reflecteert op het gebruik van traditionele methodes en kunstmatige in-
telligentie in cardiovasculair onderzoek met reguliere zorgdata. AI heeft de potentie om 
automatisch grote hoeveelheden data te analyseren en relaties te identificeren die met 
traditionele methodes niet eerder onderzocht zijn. Kunstmatige intelligentie is met name 
toepasbaar wanneer gegevens ongestructureerd zijn, d.w.z. vrije tekstvelden, cardiovas-
culaire beeldvorming of ECG-signalen, aangezien dit soort gegevens niet (automatisch) 
kunnen worden geanalyseerd met traditionele methodes. Desalniettemin is de klinische 
implementatie van AI-modellen nog beperkt. Voor deze discrepantie tussen potentie en 
implementatie zijn meerdere oorzaken aan te wijzen; een gebrek aan externe validatie, 
verminderde generaliseerbaarheid van AI-modellen, problemen met reproductie en re-
plicatie van resultaten en een gebrek aan inzicht in werking van het model.
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DANKWOORD
“Ik heb het nog nooit gedaan, dus ik denk dat ik het wel kan.” – Pippi Langkous

Elk nieuw avontuur begint voor mij vanuit deze quote van Pippi Langkous (mijn jeugd-
held), anders zou ik geen tijd aan een nieuw avontuur besteden. Ruim 3,5 jaar geleden 
begon ik aan mijn PhD-avontuur met dit proefschrift als resultaat. Ik dacht dat ik het wel 
kon, maar zonder een groot aantal bijzondere mensen had ik het niet gekund! 
Beste Hester, prof. dr. ir. Den Ruijter, wat ben ik blij dat ik in jouw onderzoeksgroep te-
recht ben gekomen. In het begin was het schipperen tussen mijn rol in de VU als PhD-stu-
dent en mijn praktische werkzaamheden die toch voornamelijk in het UMC Utrecht 
waren, maar ik ben heel blij dat ik (en eigenlijk wij samen) daar een weg in gevonden 
hebben. Ik bewonder je enthousiasme, creativiteit en je geniale ideeën voor de meest 
uiteenlopende onderzoeken, waar de vrouw altijd een hoofdrol in speelt. Je hebt me 
geleerd trots(er) te zijn op mezelf en om mijn energie te steken in relaties en projecten 
waar ik zelf energie van krijg. 
Beste Charlotte, dr. Onland-Moret, wat een fijn team had ik met jou en Hester in het 
UMC Utrecht. Jij hielp me om te structureren als ik echt niet meer wist waar ik heen moest 
met mezelf een manuscript of onderzoek. Op zo’n moment maakte jij altijd op korte ter-
mijn tijd voor overleg en hielp je bij structureren, prioriteiten stellen en een planning 
maken. Mede daardoor staat hier nu een prachtig proefschrift. Dankjewel!
Beste Yolande, dr. Appelman, je was een belangrijke steunpilaar voor mij in het VUmc/
Amsterdam UMC. Het spijt me als ik je soms ‘vergat’ op de hoogte te houden, maar ik heb 
je kritische blik en feedback altijd heel erg gewaardeerd. Dit hielp om de manuscripten 
naar een hoger niveau te tillen. Ik bewonder je werk-ethos, maar ook de tijd die je neemt 
voor ontspanning (ook al zou voor veel mensen 568 km fietsen in Noorwegen geen ont-
spanning zijn). 
Beste Leo, prof. dr. Hofstra, op de ESC van 2018 leerde ik je kennen als een bevlogen 
cardioloog. Ondanks je drukke tijden als cardioloog bij CCN, was het altijd prettig om tij-
dens de lunch even bij te praten en je op de hoogte te brengen van alles waar ik mee be-
zig was. Bedankt voor de mogelijkheid om te promoveren. Yolanda, heel hartelijk dank 
voor alle hulp bij het vinden van ruimte in Leo’s agenda voor mij. 
Graag wil ik de leden van de promotiecommissie bedanken, die de tijd genomen hebben 
om mijn proefschrift te beoordelen; prof. dr. Piek, prof. dr. Verheij, prof. dr. ir. Isgum 
en dr. Cramer. Dr. Verjans, Johan, bedankt dat je mij 5 jaar geleden introduceerde in de 
wondere wereld van het hart en de potentie van kunstmatige intelligentie. Het cirkeltje 
is rond nu jij ook mijn proefschrift beoordeeld hebt. Ook prof. Bots, Michiel, bedankt 
voor de beoordeling van mijn proefschrift en de leuke tijd in Tallinn. Ik bewonder hoe jij 
het hoogleraarschap invult!
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Ernest Hemingway zei ooit ‘The first draft of anything is sh*t’. Zonder co-auteurs waren 
ook de tweede, derde, vierde en vijfde draft zo gebleven. Ik wil hen graag bedanken 
voor hun bijdrage aan de verschillende artikelen in dit proefschrift. Een aantal co-auteurs 
wil ik in het bijzonder danken. Dr. Aernout Somsen en dr. Igor Tulevski van Cardiolo-
gie Centra Nederland, bedankt voor jullie feedback vanuit de klinische praktijk. Rutger, 
dankjewel! Het was heel prettig dat ik altijd even snel met je kon schakelen (in ons onder-
zoek met heel veel resultaten, maar zonder duidelijke boodschap). Ik ben heel benieuwd 
hoe jouw carrière-pad gaat verlopen, als MD met een schat aan programmeerkennis.
René, bedankt voor de samenwerking en sparren over toekomstperspectief van TG’ers.
Beste Birgitta, prof. Velthuis, bedankt voor alle fijne mentorgesprekken die we gehad 
hebben. Het was fijn om zonder barrières te praten met iemand met een schat aan werk- 
en levenservaring over persoonlijke keuzes, werk-privé balans en gendergelijkheid. 
Veel dank aan het CVON-AI team vanuit Groningen/Utrecht. Jan-Walter, wat was het fijn 
om zo nu en dan even met jou te sparren over onze PhDs, de academische wereld en 
het leven. Ik kijk uit naar jouw proefschrift, nog even! Beste Pim, prof. dr. van der Harst, 
bedankt voor je vertrouwen en je kritische blik op de onderzoeksresultaten van CVON-
AI. Prof. dr. van Rossum, Bert, hartelijk dank dat ik in de VU kon promoveren. Nicoline, 
bedankt voor alle organisatie omtrent CVON-AI. Gaby en Sandra, bedankt voor alle or-
ganisatie vanuit het VUmc. 
Studenten begeleiden vond ik één van de leukste componenten van het werk als onder-
zoeker. Ik heb veel geleerd van hen over goede begeleiding en heldere communicatie. 
Hedy, Suzanne en Tamana, bedankt voor de berg werk die jullie verzet hebben in jullie 
relatief korte stages. Maxime, ik ben trots op het paper dat we samen hebben kunnen 
schrijven op basis van jouw gedane (programmeer)werk. Niels, ik heb heel fijn met je sa-
mengewerkt naar een mooi paper. Ik zie je proefschrift over 4 jaar graag op de deurmat!
Science Lovers-collega’s van de groep van Hester, bedankt voor alle weekstarts, taart 
en gezelligheid! Ingrid, jij houdt het lab draaiende! Bedankt voor alle gezelligheid en 
hulp bij het regelen van alle mogelijke zaken. Gideon, bedankt (voor de ontruiming van 
de Toren)! Robin, carrièretijger! Bedankt voor je gezelligheid! Ik weet nog een liedje; ’t 
Is een... Daniek, Mark, Tim, Elise, Ernest, Eliza and Michele, bedankt voor alle gezel-
ligheid, weekstarts, brainstormdagen en journal clubs. And good luck with your careers! 
Anne-Mar, nu ben jij de senior PhD-onderzoeker! Nog een paar maandjes en dan kun-
nen we ook jouw proefschrift bewonderen. Bedankt voor alle fijne koffiemomentjes, 
meer digitaal (maar hee, dan kunnen we wel mooi de was opvouwen) dan live (hoe vaak 
die filterkoffie wel niet mislukt is…), maar altijd gezellig. Succes met de afronding van 
HelpFulUP, je PhD en je moestuin! Diantha, een mede-TG’er in de groep van Hester! Ik 
vind het heel knap hoe je middenin coronatijd begon met je PhD en het opzetten van 
een studie. Heel veel succes met de Epi-master en je promotieonderzoek. Ik kijk uit naar 
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jullie proefschriften en verdediging! 
En dan de collega’s van de 0900-Troostpot Hotline. Jonne, topper! Al voordat ik in het 
UMCU begon met werken, maakte jij het ernaar dat ik me thuis voelde. Recht voor zijn 
raap, met een hart van goud, het is echt prettig om met jou samen te werken. Sophie, 
ik viel op een gespreid bedje met een CCN dataset die al voor een heel groot deel opge-
schoond was door jou (en waar al een jaar van je PhD-tijd in was gaan zitten!). Ik ben heel 
benieuwd waar de jaren jou gaan brengen, maar ik weet zeker dat het goed komt. Ver-
geet je niet voornamelijk werk te doen dat je leuk vindt? Floor, wederhelft in het dream-
team, perfect storm, partner-in-crime. Ik ben heel blij dat we elkaar gevonden hebben 
vanuit onze eigen expertise. Het resultaat: een paar prachtige papers en veel gezellig-
heid! We vullen elkaar goed aan en konden zo binnen no-time mooi werk neerzetten. 
Ik had me in jullie geen fijnere collega’s kunnen wensen. Ook al scheiden onze wegen 
op professioneel vlak, ik hoop dat we onze koffies/thee/lattes/lunches/sushis/GiTo’s erin 
blijven houden. 
Na 1,5 jaar gewerkt te hebben op locatie in het ziekenhuis kwamen we helaas allemaal 
thuis te zitten. Maar in die 1,5 jaar heb ik heel veel plezier gehad op de Toren, de Tower 
of Power; Michael, Malin, Saskia, Sander, Bram, Mark! PhD-collega’s van de VU, on-
danks dat ik voor de coronatijd maar 1 keer per week in de VU was en daarna eigenlijk 
bijna nooit meer, voelde ik me altijd welkom. Bedankt voor de leuke uitjes, lunchpauzes, 
kerstdiners en koppen koffie! Ook wil ik graag alle leden van de Asselbergs-group en 
van het Laboratory of Experimental Cardiology bedanken voor de brainstorms, feed-
back-sessies en interessante presentaties. 
Zoals de meeste mensen mij kennen, ben ik niet iemand die van stilzitten houd. Ook in 
mijn werk was ik continu op zoek naar nieuwe uitdagingen naast het reguliere PhD-on-
derzoek. Daarbij wil ik dan ook mijn collega’s van YoungSIT bedanken voor onze inspire-
rende sessies op het gebied van Early Career Researchers, Erkennen&Waarderen en Open 
Science. Ook de mede-organisatoren van de Circulatory Health Coffees hebben mijn 
PhD-tijd tot een leukere tijd gemaakt.
Vrienden mogen ook niet ontbreken in dit dankwoord! Gezelligheid, een luisterend oor, 
samen sporten, wielrennen, hardlopen, koffiedrinken, een avondje eten. Zij zorgden er-
voor dat ik kon ontspannen en met beide benen op de grond bleef staan. Mijn jaarclub 
Extase, zonnetjes van het mooiste en zonnigste studentenhuis in Enschede, mijn prach-
tige dispuut Pimpelle, sportmaatjes bij Hellas triathlon en van de Lombootycamp (weer 
of geen weer, wij staan er om 6.45), Utrecht me Homies, ofwel ‘Enschede-kliek in Utrecht 
(en omstreken), oud-collega’s van Q, de HIC tweeduidend én veertien, en vrienden van 
Skeuvel! Bedankt dat jullie er zijn. 
In het bijzonder wil ik een aantal mensen bedanken: Marleen, Alice, Rhodé, Marthe en 
Michelle. Van samen zuipen in ’t Gat tijdens onze allereerste Kick-In tot een kop thee 
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op de bank en de eerste baby’s kruipend om ons heen. Ik kijk altijd weer uit naar onze 
etentjes! Lieve zonnetjes van Noorderzon, huisgenootjes van het eerste uur! Bedankt 
voor gezellige etentjes, koffie’s en fietstochtjes. Mijn boekenclubvriendinnen: Laura en 
Iris. Ik geniet elke keer weer van onze maandelijkse boekbesprekingsavondje. Sofieke, 
wat is het heerlijk om met jou te sparren over de academie, toekomstplannen en ver-
anderingen, of het nou bij Gys was of om kwart voor 8 ’s ochtends tijdens een rondje 
hardlopen. Kicky,  zo gezellig dat je dichtbij woont en altijd in bent voor koffie om even 
bij te praten. Ik kijk uit naar jouw proefschrift en verdediging! Het NK Escaperoom-team, 
Douwe, Adrienne, Marijn en Astrid, online escaperoomen was een prachtig tijdverdrijf 
tijdens de corona. Ik kijk uit naar echte escaperooms! Sietske en Tjalling, ondanks dat 
jullie zo ver weg wonen, waardeer ik de moeite die jullie doen om langs te komen en 
op de hoogte te blijven! Het is altijd fijn en gezellig om bij jullie over de vloer te komen 
in Friesland. Kevin, ik ben blij dat ik je eindelijk ook een hardloper mag gaan noemen. 
Op tempo loop je me er inmiddels ruim uit, maar qua afstand heb je nog even te gaan. 
Binnenkort weer samen fietsen?
Lieve familie van Schless, ruim 2 jaar geleden kwam ik voor het eerst bij jullie over de 
vloer; wat een warm bad. Ik voelde me meteen thuis bij jullie in Roermond, maar ik zal 
mijn Limburgse vlaai met vorkje blijven eten. Paul Sr, Marnel, Willemijn, Eduard, Ste-
ven en Eveline. Ik hoop dat ik nog vele (sport)avonturen met jullie mag beleven. Kiki en 
Lottie, wat is het leuk om jullie van dichtbij te zien (op)groeien. 
En dan mijn eigen thuisfront, dat giet fansels yn it Frysk. Douwe, broerke, it is altyd leuk 
mei dy! Bierkes, spultsjes, wille, kuierje en lekker ite. Lotte leart dy it Bourgondyske lib-
ben wol. Jimme binne altiten wolkom, sels yn Malaga! Tynke, myn paranimf, myn Yin 
fan’e Yang, myn sinne neist de moanne, myn Mont Blanc, myn dûnspartner. “The world 
was moving, she was right there with it and she was…” Do silst in prachtige takomst tem-
jitte gean, mar ik wit ek hoe dreech it is om keuzes te meitsjen. It komt goed! Jules, ook jij 
zorgt voor de bourgondische gezelligheid bij onze familie. Bedankt (ook voor het feit dat 
je Tynke een dak boven haar hoofd geeft ;)). En dan (myn net sa) lytse broerke Gerben. ik 
ha dy meimakke fan lyts jonkje dat it leafst tomkjend tsjin de muziekbox harke nei Asterix 
en Obelix, oan’t de yntelliginte jongeman dy’tst no bist. Ik bin benijd wêr de takomst dy 
bringt! Christien, tanke foar alles! Ik wit datsto net neamd wurde wolst, dus ik hâld it sa 
koart mooglik.
Heit en Mem, tanke foar al jimme leafde en stipe. Ik kin mij gjin bettere âlden winskje. 
Jimme hawwe ús altyd stipe, sûnder oardiel oer ús keuzes. It is altiten fijn en gesellich om 
thús te kommen en it is net foar neat dat Paul en ik graach tichtby Zeist wenjen bliuwe 
wolle. Ik hoopje, dat jimme stadichoan ek grutsk binne op jimme sels, hoe’t jimme ús alle 
fjouwer nei ús plakje op dizze wrâld brocht hawwe. 
En als laatste, lieve Paul, je wilde niet dat ik je zou bedanken, maar ik ben net zo eigen-
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wijs als jij... Ik ben blij dat jij in mijn leven bent gekomen, je betekent de wereld voor 
mij en houdt mij op de been als ik het soms even niet zie zitten. Het leven met jou is 
fantastisch. Ik hoop dat hier nog heel veel jaren met campertripjes, reizen, klimsessies, 
hardloopavonturen, fietsritjes, klushuizen en zo nu en dan een avondje op de bank bij 
mogen komen.
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