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Abstract

Organic light-emitting diodes (OLEDs) are a key component of modern electronics,
and have been successfully commercialised in a number of fields. However, there is
still room for improvement in the efficiency of both the device itself, and the manufac-
turing process, and these improvements can only be made with a clear picture of the
underlying physics. In this work, computer modelling techniques are employed to gain
insights into OLED operation by simulating charge transport and exciton dynamics.
In particular, a kinetic Monte-Carlo (KMC) transport model is developed, and this is
coupled with molecular dynamics deposition modelling for accurate morphology rep-
resentation. These techniques are applied to investigate charge and exciton dynamics
in phosphorescent OLEDs, in which an emissive guest is blended with a host.

The effects of the guest:host blend ratio on charge transport were examined, and it
was found that due to charge trapping on the guest, charge transport is predominantly
guest-based, meaning that excitons also tend to form within close proximity of guest
molecules. Additionally, we reveal that this guest-based transport leads to a minimum
mobility at relatively low guest concentrations, as closely packed clusters of guest
molecules tend to act as a single macro-trap, rather than individual trapping sites.
This highlights the important effects of guest aggregation on the efficiency of charge
transport.

We next examine the effects on charge transport due to differences in energy level
alignment between the guest and host. It is shown that small changes in energy level
alignment can have significant effects on the mobility balance. In the case of a faster
and slower carrier, it is shown that the mobility at the balance point is primarily
dictated by that of the slower carrier.

To understand the role of exciton dynamics, we again analyse the effects of the
guest:host blend ratio in combination with various exciton densities to gain a detailed
picture of the relative loss processes. We pay particular attention to concentration
quenching of triplet excitons induced by guest-guest intermolecular interactions, a
process independent of the triplet density that has not previously been considered in
KMC models. In addition, we analyse the differences in results due to how morphology
is considered in the KMC model. We compare between results using the simple approx-
imation of molecular sites aligned to the nodes of a cubic lattice, and those obtained
using morphology that was generated by simulating the vacuum deposition process
in atomic detail with molecular dynamics techniques. We find that for guest-based
processes at low guest concentrations where aggregation of the guest is limited, the
cubic lattice approximation is in surprisingly good agreement with the more realistic
morphology. However, some differences are observed between host-based processes due
to the differences in packing structure that are not captured by the cubic lattice.

Finally, a method was developed for more efficient simulation of the solution de-
position process in the presence of substrate and vacuum interfaces while maintaining
atomic detail, in order to increase the feasible layer thickness. Using this technique for
morphology generation, KMC simulations were performed to compare vacuum- and
solution-deposited films. Our results suggested that despite some differences in host
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orientation in the as-deposited films leading to minor differences in mobility, over-
all device operation in layers that have not degraded is relatively insensitive to the
deposition technique for the blend studied (within the limits of the KMC model).
Furthermore, only small differences in transport properties were observed for experi-
mentally realistic levels of trapped solvent. It was therefore proposed that a plausible
explanation of the experimentally observed faster degradation in the solution-deposited
film is that it is a direct result of the differences in molecular packing, rather than a
secondary effect caused by differences in charge transport or exciton dynamics.
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1
Introduction

Semiconductors are a core element of modern electronics, enabling complex logic, solid
state lighting, solar energy production, digital photography, and many more possib-
ilities. Traditional semiconductors are made from inorganic materials such as silicon,
and have provided increasingly high-performing devices as manufacturing technologies
are improved. However, an alternative that is seeing increased adoption in many areas
is that of organic semiconductors.

Organic semiconductors are semiconductors built from organic, carbon-based mo-
lecules. While they tend to have less raw performance than their inorganic counter-
parts, organic semiconductors can be manufactured cheaply and efficiently through
techniques such as ink-jet printing [5, 6], and their freedom in chemical tunability al-
lows for optimisation towards desirable application-specific properties [7–9]. This has
lead to their adoption in a number of commercial products [10–12]. Organic light-
emitting diodes are particularly successful, and have become increasingly popular for
use in displays due to their energy efficiency and high contrast, as well as their ability
to mechanically deform and allow for flexible screens.

However, despite their successful commercialisation, opportunity still exists for
improvement in organic light-emitting diodes, and in organic semiconductors in gen-
eral [13]. In particular, their poor performance when compared to inorganic semicon-
ductors can be attributed in part to their charge transport characteristics. While sil-
icon semiconductors can be highly conductive due to their crystallinity, the disordered
nature of most organic semiconductor materials leads to charge trapping, which inhibits
the achievement of comparable conductivity [14]. Furthermore, while solution depos-
ition techniques for organic semiconductors (such as ink-jet printing) can be highly
cost effective, they tend to produce devices with lower performance when compared to

1
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those manufactured with more expensive processes such as vacuum deposition [15–17].
A thorough understanding of charge transport in organic devices, and how it is af-
fected by morphology (the way in which molecules are arranged), is therefore crucial
to improving performance. This represents the fundamental goal of this work.

This thesis aims to gain insight into organic semiconductor transport using compu-
tational modelling techniques. In particular, a kinetic Monte-Carlo model is developed
to analyse charge transport and exciton dynamics, and how they are affected by vari-
ous system properties, with a focus on organic light-emitting diodes. These properties
include the effects of morphology, and to that end, molecular dynamics simulations are
employed to simulate the vacuum and solution deposition processes in atomic detail.

This document is structured as follows. Chapter 2 presents a literature review,
with a focus on organic light-emitting diodes, their performance characteristics, and
relevant modeling techniques. Chapter 3 provides a detailed overview of the kinetic
Monte-Carlo framework developed in this work, and the computational techniques
used to implement and optimise it. Chapter 4 applies the model to a high perform-
ing guest-host emissive layer blend commonly used in organic light-emitting diodes to
gain insight into how charge trapping on emissive guest molecules affects the over-
all charge transport characteristics. Further to this, Chapter 5 investigates a similar,
prototypical device in which the electron and hole trapping depths are varied to de-
termine how this parameter can be used to optimise device performance. Chapter 6
introduces excitons (bound electron-hole pairs capable of light emission) to the model,
and investigates how the concentration of the emissive guest molecules, as well as the
density of excitons, affects device efficiency. It also provides a comparison of results
between realistic morphology generated with molecular dynamics simulations and the
common simplifying approximation of cubic lattice morphology. Chapter 7 further
utilises molecular dynamics for morphology generation, and combines the charge and
exciton transport modelling techniques from the previous chapters in order to simu-
late full device operation and compare charge and exciton dynamics in devices with
vacuum- and solution-deposited morphologies. Finally, Chapter 8 provides concluding
remarks, and makes recommendations for future work.

Chapter 1. Introduction 2



2
Organic Semiconductors

The following chapter presents a literature review. It begins with an overview of
charge and exciton dynamics in organic semiconductors, with a focus on organic light-
emitting diodes. Transport modelling techniques are then discussed with emphasis
on the techniques that were utilised in this work, as well as relevant optimisation
methods. Finally, a brief introduction to the modelling of structures within organic
semiconductors is provided with a focus on classical atomistic molecular dynamics.

2.1 Fundamentals of OLEDs
Light-emitting diodes (LEDs) are a core semiconductor technology that has become
ubiquitous in everyday life. While original LEDs made use of inorganic silicon-based
semiconductors, in 1987 Tang and van Slyke reported the first practical organic LED
(OLED) which instead used electroluminescent carbon-based molecules [18]. Since
then, OLEDs have seen significant development, and have been successfully com-
mercialised in applications such as displays and solid state lighting [10–12]. Indeed,
modern OLEDs provide a number of advantages over their inorganic counterparts,
including colour tunability, mechanical flexibility, and cheap, energy efficient manu-
facturing [7–9]. While liquid crystal displays (LCDs), the main competitor to OLEDs,
typically rely on a backlight with a thin film in front responsible for pixel colour, OLED
displays are able to make use of individual OLEDs for each pixel, enabling them to
be switched independently. This allows them to offer darker blacks, better contrast,
faster response times, better power efficiency, and cheaper manufacturing compared
to LCDs [12,19,20].

3
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The following sections provide details of the physics behind OLEDs, along with an
outline of relevant manufacturing processes and performance metrics.

2.1.1 Manufacturing Techniques

To fabricate OLEDs, there are two methods that are commonly employed; vacuum de-
position, and solution deposition. Vacuum deposition is the standard process for small
molecule-based OLEDs [11, 15]. It involves evaporating layers of material onto a sub-
strate under vacuum, and utilises masks to separate sections of the device (individual
pixels, for example). It can therefore give fine-grained control over device structure,
and is capable of producing high quality devices [15]. However, the maximum possible
device size is somewhat limited for this process, making it difficult to produce large-
area displays [11,15]. The process is also more complex than solution deposition, and
produces relatively low yields, making it the more expensive of the two options [11].

Solution deposition can be performed through a number of processes including ink-
jet printing, spin-coating, and blade-coating, but essentially involves depositing layers
of semiconductor material dissolved in solution, which are then able to dry in place [11,
17]. These processes are capable of producing large area displays with high resolution,
and allow for cheap, scalable manufacturing [15, 21]. However, solution deposition
inherently requires that the deposited molecules are soluble, and this consequently
introduces some limitations. While polymer-based OLEDs are easily produced through
solution deposition, their efficiency and lifetime do not compare favourably with small
molecule OLEDs [15, 17]. On the other hand, films of small molecules deposited via
solution deposition tend to be of poorer quality compared to their vacuum deposited
counterparts [15–17]. Understanding and improving upon the limitations of solution
deposition therefore presents a promising route to realising more efficient production
of OLEDs, and we will return to this topic in Chapter 7.

2.1.2 Charge Transport

Semiconductors are materials which have an electrical conductivity between that of a
conductor and that of an insulator. Traditional inorganic semiconductors are typically
crystalline in nature, and charge transport is described in terms of conduction and
valence bands [22]. Electron and hole wavefunctions are delocalised in these devices,
and operation is typically modelled based on scattering caused by impurities [22].
On the other hand, the disordered nature of most organic semiconductor materials
leads to localised wavefunctions, and charge transport is better described as thermally
activated hops between discrete electronic states [23,24]. These discrete states typically
correspond to the charged states of small molecules or polymer fragments, and hence
instead of conduction and valence bands, charge transport in organic semiconductors is
discussed in terms of a molecule’s electron affinity (EA) and ionisation potential (IP).
These quantities are related to (but not necessarily equal to) the lowest unoccupied
molecular orbital (LUMO) and highest occupied molecular orbital (HOMO) of the
neutral molecule [24,25].
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Figure 2.1: Adiabatic (solid lines) and diabatic (dashed lines) potential energy surfaces
for a transfer between a donor state (D) and an acceptor state (A), corresponding to
localised electronic states on neighbouring molecules.

More precisely, charge hopping in organic semiconductors from a donor state, A,
to an acceptor state, B, can be described as a transition between local minima along
the adiabatic potential energy surface [24, 26–28], as shown in Figure 2.1. In this fig-
ure, the transition is described by three variables. Firstly, the difference in the Gibbs
free energy of the localised states, ∆Go, accounts for factors such as the local electric
field, variance in the EA or IP, and changes in entropy (although entropy is often
neglected for simplicity [29]). The reorganisation energy, λ, is the energy required to
reorganise the system into its final state without the charge transfer actually occur-
ring. This quantity is comprised of two components; the inner-sphere reorganisation
energy which accounts for deformation of the donor and acceptor molecules, and the
outer-sphere reorganisation energy which accounts for changes in the surrounding en-
vironment [30, 31]. Finally, the electronic coupling, Hij , accounts for overlap in the
donor and acceptor electronic wavefunctions, and is equivalent to the off-diagonal term
of the Hamiltonian that describes the system. The combination of a charge and its
related deformation to the environment is known as a polaron, and so charge transport
in organic semiconductors is often discussed in terms of polaron transport [31].

Under this description, it can clearly be seen that the disordered nature of molecu-
lar packing in organic semiconductors can lead to significant degrees of both energetic
and spatial disorder of the localised electronic states [23, 32]. This disorder results
in so-called trap states, which are states that are difficult for a polaron to hop away
from. Charges prefer to occupy lower energy states, and so trap states typically have a
Gibbs free energy that is relatively low compared to the surrounding accessible states.
Escaping a trap often requires additional thermal energy, and so unlike inorganic
semiconductors which perform better at lower temperatures, organic semiconductors
generally show increased mobility as temperature increases, at least until the elevated
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temperature causes other undesirable side-effects [33]. The disordered nature of or-
ganic semiconductors resulting in trap states is a major contributing factor to their
relatively poor charge transport characteristics when compared to their inorganic coun-
terparts [14].

2.1.3 Excitons

Excitons are bound electron-hole pairs, and are a key component in the operation of
many semiconducting devices. They can be formed either through photoexcitation,
or an electron and hole meeting within a device [34]. The former process is used in
photovoltaic cells, in which incident photons excite a neutral molecule or monomer,
and the resultant excitons are separated into free charges that are then extracted at the
electrodes to produce current. In contrast, LEDs use injected charges to form excitons
which are able to radiatively decay to the ground state, thus emitting a photon.

In silicon semiconductors, delocalised electronic states combined with high dielec-
tric permittivity lead to highly delocalised excitons, known as Wannier-Mott excitons
[35]. On the other hand, organic semiconductors tend to have a relatively low dielectric
permittivity, leading to localised, Frenkel excitons that are much more tightly bound
than their delocalised counterparts [35,36]. This tight Coulombic binding makes disso-
ciation of excitons into free charges (necessary for the function of photovoltaic devices)
difficult under an electric field alone, and thus a number of strategies have been de-
veloped to overcome this limitation, such as the introduction of molecular interfaces,
and chemical tuning to increase the dielectric permittivity [37–39]. On the other hand,
Frenkel excitons are less likely to interact with each other compared to Wannier-Mott
excitons at the same concentration. This can be beneficial to device performance, since
exciton interactions typically result in at least one of the excitons being quenched, thus
returning the excited molecular fragment to the neutral ground state. As this thesis
focuses on organic semiconductors, we will henceforth only consider Frenkel excitons,
and will refer to them simply as excitons.

As excitons consist of two spin-12 particles, there are four possible exciton spin
states. As outlined below, one of these states is the spin-0 singlet state, while the
other three are triplet states with some net spin [40].

Singlet: |↓⇑⟩ − |↑⇓⟩

Triplet:
|↑⇑⟩

|↓⇑⟩+ |↑⇓⟩

|↓⇓⟩

Since photons are spin-neutral, and spin is a conserved quantity, in general only singlet
excitons are formed through photoexcitation, and only a singlet exciton can emit a
photon [34]. On the other hand, excitons formed from free charges typically have a
25% chance of being a singlet, or a 75% chance of being a triplet based on spin statistics
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Figure 2.2: Jablonski diagram of exciton state transitions. ISC and RISC are intersys-
tem crossing and reverse intersystem crossing respectively, in which an exciton crosses
from one spin state to the other. Note the omission of higher energy singlet and triplet
states, which tend to be short-lived and quickly relax to either the ground state (S0)
or the first excited state (S1 or T1).

Dexter

a)

Förster

b)

HOMO

LUMO

Figure 2.3: Illustration of (a) Dexter transfer and (b) Förster transfer.

[34]. An important exception, however, is the case of molecules with strong spin-orbit
coupling. Spin-orbit coupling is a relativistic interaction between a particle’s spin
and its motion within the molecular orbital, and therefore strong spin-orbit coupling
enables intersystem crossing (ISC), in which an exciton crosses from the singlet to
the triplet state through an exchange of spin [34, 41, 42]. Strong spin-orbit coupling
additionally allows for both photoexcitation and radiative decay of triplet excitons, and
can be achieved through the inclusion of heavy metal atoms such as iridium or platinum
in a molecule [41], a strategy that is commonly used in modern phosphorescent OLEDs
[12]. Alternatively, when the singlet and triplet energies are close, triplets can undergo
reverse intersystem crossing (RISC) in which they transition to the singlet state via
thermal activation, without the need for strong spin-orbit coupling, and this strategy
is also commonly used to produce thermally activated delayed fluorescence (TADF)
OLEDs [42–46]. A summary of possible exciton state transitions is shown in Figure
2.2.

Once formed, excitons are able to diffuse via two different mechanisms, as illus-
trated in Figure 2.3. The first is the Dexter exchange mechanism, in which electrons
are exchanged between neighbouring molecular sites, so that the exciton moves from
one site to the other [34, 47]. As this process involves a direct exchange of particles,
spin is conserved, and so it is accessible to both singlet and triplet excitons. The other
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diffusion process available to excitons is Förster resonant energy transfer (FRET), in
which dipole-dipole coupling between two molecules enables a non-radiative transfer
of energy [34, 48, 49]. The transfer rate is dependent on the transition dipole align-
ment, and the overlap between the emission and absorption spectra of the source and
destination molecules [34, 48]. This process is typically only efficient for singlets, as
the energy transferred has no net spin [50]. However, strong spin-orbit coupling can
overcome this limitation and enable efficient FRET of triplets [51].

Through the course of device operation, interactions can occur between excitons
and other nearby excitons or polarons. These interactions are spin-dependent, and can
be described in simplified form as [52–56]

Singlet-Singlet Annihilation: S1 + S1 → S0 + S1,

Singlet-Triplet Annihilation: S1 + T1 → S0 + T1,

Triplet-Triplet Annihilation: T1 + T1 → S0 + ηT1 + (1− η)S1,

Exciton-Polaron Quenching: p+ E1 → p+ S0,

(2.1)

where S1 and T1 are the first singlet and triplet excited states, S0 is the ground state,
p is a polaron, E1 is either a singlet or triplet exciton, and η is the probability that
triplet-triplet annihilation results in a triplet. As these interactions all result in exciton
loss, minimising their probability is essential for high performing OLEDs, as well as
other electronic devices such as solar cells and photodetectors.

2.1.4 OLED Performance and Device Structure

While original OLEDs used a simple monolayer or bilayer structure [18, 57], the vast
majority of modern OLEDs utilise a number of stacked layers in order to increase
efficiency [46, 57–60]. An example of this is shown in Figure 2.4. The electron and
hole transport layers serve the purpose of delivering charges to the emissive layer (also
known as the active layer), as well as inhibiting opposite charges from leaving the
emissive layer. Ideal transport layers also act as exciton blocking layers, ensuring that
excitons are confined to the active layer where they are able to emit light. Additionally,
good transport layers allow for efficient charge injection from the electrodes to increase
efficiency, or alternatively, separate injection layers are sometimes used between the
electrode and the transport layer [57].

To quantify the benefits of strategies such as layering and chemical tuning, OLED
performance can be characterised in a number of ways. While properties such as col-
our, lifetime, and current-voltage characteristics are important for practical devices,
this thesis focuses on modelling properties of the emissive layer, rather than entire
devices, and therefore we will primarily consider quantum efficiency and charge mo-
bility. Quantum efficiency in OLEDs can be characterised in terms of the internal
quantum efficiency (IQE) or external quantum efficiency (EQE). IQE is defined as the
percentage of injected electron-hole pairs that are able to produce a photon [12,43,61].
Similarly, EQE is defined as the percentage of injected charge pairs able to produce
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Transparent Electrode

Hole Transport Layer

Emissive Layer

Electron Transport Layer

Metallic Electrode

Figure 2.4: Example OLED layer stack.

a photon that is emitted from the device, thereby differing from the IQE by an out-
coupling factor which accounts for optical properties of the device and the direction of
light emission [12,43,61,62].

Light emission in OLEDs can be classed as fluorescent (singlet emission) or phos-
phorescent (triplet emission) [34,63]. The first practical OLEDs made use of fluorescent
emission at the interface between a hole transporting layer and an electron transport-
ing layer [18]. However, these simple fluorescent devices were naturally limited to
an IQE of 25% due to exciton spin statistics yielding a 1:3 singlet to triplet ratio.
To overcome this limit, phosphorescent and thermally activated delayed fluorescence
devices were developed, which both have a theoretical IQE of 100% [61,64]. In TADF
OLEDs, emitters are designed to have a small energy difference between the S1 and
T1 exciton states, thus allowing thermally activated RISC from the triplet state to the
singlet state, and therefore the potential for 100% fluorescent emission [42,64]. Simil-
arly, phosphorescent OLEDs make use of molecules with strong spin-orbit coupling to
convert singlet excitons to the triplet state and allow for triplet emission [34]. In both
cases, efficiency at high currents (and therefore the achievement of high brightness) is
limited by exciton-exciton quenching [7]. A strategy to counteracted this is through
the use of a guest-host blend as the emissive layer, in which the emissive guest is blen-
ded with a host that has exciton energy levels higher than that of the guest, so that
excitons are effectively contained on the guest and their diffusion is limited [63]. How-
ever, some questions remain about the details of exciton dynamics in such a system,
which we will address further in Chapter 6.

This exciton confinement strategy is commonly used in phosphorescent OLEDs,
and is often also employed for TADF OLEDs, although recent work has shown that
high efficiency can also be achieved with an emissive layer composed purely of the
TADF emitter [46]. A potential advantage of TADF is that it provides a relatively
inexpensive alternative to phosphorescent OLEDs by eliminating the requirement of
rare metals [45]. However, it remains a challenge to produce high performance TADF-
based OLEDs from solution-processable materials [45], which are of interest for coating
large areas for applications such as lighting. Hence, in this thesis, we focus on guest-
host phosphorescent OLEDs.
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In a high-performing guest-host blend, electron and hole mobilities are ideally bal-
anced to give a broad recombination zone, and thereby avoid areas of high exciton
density where exciton-exciton quenching would be more likely [8, 43, 63, 65–67]. How-
ever, guest emitters tend to also act as charge traps, and even small guest concentra-
tions can have a large effect on charge transport [68,69]. Hence, the morphology of the
emissive blend is of crucial importance for achieving high efficiency devices with good
charge transport characteristics, as is the relative difference in EA and IP between the
guest and host, and we will explore these concepts further in Chapters 4 and 5 in the
context of phosphorescent OLEDs.

2.2 Computational Modelling
Computational modelling plays a key role in understanding the underlying physics of
OLEDs and organic semiconductors in general, particularly when it comes to properties
that are difficult to observe experimentally [70–72]. It can be used on various length
scales, from calculations of molecule properties, to modelling molecular geometry, to
simulating the operation of an entire device, and provides a way to efficiently reduce
the parameter space of optimal device characteristics [70,73–76]. However, larger scale
modelling is inherently more computationally demanding, and therefore broader ap-
proximations must be made to maintain feasibility. The following sections provide a
brief overview of modelling techniques for device structure, along with an in depth re-
view of transport modelling, focusing in particular on the kinetic Monte-Carlo (KMC)
technique.

2.2.1 Transport

When modelling charge transport in organic semiconductors, there are two common
approaches. The first is the drift-diffusion model, in which differential equations are
solved for the device current. For example, the electron current in a 1D device can be
represented by [76]

Jn = −qµnE + µkBT
dn

dx
, (2.2)

where Jn is the electron current density, q is the unit charge, n is the charge number
density as a function of the position (x), µ is the mobility, E is the electric field, kB

is Boltzmann’s constant, and T is the temperature. Note that the electric field here
includes the contribution of Coulomb interactions, and is therefore a function of both
space and time. This method treats charges in an averaged manner, and therefore
interactions are included as concentration-dependent rates rather than being treated
explicitly [76]. This allows for very efficient modelling of device-scale systems, but
typically requires a large number of input parameters that must be either measured
via experiment, or simulated with other more detailed methods [77].

The other commonly used method for simulating charge transport is kinetic Monte-
Carlo modelling, which has the advantage of enabling investigation of the relation
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between transport events and explicit morphology [32, 78–81]. KMC models consider
charges and excitons explicitly, and simulate their motion and interactions based on
random walks in order to solve the master equation governing their behaviour [23,32,
77]. At a given snapshot in time, a rate is assigned for every possible event, including
hops between localised states, interactions with nearby particles, and exciton decay
events. From N total possible events, a single event, n, is then chosen based on a
random number, such that

n−1∑
i=0

νi ≤ ξ1

N−1∑
i=0

νi <
n∑

i=0

νi, (2.3)

where νi is the rate associated with event i, and ξ1 is a uniform random number on
the interval (0, 1] [23, 82]. Note the use of 0-based indexing for the sake of clearer
algorithm explanations in later sections. The simulation time is then advanced by a
random interval

∆t =
− ln(ξ2)
N−1∑
i=0

νi

, (2.4)

where ξ2 is a separate uniform random number on the same interval [23,82]. While this
method can theoretically capture interesting aspects of the system in great detail, for
example by using quantum chemical calculations to evaluate event rates with high ac-
curacy at each step, it is limited practically by the processing power available, and the
level of detail offered by a full quantum mechanical treatment is only currently feasible
in small systems [32, 83]. As such, event rates are typically only calculated within a
short range, so that statistically improbable events are excluded [83–85]. Addition-
ally, rather than updating rates after every Monte-Carlo (MC) move using expensive
quantum chemical calculations, classical approximations are commonly used instead,
such as the Miller-Abrahams [23, 86] and Marcus [26, 86] formalisms, which we will
discuss further in Chapter 3. Even with classical rate calculations, however, KMC
modelling becomes extremely computationally expensive for large systems, and so it is
typically limited to the microscopic to mesoscopic scale [24, 84]. Importantly though,
it provides a key link in multi-scale modelling pipelines, enabling the possibility of
ab initio simulations of device properties [24, 73, 87, 88]. These simulations begin by
calculating molecular structures and interaction parameters using quantum-chemical
techniques such as density functional theory. Those parameters can then be used in
molecular dynamics simulations to obtain realistic device morphology, at which point
(typically under the assumption that charge transport is significantly faster than mo-
lecular motion) further calculations can provide site energies and coupling parameters
required for KMC rate calculations. Finally, bulk system properties obtained via KMC
modelling of small-scale systems can be used as input to drift-diffusion models, allowing
simulation and prediction of full-scale device properties.

Even without ab initio parameter calculation, detailed KMC simulations informed
by experimental results can be performed that are able to capture properties and rela-
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tionships which are otherwise difficult to observe. For example, Heiber et al. recently
used KMC modelling to capture the time dependence of charge mobility in organic
photodetectors, showing that it is strongly influenced by morphology, especially under
high electric fields where charges can become trapped in “dead end” pathways [89]. As
we wish to explore the influence of morphology on various device properties, capture of
structure-property relationships such as this is crucial, and so the kinetic Monte-Carlo
approach was used in this work. The following sections present an overview of recent
and notable KMC results, and a review of common optimisation techniques.

Notable Kinetic Monte-Carlo Results

Kinetic Monte-Carlo modelling was first used to investigate organic semiconductor
charge transport by H. Bässler in 1993 [23]. This model showed the relationship
between charge mobility and positional and energetic disorder of the hopping sites,
as well as how high degrees of energetic disorder lead to dispersive charge transport.
Bässler also pioneered the use of the Gaussian disorder model (GDM) in KMC simu-
lations for assigning site energies, in which the energy of each site is randomly chosen
from a Gaussian distribution with standard deviation σ, and this method is still com-
monly used in recent work [32]. It was further shown that in the absence of an electric
field, a charge initially randomly placed within the energetic density of states will relax,
on average, to an energy of σ2

kBT below the mean energy (typically the EA or IP) [23].
Soon after, in 1998, Novikov et al. introduced the correlated disorder model

(CDM), in which site energies were spatially correlated, rather than being uncorrelated
in space as in the GDM [90]. Randomly oriented dipoles were placed on each molecular
site, and the electrostatic interactions between the dipoles were used to calculate site
energies [90]. This produced an energy distribution that was Gaussian in nature, but
with some degree of spatial correlation, and resulted in a simulated field-dependent
mobility following the Poole-Frenkel form [91] (µ ∝ exp

(
γ
√
E
)

, where γ is a constant)
over a wider range of electric fields than had been previously observed under the GDM.
However, despite its success, the CDM has not been found to be universally applic-
able, particularly to small molecule organic semiconductors. While it produces better
results than the GDM for some molecules, others have been shown to better agree
with the Gaussian disorder model [92]. More recently, quantum chemical calculations
have been employed to explicitly calculate site energies in a parameter-free manner,
resulting in good experimental agreement of mobility field dependence in both the case
of molecules that are known to have energetic disorder that is typically correlated in
space, and molecules with typically uncorrelated disorder [93]. However, this method is
significantly more complex and computationally intensive, requiring multiple iterations
of expensive density functional theory (DFT) calculations.

Since the early work of Bässler [23], KMC modelling has been used extensively to
investigate various properties of organic semiconductors, including temperature- and
thickness-dependence of current-voltage characteristics [7, 94, 95], correlation between
morphology characteristics and device efficiency [95–97], effects of carrier density on
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mobility [98], and the relative contribution of exciton transfer mechanisms to exciton-
exciton annihilation processes [99]. In addition, ab initio calculations coupled with
KMC simulations have recently been used to predict triplet-triplet annihilation rates
[88] and efficiency roll-off [87] in phosphorescent OLED blends in a parameter-free
manner, showing good agreement with experimental results. KMC modelling has
also recently been used in the field of organic photovoltaics to highlight the roles of
entropy and charge delocalisation in the separation of excitons at the interface between
two phases [83, 100]. The group of Kassel et al. showed that proper consideration
of entropy is crucial to explaining the experimentally observed efficiency of exciton
separation [100], and have additionally proposed a delocalised KMC scheme in which
polaron states are calculated in a manner that accounts for partial delocalisation of a
charge across nearby molecules, rather than simply assuming that it is localised to a
single molecule [83].

Kinetic Monte-Carlo Optimisation

The computational complexity of KMC simulations requires the use of various ap-
proximations (such as classical hopping rates and cut-off radii) in order to simulate
relatively large systems (on the scale of tens to hundreds of nanometers). However,
even when significant simplifying approximations are used, and especially when they
are not appropriate, computational optimisation can allow for improvements in simula-
tion time, and enable modelling of larger and/or more complex systems within shorter
time-frames. There are a number of optimisation techniques for Monte-Carlo simula-
tions, of which this section presents a selective review with a focus on those relevant
to KMC charge and exciton simulations.

The core algorithm behind KMC simulations involves repeatedly calculating the
probability of all events, and then choosing one of them to perform. Event rate calcu-
lation inherently lends itself well to parallelisation, since the they are typically inde-
pendent of each other and can therefore be calculated simultaneously [101]. In large
systems, there could be tens or hundreds of thousands of possible events at a given
time, so efficient parallelisation of rate calculations presents the opportunity for signi-
ficant speed-up. In particular, KMC simulations are well-suited to parallelisation on
graphics processing units (GPUs), which are capable of handling thousands of parallel
execution threads through the use of single instruction multiple data (SIMD) architec-
ture [102]. Under SIMD architecture, a given set of parallel threads (32 in the case of
typical GPUs) execute the same instructions simultaneously on different data. This
aligns well with Monte-Carlo rate calculation, in which the same rate equation is eval-
uated for all neighbours of all relevant particles. The down-side to SIMD architecture
is that it is inefficient in the case that threads sharing an instruction set have diverging
logic, but this is generally easy to avoid in the context of KMC modelling.

KMC models can also be further parallelised using domain decomposition tech-
niques, in which the simulation box is divided into smaller sections. Parallel KMC
simulations are performed on each of these sections, and information is exchanged
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across boundaries after some time interval [103]. It is necessary to maintain time syn-
chronisation, and this can be achieved (among other methods) by the introduction of
null events, so that the sum of all event rates (including the null event) is the same in
each domain. Hence, the simulation time can be advanced based on this value, while N

simultaneous (and possibly null) events are executed in the N different domains [103].
However, there is a trade-off between accuracy and computational overhead depend-
ing on the frequency of communication between domains, particularly in the case of
charge transport where long-range Coulomb interactions can play an important role,
or at high carrier densities where conflicts at the domain boundary become more likely.

Besides parallelisation, another common method for optimising KMC simulations
is to reduce the number of required event rate calculations per step. One way to
achieve this is to only update selected rates after an event. For example, updating
the rates of a particle only after it has made a hop can provide significant speed-
up [32]. However, this can introduce error due to changes in the local environment
between when a rate was calculated and when the event actually occurred [32]. A
more accurate method (with more computational overhead) is to update the rates
of all particles within some cut-off radius of the particle that last moved, but this
method can still introduce some error due to long-range Coulomb interactions. An
alternative approach is to utilise coarse-graining in order to reduce the occurrence
of hops between states that make up a collective local minima. In this method, an
aggregation technique such as the watershed algorithm is used to identify groups of
states that make up a local minima, in which hops within the group are relatively
likely compared to hops that leave the group [24]. These states are then collected
into a single macro-state, and transport is modelled as hops between macro-states.
Repeated hops between states within a local minima can cause appreciable slow-down
in standard KMC simulations, and this method is quite effective at avoiding that, but
to do so it sacrifices explicit treatment of particle-particle interactions, and instead
considers them based on probability distributions of particles across the components
making up the macro-states.

The remainder of the optimisation methods we will cover here relate to the hand-
ling of electrostatic interactions between charges. A naive approach of re-solving for
the electrostatic potential at every source and possible destination site of every charged
particle scales poorly as O(N2), where N is the number of particles. However, this
can be drastically improved through carefully constructed algorithms. To start with,
one can take advantage of the fact that for a given time step, only one charge moves
at a time, and therefore the solution for the electrostatic potential in the system can
simply be updated by subtracting the component due to the charge in its previous
location, and adding back its contribution from the new location [104, 105]. This
method can be parallelised very efficiently under a SIMD architecture, since updating
the potential at a given location does not require inter-thread communication or di-
verging logic. As it relies on a global solution including the influence of all charges in
the system, this update method introduces a self-interaction error in its naive form,
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but this is easily corrected when calculating hopping rates by using correction factors
which can be pre-calculated for speed. Li and Brédas introduced two methods for this,
termed the “exact” and “exclusion” methods [106]. The “exclusion” method works by
simply ignoring the contribution of the hopping charge to the overall electrostatic po-
tential, whereas the “exact” method adds a correction to give the difference between
the charge’s energy at the destination site and its current site. This distinction is
subtle, and in the case of a simple system with a homogeneous dielectric constant
and without periodic or metallic boundary conditions, the two methods are essen-
tially identical. However, in the common case that these conditions are not satisfied,
and therefore image charges must be considered, the “exact” method accounts for the
movement of the image charges, while the “exclusion” method simply ignores them.
With regard to implementation, the “exclusion” method only requires the influence of
the hopping charge in its current location to calculate the correction factor, whereas
the “exact” method also requires the influence of the charge on the proposed destina-
tion site. As such, initial calculation of the correction factors for the “exact” method
is slightly more time consuming, but once they are calculated, use of the correction
factors in both cases simply requires a memory lookup and addition operation.

Another consideration when handling Coulomb interactions is the treatment of im-
age charges. In KMC simulations, it is common to make the assumption of periodic
boundary conditions to limit the system to a computationally feasible size [23,106,107].
This method assumes that a charge crossing a periodic boundary on one side of the
simulation box re-enters from the opposite boundary, and so the modelled system
represents one small section of the overall device that is repeated infinitely in the
periodic directions (see Figure 2.5). When modelling OLEDs, simulations are typic-
ally performed on sandwich-structure devices, in which layers of organic semiconductor
material are sandwiched between two parallel planar electrodes, giving metallic bound-
aries in one direction and periodic boundaries in the other two [108, 109]. For both
periodic and metallic boundaries, correct treatment of Coulomb interactions requires
the consideration of image charges, leaving the question of how many of the infinite
periodic images should be included. A simple method is to introduce a cut-off radius,
beyond which Coulomb interactions are ignored [32,103]. However, this causes discon-
tinuities at the edge of the cut-off radius which can introduce error, particularly when
the cut-off radius is relatively short [32]. Coulomb interactions in periodic systems
also converge slowly [110, 111], and hence methods such as the Ewald sum are com-
monly employed. The Ewald sum approximates the potential due to infinitely periodic
Coulomb interactions with high accuracy, while enabling fast convergence by splitting
the potential into a short-range component that converges quickly in real space, and
a long-range component that converges quickly in Fourier space [77, 112, 113]. This
allows the use of computationally feasible cut-off radii without the introduction of
discontinuities, and the Ewald sum is used in many applications beyond just KMC
modelling [110, 111, 114]. However, one limitation of the Ewald sum method, along
with other image charge-based methods, is the inability to easily handle dielectric
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Figure 2.5: Examples of periodic boundaries in a 2D system showing one image in each
direction (a) without and (b) with metallic boundaries in one direction. Note that in
the case of a metallic boundary, the system is reflected around that boundary to form
the periodic unit cell, with the signs of charges inverted in the reflected half.

interfaces, and we will discuss this further in Chapter 3.

2.2.2 Structure

Molecular packing structure in organic semiconductors is known to have signific-
ant effects on device operation [115–118]. In early KMC transport models, hopping
sites were assumed to be fixed on a cubic lattice for the sake of simplicity, and the
simulated layer was generally treated as homogeneous [23, 119]. While more accur-
ate methods are now feasible, the lattice approximation is still often used in recent
works [37, 103, 108]. A more realistic way of modelling molecular packing struc-
ture, however, is through the use of molecular dynamics (MD) simulations, which
can further be classified as atomistic or coarse-grained MD [32]. In classical atom-
istic MD, forces on individual atoms due to both bonded and non-bonded interac-
tions are calculated using a parameterised classical forcefield, and as such, the length
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scale is typically limited by the number of interacting atoms to tens of nanomet-
ers [114, 118, 120, 121]. Alternatively, coarse-grained MD simulations group molecular
fragments into single entities with parameterised interactions, thus enabling larger scale
simulations at the cost of atomistic detail. While computationally expensive, these
methods can unveil information about morphology that is difficult to observe experi-
mentally [70]. For example Lee et al. recently showed that the phosphorescent emitter
bis(2-phenylpyridine)(acetylacetonate)iridium(III) [Ir(ppy)2(acac)] in vacuum depos-
ited OLED blends tends to have preferential alignment of transition dipole vectors
parallel to the substrate, resulting in better out-coupling efficiency when compared to
the similar fac-tris(2-phenylpyridine)iridium(III) (Ir(ppy)3) which has isotropic emis-
sion [120]. Finally, an alternative approach is that of a metropolis Monte-Carlo model,
in which molecules (potentially treated with atomistic detail) are allowed to evolve in
space through a Monte-Carlo process informed by a parameterised forcefield [122,123].
Random trial moves are proposed, and moves that reduce the total energy are accep-
ted, while moves that increase energy are conditionally accepted based on a Boltzmann
factor. Such simulations are able to produce a good representation of a film’s steady-
state molecular structure at lower computational cost than classical MD techniques
by limiting the number of molecules that are allowed to move after a new molecule
is deposited, and by disregarding the dimension of time. However, depending on the
properties of interest, this loss of detail is not always acceptable.

With regard to the method of performing classical atomistic MD simulations, the
simple approach is to place molecules into a fully periodic simulation box, and allow
the system to equilibrate while adjusting the length of the periodic dimensions until the
correct density is reached [124–128]. However, it was recently shown that morphology
more reflective of reality can be obtained by explicitly including interfaces between the
organic layer, the substrate, and the vacuum [118,120,121]. This was shown in the case
of vacuum deposition by Tonnelé et al., who simulated the vacuum deposition process in
atomic detail by incrementally dropping randomly oriented molecules onto a graphene
substrate in order to build a phosphorescent OLED active layer [118]. More recently,
Lee et al. performed simulations of the solution deposition process in a similar manner,
allowing solvent molecules to boil off naturally at the solution-vacuum interface, after
which they were removed from the system [121]. This showed that inclusion of the
substrate and vacuum interfaces resulted in nucleation and growth of the film, in
contrast to previous methods involving randomly deleting solvent molecules within a
fully periodic system which inevitably lead to spinoidal decomposition (spontaneous
phase separation) [121, 126–128]. In addition, the results of Lee et al. suggest it is
plausible that some solvent remains trapped in the layer on experimentally relevant
timescales, which could potentially offer some explanation towards the difference in
performance between vacuum and solution deposited devices - a topic we will return
to in Chapter 7. We note that since a metropolis Monte-Carlo method is inappropriate
for simulating the solution deposition process, atomistic MD simulations will be used
in this work.
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2.3 Summary
In summary, computational modelling plays a key role in elucidating structure-property
relationships in organic semiconductors, allowing for detailed analysis of processes that
are otherwise difficult to observe. Kinetic Monte-Carlo modelling is particularly power-
ful, allowing explicit consideration of particles and their interactions, which can be
directly linked to the underlying morphology. This is especially useful when combined
with molecular dynamics structure modelling, providing a pathway from molecular
properties to bulk device characteristics.
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3
Computational Methods for

Monte-Carlo Modelling

In this work, kinetic Monte-Carlo modelling will be used to gain insight into the op-
eration of organic light-emitting diodes, with a focus on the effects of emissive layer
morphology on the performance characteristics of phosphorescent OLEDs. The KMC
model will be developed from scratch to allow for customised input/output and fine-
grained control over event handling, as well as implementation of GPU acceleration
and other optimisation techniques as part of the core framework. Where feasible, the
active layer morphology will be determined using molecular dynamics simulations of
the vacuum and solution deposition processes in atomic detail. This will be achieved
using the GROMACS package [129], following the methods developed by Tonnelé et al.
and Lee et al. [118,121].

This chapter provides details of the KMC algorithms and optimisation techniques
implemented throughout the development process. We begin with an overview of
the KMC framework, along with details of event rate calculations and handling of
electrostatic interactions. In Section 3.3, optimisation of the event selection algorithm
is discussed, and a novel method is presented. Section 3.4 then gives an overview of
the methods used to measure device properties, followed finally by Section 3.5, which
discusses benchmarking techniques and results. Section 3.5.1 additionally describes
results that form part of the article:
[3] Siddhartha Saggar, Stephen Sanderson, Desta Gedefaw, Xun Pan, Bronson Phil-

ippa, Mats R. Andersson, Shih-Chun Lo, and Ebinazar B. Namdas. Toward Faster
Organic Photodiodes: Tuning of Blend Composition Ratio. Advanced Functional Ma-
terials, 2010661 (2021). doi:10.1002/adfm.202010661
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Figure 3.1: Outline of the kinetic Monte-Carlo simulation framework.

3.1 Kinetic Monte-Carlo Framework
The basic operation of the KMC model is outlined in Figure 3.1, and can be described
in three main steps that are performed repeatedly until some completion condition is
reached (e.g. a specified amount of time has elapsed, or there is nothing left in the
system). Firstly, a list of possible events is built, including charge and exciton hops
between molecular sites, injection or removal of charges, and decay of excitons. Rates
are obtained for each event such that the probability of an event occurring is given
by [23,82]

P (n) =
νn
νtot

, (3.1)

where νn is the rate of the event, and νtot is the sum of all event rates. Note that in the
case of domain decomposition, where events are performed simultaneously in different
physical areas of the system, νtot would be the sum of all event rates within a given
domain, and null events would be used so that νtot is equal for each domain [103].
However, domain decomposition was not implemented in this work due to the high
degree of complexity it adds relative to the expected performance gain.

Once event rates are calculated, a single event is chosen based on a uniform random
number. In this work, to ensure good quality random number generation, the random
numbers were sampled using the permuted congruential generator (PCG) algorithm as
implemented in the pcg-cpp library [130]. Details of how this process was optimised
are provided in Section 3.3.

Finally, the chosen event is performed, and the system time is updated by a random
increment [23,82]

∆t =
− ln (ξ)

νtot
, (3.2)

where ξ is a uniform random number on the interval (0, 1]. Note that the time step
scales by the sum of all event rates, so although only one event is allowed to occur at
a time, the presence of more possible events reduces the time step, thereby preserving
correct rates in the long time limit [82]. If the event resulted in the addition, removal,
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or movement of a charge, the electrostatic environment was updated as described later
in Section 3.2.3. Each event was logged to a trajectory file for future analysis in the
form of the simulation time, the event type identifier, and any extra information about
the event such as which particle underwent the event, and which site it moved to if
it moved. This allowed for in-depth analysis with minimal file sizes, as each event
required at most 5 bytes of data.

3.2 Rate Calculation
To ensure accuracy, event rates were updated for every particle after every Monte-
Carlo move. The following sections provide details of the rate formulae. In all cases,
the majority component of the rate was pre-calculated for speed, and only the energy
difference component for charge-hops was re-evaluated, since that is the only part that
changes between Monte-Carlo steps.

3.2.1 Charge Hopping

The two most commonly used methods for calculating charge hopping rates in organic
semiconductors are the Miller-Abrahams and Marcus formalisms. Miller-Abrahams
rates are the simpler of the two, and give a transfer rate from site i to site j of [23]

ν
(MA)
ij = ν

(MA)
0 exp (−2γ |rij |)

exp
(
−∆Eij
kBT

)
, ∆Eij > 0,

1, ∆Eij ≤ 0,
(3.3)

where ∆Ei,j = Ej−Ei is the difference in energy between the initial and final states, rij
is the displacement vector of the hop, γ is the inverse localisation radius of the charged
state, and ν

(MA)
0 is the attempt to hop frequency. For hops between different types of

molecules, ν(MA)
0 is taken as the geometric mean of the attempt to hop frequencies of

those two molecules,
√
ν
(i)
0 ν

(j)
0 [7, 131].

The Marcus transfer rate is given by [26,27]

ν
(MH)
ij =

2π

h̄

H2
ij√

4πλijkBT
exp

(
−(∆Eij + λ)2

4λijkBT

)
, (3.4)

where, as shown previously in Figure 2.1, Hij is the electronic coupling, and λij is
the reorganisation energy. Both of these formalisms are approximations towards a
full quantum description, and both have been shown to give reasonable results for
small molecule organic semiconductors [86]. While capability for both types of rate
calculation was built into the developed KMC software, Miller-Abrahams rates were
used in this work as they were generally simpler to parameterise.

The energy of site i has two components; the intrinsic site energy, which includes
the EA/IP and any energetic disorder contributions, and the electrostatic potential,
which includes any applied electric field, as well as Coulomb interactions between
charges. In this work, IP and EA values were assumed to be equal to the HOMO and
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LUMO levels respectively, with values taken from literature. Energetic disorder was
included using the Gaussian disorder model. Coulomb interactions were calculated as
described in the forthcoming Section 3.2.3. Capability for handling a global electric
field that is independent of electrodes was also included in the model, and this was
implemented simply as

∆E (E)
ij = E · rij , (3.5)

where E is the vector representing the applied field. Hence, the total energy difference
for a charge hop is given by

∆Eij = q
(
Ej − Ei +∆E(E)

ij + ϕj − ϕi

)
, (3.6)

where q is the charge of the particle, Ei is equal to the EA (IP) plus an energetic disorder
component randomly sampled from a Gaussian distribution of width σ, and ϕi is the
electrostatic potential at site i due to the applied bias and all Coulomb interactions.

3.2.2 Charge Injection

Charge injection was modelled as a perpendicular hop from the electrode to the destin-
ation site, the rate for which was again calculated using the Miller-Abrahams equation
(Eqn. 3.3) [119, 132]. In this case, the energy difference for injection to site i is given
by [133,134]

∆Einjection = qe(h) (ϕi − ϕelectrode) +
q2e(h)

16πε
∣∣∣r(i)⊥

∣∣∣ + Ei − Ef , (3.7)

where ϕelectrode is the potential applied to the injecting electrode, r(i)⊥ is the perpen-
dicular distance to site i, ε is the dielectric permittivity, and Ef is the Fermi level
of the electrode. These rates were calculated for all molecular sites within a short
distance of the electrode plane. Charge removal at the electrode was considered for
these same sites, and the removal rates were evaluated in an identical manner, using
∆Eremoval = −∆Einjection with the influence of the candidate charge on the electrostatic
potential excluded.

Note, the energy penalty for injection includes a term that captures the energy
required to separate the charge from its image seen across the electrode [133,134]. The
equation above makes the assumption that only the primary image across the injecting
electrode contributes to this injection energy, but the situation becomes more complex
with the introduction of periodic boundaries and an opposite electrode due to the
increased number of images, and is particularly difficult in the presence of dielectric
interfaces or electrode structures other than parallel planes. However, it has been
shown that in general, the energy to place a charge in a system is equal to half the
sum of the energy due to all of its image charges [134]. As will be discussed in the
following section, the energy for a charge on each site was pre-calculated, and these
pre-calculated values could also be utilized to compute the injection penalty. This
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method allows for fast computation in a way that is independent of the surrounding
system, and could therefore be expanded to more complex system structures such as
those seen in field effect transistors. However, we note that in simulations where the
exact details of charge injection are not important, such as when ideal contacts are
assumed, the simple solution presented in Eqn. 3.7 is a sufficient approximation.

In the case of Ohmic contacts (the ideal injection case), it was assumed that Ei was
equal to the Fermi level. To maintain the required Ohmic contact condition of zero
field at the electrode interface [135], injection rates for electrons (holes) were scaled by
a pre-factor of

αe(h) = max
(
β

Q

qe(h)
, 0

)
, (3.8)

where Q is the surface charge on the electrode, and β is a scaling factor related to
the fraction of the periodic electrode surface able to contribute to the injection event.
In this work, a β value of 0.03 was used to ensure that injection was sufficiently fast
to maintain an average steady state electric field of 0 at the electrode surface. Note,
however, that results are quite insensitive to this value, with no difference observed for
tested β values between 0.01 and 0.5. The surface charge was calculated using Gauss’s
law,

Q = ε

"
S
−∇ϕ · dA. (3.9)

The method for evaluation of the surface integral was dependent on the electrostatics
solving method used, and will be described in the relevant parts of Section 3.2.3.

3.2.3 Electrostatics

Under the assumption that the hopping process is much faster than the waiting time
between hops, electronic interactions between charges are governed by the electrostatics
equation,

ε(r)∇2ϕ(r) +∇ε(r) · ∇ϕ(r) = −ρ(r), (3.10)

as derived from Maxwell’s equations, where ϕ(r) is the electrostatic potential at po-
sition r, ε is the dielectric permittivity, and ρ is the charge density. In the case of
homogeneous permittivity, this simplifies to Poisson’s equation,

∇2ϕ(r) = −ρ(r)
ε

. (3.11)

Taking advantage of the superposition principle, the solution for the electrostatic po-
tential was split into a contribution due to the applied voltage, and one due to Coulomb
interactions. The applied voltage contribution was solved only once per morphology
for a bias of 1 V. This solution was then stored, and simply multiplied by the actual
applied bias at run time – an operation that can be performed quickly in parallel on
the GPU for each hopping site. Similarly, updating for a change of ∆V at the elec-
trode simply requires that the 1 V solution be multiplied by ∆V and added to the
current solution. Note that to allow potential handling of more than two electrodes,
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these templates were treated in a general way, with one template per electrode. Each
template represents the solution for when its corresponding electrode has a potential
of 1 V, and all other electrodes are grounded. Therefore, the change in the overall
electrostatics solution due to a change in voltage at a given electrode can be obtained
quickly using only the template for that electrode.

For Coulomb interactions, the electrostatics equation was solved using two different
methods (described in detail in the following sections), with electrodes fixed at 0 V.
Initially, an iterative finite difference method was used to allow for the possibility
of including spatially varying dielectric permittivity, and this method is described
in detail in Section 3.2.3. However, this method has limited accuracy in the case
of spatial disorder, as is present in realistic morphology generated with molecular
dynamics. An attempt was made to expand it to an iterative finite element method
based on a tetrahedral mesh, but this was ultimately deemed too computationally
expensive for the required system sizes. Note that iterative methods were used here
because the matrix equation that describes the discretised system is too large to solve
directly. Ultimately, to handle realistic morphologies where molecular sites are not
aligned to a grid, the electrostatics problem was handled using a damped interaction
method based on the Ewald sum, as described in Section 3.2.3. This was at the cost of
being able to handle spatially varying permittivity, since inclusion of complex dielectric
interfaces is extremely difficult in image charge methods. Additionally, charge injection
energies were calculated using the method presented in Eqn. 3.7 for simplicity, since the
simulations planned under this electrostatics method did not require detailed contact
modelling.

In addition to electrode templates, pre-calculation was also utilised for handling
Coulomb interactions to enable fast correction of self-interaction error as described by
the “exact” method of Li and Brédas [106], and to speed up the iterative solver by using
a predictor-corrector scheme. For a given morphology, the electrostatics problem was
solved for a single charge in the system, once for each hopping site, and the potential at
that site and each of its possible hopping targets was stored. Note that while appealing
for fast updates, storing the entire solution would quickly become intractable even in
moderately sized systems due to the massive memory requirements.

Finite Difference

With sites aligned to a cubic lattice, it is a simple step to approximate the derivatives
∇ϕ and ∇ε using a first order central difference scheme. For example, for site x, y, z,
the 2nd derivative of the potential is given by

∇2ϕx,y,z =
ϕx−1,y,z + ϕx,y−1,z + ϕx,y,z−1 − 6ϕx,y,z + ϕx+1,y,z + ϕx,y+1,z + ϕx,y,z+1

a2
,

(3.12)
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where a is the lattice spacing. Substituting this into Poisson’s equation (Eqn. 3.11)
gives the simple expression for an iterative update to ϕ,

ϕ(n+1)
x,y,z =

1

6

(
ϕ
(n)
x−1,y,z + ϕ

(n)
x,y−1,z + ϕ

(n)
x,y,z−1 + ϕ

(n)
x+1,y,z + ϕ

(n)
x,y+1,z + ϕ

(n)
x,y,z+1 + a2

ρx,y,z
ε

)
,

(3.13)
where ϕ

(n)
x,y,z is the current potential at site x, y, z, and ϕ

(n+1)
x,y,z is the updated potential.

However, this simple method tends to have relatively slow convergence. Convergence
can be sped up using the successive over-relaxation method [136,137], in which ϕ

(n+1)
x,y,z

is taken as a weighted average of the current value, ϕ(n)
x,y,z, and the proposed updated

value. Hence, ϕ(n+1)
x,y,z is given by

ϕ(n+1)
x,y,z = (1− ω)ϕ(n)

x,y,z +
ω

6

(
ϕ
(n)
x−1,y,z + ϕ

(n)
x,y−1,z + ϕ

(n)
x,y,z−1+

ϕ
(n)
x+1,y,z + ϕ

(n)
x,y+1,z + ϕ

(n)
x,y,z+1 + a2

ρx,y,z
ε

)
, (3.14)

where ω is the weighting parameter, and the condition 0 < ω < 2 is required for the
solution to converge. The value of ω that gives the fastest convergence is problem-
specific, and was found in this case to be approximately 0.9. Each iteration was
performed on the GPU, so that the update to the potential at each site could be cal-
culated in parallel. To avoid memory conflicts, a checkerboard pattern was used, such
that half the site energies were updated simultaneously, while their nearest neighbours
remained constant, and then the other half were updated to complete the iteration
step [138].

To further speed up convergence, a predictor-corrector scheme was used that takes
advantage of the single charge templates already being pre-calculated for self-interaction
error correction. When a charge moved, its influence within the template range was
subtracted from the current electrostatics solution, and added back in the new location
so that the iterative solver begins from a solution state that is closer to the correct
overall solution. Similarly, if a charge was injected or removed, its short-range influence
was simply added or subtracted as required before solving iteratively as normal.

When calculating the induced electrode charge under this scheme (Eqn. 3.9), the
surface integral was solved by summing the contribution of square elements with size
a × a. The electric field component of these elements was calculated using the first
order finite difference

Ex,y = −
ϕx,y,z±1 − ϕelectrode,z

a
, (3.15)

where index z+1 is used for electrodes with a normal vector in the positive z direction,
and z − 1 for those with a normal vector in the negative direction. So, for example,
the surface charge of an electrode with a normal vector in the positive z direction is
given by

Q = εa
∑
x,y

(ϕelectrode,z − ϕx,y,z+1) . (3.16)
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Ewald Sum

In the case of point charges, Poisson’s equation for a periodic system can be solved
using the method of images. The potential energy of a charge qj due to another charge
qi is given by Coulomb’s law,

ϕij =
∑

p

qiqj
4πε |rj − (ri + p)| , (3.17)

where ri is the position of charge i, and the sum over p represents the inclusion of all
periodic images of qi. Hence, the total electrostatic potential energy in the system is
given by

U =
1

2

N∑
i,j

∑
p

qiqj
4πε |rj − (ri + p)| , (3.18)

where N is the total number of charges. However, convergence of this sum is slow,
and the introduction of a simple cut-off radius results in discontinuities that can cause
error for charges near that interface. To overcome these problems, the Ewald sum is
commonly used [104, 113, 123, 139]. It allows fast convergence of electrostatic interac-
tions by decomposing the contribution of a point charge to the electrostatic landscape
into a short-range component that converges quickly in real space, and a long-range
component that converges quickly in Fourier space. Under this scheme, the expression
for the total electrostatic energy in the system is given by [111,112]

U =
1

4πε0

1

2

N∑
i,j

∑
p
qiqj

erfc (α |rj − ri + p|)
|rj − ri + p| +

1

2πV

N∑
i,j

qiqj
∑
k̸=0

exp
(
−(πk/α)2 + 2πik · (ri + p − rj)

)
k2

+
−α√
π

N∑
q2i

i

 , (3.19)

where V is the volume of the periodic system, k represents a Fourier space basis vector,
erfc is the complementary error function, and α is a convergence parameter. Note that
the final term is a self-correction for the Fourier space term. While this expression is
only convergent for a system with a net charge of zero in the periodic volume, this
condition is automatically satisfied in the case of a metallic boundary, as the system
can first be reflected around one boundary and the result treated as the periodic unit
cell.

In this work, the electrostatic potential was evaluated on the GPU to allow parallel
computation of the potential at all possible hopping sites. To avoid race conditions
related to adding the influence of multiple charges to one site, the potential was eval-
uated for all sites in the system after each charge injection/hop/removal event. By
keeping track of the current solution, only the influence of that one charge needs to
be re-evaluated, which is simple to parallelize without requiring inter-thread commu-
nication or synchronization. To allow fast updates, a damped interaction scheme was
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Figure 3.2: Absolute error in ∆Eij for a hop 1 nm towards or away from another
charge as a function of the distance from that charge, with α = 0.03 nm-1, a relative
permittivity of 2 (as is common in organic semiconductors), a 50 nm periodic boundary,
and (a) one or (b) two periodic image(s) in each direction. For comparison, note that
the iterative finite difference scheme described above was deemed to have converged
when the maximum change due to an iteration was less than 5× 10−5 eV.

used inspired by the Ewald sum method [123, 140]. With an α value of 0.03 nm-1, it
was found that the Fourier space component of the Ewald sum had only a minimal
influence on the energy difference of a charge’s hop, as shown in Figure 3.2 for the
common case of 50 nm periodic boundaries. In the context of other approximations
made for KMC modelling of OLEDs, and considering that typical energetic disorder
gives a standard deviation of the site energy on the order of 100 meV [78], this amount
of error was deemed acceptable given the performance increase it presented, and hence
the Fourier space sum and related correction term were neglected in this work to allow
for faster electrostatics evaluation. Hence, the potential energy of a charge qj due to
another charge qi and its images was approximated as

ϕij =
∑

p

qiqjerfc (α |rj − (ri + p)|)
4πε |rj − (ri + p)| , (3.20)

noting that the self-energy, ϕii, can be similarly calculated simply by excluding the
p = 0 case. This resulted in a scheme similar to that of the standard cut-off method,
but without the introduction of significant discontinuities. Note that a cut-off radius
was not specifically included here, but was instead enforced by the number of periodic
images considered, and through the decay of the complementary error function.

When calculating the induced electrode charge (Eqn. 3.9) under this image charge
scheme, the surface integral was evaluated using first-order Gaussian quadrature. The
periodic electrode was divided into triangles with a maximum side length less than 1
nm, and the electric field at the center of each triangle was evaluated. This was done
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using a first-order finite difference by solving for the electrostatic potential at a short
perpendicular distance, δ, from that point (0.05 nm in this work). Hence, the induced
electrode charge is given by the sum over all electrode triangles

Q = ε
∑
i

AiEi, (3.21)

where Ai is the area of triangle i. Ei is the electric field at the center of that triangle
as given by Ei = (ϕelectrode − ϕi) /δ, where ϕi is the potential at the point close to
the triangle’s center. Note that triangles were chosen initially with a finite element
electrostatics solver in mind to allow the possibility of rough electrodes approximated
using a triangular mesh, and this idea may be revisited in the future if a sufficiently
fast finite element solver is developed.

3.2.4 Exciton Dynamics

Excitons were assumed to form when an electron hops to the site of a hole, or vice
versa, and such hops were assumed to always be energetically favourable for the sake
of evaluating the Miller-Abrahams rate (that is, the Boltzmann factor was 1). Upon
formation, excitons were allowed to diffuse through the system via both Dexter and
Förster transfer events. Dexter transfer rates are typically modelled in terms of the
Miller-Abrahams equation [7, 95, 108, 131, 141] (Eqn. 3.3), with the distinction that
excitons are charge-neutral, and so the energy difference between sites for singlets
(triplets) is given simply by the S1 (T1) energy difference (including the contribution
of energetic disorder), and was assumed not to depend on the electrostatic potential.
Note it was additionally assumed (as is common) that exciton transport occurs only
via the first excited state, since higher energy states are typically very short-lived [41].

Förster transfer rates were calculated using the equation [32,48,51,95,142–144]

ν
(F)
ij =

1

τ

(
R0

|rij |

)6
exp

(
−∆Eij
kBT

)
, ∆Eij > 0,

1, ∆Eij ≤ 0,
(3.22)

where τ is the exciton lifetime, and R0 is the Förster radius given by

R0 =
6

√
9000c4 ln (10χ2ηPL)

128π5n4NA

ˆ
1

ν4
fD (ν) εA (ν) dν. (3.23)

Here, c is the speed of light, n is the refractive index, NA is Avogadro’s number, ηPL

is the photoluminescent quantum efficiency (the ratio of photons absorbed to photons
emitted), χ2 is the transition dipole alignment factor (typically assumed to be 2/3 for
randomly oriented molecules), and

´
1
ν4
fD (ν) εA (ν) dν is the overlap integral between

the emission spectrum of the donor molecule, fD (ν), and the absorption spectrum of
the acceptor molecule εA (ν) [145].

In addition to transfer events, excitons were also allowed to decay both radiatively
and non-radiatively with a molecule-dependent rate. The radiative decay rate is given
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by
νRadiative =

ηPL
τ

, (3.24)

and similarly, the non-radiative decay rate is given by

νNon-Radiative =
1− ηPL

τ
. (3.25)

For simplicity, exciton-exciton and exciton-polaron interactions were assumed to occur
when an exciton transfers to the site of another exciton or polaron, or when a polaron
transfers to the site of an exciton. These interactions were handled according to Eqn.
2.1. While in theory, the presence of an exciton or polaron would have some effect
on the transfer rates to that molecule (for example, the energy level or absorption
spectrum may be altered), accurately quantifying these effects and dynamically tak-
ing them into account as the system evolves is a computationally difficult task, and
hence the method utilised here provides a good first approximation that is efficient to
implement under the KMC framework.

3.3 Event Selection
As shown previously in Equation 3.1, the probability of an event being chosen is given
by its rate divided by the sum of all N event rates. Therefore, the chosen event, n,
satisfies the condition

n−1∑
i=0

νi < ξ

N−1∑
i=0

νi ≤
n∑

i=0

νi, (3.26)

where ξ is a random number on the interval (0, 1]. Thus, in addition to the sum of
all event rates, selection of an event also requires the cumulative sum. As the latter
inherently calculates the former, we will focus on optimising this cumulative sum.

When using GPU acceleration, one bottleneck is the overhead added by copy and
move operations between system memory and GPU memory [146], so avoiding this
bottleneck is generally beneficial to performance. As event rates in this work were
calculated in parallel on the GPU, the results are stored in GPU memory. Rather than
copy potentially tens of thousands of event rates to system memory, a more favourable
solution is to calculate the cumulative sum directly on the GPU. While the cumulative
sum (also known as a “scan”) is not inherently conducive to parallelisation, GPU-
based algorithms have been developed in order to make the best use of the available
parallelism [147]. A brief overview of the work-efficient parallel scan algorithm follows.

We first consider a small array of N elements for the sake of demonstration. Ini-
tially, an up-sweep phase is performed with N/2 parallel threads, as illustrated in
Figure 3.3. Each thread sums two neighbouring elements, storing the result in place of
the second element. This is then repeated for those resultant sums, a total of log2N
times, so that every second element of the original array has been modified, but the
remaining elements (every first element) still hold their original values. As shown in
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Figure 3.3: Parallel scan algorithm up-sweep phase.

Figure 3.4: Parallel scan algorithm down-sweep phase.

Figure 3.4, a down-sweep phase is then used to update all elements such that each
element of the array now contains the sum of all values from the original array up to
that element. As this algorithm requires synchronisation between the parallel threads,
the array size is limited. However, arrays of arbitrary size can be handled by breaking
them into blocks, as shown in Figure 3.5. The cumulative sum of each block is found
and stored, and then the total sums of each block are placed in an auxiliary array.
The cumulative sum of that array is then found, and the resultant values are added
back to their corresponding blocks so that the blocks (in sequence) now contain the
cumulative sum of the entire array. For extremely large arrays, this process can be
used recursively.

While the described parallel scan algorithm has been extensively optimised for
GPU acceleration, we note that it is a general algorithm that must output a single,
contiguous cumulative sum. However, this limitation is not strictly required for event
selection. Instead, with a smart search algorithm, the down-sweep phase of the parallel
scan can be skipped entirely, and instead the selected event can be determined from
the result of the up-sweep phase – a method that is novel to the author’s knowledge.

Upon performing the up-sweep phase as described above, which simultaneously

calculates the sum νtot =
N−1∑
i=0

νi, the indices in a block between which the random

number χ = ξνtot falls can be determined as follows. For a block size NB, with 0-
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Figure 3.5: Parallel scan algorithm for large arrays [147].

Figure 3.6: Example of searching the up-swept array for the case of χ = 0.3ν6+
5∑

i=0
νi.
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based indexing, determine whether χ is greater than the value at index NB/2 − 1. If
so, the index is offset by NB/2, and the value at NB/2 − 1 is subtracted from χ. In
either case, the block half containing the selected index is then treated as a block in
itself, and this process is repeated a total of log2NB times until the chosen event is
narrowed down to a single index. An example of this process is shown in Figure 3.6.

This algorithm scales to arrays of arbitrary size using a similar method to the
standard parallel scan algorithm. The sum of each block is used to construct an
auxiliary array as before, upon which the up-sweep phase is performed. The up-swept
auxiliary array is then searched using the method described, yielding the index of the
block that contains the selected event, and so the global index of the start of that block
can be obtained by multiplying the index of the block by NB. That block can then
be searched by carrying forward the adjusted χ value from the auxiliary array search,
and this process can be performed recursively as before for extremely large arrays.

3.4 Calculating Device Properties
While some device properties such as IQE are measurable simply by counting charges
and events, others such as device current and charge mobility require more detailed
sampling and calculations, and these are outlined below.

3.4.1 Current

In a KMC model where directions parallel to the electrodes are treated as infinitely
periodic, device current is more conveniently measured as current density. As can be
derived from Maxwell’s equations, the device current is made up of two components:
the conduction current, which reflects the charge flux through the electrode, and the
displacement current due to change in the electric field at the electrode’s surface. The
conduction current density can be measured simply as

JC =
q

A∆t
(pinj − ninj − prem + nrem), (3.27)

where pinj (ninj) is the number of injected holes (electrons) within the time period ∆t,
prem (nrem) is the number of removed holes (electrons), and A is the surface area of
the electrode. The displacement current is given by

JD =
∆Q

A∆t
, (3.28)

where ∆Q is the change in the induced charge on the electrode, taken as Q (t+∆t)−
Q (t), with Q calculated as described previously. Hence, the total current density is
the sum of these two quantities,

J = JC + JD. (3.29)
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3.4.2 Mobility

Mobility is defined in terms of a charge’s drift velocity under an electric field through

µe =
vd
E
,

µh =
−vd
E

, (3.30)

where µe and µh are the electron and hole mobility, respectively, and vd is the average
drift velocity of those charges in the direction of the field. Under a KMC scheme,
this can be evaluated simply by taking the net displacement of all charges in the
system within a given time interval. Alternatively, assuming an Einstein relation for
the diffusion coefficient, mobility can also be evaluated based on the current density,
J , and the number density of charges, n, by re-arranging the drift-diffusion equation

J = −eµnE − µkBT
dn

dx
, (3.31)

where x is the direction of the electric field.

3.5 Benchmarking
Beyond the use of unit tests for core algorithms (e.g. event selection), the KMC model
was systematically benchmarked against a number of known results to ensure accuracy.

Firstly, to ensure that energetic disorder was treated correctly, energetic relaxation
simulations were performed and the results were compared to those of Bässler [23].
In these simulations, non-interacting charges were placed randomly in the system and
allowed to thermalise. As shown by Bässler, the energetic density of states of the non-
interacting charges is expected to be Gaussian in nature, with a steady-state mean of
−σ2

kBT , where σ is the standard deviation of the site energies (which are sampled using
the Gaussian disorder model) and T is the temperature. Results from this benchmark
are shown in Figure 3.7.

Next, to check that electric field and Coulomb interactions were properly handled, a
blocking benchmark was used in which the steady-state charge density was compared
against an analytical solution. Charges of a single polarity were injected from an
Ohmic contact into the system under the influence of an electric field, and allowed
to be removed at that same electrode. Charge removal at the opposite electrode was
blocked, so that after some time the device current is zero, and the charge distribution
reaches a steady state that can be found analytically by solving the drift-diffusion
equation. In the case of holes injected in the x direction, the steady state is given by

J = 0 = ep(x)µhE(x)− µhkBT
dp(x)

dx
, (3.32)

where p(x) is the density of holes and e is the unit charge. The relationship between
the electric field and the charge density is given by Gauss’s law as discussed earlier,
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Figure 3.7: Relaxation benchmark results. Dashed lines show the expected steady-
state energy. Note, time was scaled by t0 = (6ν0 exp (−2γa))−1 for clear comparison
with the results of Bässler [23], where ν0 and γ are the attempt to hop frequency
and delocalisation radius from the Miller-Abrahams equation (Eqn. 3.3), and a is the
lattice spacing.

and in this 1D case results in the expression

p(x) =
ε

e

dE

dx
, (3.33)

noting that ρ(x) = ep(x). Hence the differential equation for the electric field is

0 = E(x)
dE

dx
− kBT

e

d2E

dx2
, (3.34)

which yields the solution

E(x) = a tan
(
ab+

aex

2kBT

)
, (3.35)

where a and b are integration constants dependent on the boundary conditions. For an
Ohmic contact at x = L, the electric field at that boundary must be 0, and therefore

E(L) = 0 = a tan
(
ab+

aeL

2kBT

)
,

0 = ab+
aeL

2kBT
,

b = − eL

2kBT
. (3.36)

Hence the electric field is of the form

E(x) = a tan
(

ae

2kBT
(x− L)

)
. (3.37)
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To avoid unphysical discontinuities, this equation is further constrained such that∣∣∣∣ ae

2kBT
(x− L)

∣∣∣∣ < π

2
, (3.38)

which simplifies to
|a| |x− L| < πkBT

e
. (3.39)

As the left side of this equation is largest when x = 0, it therefore yields the constraint

|a| < πkBT

eL
. (3.40)

The other boundary condition on the system is the applied voltage

V = −
ˆ L

0
E(x)dx, (3.41)

which, after substituting the expression for E(x), gives

V =
kBT

e
log
(
1 + tan2

(
aeL

2kBT

))
. (3.42)

This can be solved for a to give

a =
2kBT

eL
tan−1

√
exp

(
eV

kBT

)
− 1. (3.43)

Substituting E(x) back into Gauss’s law (Eqn. 3.33) gives the expression for the charge
density

p(x) =
a2ε

2kBT

(
tan2

(
ae

2kBT
(L− x)

)
+ 1

)
, (3.44)

and hence the resultant steady state charge density from a KMC simulation under
the same conditions can be compared to this solution to ensure correct handling of
electrostatics, as well as charge injection and removal. Results for this benchmark are
shown in Figure 3.8. Note that as the benchmark was performed using a cubic lattice
of hopping sites (and not a continuum as assumed by the analytical solution), some
difference is expected close to the electrode.

The final component of the model to benchmark is exciton diffusion and decay. An
exciton decay rate of 1

τ is expected to yield an average lifetime of τ , and this was verified
simply by simulating a number of non-interacting excitons and measuring their lifetime.
With correct lifetimes, exciton diffusion can then be benchmarked by comparing to
experimental results. A number of articles give parameters for both Dexter and Förster
transfer rates based on experimentally measured diffusion lengths [51,141,142,148], and
therefore a correct KMC model simulating exciton diffusion under those parameters
is expected to yield an average diffusion length close to the experimentally observed
value.
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Figure 3.8: Blocking benchmark results for a 30× 30× 30 cubic lattice of sites, with a
1 nm lattice spacing at T = 11605 K. Note the high temperature was used to enable
relatively high charge densities for easy comparison. The results shown were obtained
using the damped electrostatics scheme as described in Section 3.2.3, and identical
results were also obtained using the finite difference electrostatics method.

3.5.1 Energetic Relaxation

We note at this point that although this work focuses on OLEDs, the described model
is applicable to a range of organic semiconductor devices. For example, as part of a
collaborative work, it was applied to organic photodetectors, and these results formed
part of an article that has been published in Advanced Functional Materials (details
provided at the beginning of this chapter). The focus of the article was on an improved
organic photodetector blend that exhibited faster response time, and KMC modelling
was required to explain differences observed between the mobility predicted by the
photodetector response and the measured mobility under steady-state conditions.

At steady state, charge mobility is dependent on the electric field and the energetic
disorder. However, in general, for a charge that has not relaxed in energy, its hops are
more likely to be energetically favourable (and therefore have a higher rate), particu-
larly in the direction of the electric field. This has the effect that a charge’s mobility
relaxes along with its energy over time, and this can have significant consequences for
devices such photodetectors where photogenerated charges may not be energetically
relaxed when they first enter the system [89, 149]. Indeed, as results from the model
show in Figure 3.9, it is likely that the average mobility is significantly higher than
the steady-state value for a photodetector with energetic disorder typical of common
organic semiconductors, since response times on the order of microseconds are typ-
ical [150]. Furthermore, it has been shown by Heiber et al. that mobility relaxation
can be additionally affected by the morphology of the film, with “dead end” pathways
potentially leading to a decrease in mobility at higher electric fields due to that field
trapping charges against a “dead end” [89].

The data in Figure 3.9 was generated using KMC simulations of a 50 × 50 × 50

cubic lattice of sites, with a lattice spacing (a) of 1 nm, and periodic boundaries in
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Figure 3.9: Mobility relaxation for various levels of energetic disorder at 300 K.

all directions. 100 holes were placed randomly in the system to give a typically low
carrier density of 8× 1017 cm-3, and allowed to evolve in time under an electric field of
7.7×106 V/m; a value in the range typical of organic photodetectors [150]. Site energies
were assigned using the Gaussian disorder model, with various standard deviations
between 60 meV and 180 meV (values typical of organic semiconductors [32, 149]).
Site-exclusion was enforced, such that a hop to an occupied site was forbidden, and
Coulomb interactions were handled using the damped electrostatics scheme (see Section
3.2.3) with a relative permittivity of 3 [150]. Hopping events were allowed within a 3
nm radius, and rates were calculated using the Miller-Abrahams equation (Eqn. 3.3).
The inverse localisation radius (γ) was chosen such that 2γa = 10 [23], and the attempt
to hop frequency (ν0) was taken as 1 × 1014 s-1 to give steady state mobility values
that were in the realm of the organic photodetector blends presented in the article [3].
Mobility at a given time was determined based on the time-averaged drift velocity
since the previous time point (see Eqn. 3.30). To obtain relatively noise-free data at
low time values, at least 3000 repeat simulations were performed per disorder value, up
to 5000 repeats for high values of energetic disorder, and the time-dependent mobility
was averaged over those repeat runs.

In addition, the effects of electric field strength on mobility relaxation were also
analysed, and these results are shown in Figure 3.10. As would be expected based
on the Poole-Frenkel relation (that is, µ ∝ exp

(
c
√
E
)

where c is a constant [90]), an
increase in electric field leads to a higher steady-state mobility, and this is accompanied
by a higher steady-state energy. As the electric field increases, a larger fraction of
potential hops in the direction of the field become ones which are downwards in energy,
thereby increasing the likelihood of those hops occurring, and allowing access to energy
levels higher in the density of states. The faster charge transport has the added effect
of allowing for faster thermalisation of charges, as can be seen by the shorter times
required to reach steady-state. It should be noted, however, that these results are for
a homogeneous, fully periodic system and, as demonstrated by Heiber et al. [89], are
not necessarily indicative of more complex morphologies.
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Figure 3.10: (a) Mobility and (b) energy relaxation for various electric field strengths
in a system with Gaussian energetic disorder of width 80 meV. Note, the energy values
are those of the intrinsic site energies, and do not include electrostatic contributions.

Summary
To summarise, a KMC model was developed that is capable of handling both charge
transport and exciton dynamics, along with interactions between those particles. It was
implemented such that GPU computation formed the core of the framework, thereby
allowing massive parallelism while reducing the need for expensive memory copy oper-
ations. Towards this end, an event selection algorithm was developed that circumvents
the need for a full computation of the cumulative event rate sum. The model was sys-
tematically benchmarked against known results and found to be in good agreement,
showing that it is capable of producing reliable results. The following chapters present
results obtained using this model throughout its various stages of development.

Chapter 3. Computational Methods for Monte-Carlo Modelling 38



4
Charge Transport in Guest-Host

OLEDs

This chapter contains material that was published in the journal article:
[1] Stephen Sanderson, Bronson Philippa, George Vamvounis, Paul L. Burn, and

Ronald D. White. Understanding charge transport in Ir(ppy)3:CBP OLED films. The
Journal of Chemical Physics, 150, 094110 (2019). doi:10.1063/1.5083639

The capacitance measurement mentioned in this chapter was performed by the
group of Prof. Paul Burn. The molecular dynamics deposition and annealing data was
supplied by Dr. Thomas Lee and Prof. Alan Mark. All other work described in this
chapter is my own, including the analysis of the MD deposition and annealing data.

4.1 Introduction
Currently, many of the most efficient phosphorescent organic light-emitting diodes
(OLEDs) make use of a guest-host emissive layer structure, in which an emissive
guest is blended in a host matrix to reduce the likelihood of exciton-exciton quench-
ing interactions, and it has been demonstrated that such devices can approach an
internal quantum efficiency (IQE) of 100% [50, 57, 61, 151]. To achieve high effi-
ciency, typical guest-host blends have a low guest concentration (<20 wt%), and
it is generally assumed that the guest is homogeneously distributed throughout the
blend [58, 66, 118, 151, 152]. Average guest homogeneity in a blend film has been
observed using neutron reflectometry measurements. For example, a blend of fac-
tris(2-phenylpyridine)iridium(III) (Ir(ppy)3) in 4,4’-bis(N -carbazolyl)biphenyl (CBP)
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was shown to have an even concentration of the complex in the film normal to the sub-
strate [153]. However, the resolution of the neutron reflectometry experiment is insuf-
ficient to conclude that the iridium complexes are fully dispersed and non-interacting
in the blend. In fact, it was recently shown using molecular dynamics simulations
that Ir(ppy)3 guest molecules in a CBP host tend to have a number of neighbors
that are metal complexes at concentrations as low as 5 wt%, and provide percolation
paths throughout the blend at slightly higher concentrations [118]. Understanding
how the guest distribution impacts on charge mobility is a key element in optimizing
the efficiency of Ir(ppy)3:CBP OLEDs, as well as other devices that contain guest-host
blended active layers.

In this chapter, the effects of guest concentration on charge transport are in-
vestigated. In particular, the mobility dependence on guest concentration for an
Ir(ppy)3:CBP blend is explored under the assumption of a random guest distribu-
tion. This is then compared to the spatial distribution of charges relative to the guest
molecules to gain insight into how the formation of guest clusters and percolative
networks counteracts the impact of charge trapping on the guest molecules.

Section 4.2 outlines the methods used to generate the morphologies and simulate
charge transport. The results are then presented in Section 4.3, and a summary is
given in Section 4.4.

4.2 Simulation Methodology
Under the assumption that guest molecules are randomly distributed throughout the
host, a cubic lattice morphology was generated by randomly assigning the desired
percentage of sites as guest sites. Since each site is assumed to represent one molecule,
the percentage of guest sites required to give the desired wt% was calculated based
on the corresponding molar ratio. This calculated percentage was then used as the
probability that an individual site is assigned as a guest.

A lattice spacing (a) of 0.8935 nm was implemented to achieve a molecular density
similar to the blend film formed by molecular dynamics (MD) deposition and annealing
simulations of 6 wt% Ir(ppy)3 in CBP. As is common for many organic semiconductor
transport models, site energies were chosen from a Gaussian distribution [23,119,154]
with a standard deviation of 162 meV [155]. The system structure was one of parallel
planar electrodes, with periodic boundaries in the orthogonal directions, and an overall
system size of 71.5 nm×53.6 nm×53.6 nm to avoid finite size effects in the periodic
directions [156]. Sample generated morphologies are shown in Figure 4.1.

As described in Section 3.2.1, charge transport was modelled using the Miller-
Abrahams equation (Eqn. 3.3) to calculate hopping rate, with hops up to a distance
of 3a in each direction considered as candidates to ensure that all probable hops were
possible [23]. The inverse localisation radius (γ) calculated such that 2γa = 10 [23].
Coulomb interactions between charges were included using an iterative finite difference
solution to Poisson’s equation, as described in Section 3.2.3. A tolerance of 1 × 10−7
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Property Value

Electron hop rate (νe
0) 1.0× 1012 s-1

Hole hop rate (νh
0 ) 2.0× 1014 s-1

CBP HOMO -5.7 eV [158]
CBP LUMO -2.6 eV [158]

Ir(ppy)3 HOMO -5.3 eV [158]
Ir(ppy)3 LUMO -2.9 eV [158]

Energetic Disorder 162 meV [155]
Relative permittivity (εr) 2

Inverse localization radius (γ) 5.596 nm-1

Lattice spacing (a) 0.8935 nm
Temperature (T ) 298 K

Table 4.1: Simulation input values.
Hopping rates were chosen to give a mobility similar to that of neat CBP. Permittiv-
ity was determined from capacitance measurements. Inverse localization radius was
calculated such that 2γa = 10 [23]. Lattice spacing was calculated to achieve a mo-
lecular density similar to that seen in MD deposition and annealing models of 6 wt%
Ir(ppy)3:CBP.

V was used for solving the electrode contribution at unit voltage, and a tolerance of
1 × 10−5 was used for the contribution due to charges. The self-interaction error for
charge hopping was suppressed using the ‘exact’ method of Li and Brédas [106], where
the change in Coulomb energy for a hop from site i to site j is adjusted by adding the
potential at site j due to a single charge on that site in an otherwise empty system,
and subtracting the potential at the same site due to a single charge on site i. The
electrostatic landscape was updated after every charge move.

Since the effects of realistic electrode injection were beyond the scope of this study,
Ohmic contacts were assumed, and were implemented as described in Section 3.2.2.
Similarly, exact exciton behaviour was also beyond the scope of this study, and there-
fore excitons were removed immediately upon formation (when an electron hopped to
the site of a hole, or vice-versa).

A full list of system property and simulation values is presented in Table 4.1. The
hopping rate values were chosen to give an electron mobility close to 3× 10−4 cm2/Vs
and a hole mobility close to 2×10−3 cm2/Vs [157]. For simplicity, the electron and hole
mobilities of Ir(ppy)3 were assumed to be the same as those of CBP. The permittivity
of CBP was determined from capacitance measurements.
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a) 2 wt% b) 10 wt%

c) 20 wt% d) 50 wt%

Figure 4.1: Example Ir(ppy)3:CBP morphologies for various guest concentrations.
Guest sites are designated red.

4.3 Results
Simulations were performed at various guest concentrations up to 50 wt% under biases
of 5, 7, and 10 V; the range of potentials at which Ir(ppy)3:CBP OLEDs are known
to emit light with increasing luminance [159,160]. At least three different morphology
realizations were used for each concentration, and error bars were calculated as the
standard deviation between morphologies. All simulation measurements were obtained
based on time-averaging at steady state, which was identified through constancy in the
charge concentration and device current. Mobilities were then calculated based on the
drift-diffusion equation

J = −eµnE − µkBT
dn

dx
, (4.1)

where J is the current density, E is the electric field, and n is the number density as
a function of the direction of travel, x. The field dependence of the mobilities for the
various blends were all found to follow a Poole-Frenkel form [90].

Results from these mobility measurements at various concentrations are shown in
Figure 4.2, where a clear minima can be observed in the vicinity of the blend containing
10 wt% Ir(ppy)3. This is most distinct at low voltages, with the curve flattening out
significantly under higher bias (i.e., higher fields).

As shown in Figure 4.3, the HOMO and LUMO levels of Ir(ppy)3 are within those
of CBP, so the guest molecules act as traps for both electrons and holes. The average
portion of time spent by a charge on a guest molecule is illustrated in Figure 4.4, which
shows that charges are spending a large percentage of their time on the guest molecules,
even at low concentrations. It also shows that electrons spend a lower fraction of time
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a)

b)

Figure 4.2: Mobility as a function of Ir(ppy)3 concentration for (a) electrons and (b)
holes under biases of 5, 7 and 10 V. The electron (hole) mobility was scaled by the
mobility of electrons (holes) measured in a simulation of a pure CBP film under a 10
V bias.
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Figure 4.3: Energy levels of CBP (solid lines) and Ir(ppy)3 (dashed lines).
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Figure 4.4: Occupation probability of a charge being on an Ir(ppy)3 site as a function
of Ir(ppy)3 concentration, taken from the central region of the device to avoid the
impact of the electrodes. The difference in probability for electrons and holes seen
here is due to the lower trapping depth of electrons on an Ir(ppy)3 molecule compared
to that of holes. The displayed data was obtained with a bias of 10 V, but was found
to be relatively independent of bias.

on the guest sites compared to holes, which may be due to the smaller difference
between the LUMO levels compared to that between the HOMO levels. The results
strongly suggest that the view that electron and hole transport and recombination
occurs primarily on the host, followed by energy transfer to the guest, is not correct,
but rather substantial numbers of charges reside and recombine on the guest.

As the voltage is increased, the trap depth when hopping in the direction of the
electric field is effectively reduced, allowing faster escape of charges and reducing the
depth of the minima seen in Figure 4.2. As indicated by the difference between the
electron and hole mobility graphs, a flatter curve is seen for the electrons due to the
shallower trapping depth on guest sites. However, a trapping depth that is too small
may result in a larger portion of excitons forming on the host molecules, therefore
reducing the probability that they diffuse to a guest molecule where they can undergo
radiative triplet decay.

In a very low concentration system (<2 wt%), guest molecules are typically isolated
and so each Ir(ppy)3 molecule can act as a trap, thereby reducing mobility. However, as
the concentration increases, the guest molecules can begin to form clusters, providing
small pathways along which charges can travel, effectively reducing the overall number
of traps in the system compared to the number of guest molecules. A further increase
in concentration results in the formation of percolation pathways, which allow charges
to travel across significant portions of the device via guest-to-guest hopping. Since the
mobility in the guest and host was equal in this system, the minimum mobility at 10
wt% is therefore reflective of the point at which the maximum number of traps are
present.

To understand guest-to-guest hopping, we define a “cluster” as a group of guest
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Figure 4.5: (a) Average concentration and size of guest clusters as a function of guest
concentration, where a cluster is defined as a group of guest sites connected by at
most second nearest neighbor hops. 10 Morphology realizations were used for each
concentration.
(b) Example of 3 separate clusters.

molecules that are connected by at most second nearest neighbor hops. This level of
connectedness was chosen based on the observation that >99.9% of hops were within
a distance of at most the second nearest neighbor. Figure 4.5 shows an analysis of the
number of clusters of guest molecules in comparison with the location of the mobility
minima observed in Figure 4.2. These results show a striking relationship where the
mobility minimum occurs at the same concentration as where the number of clusters
is maximized. This suggests that de-trapping from guest clusters is the rate limiting
step in the bulk charge transport for guest concentrations used in the highest efficiency
OLEDs. It is expected that this mobility minima will shift slightly toward lower guest
concentration under a more realistic morphology where clustering is more prevalent
[118].

Although exact exciton dynamics were not studied here, formation events were
tracked based on when an electron hopped to a site containing a hole or vice versa.
Figure 4.6 shows the distribution of exciton formation events in relation to their dis-
tance to the nearest Ir(ppy)3 molecule. It can be seen that even at 2 wt%, a significant
portion of singlet and triplet excitons form directly on the guest molecules. Singlet
excitons on Ir(ppy)3 molecules are able to rapidly cross into the triplet state, from
which they can radiatively recombine due to strong spin-orbit coupling. However, ex-
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Figure 4.6: Portion of excitons that form at a distance d to the nearest Ir(ppy)3
molecule, where d is measured in lattice units (a = 0.8935 nm).

citons that form in the host must first be transferred to a guest molecule before they
can contribute to phosphorescence. Energy transfer from the host to the guest can
occur either through Förster or Dexter mechanisms, although Förster transfer between
CBP and Ir(ppy)3 has a relatively low probability due to the small overlap of the CBP
emission and Ir(ppy)3 absorption spectra, and the low optical density of Ir(ppy)3 at
the guest concentrations used [118]. Due to the short-range nature of Dexter energy
transfer, excitons are likely only able to contribute to phosphorescence if the Ir(ppy)3

guest is within the exciton diffusion length when the exciton is formed on a host CBP.
It has been experimentally observed that the optimum concentration of Ir(ppy)3 in

CBP for OLEDs is approximately 6 wt% [159]. At this concentration, approximately
60% of the excitons are formed on the guest molecules, with the remainder forming
within 3 lattice units (∼ 2.7 nm), which is sufficiently close to enable Dexter energy
transfer from the host to the guest [161]. These results highlight the importance of
charge trapping directly on the guest for high efficiency Ir(ppy)3:CBP OLEDs. It
is likely that these results are applicable to other guest-host systems with similar
transport characteristics and concentrations. Given the exponential increase in cluster
size shown in Figure 4.5, it is apparent that the optimal concentration must be balanced
between one that is high enough for any excitons on formed on the host to be sufficiently
close to guest molecules, while being low enough to minimize triplet-triplet and triplet-
charge quenching between connected guest molecules.

4.4 Summary
Kinetic Monte-Carlo simulations were used to study charge transport in Ir(ppy)3:CBP
OLEDs. Varying the concentration of guest molecules revealed a distinct mobility min-
imum at approximately 10 wt% Ir(ppy)3, which was due to the formation of connected
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clusters that created effective guest molecule-based trap sites. The depth of the min-
ima was shown to arise from the difference between the host and guest HOMO levels
for holes, or LUMO levels for electrons, as well as the electric field. Furthermore, these
results indicate that a large portion of excitons are formed directly on the Ir(ppy)3

molecules, even at low concentrations, with almost 100% of exciton formation events
being within 3 lattice units of the nearest guest molecule at a concentration as low as
6 wt% Ir(ppy)3. Under the more realistic morphology observed by Tonnelé et al. [118],
the mobility minimum is expected to shift slightly towards lower guest concentrations
due to the increased clustering of the guest molecules. Note, however, that since the
publication of this chapter, the same trend in mobility was observed by Gao et al. in
a similar small molecule guest-host phosphorescent OLED blend [69].
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Effects of Guest-Host Energy Level

Alignment on Charge Transport

This chapter contains material that was published in the journal article:
[2] Stephen Sanderson, Bronson Philippa, George Vamvounis, Paul L. Burn, and

Ronald D. White. Elucidating the effects of guest-host energy level alignment on
charge transport in phosphorescent OLEDs. Applied Physics Letters, 115, 263301
(2019). doi:10.1063/1.5131680

The simulation work described in this chapter is my own. The presented interpret-
ation and analysis of the results was initially performed by me with advice from the
listed coauthors, and refined with their further input.

5.1 Introduction
The correct choice of guest and host molecules in the light-emitting layer is essential for
developing high performance phosphorescent OLEDs. To achieve high efficiency, the
guest and host must be correctly paired, and have optoelectronic properties compatible
with the surrounding transport layers [60,162–164]. The general guidelines for this are
to choose a host with a triplet energy sufficiently higher than that of the guest to
promote host to guest exciton transfer (and avoid back transfer), and for the blend
to have high and balanced charge mobility to achieve a wide recombination zone and
reduced efficiency roll-off at high current density [8, 41, 43, 63, 65–67, 165, 166]. In
addition, the host should also have energy levels that are well matched to the charge
transport layers for a low driving voltage, and good thermal and morphological stability
for prolonged device lifetime [63,66,67,165,166].
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Figure 5.1: Energy level configurations with electron affinity difference (∆EA), ioniz-
ation potential difference (∆IP), and energy gaps (Eg) labelled. The indicated config-
uration is equivalent to an Ir(ppy)3:CBP blend, and was used for data normalisation
where appropriate. A guest concentration of 4.5 mol% (equivalent to 6 wt.% Ir(ppy)3in
CBP) was used in all cases.

Despite these general guidelines, there is still some uncertainty involved in choosing
the optimal guest-host pairing. In particular, while host materials are generally chosen
with an electron affinity (EA) and ionization potential (IP) smaller and larger than that
of the guest respectively [166,167], and the exact differences (∆EA = EAhost −EAguest

and ∆IP = IPguest−IPhost) have been shown to be important for efficient recombination
processes [168], the impact of ∆EA and ∆IP on charge transport in the guest-host
blend remains somewhat unclear [68].

In this chapter, kinetic Monte-Carlo (KMC) simulations are utilised to investig-
ate the effects of ∆EA and ∆IP on charge transport in a light-emitting layer blend.
Eight different ∆EA and ∆IP combinations were investigated with the variations in
guest-host energy level alignment shown in Figure 5.1. It should be noted that the
energy gaps (taken as Eg = EA − IP) of the guest and host were held constant in
all cases. The blend used as the standard for the analysis was parameterized to be
equivalent to a 6 wt% blend of fac-tris(2-phenylpyridine)iridium(III) (Ir(ppy)3) in 4,4’-
bis(N -carbazolyl)biphenyl (CBP) - a green-emitting active layer with relatively high
performance. In addition to the energy gaps, all the other system parameters were held
constant while the host energy levels were adjusted to observe the resulting effects on
charge transport. We note that it has been demonstrated experimentally that the
energy levels of carbazole derivative hosts can be modified while maintaining a similar
energy gap [164]. However, the impact this has on charge transport in the active layer
has not been reported.
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5.2 Model Structure
Charge transport was simulated in a simple diode geometry with the active layer sand-
wiched directly between the two electrodes, and with a constant 7 V bias applied. As in
the previous chapter, charge hopping rates were calculated using the Miller-Abrahams
formalism and electrostatic interactions were handled with the finite difference method
described in Section 3.2.3. The site energy for electrons (holes) on both host and guest
sites was sampled from a Gaussian distribution [23] centered around the EA (IP) of
the site, with a standard deviation of 162 meV - the energetic disorder of CBP [155].
This produces an overall density of states (DoS) that is a linear combination (weighted
by the guest:host molar ratio) of two Gaussian distributions with equal widths, and
with mean values aligned to the EA (IP) of the guest and host.

As described previously, an electron hop to the site of a hole (or vice versa) was
assumed to be always energetically favourable, and to result in an exciton which was
immediately removed from the system for simplicity. The base electron and hole
hopping rates were calculated to give simulated neat mobility values of approximately
3 × 10−4 cm2/Vs and 2 × 10−3 cm2/Vs, respectively, which are equivalent to those
reported for neat CBP films [157]. In this analysis, we set the guest and host to have
similar electron and hole mobilities, and a constant energetic disorder was assumed.
Thus, ν0 was treated as constant throughout the device. Using this approach, the rates
of equidistant hops downwards in energy appear identical, regardless of the source and
destination molecules (i.e., independent of whether the source or destination molecule
was a host or guest). Charge hops were considered up to a distance of 3 lattice units
(~2.7 nm) in each direction [23], resulting in a 7x7x7 lattice unit cube of potential hop
destinations centered around the charge.

In all systems, the electrode Fermi level was assumed to be equal to the EA (IP)
of the host when considering electrons (holes), so that equivalent contact conditions
were maintained despite the varying energy levels. Injection rates were calculated as
described previously to approximate Ohmic contacts.

The film morphology was generated by randomly assigning sites as either a guest
or host with a probability defined by the desired concentration. A guest concentration
of 4.5 mol% was used in all cases, which corresponds to 6 wt% Ir(ppy)3 in CBP
(the optimal ratio for that blend [159]). A lattice constant (a) of 0.8935 nm was
used (see Chapter 4), and the systems were kept at a constant length of 71.5 nm
between electrodes. Periodic boundaries were assumed in the directions parallel to the
electrodes, with the periodic dimensions both being equal to 53.6 nm to avoid finite
size effects [156]. Three different film morphology realizations were generated in total,
and results for each system configuration were taken as the average over these three
realizations, with error bars corresponding to the standard deviation. Measurements
of individual realizations were taken as the time-averaged value at steady state, with
the steady state being identified by constant current and carrier density.

A starting point of ∆EA = 0.3 eV and ∆IP = 0.4 eV was used, corresponding to
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Property Value Ref.

Electron hop rate
(νe

0) 1× 1012 s-1 note 1

Hole hop rate (νh
0 ) 2× 1014 s-1 note 1

Energetic disorder (σ) 162 meV [155]
Relative permittivity
(εr)

2 note 1

Lattice constant (a) 0.8935 nm note 1

Normalized Inverse
Localization Radius
(2γa)

10 [23]

Temperature (T ) 298 K
Applied voltage (V ) 7 V
Device thickness (Lx) 71.5 nm

Table 5.1: Fixed simulation parameters. 1)See Chapter 4.

the energy offsets between the experimentally measured EAs and IPs of CBP (EA:
-2.6 eV, IP: -5.7 eV) and Ir(ppy)3 (EA: -2.9 eV, IP: -5.3 eV) [158]. From there, the
host energy levels were varied while maintaining a constant energy gap (Eg = 3.1 eV)
to cover the range of possibilities from EAhost = EAguest to IPhost = IPguest. Values
outside of this range were not considered as they are expected to reduce the likelihood
of exciton formation by charge trapping on the guest, and are unlikely to provide good
device characteristics. A list of relevant fixed system parameters is provided in Table
5.1.

The steady state current density was calculated from the time-averaged device
current at steady state, where the device current is the sum of the conduction current
density (jC) and displacement current density (jD) as described in Section 3.4.1.

5.3 Results
Figure 5.2 shows the steady state current for each ∆EA/∆IP combination, normalized
to that of the simulated values of the configuration equivalent to an Ir(ppy)3:CBP blend
used in a device. Interestingly, there is an increase in the current density of almost 2
orders of magnitude under deep trapping of the electrons on the guest (when ∆EA is
at a maximum), while the same conditions for holes produce little to no increase. To
understand this behavior the charge mobility was plotted as a function of energy level
alignment. Figure 5.3 shows clearly that holes have a significantly higher peak mobility
than electrons, as would be expected based on their relative hopping rates, and hence
reduced guest-trapping of holes has a greater effect on current density than reduced
electron guest-trapping. It was also observed that under deep electron trapping on the
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Figure 5.2: Simulated steady state injection current density scaled to J0 - the simulated
current density of 6 wt.% Ir(ppy)3:CBP (outlined). The current density shows high
sensitivity to energy level alignment, and significant enhancement in the case of shallow
trapping of the faster carrier.

Figure 5.3: Electron and hole mobilities scaled to µ0 - the mobility of holes in 6
wt% Ir(ppy)3:CBP (outlined). Note the behaviour of the electron mobility, which has
similar values under shallow and deep trapping configurations.

guest, the electron mobility rises again to near its peak value rather than being further
suppressed as was the case for holes.

To investigate the origin of this electron mobility increase under deep trapping on
the guest, the fraction of the lifetime a carrier spent on a guest molecule was analysed
under each configuration (see Figure 5.4). It is immediately apparent that under deep
trapping conditions on the guest, electrons spend a smaller fraction of their lifetime
on the guest compared to holes. An explanation for the shorter electron lifetime on
the guest is that the electrons recombine with holes before they can fully thermalise.
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Figure 5.4: Fraction of charge lifetime spent on a guest molecule. The reduced electron
fraction under deep electron trapping on the guest indicates that electrons (the slower
carrier) are likely to recombine before they can fully thermalise.

That is, when the electrons are deeply trapped on the guest, the holes are relatively
free to move and are able to quickly find and recombine with an electron. Hence the
observed electron mobility is related to the non-trapped and rapidly removed electrons,
resulting in a mobility closer to that of the neat host.

To verify this explanation, the average energy level of electrons and holes in each
system was plotted, and compared to the energetic DoS. Figure 5.5 shows that electrons
are indeed less thermalised than holes under the same trapping conditions, supporting
the idea that the higher than expected electron mobility is due to relatively fast re-
combination with holes, and hence removal of trapped electrons from the system. It is
interesting to observe that hole thermalisation also decreases with increased trapping
on the guest, likely for the same reason as electrons. Additionally, it was noted that
the crossing point of the two curves aligns very well with the crossing point of the mo-
bility curves, further indicating the relationship between mobility balance and charge
thermalisation.

5.4 Summary
In summary, while the guest:host ratio plays an important role in controlling charge
transport and photophysical properties of the light-emitting layer, the results from the
KMC simulations show that charge carrier mobility balance is also highly sensitive
to the guest-host energy level alignment for a given guest concentration. Importantly
we show that even if the neat film electron and hole mobilities are moderately im-
balanced, a device with balanced mobility and optimized photoluminescence quantum
yield (PLQY) could still be constructed if the guest-host energy level alignment is
properly selected (or engineered). Under optimized energy level alignment to give
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Figure 5.5: (a) Mean charge energy relative to the system density of states. Dotted
lines indicate the tail of the DoS, defined as the point where the cumulative distribution
function reaches 0.13% (equivalent to the −3σ point of a standard normal distribution).
(b) Difference between mean charge energy and the DoS tail, clearly showing that
electrons are less thermalised than holes under comparable energy level alignment
configurations.
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balanced electron and hole mobilities, the current density in such a device would be
limited by the mobility of the slower carrier.

It was also observed that the mobility of the slower carrier was relatively insensitive
to the depth of trapping on the guest, particularly in the cases of highly asymmetrical
energy level alignment. The mobility balance sensitivity is therefore primarily due to
the sensitivity to the trapping depth of the faster carrier. It is hence apparent that
when designing the light-emitting blend layer of a phosphorescent OLED, attention
should be paid to choosing a host with higher triplet energy than the guest, a guest:host
ratio to maximize the film PLQY and charge transport, and from this work, the IPs
and EAs of the guest and host to balance the charge mobility.
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6
Exciton Dynamics in Guest-Host

OLEDs

This chapter contains material that was published in the following journal article, but
is not yet published at the time of writing:

[4] Stephen Sanderson, George Vamvounis, Alan E. Mark, Paul L. Burn, Ron-
ald D. White, and Bronson Philippa. Unraveling Exciton Processes in Ir(ppy)3:CBP
OLED Films Upon Photoexcitation. The Journal of Chemical Physics, 164101 (2021).
doi:10.1063/5.0044177

I performed the molecular dynamics simulations described in this chapter using
a model developed by the group of Alan Mark, and assistance in configuring and
debugging initial test runs with that model was provided by Dr. Thomas Lee, Dr.
Martin Stroet, and Audrey Sanzogni. All other work described in this chapter is my
own.

6.1 Introduction
An archetypal phosphorescent OLED blend that has a reported high efficiency is com-
posed of fac-tris(2-phenylpyridine)iridium(III) [Ir(ppy)3] as the guest and 4,4’-bis(N -
carbazolyl)biphenyl (CBP) as the host. This blend has been studied extensively to
determine properties such as the optimal guest concentration [159], exciton lifetimes
and diffusion mechanisms [51,54,142,148,169,170], and loss processes such as triplet-
triplet annihilation and non-radiative triplet decay [141,171–173]. Ir(ppy)3:CBP blends
have also been subject to detailed computational analysis, with molecular dynamics
(MD) simulations showing that guest molecules tend to form clusters within the blend,
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rather than being randomly distributed [118], and kinetic Monte-Carlo (KMC) simu-
lations (shown in Chapter 4) revealing that charge diffusion is primarily guest-based,
with guest clusters acting as multi-molecule traps. However, questions remain regard-
ing details of the exciton diffusion process, particularly concerning the degree of triplet
guest-confinement.

Here, we investigate exciton diffusion and exciton-exciton interactions in Ir(ppy)3:CBP
blend films using KMC techniques to simulate photoexcitation experiments. The effi-
ciency of these simulations has enabled a wide parameter space to be sampled while
maintaining good statistics. The sensitivity of the calculations to the details of the film
morphology generation method were also investigated by comparing results of films at
6 wt% [159] guest concentration obtained using a randomized cubic lattice structure,
with those obtained using morphologies generated with MD simulations in which the
process of vacuum deposition has been modelled explicitly in atomic detail.

6.2 Methodology
Exciton-only KMC simulations were performed with 12 different initial densities of
randomly generated singlets between 3× 1016 cm-3 and 3× 1019 cm-3 to emulate short
laser pulses of varying intensity and give realistic initial excitation densities [174].
Singlet generation was treated as instantaneous at the beginning of the simulation. A
uniform generation profile was used, meaning all molecules in the system had an equal
probability of singlet generation. If a chosen generation site was already occupied, that
singlet was discarded and replaced. We note that only excitons and exciton-exciton
(and not exciton-polaron) interactions were considered in this model to enable efficient
simulations that do not require computationally expensive evaluation of electrostatic
interactions, thereby allowing a wide parameter space to be sampled.

An overview of the modelled processes is provided in Figure 6.1. Upon photoexcit-
ation of the blend, singlets were allowed to diffuse via host-host and host-guest Förster
transfer events [148]. Once a singlet was on a guest molecule, it could cross into the
triplet state via ISC, and it was assumed based on the fast ISC rate of Ir(ppy)3 [171]
that the singlet did not diffuse any further. That is, guest-guest and guest-host singlet
transfers were not considered in the model. Competing with this singlet to triplet
conversion process were radiative and non-radiative singlet decay events on the host.
These decay processes were treated as having a fixed rate, and were only considered
for singlets on host molecules (again due to the fast ISC rate once on the guest).

Once a triplet formed on a guest, it was allowed to diffuse via both Dexter and
Förster transfer events. Triplet Förster transfer events were considered for guest-guest
transfers only, as Förster transfer from the guest to the host is unlikely given the
relative triplet energies. In addition, the weak spin-orbit coupling of CBP [175] means
that triplet formation on the host by ISC has a low probability. Triplet Dexter transfer
events were allowed for guest-guest, guest-host, host-host and host-guest transfers. The
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Guest Singlets

Guest Triplets

Host Singlets

Host Triplets

Figure 6.1: Flowchart of the modelled processes, and how they relate to the popula-
tions of singlets and triplets on guest and host molecules, where TTA is triplet-triplet
annihilation, STA is singlet-triplet annihilation, SSA is singlet-singlet annihilation, and
ISC is intersystem crossing.

radiative and non-radiative triplet decay rates were fixed, with values dependent on
the molecule type.

In addition, a triplet loss process with r−6 distance dependence that is independ-
ent on the triplet density has been observed when Ir(ppy)3 molecules are in close
proximity [141, 171, 173, 176]. While the exact physical description of this process is
unclear, it has previously been attributed to the formation of a weakly emissive excimer
state [171], repeated intermolecular energy transfer (emission and absorption between
chromophore pairs) leading to deactivation of the excited state [173, 176], and to ex-
citation transfer to a quencher [141]. In this work, we model this triplet loss process
as a dipole-dipole interaction [49] with a thermal activation energy of 170 meV. This
value was chosen to fit the concentration dependent photoluminescence efficiency of
Ir(ppy)3:CBP blends as presented by Kawamura et al. [177] (see Figure 6.2), and is
reasonably close to the value of 121 meV reported elsewhere [172,173]. The event rates
for this process were parameterized in the same manner as guest-guest Förster transfer
events (see Eqn. 3.22), and were calculated for all neighbouring guest molecules within
a 5 nm radius. Triplets which undergo this transfer were removed from the system
immediately for simplicity.

To differentiate from other concentration quenching processes, we will refer to this
process as dipole-dipole quenching. Note that while we calculated this dipole-dipole
quenching rate in terms of an activation energy, it could instead, without any significant
change to the rate calculation, be interpreted as a probability that a given Förster
transfer event results in deactivation (loss) of that triplet. Note also that although the
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Figure 6.2: Comparison of the triplet radiative decay probability for various dipole-
dipole quenching activation energies against the data presented by Kawamura et al.
[177]. The KMC data presented in this plot was averaged over 5 different morphologies,
with 1000 randomly generated singlets in each case. Excitons were treated as non-
interacting to simulate an infinitely low excitation density. Note that we assume no
dipole-dipole quenching occurred in the measurement of the radiative decay to non-
radiative decay ratio, and this assumption could result in an underestimation of the
relative fraction of radiative decay. Hence, an activation energy of 170 meV was used
in this work.

occupation state of the neighbouring guest molecule was not considered in these rates
for simplicity, this has no meaningful effect on the overall probability of radiative triplet
decay, as both dipole-dipole quenching and triplet-triplet annihilation were assumed
to result in the loss of one triplet.

To explore the effect of guest concentration, the simulations were repeated for all
integer guest concentrations between 1 wt% and 15 wt%. The morphologies used
for these simulations were based on a cubic lattice with randomly distributed emitter
molecules. To validate the use of this cubic lattice approximation, the KMC simula-
tions were also performed using the morphology of a blend containing 6 wt% guest,
generated by simulating the process of vacuum deposition using molecular dynamics
techniques [69,118,120].

To ensure sufficient statistical accuracy, the results for each concentration were
averaged over five cubic lattice morphology realizations, with at least 20 repeats per
realization per data point, and up to 200 repeats at low initial excitation density.
To obtain converged results at extremely low exciton densities where less than one
singlet would be present in the periodic volume on average, simulations were performed
in which excitons were treated as non-interacting. In this case, 1000 singlets were
generated, and 20 repeat simulations were used per morphology realization. Note that
in the results, the lowest initial excitation density plotted corresponds to this non-
interacting case. For the MD-generated morphologies, three realizations were used
with at least 100 repeats per realization. For a clearer comparison between results
from the MD-generated morphology and those from cubic lattice morphology, up to
2000 repeats per realization were used at low exciton densities in the 6 wt% guest
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blends.

6.2.1 Kinetic Monte-Carlo Simulations

The basic details of the KMC model used for these simulations have been described
in Chapter 3. To ensure that all exciton transfers with a reasonable probability were
captured, Dexter transfer events were allowed for all neighbours with a center of mass
(CoM) distance less than 3 nm, and Förster transfers were allowed within a radius of
5 nm. A Dexter or Förster transfer of a singlet or triplet to a destination site that was
already occupied (regardless of whether that site was a guest or a host) resulted in an
exciton-exciton interaction as described by Equation 2.1. All triplet-triplet interactions
were treated as resulting in a singlet for simplicity [54, 180], noting that this singlet
will quickly cross back to the triplet state if it is on a guest molecule. To simplify
the tracking of diffusion lengths and lifetimes, the quenched exciton was assumed to
be the one undergoing the transfer, except in the case of singlet-triplet annihilation
(STA) where the singlet was always quenched.

Dexter transfers were considered for triplet excitons only [141,148]. The rates were
calculated using the Miller-Abrahams equation as described in Section 3.2.4. Note
that the Miller-Abrahams prefactor for transfers between different molecular species
was taken as the geometric mean,

√
ν

(i)
0 ν

(j)
0 , to allow potential guest-host and host-

guest triplet Dexter transfers [7, 131]. However, guest to host Dexter transfers are
significantly less likely due to the 0.2 eV barrier presented by the difference in triplet
energies. Förster transfer event rates were calculated as described in Section 3.2.4.
The energetic disorder of the singlet and triplet states was assumed to be Gaussian in
nature [54,131,181].

A summary of the constants used in the KMC simulations is provided in Table 6.1.

6.2.2 Morphology Generation

Cubic Lattice

Simulation boxes of 56×56×53 molecular sites on a cubic lattice were generated with
a lattice spacing of 0.89 nm (see Chapter 4) so as to represent a ~47 nm thick active
layer with 50 nm periodic directions. Guest molecules were assigned randomly, with a
probability based on the desired molecular concentration. The system was periodic in
the x-y plane, with open boundaries in the z direction.

Vacuum Deposition

To generate a more physically realistic morphology for a 6 wt% guest concentration,
MD simulations of the vacuum deposition process were performed using the method
described previously [69,118,120]. Briefly, beginning with a graphene substrate, guest
and host molecules were randomly chosen with random orientations, and inserted
approximately 3 nm above the top of the film at random positions, ensuring that
simultaneously inserted molecules were separated by at least 2 nm. Each atom of
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Parameter Symbol Value Ref.

Lattice Spacing a 0.89 nm note 1
Temperature T 300 K
Inverse
Localization
Radius

γ 1.65 nm-1 [141], note 2

Förster Radius
R

(S,host-host)
0 2.2 nm [148]

R
(S,host-guest)
0 2.8 nm [142]

R
(T,guest-guest)
0 2.1 nm [51]

Dexter Transfer
Prefactor

ν
(T,host)
0 5.5× 106 s-1 note 3

ν
(T,guest)
0 1.08× 1011 s-1 [141]

Triplet Decay
Rate

ν
(T,guest)
radiative 7.5× 105 s-1 [69, 170]

ν
(T,guest)
non-radiative 2.3× 104 s-1 [170]

ν
(T,host)
non-radiative 71.43 s-1 [54]

Singlet Decay
Rate

ν
(S,host)
radiative 1.2× 109 s-1 [142,169]

ν
(S,host)
non-radiative 8× 108 s-1 [142,169]

Inter-System
Crossing Rate

ν
(guest)
ISC 1× 1013 s-1 [171]

Triplet Energy E
(host)
T 2.6 eV [145,167,178]

E
(guest)
T 2.4 eV [145]

Singlet Energy E
(host)
S 3.1 eV note 4

E
(guest)
S 2.6 eV note 5

Energetic
Disorder of
Exciton States

σ 30 meV [54], note 6

Table 6.1: Summary of simulation constants.
1)See Chapter 4.
2)For simplicity, the inverse localization radius for triplet excitons in CBP was assumed
to be equal to that of Ir(ppy)3.
3)Triplet Dexter transfer rates in CBP were chosen such that the average triplet diffu-
sion length was 140 nm [54] in a neat, fully periodic, cubic lattice system.
4)The singlet energy of CBP was approximated as the HOMO-LUMO gap.
5)The S1 energy of Ir(ppy)3 has been calculated to be 0.2 eV above the T1 energy [179].
6)Energetic disorder was assumed to be the same throughout the system for both sing-
lets and triplets.
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these molecules was assigned a random velocity sampled from a Boltzmann distribution
so that the overall molecule would have a random angular momentum. The sign of
the vertical component of each initial velocity was set such that the molecule would
move towards the substrate. The system was then allowed to evolve in time until
the molecules reached the surface of the film, at which point the insertion process
was repeated until the desired film size was reached. The films were then allowed to
equilibrate for 10 ns, and were analysed without a further annealing step.

The dimensions of the periodic simulation box in the x and y dimensions were 17.04
nm and 16.72 nm, respectively. CBP and Ir(ppy)3 molecules were selected randomly
in the appropriate ratio, and were deposited 8 at a time at 16 ps intervals onto a
graphene substrate. The atoms in the substrate were assigned atom type “C” in the
GROMOS 54A7 forcefield [182] and were harmonically restrained (kH = 2 × 104 kJ
mol-1 nm-2). The interaction parameters for Ir(ppy)3 were identical to those used by
Tonnelé et al. [118] and Gao et al. [69]. The interactions for CBP were assigned using
the Automated Topology Builder (ATB) version 1.0 [183].

The simulations were performed using GROMACS 2018.3 with GPU accelera-
tion [129], with a time step of 2 fs. Temperature was controlled at 300 K using a
Berendsen thermostat with a 0.1 ps coupling time [118, 184]. The pair list for non-
bonded interactions was updated every 20 fs, with a cut-off radius of 1.4 nm. Elec-
trostatic interactions were truncated beyond a cut-off of 1.4 nm using a reaction field
correction with a relative permittivity of 10 [118,185]. Bond lengths were constrained
to their equilibrium values using the LINCS algorithm [186]. To reduce high frequency
oscillations and improve integration, the mass of the hydrogen atoms was increased by
3 amu, which was correspondingly subtracted from their bonded neighbours to main-
tain the correct molecular mass. Despite this, using an order parameter of 4 and 1
iteration for LINCS resulted in the development of a velocity gradient beyond 1,500
deposition steps (12,000 molecules). This was suppressed by increasing the number
of iterations in LINCS to 2 after that point. A total of 20,000 molecules were depos-
ited for a layer height of approximately 48 nm. The final layer was then replicated
in the periodic directions for a total size of approximately 51× 51× 48 nm3 (180,000
molecules).

6.3 Results

6.3.1 Cubic Lattice

To gain a full picture of exciton behaviour upon photoexcitation, we begin by analys-
ing the fate of singlet excitons that formed on the host molecules. Figure 6.3 shows
the percentage of singlets that are able to transfer to a guest molecule and undergo
intersystem crossing, as a function of the initial density of singlets and the wt% con-
centration of the guest. This indicates that at low exciton densities, the proportion
of singlets generated in the host that are able to transfer to a guest molecule and
cross into the triplet state is relatively insensitive to the guest concentration above
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Figure 6.3: Probability that a singlet formed on a host molecule (a) reaches a guest
molecule and undergoes inter-system crossing, or (b) is quenched by singlet-singlet
annihilation (SSA).

Figure 6.4: Average number of unique guest and host molecules visited per triplet.
Solid lines represent the non-interacting case, and dashed lines represent initial ex-
citation densities of 1.1 × 1017 cm-3, 1.1 × 1018 cm-3, and 1.1 × 1019 cm-3. Note the
logarithmic scale on the y axis, as guest to host triplet transfer is an unlikely process.
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approximately 3 wt%. Note the reduction in triplet formation on the guest at higher
initial excitation densities is almost entirely due to singlet-singlet annihilation on the
host, which quenches as much as 55% of singlets at low guest concentration. Singlet
decay accounts for the remainder of the loss, and is relatively insensitive to the ini-
tial excitation density below 1 × 1018 cm-3. A maximum value of approximately 5%
singlet loss due to singlet decay was observed at a guest concentration of 1 wt%, and
the singlet decay probability was less sensitive to excitation density at higher guest
concentrations where the process of a singlet transferring to the guest and crossing to
the triplet state is faster (see Figure 6.5). Singlet-triplet quenching was extremely rare
in these systems, and did not result in significant singlet loss.

It is also evident from Figure 6.3 that the onset of singlet-singlet annihilation
on the host is dependent on the guest concentration. Higher guest concentrations
allowed shorter diffusion distances to guest molecules, thereby reducing the likelihood
of singlet-singlet interactions or singlet decay. Considering that results from Chapter
4 showed charge transport has occurs predominantly on or near the guest, with > 75%
of excitons forming within 2 nm of a guest molecule even at 2 wt% guest concentration,
the singlet diffusion length would be shorter than observed in these simulations where
singlets were randomly generated, thus further reducing the probability that a singlet is
lost through either singlet-singlet annihilation or radiative/non-radiative decay. Note
that we define the diffusion length as the length of the displacement vector of the
exciton undertaking a random walk, equal to the vector sum of its hops.

Once a triplet exciton is formed on the guest, it is able to diffuse via Dexter ex-
change, as well as guest-guest Förster transfer. As expected, due to the long triplet
lifetime and low emission/absorption overlap of Ir(ppy)3, it was found that triplet dif-
fusion occurs predominantly via Dexter transfer, typically making up > 97% of triplet
transfer events. In addition, as can be seen in Figure 6.4, which shows the average
number of unique molecules visited by a triplet as a function of guest concentration
for various initial excitation densities, triplet diffusion occurs almost exclusively on the
guest even at low guest concentration, with the average guest-guest transfer distance
increasing from approximately 1.3 nm at 15 wt% to approximately 2 nm at 1 wt%.
This is an expected outcome given that the triplet energy of the host is 0.2 eV higher
than that of the guest. Note, the reduction in the number of molecules visited as
the exciton density increases is primarily due to increased triplet-triplet annihilation
(TTA).

The observed guest-based triplet diffusion leads to TTA being the primary loss
process for triplets in these exciton-only systems at higher exciton densities. This
is illustrated in Figure 6.6, which shows the probabilities of radiative triplet decay
and triplet loss due to TTA as a function of the initial excitation density and the
concentration of the guest. Note, since TTA always results in the loss of one triplet
and the conversion of the other into a singlet in this model, it accounts for almost
all triplet loss at high exciton density. The resultant singlets formed on the guest are
able to quickly cross back into the triplet state and again be subject to similar loss
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Figure 6.5: Probability of (a) radiative and (b) non-radiative singlet decay.

process statistics. Given the 102 difference in the average number of guest versus host
molecules visited by a triplet evident in Figure 6.4, the probability of TTA occurring
on the host is highly unlikely.

The other main triplet loss processes considered were non-radiative decay, and
dipole-dipole quenching. The relative dependence of non-radiative decay on guest
concentration and exciton density was identical to that of radiative decay (shown in
Figure 6.6a). The probability of a triplet being lost to dipole-dipole quenching is
shown in Figure 6.7, where it can be seen that while triplet loss via this process has
a significant dependence on guest concentration at low exciton densities, it is largely
independent on the guest concentration at higher exciton densities. This is because
under high exciton density, the increase in TTA leads to a significant portion of triplets
being lost on a time scale shorter than their natural decay time, thus suppressing the
dipole-dipole quenching process. That is, at higher excitation densities, TTA is the
dominant process for loss of the triplets.

Chapter 6. Exciton Dynamics in Guest-Host OLEDs 65



Sanderson, Stephen KMC Modelling of Charge and Exciton Dynamics in OLEDs

Figure 6.6: a) Probability that a triplet on a guest molecule decays radiatively. b)
Probability that a triplet is quenched via triplet-triplet annihilation. Note, for every
triplet quenched by TTA, another is converted to a singlet, which is able to quickly
cross back to the triplet state and be subject to similar fate statistics.

Figure 6.7: Probability that a triplet is lost to dipole-dipole quenching.
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Figure 6.8: Comparison of the mean (a) singlet and (b) triplet lifetimes between cubic
lattice and MD-based systems at a 6 wt% guest concentration. Error bars represent
the standard deviation of the mean.

6.3.2 Effect of Morphology

A key question also addressed in this work was the extent to which differences in
morphology might affect the outcome of the KMC exciton simulations. Specifically,
whether the results obtained based on the commonly used practice of generating mor-
phologies based on randomly assigning guest and host molecules to nodes on a cubic
grid differ from those obtained using morphologies generated by simulating the process
of vacuum deposition in atomic detail. The latter morphologies in which the guest is
not randomly distributed have been extensively validated for the system in question,
having been used to successfully predict a range of guest concentration dependent
properties [118,120]. In this work, we only considered a guest concentration of 6 wt%
as this is the concentration that gives rise to the most efficient devices [159]. The main
difference between the results obtained from the KMC simulations using the MD-based
morphologies and those using morphologies based on a cubic lattice was that singlet
excitons in the MD morphology were able to reach a guest molecule faster than in the
cubic lattice morphology, as illustrated in Figure 6.8. This difference is explained by
the molecular packing in the MD system.

Increased guest clustering in the MD morphology results in a slightly larger mean
CoM to CoM distance from a CBP molecule to the nearest Ir(ppy)3 molecule (1.42 nm
compared to 1.24 nm in the cubic lattice systems). However the minimum value of this
measurement was 0.45 nm in the MD system, since CBP molecules are able to pack
closely with the emitter, which is approximately half the minimum distance possible
with a cubic lattice spacing of 0.89 nm (as is required to give the correct molecular
density). Thus, a singlet on a CBP molecule neighbouring an Ir(ppy)3 molecule is more
likely to transfer to that guest molecule in the MD system than in the cubic lattice
system. This leads to fewer instances of singlets hopping away from a neighbouring
guest, therefore slightly reducing the average time taken for a singlet to reach the
guest, as well as the average singlet diffusion length.
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Figure 6.9: Probability that a singlet formed in the host crosses to the triplet state
on a guest (open symbols), and that the resultant triplet is able to radiatively decay
(filled symbols), compared between cubic lattice and MD-based systems at 6 wt%
guest concentration. Error bars representing the standard deviation of the mean were
smaller than the marker size, and were therefore omitted here. Plots comparing all
triplet loss processes are provided in Figure 6.11. Arrows indicate the relevant y axis.

In addition, spatial disorder within the host present in the MD-based morphology
means there are, in effect, clusters of closely-packed CBP molecules. Förster transfer
of singlets between these closely packed CBP molecules is relatively fast, meaning
a singlet may visit more unique CBP molecules before decaying, even though the
diffusion length is slightly reduced. A comparison between the MD-based and cubic
lattice morphologies of the singlet diffusion length and the number of unique host
molecules visited in a 6 wt% blend is provided in Figure 6.10. It is important to
note that the singlet diffusion length in either system is still significantly shorter than
that of neat CBP, and that for both of the morphologies examined, plots of the singlet
diffusion length and the number of unique host molecules visited as a function of initial
excitation density have the same qualitative shape.

Interestingly, despite the observed differences and the potential limitations of the
cubic lattice model, the proportion of singlet and triplet loss processes as a function of
initial excitation density was essentially identical (within uncertainty) when the guest
was at a concentration of 6 wt%, regardless of whether the cubic lattice or MD-based
morphology was used. This is illustrated in Figure 6.9, which shows the probabilities
of singlet ISC and radiative triplet decay. The exception to this was triplets at low
initial excitation densities, where dipole-dipole quenching was slightly more prevalent
in the cubic lattice system than the MD-based system (see Figure 6.11).

Importantly, triplet lifetimes were also nearly identical (Figure 6.8), and only minor
differences were observed in the triplet diffusion length and the number of unique guest
and host molecules visited per triplet (see Figures 6.12-6.14). This suggests that within
the limits of the theoretical approximations commonly employed in KMC transport
modelling, results using a cubic lattice model can capture the key features of triplet
dynamics in real systems, at least at low guest concentrations where the extent of guest
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Figure 6.10: Comparison between cubic lattice and molecular dynamics-based mor-
phologies at 6 wt% guest concentration for (a) diffusion length of singlets that formed
in the host, and (b) the number of unique CBP molecules visited per singlet.

aggregation is limited.
This result is further supported by an analysis of the guest-guest radial distribution

function. Figure 6.15b shows the integral of the guest-guest (CoM to CoM) radial
distribution function for the 6 wt% cubic lattice and MD-based morphologies, where
it can be seen that the average concentration of guest molecules within a given radius
around a chosen guest molecule is similar in both morphology cases. While the shape of
the radial distribution function integral at approximately r = 1 nm for the MD-based
morphology indicates some clustering of the guest, it is apparent that the step-wise
nature of the cubic lattice approximates the underlying form. Figure 6.15 also offers an
explanation towards why slightly more triplet loss due to dipole-dipole quenching was
observed in the cubic lattice system compared to the MD-based system. It shows that
despite the presence of guest clustering in the MD-based system, the lattice spacing
results in a higher fraction of adjacent guest molecules < 1 nm apart, thus increasing
the probability of dipole-dipole quenching.

To confirm that this result was not simply a coincidence of the guest concentra-
tion tested, further MD morphologies were generated at 10 wt% and 15 wt% guest
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Figure 6.11: Comparison of triplet loss processes in (a) cubic lattice and (b) molecu-
lar dynamics-based morphologies at 6 wt% guest concentration. Note that since the
observed guest-based triplet diffusion makes triplet-triplet annihilation in the host ex-
tremely unlikely, it was assumed that all triplets converted to singlets through that
process were able to cross back to the triplet state, where they were subject to similar
statistics. The fate of being converted to a singlet was therefore excluded from this
graph, and the remaining fates re-normalised, to show only processes that reduce the
number of triplet excitons in the system.
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Figure 6.12: a) Comparison of triplet diffusion length in cubic lattice and molecular
dynamics-based morphologies with a 6 wt% guest concentration. b) Comparison of
the distribution of triplet diffusion lengths in the case of non-interacting excitons.
Note that diffusion lengths longer than the film thickness are possible due to triplets
diffusing parallel to the substrate.

concentrations with a film thickness of approximately 20 nm using the same vacuum
deposition protocol as the 6 wt% systems. The guest-guest radial distribution functions
of these films were compared to cubic lattice films with the same guest concentration
and film thickness, and the results were found to be almost identical to the 6 wt%
case. These results are provided as supporting information (Figures 6.16 & 6.17). The
observed comparable distributions of guest molecules at these higher guest concentra-
tions indicates that those distributions determined from the MD simulations are also
well-approximated by a cubic lattice. As such, it would not be unreasonable to expect
similar agreement between guest-based processes at other guest concentrations, at least
under the approximations used in the current model in which molecular orientation is
not considered. Similar differences in host-based processes are also expected, although
the magnitude of these differences may be less meaningful at higher guest concentra-
tions where singlet diffusion lengths are shorter, and fewer host molecules are visited
by a given singlet.
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Figure 6.13: Comparison of the number of unique (a) guest and (b) host molecules
visited per triplet in cubic lattice and molecular dynamics-based morphologies with a
6 wt% guest concentration. Note the difference in the scale of the y axes, as triplet
transport occurs almost exclusively on the guest.

That comparable results for guest-based processes are found for this system where
some limited clustering of the guest is present means that the lattice approach should
also be applicable to similar systems where transport is dominated by hops between
low-concentration trapping sites. The results could likely be further improved by
introducing a random perturbation to the lattice sites in order to smooth out the
step-wise character seen in Figure 6.15. We note that the exciton transport model
presented here does not currently consider molecular orientation. However, this is a
reasonable assumption as it has previously been shown that for Ir(ppy)3:CBP blends,
the Ir(ppy)3 molecules tend to be randomly oriented in the bulk [118]. In that report it
was also found that the CBP molecules did not show a preferred orientation apart from
molecules near the substrate (1-2 nm), which tended to preferentially align with the
substrate. In our current work we did not include a thermal anneal of the as-deposited
films and whilst we also observed random orientation of the Ir(ppy)3 molecules, we
observed a small bias for the CBP molecules to have their long axis align with the
substrate in the bulk (see Figure 6.18). That being said, in cases where there is strong
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Figure 6.14: Comparison of the distribution of the number of unique guest (a) and
host (b) molecules visited per triplet in cubic lattice and molecular dynamics-based
morphologies with a 6 wt% guest concentration in the case of non-interacting excitons.
Note that (b) additionally shows that almost 80% of triplets visit only guest molecules
within their lifetime.

orientational order of components in the bulk and/or non-isotropic emission, it would
be important for the orientation of the molecules within the film to be considered.

6.4 Summary
Kinetic Monte-Carlo modelling was used to simulate exciton dynamics in Ir(ppy)3:CBP
OLED films under photoexcitation at a range of guest concentrations and exciton
densities. It was found that even at low guest concentrations, triplet diffusion occurs
almost exclusively via guest-guest Dexter transfers, thereby increasing the likelihood
of triplet-triplet annihilation. This would imply that under normal device operation,
triplet-polaron quenching will have a similarly large contribution to efficiency roll-off,
as we have previously shown in Chapter 4 that charge transport is also predominantly
guest-based.
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Figure 6.15: Guest-guest (CoM to CoM) radial distribution function (a) and its integral
(b) for cubic lattice and MD-based morphologies with a 6 wt% guest concentration.
The integral was used for clearer comparison due to the step-wise nature of the cubic
lattice radial distribution function.

In addition, results from morphologies generated using molecular dynamics to sim-
ulate the process of vacuum deposition in atomic detail suggest that to a first ap-
proximation, KMC simulations based on a simple lattice model are representative of
real systems in the case of processes that occur primarily on low concentration trap-
ping sites. Thus, this method offers a relatively computationally efficient approach for
modelling guest-dominated processes in guest-host phosphorescent OLEDs where the
guest molecules are at low concentration and function as traps. However, while the
fate of singlets in the modelled 6 wt% guest blends were comparable between the cubic
lattice and molecular dynamics morphologies, some differences were observed in their
diffusion dynamics, indicating that processes involving the host molecules are not as
well-captured in the cubic lattice model. We also note that further differences in both
host- and guest-based processes may be observable under a more detailed transport
model that explicitly accounts for factors such as molecular orientation.
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Figure 6.16: Guest-guest radial distribution functions for cubic lattice and molecular
dynamics-based morphologies with (a) 10 wt% guest concentration and (b) 15 wt%
guest concentration.

Figure 6.17: Comparison of the integral of the guest-guest radial distribution functions
for molecular dynamics-based morphologies with guest concentrations of 6, 10 and 15
wt%. Note, the 6 wt% curve is averaged over three morphology realizations with a
film thickness of 48 nm, while the 10 and 15 wt% curves are from single realizations
with 20 nm film thicknesses.
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Figure 6.18: Distribution of the angle of the CBP long axis relative to the substrate
as a function of the distance from the substrate, where 0° indicates parallel alignment,
and 90° (the maximum possible) indicates perpendicular alignment. Note, the Q3
value indicates that 75% of CBP molecules in the bulk have a long axis angle of less
than 30° relative to the substrate.
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7
Effects of Deposition Technique on

Charge and Exciton Dynamics

The following chapter presents work that is yet to be submitted for publication, but is
intended for submission with George Vamvounis, Alan E. Mark, Paul L. Burn, Ronald
D. White, and Bronson Philippa as co-authors. Molecular dynamics simulations were
again performed using code developed by the group of Prof. Alan Mark, and the
described modifications were initially proposed by him and developed and implemented
by me. Assistance in debugging initial tests of the molecular dynamics scheme was
provided by Dr. Martin Stroet and Audrey Sanzogni. All other work described in this
chapter is my own.

7.1 Introduction
Solution processed OLEDs have a number of advantages over their vacuum-deposited
counterparts, including cost and energy efficiency, scalability, simplicity, and less
wasted material [187–191]. However, high performing small molecule OLEDs fabric-
ated using solution deposition techniques tend to have poor stability and device life-
times when compared to their equivalent vacuum-deposited counterparts [17,192,193].
Additionally, differences have also been observed between different solution deposition
processes; for example, blade-coating has been shown to yield higher-performing films
than spin-coating [17]. This has been attributed to differences in molecular packing
structure leading to increased degradation rates [17, 192, 193]. However, some differ-
ences in charge transport have also been observed, which were similarly attributed to
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different packing structure, despite minimal difference in the surface structure of the
film [16].

The morphology of solution-deposited blends has also been analysed in the past us-
ing molecular dynamics techniques. Past work under the assumption of a 3-dimentionally
periodic system from which solvent molecules are randomly removed showed film
growth that is characteristic of spinoidal decomposition (spontaneous phase separa-
tion) [127,128]. However, it was recently shown by Lee et al. that observing spinoidal
decomposition in such a model is an inevitability, as no solvent concentration gradient
is present [121]. While spinoidal decomposition is known to occur in some organic
semiconductors, Lee et al. showed that inclusion of interfaces with a substrate and
vacuum layer can instead result in nucleation and growth at the vacuum interface.
In addition, they showed that this potentially leads to trapping of solvent molecules
on long timescales, with some solvent likely to remain in the film for hours or even
days [121]. This raises the question of whether charge and exciton dynamics in such a
film differ from those in vacuum-deposited blends, and answering this question could
offer a more detailed explanation towards the differences observed in device perform-
ance and degradation. For example, it has been suggested that faster degradation in
solution-deposited small molecule phosphorescent OLEDs is due to molecular aggreg-
ation induced by exciton-polaron interactions [192, 194], but some questions remain
about whether such interactions are less likely in vacuum-deposited films, or whether
the aggregation process is slower due to differences in morphology.

In this chapter, a computational approach is used to investigate the molecular
structures of solution- and vacuum-deposited blends in order to illuminate the effects of
structural differences on charge transport and exciton dynamics. In particular, the ar-
chetypal emissive layer blend of 5 wt% bis(2-phenylpyridine)(acetylacetonate)iridium(III)
[Ir(ppy)2(acac)] in 4,4’-bis(N -carbazolyl)biphenyl (CBP) is investigated, building upon
solution deposition MD techniques developed by Lee et al. [121]. Solution- and vacuum-
deposited morphologies were generated using molecular dynamics simulations in atomic
detail, and kinetic Monte-Carlo simulations were then utilised to investigate charge
transport and exciton dynamics in the films under typical operating conditions. De-
tails of the models are provided in Section 7.2, and an analysis of results is presented
in Section 7.3 followed by concluding statements in Section 7.4.

7.2 Methodology
Solution- and vacuum-deposited morphologies were generated with periodic boundaries
of 17.04 nm and 16.73 nm in the lateral directions, and the final films were replicated
in those directions for a total periodic length of approximately 51 nm in order to avoid
finite size effects in the KMC transport simulations. In both morphology cases, the
temperature was controlled using a Berendsen thermostat as described in the previous
chapter, with a temperature of 310 K. Upon reaching the final desired configuration,
the temperature was reduced to 300 K, and the system was allowed to relax for a
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further 10 ns. This is the temperature at which the KMC simulations were performed.
Interaction parameters for CBP and the graphene substrate were identical to those
of the previous chapter, and the interaction parameters for Ir(ppy)2(acac) were taken
to be the same as those used by Lee et al. [121]. Further details of the solution and
vacuum deposition schemes are provided in the following sections, along with details
of the KMC transport simulations.

7.2.1 Solution Deposition

Molecular dynamics simulations of the solution deposition process were performed
in which solvent molecules were allowed to boil off at the vacuum interface, and all
molecules above a short distance form the top of the film were periodically removed
from the system. The parameters used were those of Lee et al. [121], and we began the
simulations using a snapshot from the 0.4 µs mark of the morphology produced by their
simulations. However, two modifications were made to the simulation scheme in order
to produce a thicker final film, and to speed up the drying process. These modifications
are detailed in the following sections. Despite this, simulating solution deposition
remains very computationally expensive, and only a single film with a total height of
approximately 13 nm was achieved. However, we note that this is approximately 30%
thicker than the 10 nm film generated by Lee et al., while not requiring any additional
atoms in the initial (slow) phase. Due to the different computing resources used to
perform the simulations, we are unable to compare execution times.

The results of Lee et al. suggested that on experimental time scales, as much as 5
wt% solvent could remain trapped in the system [121]. To investigate this, two further
films were generated in addition to the fully dried film by simply taking a morphology
step with the desired solvent:solute molar ratio. Those systems were then allowed to
relax for 5 ns at 300 K. The first of these films had a 1:4 solvent:solute molar ratio,
which is equivalent to 5 wt% solvent and likely reflective of the upper limit of trapped
solvent in real solution-deposited films. The other film had a 1:1 solvent:solute molar
ratio (~17 wt%) in order to aid in disambiguating trends in the data related to the
amount of trapped solvent from noise related to the small size and limited number of
morphology realisations. We note that although Ir(ppy)2(acac):CBP OLEDs would
not normally be manufactured by solution processing, this blend was chosen due to
the availability of past data in order to reduce computational cost, and because it is
reasonably comparable to other blends that have been studied experimentally under
both deposition techniques [17,192,193].

Layer Expansion

To increase the thickness of the dried layer while maintaining a manageable number
of atoms, a layer insertion scheme was developed that takes advantage of the drying
process previously observed in this system. Lee et al. showed that in the presence of an
interface, the solution deposited film of Ir(ppy)2(acac):CBP (and likely other similar
blends) tends to develop a solute density gradient at the top of the film, while the
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solute density in the lower section of the film remains close to the initial density with
short correlation times between molecular trajectories [121]. Our layer insertion scheme
monitors the solute density gradient, and triggered an insertion event when the lowest
part of the gradient crossed a height threshold of 30 nm above the substrate (identified
based on four consecutive 2.5 Å thick layers with a number density of solute atoms
above 0.01 Å-3). When an insertion event was triggered, potential splitting points were
chosen from the lower section of the film (between 5 and 15 nm) where the fraction
of atoms from solute molecules within a 2.5 Å thick layer was below 15%. A random
splitting point was then chosen, and all molecules with at least one atom above this
point were moved up to make space for an inserted layer of additional molecules with
a solute density equal to that of the initial density. The inserted layer itself was chosen
randomly from an auxiliary system. Each layer had a thickness of 6 ± 1.2 nm, and
any molecules that crossed the upper or lower boundaries of the layer were discarded.
Molecules crossing the splitting point in the main system were also removed to avoid
any potential overlaps, and a gap of 1.7 Å was included between the bottom (top)
atom of the layer and the lower (upper) section of the split system. This process is
illustrated in Figure 7.1. The auxiliary system used as a source of new molecules was
the t = 0.1 µs system of Lee et al. [121], and layers were taken from heights between 5
nm and 60 nm in that system. This system was used in favour of the t = 0 µs system
to ensure random distribution of the solute in the solvent at the required density,
since the t = 0 µs system (which was created by expanding and periodically repeating
an 8.52 nm × 8.36 nm × 10.0 nm vacuum deposited film and filling the space with
chloroform [121]) tended to yield layers that altered the guest:host ratio and typically
had a solute density that was either too high or too low.

An analysis of the density profile of the system showed that the voids left by
the insertion process collapsed very quickly, and the density profile in the region of
insertion was indistinguishable from the surrounding system within 1 ns of relaxation
(see Figure 7.2).

Solvent Deletion

To speed up drying of the film, solvent molecules were deleted randomly every 40 ps.
To avoid influencing the film morphology, a maximum of 15 molecules were deleted
at a time, with a minimum separation of 5 nm between deleted molecules. Deletion
candidates were initially considered as those in a 12.5 nm section below the point at
which the atomic density of the solute first exceeded 0.04 Å-3. This scheme was chosen
to avoid closing potential percolation pathways through the top of the film, while
choosing those solvent molecules that are relatively likely to escape in the future.

Once the bottom of the removal section reached a height of 2 nm, the number of
deleted solvent molecules per 40 ps was reduced to 10, and the atomic density cut-off
was increased to 0.08 Å-3. From this point, once the bottom of the removal section
again reached 2 nm, its height was scaled to maintain that lower point, and the number
of removals per step was adjusted such that the density of removed solvent molecules
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Figure 7.1: Illustration of the layer insertion process. Black, cyan, green and purple
represent the substrate, solvent, guest and host atoms respectively, using a space filling
model in the VMD visualisation software [195].

Figure 7.2: Density of solute (solid lines) and solvent (dashed lines) 40 ps before
insertion, immediately after insertion, and 1 ns after insertion. Note, the density data
before insertion was shifted on the z axis so that the tops of the layers were aligned.
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remained constant. Finally, once the molar ratio of solvent to solute reached 2:1, the
deletion scheme was modified to simply remove up to 10 solvent molecules per step
from within the entire system until it was entirely dry (less solvent was removed if the
minimum 5 nm separation condition could not be met).

7.2.2 Vacuum Deposition

Vacuum deposition simulations were performed using a scheme identical to that de-
scribed in the previous chapter (see Section 6.2.2). Molecules were deposited 8 at a
time at 16 ps intervals, until the total number of molecules matched that of the solu-
tion deposited morphology. Two separate realisations were generated, and results were
averaged over these unless otherwise stated.

7.2.3 Transport Layers

To isolate the active layer from the electrodes, and to avoid potential artifacts caused
by injection ’hot spots’ related to the roughness of the top surface of the film, elec-
tron and hole transport layers were used. These transport layers were assumed to
be “ideal”, having energetically favourable injection to the active layer and relatively
high mobility. They were also assumed to be perfectly blocking of excitons, and of
the opposing charge, thus serving as a mechanism to efficiently supply charges to the
active layer, while insulating the active layer from the electrodes. Both the upper and
lower transport layers were generated as a cubic lattice with a lattice spacing (a) of
approximately 0.89 nm (adjusted slightly in the x and y directions to maintain even
spacing across the periodic boundaries). The charge hopping prefactor, ν(tx)0 , was set
to 1× 1013 s-1 for both transport layers to give reasonably realistic charge and exciton
densities under typical applied fields, and site energies were randomly assigned from a
Gaussian distribution of width 50 meV.

To fit the contours of the rough interface at the top of the active layer, the top
transport layer was initially generated such that it overlapped with the active layer
to approximately one lattice unit below the lowest “valley”. The spatial offset of the
top layer was then adjusted to explore all possible alignments at 0.1a intervals in all 3
directions; a total of 1000 trial alignments. For each alignment, a set of 3 criteria were
evaluated with decreasing priority, and the alignment that best met that criteria was
chosen. The first criteria was to minimize the number of conflicting molecules in the
transport layer that would have to be removed. Conflicting molecules were considered
as any transport layer molecule closer than one lattice unit to a molecule in the active
layer. Secondly, for alignments with equally low numbers of conflicting molecules, the
distance between each remaining transport layer molecule and its nearest neighbour
in the active layer was calculated. Those distances less than 1.5a were then added to
a list, R, and a figure of merit (FoM) was calculated as

FoM = mean (|R− a|) . (7.1)
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Figure 7.3: Example morphology showing a cubic lattice transport layer fitted to the
rough top surface of the active layer. Red, lime, cyan, and dark blue spheres represent
the hopping sites of the electron transport layer, hole transport layer, host, and guest
respectively, and the grey planes represent the electrodes.

Lower FoM values were prioritised to select a configuration that minimized the average
transport layer to active layer hopping distance while not making it unphysically short.
Finally, in the unlikely case that more than one alignment had the same number of
conflicting sites, and the same FoM, a secondary FoM was calculated using the standard
deviation

FoMstd = std (|R− a|) , (7.2)

and the configuration with the lowest value was chosen. This procedure was found to
give a good interfacial fit, and an example of the resultant morphology is shown in
Figure 7.3.

To ensure that this roughness fitting scheme did not introduce noticeable artifacts,
KMC simulations (as described in Section 7.2.4) were performed in both forward and
reverse bias configurations with equal electron and hole hopping rates, and with no
distinction between guest and host molecules (to avoid any potential influence from
height-dependent morphology). From these simulations, no appreciable difference was
observed in the active layer mobility, and the distribution of charges and excitons in the
z direction was similarly unaffected (see Figure 7.4). Note that the lowest considered
electric field value of 3 × 105 V/cm is shown as it is the case that is most likely to
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Figure 7.4: Number of charges and excitons in each 0.89 nm thick layer of the device
for an applied field of 3 × 105 V/cm in forward bias (solid lines) and reverse bias
(dotted lines), with no distinction made between guest and host molecules. Note the
z coordinates of the reverse bias systems were reversed for easy comparison. Also note
that this data represents only a single run, and is therefore subject to some noise.

reveal differences between forward and reverse bias, since there is less driving potential
across the transport layer-active layer interface.

7.2.4 Kinetic Monte-Carlo

The basic details of the KMC scheme have been described in Chapter 3. Hopping
sites were taken as the molecular centers of mass, and assigned energy values sampled
from a Gaussian distribution. For each solution-deposited morphology, three ener-
getic disorder realisations were used (and averaged over), and two energetic disorder
realisations were used for each vacuum deposited layer. Four repeat simulations were
performed for each energetic disorder realisation, giving a total of 12 simulations to
average over per data point for the solution deposited systems, and 16 for the vacuum
deposited system. Error bars in all cases were taken as the standard deviation of the
mean, although it should be noted that some further variation is possible considering
that only one molecular configuration was available for each solution-deposited system.

Charge injection and transport, as well as exciton diffusion and interactions, were
simulated using the methods described in Chapter 3. Coulomb interactions were
handled using the damped interaction scheme described in Section 3.2.3, with a de-
cay parameter for the complementary error function of α = 0.03 nm-1, and with one
periodic image in each direction. Site exclusion was enforced, such that electron (hole)
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hops to the site of another electron (hole) were prohibited. Electron (hole) hops to the
site of a hole (electron) were assumed to always be energetically favourable (∆Eij ≤ 0),
and to result in the formation of an exciton, randomly yielding a singlet or triplet in
a 1:3 ratio. A summary of charge transport parameters is supplied in Table 7.1.

Exciton diffusion and interactions were handled as described in the previous chapter.
Note that dipole-dipole quenching (as discussed in the previous chapter) was also in-
cluded here given the similarities between Ir(ppy)2(acac) and Ir(ppy)3, and it was
assumed based on those similarities to have the same activation energy. Both radi-
ative and non-radiative exciton decay events were considered with a fixed rate, with
values outlined in Table 7.2. Note that singlet decay on guest molecules was excluded,
since the intersystem crossing rate of Ir(ppy)2(acac) is much higher than the singlet
decay rate [142,169,200]. Upon transfer to an occupied molecular site, exciton-exciton
and exciton-polaron interactions were handled as described in Equation 2.1, noting
that, as in the previous chapter, triplet-triplet annihilation was assumed to always res-
ult in the loss of one triplet, and the conversion of the other to a singlet. In addition
to quenching caused by exciton transfer events, exciton-polaron interactions were also
considered upon an electron or hole hopping to the site of an exciton, in which case
that exciton was quenched. Table 7.2 provides a summary of the constants used to
calculate exciton event rates.

7.3 Results
KMC simulations were performed under various applied biases equivalent to realistic
electric field values. These values are provided in Table 7.3, along with the correspond-
ing length of time that the simulation was allowed to run. Steady state was identified
based on constancy in the number density of particles, and hence charge mobility res-
ults were averaged over the final 80% of the simulation, while exciton results were
averaged over the final 50%.

7.3.1 Charge Transport

Mobility in the active layer was measured as

µ =
vd
E
, (7.3)

where E is the applied electric field, and vd is the average drift velocity in the active
layer in the direction of the applied field. Drift velocity in the active layer was de-
termined from charge hops in which both the source and destination site were active
layer sites. Hops to and from sites in the transport layers were excluded to focus on
the active layer only.

As can be seen in Figure 7.5, we observe minimal difference in hole mobility between
the vacuum-deposited film and the dry solution-deposited film, but as the applied elec-
tric field increases there is some evidence of slower electron mobility in the solution-
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Parameter Symbol Value Ref.

Temperature T 300 K
Relative
Permittivity

εr 2 note 1

Inverse
Localization
Radius

γ 2.9 nm-1 note 2

LUMO E
(guest)
LUMO -3.0 eV [61,196,197]

E
(host)
LUMO -2.9 eV [58,198]

HOMO E
(guest)
HOMO -5.6 eV [61,196,197]

E
(host)
HOMO -6.0 eV [58,198]

Energetic
Disorder

σ
(guest,host)
polarons 162 meV note 3

Electron Hopping
Prefactor

ν
(guest)
e 8.5× 1012 s-1 note 4

ν
(host)
e 1× 1014 s-1 [157], note 5

Hole Hopping
Prefactor

ν
(guest)
h 8.5× 1012 s-1 [199], note 5

ν
(host)
h 6.5× 1014 s-1 [157], note 5

Transport Layers ν
(tx)
0 1× 1013 s-1 note 6
σ(tx) 50 meV note 6

Table 7.1: Summary of charge transport simulation constants.
1)See Chapter 4.
2)For simplicity, the inverse localization radius for triplet excitons in CBP was assumed
to be equal to that of Ir(ppy)2(acac). The same simplifying assumption was also used
for electrons and holes on both molecules as the value of 2.9 nm-1 is comparable with
the value of 3.3 nm-1 assumed in other recent KMC studies [7, 108].
3)Energetic disorder of polaron states was assumed to be the same as that of a 6 wt%
Ir(ppy)3:CBP blend [155].
4)With a lack of experimental data, and considering the similarity in hole mobil-
ity between Ir(ppy)2(acac) and Ir(ppy)3 [69, 199], the electron:hole mobility ratio of
Ir(ppy)2(acac) was assumed to be 1:1 – the same as that of Ir(ppy)3 (as measured
by Mile Gao using the metal-insulator-semiconductor charge extraction via linearly
increasing voltage (MIS-CELIV) technique in work that is yet to be published at the
time of writing).
5)Miller-Abrahams hopping prefactors were chosen to give mobility values of 3× 10−4

cm2/Vs [157], 2 × 10−3 cm2/Vs [157], and 2.4 × 10−5 cm2/Vs [199] for ν
(host)
e , ν(host)

h ,
and ν

(guest)
e,h respectively under single carrier transport in a neat, 46 nm thick cubic

lattice film with an applied voltage such that the average electric field was 4.9 × 105

V/cm.
6)Transport layer parameters were chosen such that exciton densities in the emissive
layer under typical electric field strengths were within the typical range of experiment-
ally observed values.
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Parameter Symbol Value Ref.

Förster Radius
R

(S,host-host)
0 2.7 nm [148]

R
(S,host-guest)
0 2.8 nm note 1

R
(T,guest-guest)
0 2.1 nm [51,201]

Dexter Transfer
Prefactor

ν
(T,host)
0 5.5× 106 s-1 note 2

ν
(T,guest)
0 4.6× 1011 s-1 [202]

Triplet Decay
Rate

ν
(T,guest)
radiative 5.875× 105 s-1 note 3

ν
(T,guest)
non-radiative 3.75× 104 s-1 note 3

ν
(T,host)
non-radiative 71.43 s-1 [54]

Singlet Decay
Rate

ν
(S,host)
radiative 1.2× 109 s-1 [142,169]

ν
(S,host)
non-radiative 8× 108 s-1 [142,169]

Inter-System
Crossing Rate

ν
(guest)
ISC 8.3× 1011 s-1 [200], note 4

Triplet Energy E
(host)
T 2.6 eV [145,167,178]

E
(guest)
T 2.3 eV [174,196,199]

Singlet Energy E
(host)
S 3.1 eV note 5

E
(guest)
S 2.99 eV [174]

Energetic
Disorder

σ
(guest)
S,T 50 meV [201,202], note 6

Dipole-Dipole
Quenching
Activation
Energy

Equench 170 meV note 7

Table 7.2: Summary of exciton-related simulation constants.
1)The Förster radius for host to guest singlet transfer was assumed to be equal to
the value measured by Ruseckas et al. for transfers from CBP to Ir(ppy)3-cored
dendrimers [142].
2)Triplet Dexter transfer rates in CBP were chosen such that the average triplet diffu-
sion length was 140 nm [54] in a neat, fully periodic, cubic lattice system with a lattice
spacing of 0.89 nm (see Chapter 4).
3)Radiative and non-radiative triplet decay rates in Ir(ppy)2(acac) were calculated from
a lifetime of 1.6 µs [203,204] and an internal quantum efficiency of 0.94 [59].
4)The ISC rate was taken as the mean rate of the cis- and trans- isomers as calculated
by Heil et al. [200].
5)The singlet energy of CBP was assumed to be equal to the HOMO-LUMO gap.
6)Energetic disorder of polaron states was assumed to be the same as that of a 6 wt%
Ir(ppy)3:CBP blend [155].
7)See Chapter 6 for a discussion of dipole-dipole quenching, and the calculation of this
value. Note that due to the similar molecular structure of Ir(ppy)3 and Ir(ppy)2(acac),
it was assumed in the absence of available data that the dipole-dipole quenching rate
was also similar.
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Applied Field (V/cm) Simulation Time (µs)

3× 105 40
4× 105 25
5× 105 10
6× 105 6

Table 7.3: Applied electric fields and their corresponding run times.

Figure 7.5: Comparison of (a) electron and (b) hole mobility as a function of the applied
electric field for various solvent:solute molar ratios. Note in (b), the hole mobilities
in the vacuum-deposited blend are almost identical to those in the 0:1 solvent:solute
blend.
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deposited film. As trapping of electrons on the guest is relatively shallow in these
systems (0.1 eV), electron transport is significantly more host-based than hole trans-
port, with the average electron visiting approximately twice as many host molecules as
the average hole (see Figure 7.6). With this in mind, an analysis of the host packing
structure is prudent.

Figure 7.7 shows that while CBP molecules in the vacuum-deposited film tend
to preferentially be aligned with a relatively small angle between the long axis and
the substrate, in the solution-deposited film this alignment is less prevalent. That
is, the molecular orientation of CBP in the solution deposited film tends to be more
broadly distributed when comparing as-deposited films that have not been thermally
annealed. Hence, the shape of the CBP molecule means that the spacing between
molecular centers of mass (CoMs) in the direction of the applied field is longer in the
solution-deposited film, and therefore hopping rates in that direction are slower in this
model. Note that a more precise method of calculating hopping rates that properly
includes the effects of molecular orientation rather than only considering the CoM to
CoM distance (density functional theory, for example), along with explicit calculation
of site energies that accounts for local polarisation effects (and therefore the difference
in orientational disorder) would likely reveal further differences, but the methods used
here provide a good first approximation. Note also that results on the distribution
of CBP orientations in the solution-deposited film are in good agreement with those
presented by Lee et al., despite the modifications to the deposition scheme [121].

Reduced electron mobility was also observed in the solution-deposited films with
some trapped solvent remaining, and in this case hole mobility was also reduced.
This was an expected result, as trapped solvent essentially reduces the density of
available hopping sites. Kim et al. have previously reported some difference in current
density between solution and vacuum-deposited blends of similar small molecule OLED
films [16], which was ascribed to a lower packing density in the bulk of the film, despite
similar surface structure. As molecular dynamics simulations have shown that pin
holes in these systems tend to collapse on short time scales [121], our results suggest
that this difference is likely due to the presence of trapped solvent. In particular, as
shown in Figure 7.8, the trapped solvent tends to be concentrated towards the bottom
of the film, and therefore thicker films may have a higher peak density of trapped
solvent at the same solvent:solute ratio. Hence, the small differences observed in the
thin layers modelled here are likely amplified in systems with more realistic active
layer thicknesses, due to both the increase in peak trapped solvent density, and the
likely increased thickness of the high solvent density region. In addition, Friederich
et al. showed that solvent trapped in the system may also influence the energetic
landscape [205], and could therefore further reduce mobility.

7.3.2 Exciton Dynamics

We begin an analysis of exciton dynamics under device operation by considering the
fate of singlet excitons, particularly those that form on host molecules since once on
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Figure 7.6: Comparison of the average number of host molecules visited per charge.

the guest it is overwhelmingly likely that intersystem crossing occurs. Figure 7.9 shows
the probability that a singlet which formed on the host is either able to reach a guest
molecule and cross to the triplet state, or is quenched by singlet-singlet annihilation
(the dominant loss process). It is evident that results for the vacuum and solution
deposited films are essentially identical within the limits of the transport model. As
singlet diffusion occurs via Förster transfers (and is therefore sensitive to the transition
dipole alignment of the donor and acceptor molecules), it is possible that the broader
distribution of CBP orientations seen in the solution-deposited film (Figure 7.7) would
lead to slightly slower average transfer rates compared to the vacuum-deposited mor-
phology if orientation was included explicitly in the KMC model. However, considering
that singlet diffusion is relatively fast compared to triplet and charge processes, and
that singlets do not need to diffuse far to reach a guest molecule, significant differences
in overall performance metrics are not expected. We also highlight that singlet-polaron
quenching did not make a significant contribution to singlet loss, in agreement with
the theory that degradation in these films is predominantly caused by triplet-polaron
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Figure 7.7: Comparison of the distribution of CBP orientations showing the first,
second (median) and third quartile as a function of height. ϕ(z) was taken as the
angle between the nitrogen to nitrogen vector and the substrate, as illustrated. Note
that these results are for films that were deposited near room temperature, and have
not undergone thermal annealing.

Figure 7.8: Comparison of density profiles of the solute (solid lines) and solvent (dashed
lines).
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Figure 7.9: Comparison between vacuum- and solution-deposited films on the prob-
ability that a singlet which formed on a host molecule undergoes ISC by reaching a
guest molecule (solid lines) or is lost to SSA (dashed lines) as a function of the applied
electric field.

Figure 7.10: Comparison between vacuum and solution deposited layers of the prob-
ability that a triplet is quenched via TTA (solid lines) or via dipole-dipole quenching
(dashed lines) as a function of the applied electric field. Note that for every triplet
quenched via TTA, another was converted to a singlet.

quenching (TPQ) [206].
Once formed, triplet excitons were subject to a number of loss processes, and major

contributions were observed from triplet-triplet annihilation, triplet-polaron quench-
ing, and dipole-dipole quenching. Figures 7.10 and 7.11 show a comparison of these
processes between the solution- and vacuum-deposited morphologies as a function of
the applied electric field (and therefore density of triplets). While differences in the
probability of TTA and TPQ were relatively small for realistic fractions of trapped
solvent, Figure 7.10 shows that dipole-dipole quenching is approximately 5 percentage
points more likely in the solution-deposited morphology with no trapped solvent, com-
pared to the vacuum-deposited morphology. Given the r−6 distance dependence of
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Figure 7.11: Comparison between solution- and vacuum-deposited films of the prob-
ability that a triplet is quenched by a polaron as a function of the applied electric field.

dipole-dipole quenching, this result is indicative of closer clustering of guest molecules.
However, the lack of a clear trend for different fractions of trapped solvent suggests
that the observed differences could simply be a peculiarity of the particular morpho-
logy realisations. To investigate this further, the average guest cluster size in each
layer was analysed, where a cluster is defined as a group of molecules connected by
at most r nm, where r is varied in this analysis. Figure 7.12 shows evidence of closer
clustering in the 0:1 solvent:solute film compared to the other films, which corresponds
well to the difference in dipole-dipole quenching probability observed in Figure 7.10.
However, the apparent variance between morphology realisations suggests that this is
indeed a chance occurrence, and further morphology realisations, ideally of thicker lay-
ers, would be required to establish any conclusive differences. We note, however, that
in the case of a 1:1 solvent:solute ratio the probability of TTA is significantly reduced,
while an increase is observed in the probability of TPQ. These differences are both
explained by (and expected due to) the reduced density of guest and host molecules,
and are therefore likely to be indicative of true device characteristics. As was observed
in the previous chapter, triplet transport is almost entirely dominated by guest to
guest Dexter transfers, and so increasing the average distance between guest clusters
is expected to decrease triplet diffusion, and therefore reduce the likelihood of TTA.
Similarly, with a lower chance of TTA, it stands to reason that triplet lifetimes would
be longer (and this was indeed observed), leading to a higher probability of encoun-
tering a charge and being quenched via TPQ. Despite the observed difference at a 1:1
solvent:solute ratio, however, we reiterate that significant differences are not expected
in real systems with plausible fractions of trapped solvent. Hence, it is apparent from
Figure 7.13 that in realistic Ir(ppy)2(acac):CBP systems where degradation has not
occurred, the probability that a triplet decays radiatively is relatively insensitive to
the deposition technique, as is the probability of (potentially degradation-inducing)
TPQ.
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Figure 7.12: Comparison of the average number of guest molecules in a cluster for
vacuum- and solution-deposited morphologies as a function of the CoM to CoM cut-
off radius between neighbouring molecules considered to be in the same cluster. Note,
the error bars represent the standard deviation of the mean within a single morphology,
and the two vacuum deposited morphologies are plotted separately as an indication of
the expected variance between morphology realisations.

Figure 7.13: Comparison between vacuum- and solution-deposited films of the prob-
ability that a triplet decays radiatively as a function of the applied electric field.

Chapter 7. Effects of Deposition Technique on Charge and Exciton Dynamics 94



Sanderson, Stephen KMC Modelling of Charge and Exciton Dynamics in OLEDs

7.4 Summary
Kinetic Monte-Carlo simulations were used to analyse charge and exciton dynamics in
solution- and vacuum-deposited OLED films of 5 wt% Ir(ppy)2(acac):CBP that were
generated by simulating the deposition process in atomic detail. It was found that
for as-deposited films at room temperature, the solution-deposited films had a broader
distribution of CBP orientations relative to the substrate when compared with those
of the vacuum-deposited film. This indicates a more disordered packing structure, and
lead to minor differences in the observed electron mobility. The presence of trapped
solvent was also shown to reduce charge mobility, although the effects are likely min-
imal for experimentally plausible solvent concentrations. Furthermore, no significant
differences were observed in exciton dynamics. In particular exciton-polaron interac-
tions have been highlighted as a key mechanism for degradation in phosphorescent
OLEDs [192, 194], and we observe no differences in these processes between solution-
and vacuum-deposited films. These results therefore suggest that, within the limit-
ations of the KMC model, the deposition technique has relatively little influence on
the details of charge transport and exciton dynamics in films of Ir(ppy)2(acac):CBP
that have not degraded. It is hence apparent that the faster degradation of solution-
deposited films is likely a direct result of the difference in packing structure, and not
due to differences in the behaviour of charges or excitons. In particular, consider-
ing that CBP orientations have been shown to be randomly distributed in the bulk
in a similar blend after performing a thermal annealing simulation [118], and such
annealing steps are not uncommon in device fabrication, we suggest that a plaus-
ible explanation of experimentally observed faster degradation is that trapped solvent
enables faster TPQ-induced molecular aggregation, and we recommend further invest-
igation into this. While the limitations of the KMC model mean that we cannot rule
out the possibility of further differences in charge and exciton dynamics that are not
captured by the approximations used here, the agreement of our results with experi-
mentally observed phenomena [16, 193] suggests that the model provides a good first
approximation.
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8
Conclusion

8.1 Summary
An understanding of charge transport and exciton dynamics in OLEDs is crucial to
improving their performance, and computational modelling techniques can offer in-
sights that are difficult or impossible to achieve with current experimental methods.
Kinetic Monte-Carlo modelling in particular provides the opportunity to elucidate key
structure-property relationships, especially when paired with molecular dynamics mor-
phology modelling, while also playing a crucial role in multi-scale models. In this thesis,
these techniques were utilised to gain a deeper insight into the relationships between
material properties and the behaviour of charges and excitons, with a particular focus
on guest-host phosphorescent OLEDs. A kinetic Monte-Carlo model was developed
from scratch to make use of GPU acceleration, and it was used to elucidate various
structure-property relationships.

Considering the archetypal blend of an Ir(ppy)3 guest in a CBP host, the effects
of guest concentration on charge transport were investigated, and it was found that
due to deep charge trapping on the guest, charges tend to spend the vast majority
of their time on guest molecules, and this leads to the majority of excitons forming
directly on or adjacent to the guest. In addition, it was shown that clustering of
guest molecules leads to a transition as guest concentration increases from trapping
on individual guest molecules to trapping on clusters of guest molecules, and finally to
percolative transport. This results in a mobility minimum at approximately 10 wt%,
where the density of traps is maximised.

After showing the significant effects of trapping on the guest, further KMC simula-
tions were used to explore the influence of guest-host energy level alignment. While the
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gap between electron affinity and ionisation potential of the guest and host were held
constant, their relative alignment was adjusted from the case of no hole trapping and
deep electron trapping, to that of deep hole trapping and no electron trapping. It was
found that the relative alignment can have a marked effect on the mobility balance,
particularly in the case where the slower charge carrier is trapped more deeply than
the faster carrier, which leads to recombination on a timescale faster than that the
thermalisation of the slower carrier. We highlight that proper pairing (or engineering)
of guest and host energy level alignment can lead to improved mobility balance, and
therefore reduce the likelihood of second order exciton quenching processes such as
triplet-triplet annihilation.

On the role of exciton dynamics, simulated photoexcitation experiments were used
to explore a large parameter space and investigate the effects of guest concentration
and excitation density on the exciton diffusion and the relative contributions of loss
processes in Ir(ppy)3:CBP OLEDs. A concentration quenching process has been ob-
served in Ir(ppy)3 with a rate that is independent of the exciton density, and a method
to include this process in the KMC model was introduced and benchmarked against
experimental results. It was found that while this loss process can have a signific-
ant contribution at low exciton densities, triplet-triplet annihilation at higher exciton
densities occurs on a faster time scale. Hence, it was shown that this process is un-
likely to contribute to efficiency roll-off, and contributes to less than 4% of triplet loss
above an excitation density of 5 × 1017 cm-3. In addition, to validate the use of the
commonly used cubic lattice morphology approximation, further photoexcitation sim-
ulations were performed at the experimentally determined optimal guest concentration
of 6 wt% using morphology that was generated with molecular dynamics simulations
in atomic detail. It was found that for guest-based processes such as triplet diffusion,
the cubic lattice provides a surprisingly good approximation, at least at the low guest
concentrations considered in this work. While some differences were observed in host-
based processes, overall results were in good agreement within the approximations of
the KMC model.

Finally, molecular dynamics modelling was used to compare solution- and vacuum-
deposited films in order to elucidate differences observed in the degradation rate of ex-
perimental devices. This included developing techniques to reduce the computational
cost of simulating the solution deposition process. Of particular interest was the effects
of trapped solvent on performance characteristics of solution-deposited films, as it has
been theorised that some solvent may remain trapped in the film on experimentally
relevant timescales. By combining charge and exciton modelling, it was shown using
KMC simulations that under typical device operation, at least within the limits of
the model, experimentally probable levels of trapped solvent are unlikely to have a
major effect on performance characteristics. In agreement with experimental results,
it was found that overall performance characteristics were relatively insensitive to the
deposition technique, with only minor differences observed in charge mobility, and no
significant differences observed in the relative contribution of exciton loss processes.

Chapter 8. Conclusion 97



Sanderson, Stephen KMC Modelling of Charge and Exciton Dynamics in OLEDs

However, the difference in mobility was attributed to differences in the alignment of the
host relative to the substrate, with solution-deposition being shown to produce a more
disordered packing structure in as-deposited films where a thermal annealing step was
not performed. It was hence suggested that differences in degradation rate observed
between solution- and vacuum-deposited small molecule phosphorescent OLEDs are
likely directly related to the differences in packing structure, particularly in the pres-
ence of trapped solvent, and are not a product of differences in charge transport or
exciton dynamics.

8.2 Recommendations for Future Work
While KMC modelling can produce detailed results that are in good agreement with
experiment, they generally require a large number of approximations in the interest
of reducing computational complexity, along with a substantial set of input paramet-
ers. The use of ab initio calculations presents a way of reducing both the number of
approximations required, as well as the number of input parameters. For example,
site energies are typically assigned by sampling from a Gaussian distribution, with
a standard deviation determined either from experimental results, or by sampling a
sub-section of the morphology using expensive quantum chemical calculations. How-
ever, we suggest that an alternative approach could make use of a classical polarizable
forcefield in order to properly link site energy to morphology in a computationally
efficient way. Additionally, transfer rates can have a significant dependence on mo-
lecular orientation, but explicit inclusion of this on a rate by rate basis is generally too
expensive to be feasible in large systems. However, development of an efficient method
for calculating transfer rates on a per-pair basis that properly considers molecular ori-
entation (perhaps one based on machine learning) could pave the way to accurate ab
initio simulations of systems with realistic film thicknesses. Such simulations could
then be used to inform detailed drift-diffusion models on larger scales, thereby com-
pleting the multi-scale modelling pipeline and allowing for efficient prediction of device
performance.

Another aspect of OLEDs that is not commonly considered in KMC models is the
interface between the transport layers and the emissive layer. In particular, inter-
mixing of the layers at the interface is known to occur, yet it is typically assumed in
transport simulations that the interfaces are perfectly planar. With detailed model-
ling of the deposition process, along with accurate rate calculations, KMC simulations
could reveal the effects of imperfect interfacial structures on device performance, and
potentially reveal further design rules for more efficient devices.

Finally, modelling of electrode interfaces warrants further investigation. In par-
ticular, injection and removal rates often make a number of assumptions for con-
venience, for example assuming that injection is either Ohmic in nature, or directly
from the Fermi level of the electrode (and not sampled from the Fermi distribution).
Additionally, the physical geometry of the electrode is seldom considered, and it is
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instead assumed to be perfectly planar. This assumption has the benefit of simplify-
ing the electrostatics problem, as well as calculation of injection rates, but commonly
used electrode materials such as indium tin oxide (ITO) can display significant de-
grees of roughness, and this is known to effect device performance. We suggest that
with sophisticated, computationally efficient handling of electrostatics interactions, the
electrode-organic interface could be simulated in greater detail to gain further insight
into transport processes in that region. One potential solution to the electrostatics
problem is to include direct computation of electrode surface charges rather than re-
lying on the method of images, as has been recently employed in molecular dynamics
simulations of supercapacitors [207].
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