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A B S T R A C T

Ontology-learning methods were introduced in the knowledge engineering area to automatically
build ontologies from natural language texts related to a domain. Despite the initial appeal
of these methods, automatically generated ontologies may have errors, inconsistencies, and a
poor design quality, all of which must be manually fixed, in order to maintain the validity and
usefulness of automated output. In this work, we propose a methodology to assess ontologies
quality (quantitatively and graphically) and to fix ontology inconsistencies minimizing design
defects. The proposed methodology is based on the Deming cycle and is grounded on quality
standards that proved effective in the software engineering domain and present high potential
to be extended to knowledge engineering quality management. This paper demonstrates
that software engineering quality assessment approaches and techniques can be successfully
extended and applied to the ontology-fixing and quality improvement problem. The proposed
methodology was validated in a testing ontology, by ontology design quality comparison
between a manually created and automatically generated ontology.

1. Introduction and motivation

An ontology is originally defined as the philosophical study of being; it addresses questions related to which entities exist,
nd describes the categories and relations of these entities, as well as their hierarchisation and grouping criteria according to
xisting similarities and differences. Ontologies can be conceived following different paradigms and languages with different syntax,
xpressiveness, reasoning ability and models [1]. They are theories about objects, their properties, and relations that are defined in
domain of interest. The following definition given by Thomas Gruber [2] is generally accepted as the reference definition in the

omputer science community: ‘‘An ontology is a formal explicit specification of a shared conceptualization for a domain of interest’’.
his definition is based on formal logic and allows for logic-based reasoning; it represents knowledge by the means of an explicit
pecification, and allows for a shared conceptualization of a domain of interest for a common and harmonized representation of
nowledge (vocabulary, concepts, relations, etc.). In a global, fully interconnected world, ontologies are helpful in defining the basis
or a common and shared understanding of data, information, and knowledge, both for people to machine or machine to machine
ommunication and collaboration.

Web Ontology Language (OWL) [3] is a standard proposed by the World Wide Web Consortium (W3C) for defining ontology
s a key building block for the Semantic Web. W3C defines a full semantic web protocol stack, including the eXtensible Markup
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Language (XML) for the definition of a text-based document syntax/structure, Resource Description Framework (RDF) for the
definition of concepts, classes, taxonomies, relations, and OWL to support the description logics inference ability. OWL ontologies
represent an important step to ease the definition of a shared and common understanding of the structure of information in a
domain, to enable the reuse of domain knowledge, and to systematically analyse domain knowledge with standard technologies on
a global/internet/web scale. The transformation from a human-centred web content production (content produced to be consumed
by humans) into a machine-readable web content production (content produced to be consumed/processed/understood by machines)
has led to the development of a new set of methodologies, techniques, and tools. This new generation of technologies supports both
the production of machine-readable content/knowledge from scratch in the form of OWL ontologies, and the transformation of
existing content/knowledge (e.g. natural language text documents) into OWL ontologies.

The quantity of knowledge produced and made available on the Internet has grown exponentially in the last decades.
onsequently, in order to fairly complete the analysis of existing knowledge in any specific domain of interest, the automatic and
emantic processing of documents available on the web has become mandatory. As an example, in the domain of IoT (Internet of
hings), there is an extensive catalogue comprising more than 400 ontologies [4].

With the passage of time, the need for ontologies to aid the semantic processing of documents has become more and more
elevant. To quickly generate new ontologies at a low cost, several automatic ontology-learning methods [5–9] were introduced to
xtract knowledge from natural language text documents. Despite great advances in this research field, the use of these methods
ay result in the generation of inconsistencies and low-quality ontologies. This anomalous behaviour is directly connected with

he intrinsic difficulties of different natural language processing challenges such as the disambiguation of word meanings (often
alled Word Sense Disambiguation, WSD) [10–13], handling informal text [12] or adequately dealing with new words from
pecific domains [13]. A direct consequence of this issue is that the costs of creating ontologies by using learning methods are
ot significantly reduced but are instead simply moved to a debugging/fixing stage.

Since fixing ontologies is usually a hard and manual task, the order in which errors are amended should be carefully selected
o prioritize those ones resulting in a great improvement in the quality of the ontology, that implicitly solve other detected pitfalls.
oreover, automatic or semi-automatic fixing methods for the identified pitfalls (inspired in the quick fix actions implemented

y most software-integrated development environments) would be a valuable support for this task. These issues suggest the
esign of a methodology (and some tools implementing it) to address the identification of ontology (semi)automatic defects and
ebugging/fixing operations. Although this kind of methodology could be successfully applied over any ontology, our proposal is
specially suitable for addressing the correction of automatically generated ontologies, which usually contain a considerable amount
f shortcomings. With this in mind, we found that methodologies and tools to handle inconsistencies could successfully complement
utomatic ontology learning methods, thus reducing the effort required to develop new ontologies from the collection of documents
ritten in natural language.

To address the above-mentioned challenges raised by ontology learning methods, we defined a research framework and
ormulated the following research objective: (i) set an ontology learning workbench for automatic generated ontologies testing and
esearch hypothesis validation; (ii) define a set of ontology quality metrics to support ontology quality assessment; (iii) define and
mplement a software-based mechanism for ontology redesign operations; (iii) formulate the ontology quality improvement problem
s a multicriteria optimization problem; (iv) state and answer the research questions ‘‘Can an automatically generated ontology
chieve similar quality of an ontology manually created by domain experts, based on the same source of knowledge (same natural
anguage text documents)?’’, ‘‘How good are and what kind of assistance do ontology learning methods need to reach manually
reated ontologies quality?’’.

Taking the above-mentioned issues into account, this paper introduces a new methodology to address the identification and fixing
f possible ontology pitfalls, inconsistencies, and/or errors, and to guide users to efficiently (in terms of time required) improve
hem. The proposed methodology is based on the well-known Deming cycle and incorporates elements extracted from OQuaRe,
SQuaRE (ISO 25000) based approach for evaluating the quality of ontologies. Additionally, the methodology includes graphical

epresentations of ontology quality metrics to facilitate the ability to understand the quality level of an ontology at a glance.
The remainder of this paper is structured as follows: Section 2 provides an extensive review of previous studies on ontology

uality assessment, ontology evaluation methodologies, and ontology automatic generation methods. Sections 3 and 4 introduce
ur proposal and the experimentation carried out to check its suitability. Finally, Section 5 compiles the main conclusions achieved
pon carrying out this study, and future research possibilities related to this research line.

. State of the art

Due to the interest of ontologies as a means of storing and exploiting the knowledge of different domains, research in several
spects of ontologies is extensive. In this section, we summarize the most important advances in the context of ontology learning
Section 2.1) and quality assessment (Section 2.2). Moreover, we find that some processes used to evaluate and help fix errors and
efects in the context of software engineering could be successfully extrapolated for the domain of knowledge engineering. These
oncepts, processes, and technologies are compiled and explained in Section 2.3.

.1. Ontology learning methods and tools

During the last years, many ontology generation tools and methods (also called ontology-learning methods) have been introduced
ith the main goal of reducing the effort involved in creating the ontologies [9,14]. This paper places special emphasis on (i)

OwlExporter and LODeXporter, (ii) OntoPop, (iii) Text2Onto and (iv) XML module included in Protégé.
2
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OwlExporter [3,15] can be included in a pipeline within the text-mining tool GATE (General Architecture for Text Engineer-
ng) [16,17]. OwlExporter allows exporting to document annotations in a web ontology language (OWL) model. Additionally, it
s able to create and handle a domain-specific ontology to connect entities extracted from text to their lexical representation. In
ontrast with tools such as OwlExporter, other tools such as LODeXporter [18] present a complementary perspective of OwlExporter.
ODeXporter is focused on the representation of domain data (e.g., biological entities, financial data), which is represented in
omain-specific vocabularies, meant for creating Linked Open Data datasets and databases. Although these tools seem to be a great
esource, they only provide an ontological population of the text from an existing ontology or an open vocabulary dataset. Therefore,
hese tools do not fully implement an ontology learning process.

OntoPop platform [19] implements a methodology. It aims to guide users in the integration of information extraction (IE) and
nowledge representation (KR) tools in order to design domain-oriented applications for knowledge management. OntoPop performs
uccessive attempts to integrate IE and KR tools, and to perform the annotation of documents and the population of ontologies on a
orpus of representative text resources for the domain of the application. Hence, the OntoPop methodology defines a progressive and
terative framework with a defined termination condition that is reached when there is a common agreement among all users about
he right integration of IE and KR tools. The OntoPop methodology comprises the following five stages: (i) study, (ii) structuring,

(iii) mapping, (iv) validation and (v) delivery. During the study stage, the linguist, the knowledge domain expert, the ontology
designer and engineer (sometimes called the knowledge engineer or simply the ontology designer) as well as the client evaluate
the workload to adapt each tool to the domain. The second stage comprises the structuring of semantic labels resulting from IE
in a conceptual tree and modelling of the domain ontology. During the third stage, each element defined in the domain ontology
should be mapped with the semantic tags contained in the conceptual trees in order to create a set of Knowledge Acquisition Rules.
During the validation stage, users should assess the quality of the annotations using the documents and knowledge base instances.
Moreover, the integrator tests the implemented assignment while the client validates the general solution for the new application.
Finally, during the last stage (delivery), the application is transferred to the customer and enters a state of maintenance.

Text2Onto [20] is an open source ontological learning framework developed to support the acquisition of ontologies from textual
documents. It provides an extensible set of methods for the learning of atomic classes, subsumption and instantiation of classes, as
well as object properties and axioms of disjunction. Text2Onto includes the following execution requirements: (i) a Java 1.6 virtual
machine; (ii) GATE 4.0; and (iii) WordNet 2.0. The architecture of Text2Onto [20] is focused on the Probabilistic Ontology Model
(POM) which stores the results of the different ontology learning algorithms. The algorithms are initialized by a controller, which
also provides additional functionalities such as (i) triggering the linguistic pre-processing of the data, (ii) executing the ontology
learning algorithms in the appropriate order, and (iii) applying the change requests of algorithms to the POM. The execution of
each algorithm consists of three phases: (i) notification; (ii) computation; and (iii) result generation. During the first phase, the
algorithm learns about recent changes in the corpus. During the second phase, these changes are mapped to changes with respect to
the reference repository, which stores all kinds of knowledge about the relationship between the ontology and the data. Finally, in
the last phase, requests for POM changes are generated from the updated content of the reference repository. However, Text2Onto
proposes a semi-automatic process, which requires the expertise of ontology developers to validate the generated ontology, using
some quality assessment methods (see next section).

Finally, Protégé is an open source tool to aid in the modelling of ontologies through the Protégé-Frames and Protégé-OWL editors.
Ontologies can be exported to a variety of formats such as RDF, RDFS, OWL and XML Schema. Protégé was developed in Java and
provides a plug-and-play environment that makes it a flexible base for the rapid development of prototypes and applications. In
version 3.4, Protégé incorporates an XML module for importing files in XML format whose entries are used to create a set of classes
and instances in a knowledge base [21,22].

The above-mentioned tools implement different ontology learning methods. Despite their usefulness, ontologies generated by
using these methods are not free of errors and present design quality problems that need to be addressed a posteriori by design
optimization approaches, eventually with human expertise assistance. The next section presents a revision of different methods
to assess the quality of ontologies that can be used to detect the need of executing a fixing process or to provide relevant fixing
information.

2.2. Ontology quality assessment metrics and methodologies

Keeping in mind the widespread use of ontologies to represent knowledge, the evaluation of their quality is currently a key
aspect in their development and reuse. The results of a quality evaluation process allow the expert to recognize areas that might
require additional work, cause design problems, or need to be fixed [23]. In this section, we present a review of different ontology
quality evaluation approaches extracted from previous works.

There are different types of evaluations, including qualitative and quantitative methods [24]. A qualitative evaluation of an
ontology can be complicated due to the limitations derived from the experience and the criteria of the ontological engineering
experts. Moreover, knowing how and which evaluation parameters should be chosen is quite a difficult task. Therefore, in order to
facilitate and automate the ontology evaluation, some authors [25] have proposed evaluation methods (Golden standard, Application
based, Data-driven, Assessment by humans) defining different levels of quality such as (i) lexical, vocabulary, or data layer, (ii)
hierarchy (also called taxonomy), (iii) other semantic relationships, (iv) context or level of application, (v) syntactic level, or (vi)
structure, architecture and design.

The lexical, vocabulary, or data layer is focused on which concepts, instances or facts have been included in the ontology, and
what vocabulary has been used to represent or identify these concepts. The hierarchy (or taxonomy level) refers to the hierarchical
3
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relationship between concepts. Other relationships may be also defined as the is-a relationship, which is used often and is particularly
important in the evaluation process. In this level, measures such as precision and recall are generally included. The context (or
application) level evaluates whether an ontology is part of a larger collection of ontologies, is referenced, or is an assessment point
to take into account. Another form of context is the application in which the ontology will be used. This evaluation analyses how the
results of the application are affected by the use of ontology. A syntactic level is especially targeted for ontologies that have been
built manually. The ontology is usually described in a particular formal language and must match its syntactic requirements. Other
syntactic considerations defined in [26] can also be considered. Finally, as with the previous level, the evaluation of structure,
architecture and design is primarily used in manually constructed ontologies. At this level, the ontology should fit with certain
predefined design principles or criteria.

The study of Bandeira et al.. [27] introduces FOCA, a methodology for the evaluation of ontologies. It is a three-step method,
hich comprises the identification of the type of ontology (i.e. Top Level, Domain, Task or Application ontologies), the application
f a Goal/Question/Metric approach, and the assessment of the quality. Thus, FOCA implements a role-based calculation of the
uality of the ontology according its type, comprises a questionnaire to accomplish the evaluation, and includes a statistical model
hat automatically computes the quality of the ontologies.

The OQuaRE [28] framework is a method to evaluate the quality of ontologies which adapt the SQuaRE standard (originally
esigned to assess the quality of software products) to ontologies. This framework defines all the elements required for ontology
valuation: evaluation support, evaluation process, and metrics. OQuaRE uses different metrics to assess the quality of the ontologies
ith regard to different dimensions, including reliability, operability, maintainability, compatibility, transferability, and functional
dequacy. Most quality sub-characteristics suggested by SQuaRE (System and Software Quality Requirements and Evaluation) [29]
ere also adapted in OQuaRE. Additionally, OQuaRE includes the structural characteristic, which is important in evaluating
ntologies.

FOval [30] introduces a new evaluation model to choose the ontology that best fits the user requirements. The model allows
sers to select indicators and assign weights for each one selected among a wide variety of available quality indexes. Moreover,
Oval allows users to evaluate stored ontologies locally and/or find additional ontologies through the use of search engines.

OntoQA [31] is an approach that analyses ontology schemas and their populations (such as knowledge bases) and describes them
hrough a well-defined set of metrics. These metrics can highlight the key features of an ontology scheme, as well as its population,
nd allow users to make an informed decision quickly. OntoQA evaluates the quality of an ontology on the different dimensions:
chema, knowledge base (KB) and class metrics. This method can be used by ontology users before considering an ontology as a
ource of information, or by ontology developers to evaluate their work in building the ontology. Moreover, OntoQA [32] includes
suite of metrics to evaluate the content of ontologies through the analysis of their schemas and instances in different aspects such

s the distribution of classes on the inheritance tree of the scheme, the distribution of class instances, and the connectivity between
nstances of different classes. One of the features that highlight OntoQA is its flexible technique for classifying ontologies based on
heir content and relevance to a set of keywords, as well as user preferences. OntoQA also evaluates ontologies using their instances
i.e. populated ontologies) and schemes.

Another work that contributes to the improvement of ontologies is OntoClean [33], a methodology focused on cleaning the
axonomy of ontologies based on the following perceptions [34]: (i) rigidity; (ii) identity; (iii) dependency; and (iv) unity. Rigidity

refers to how essential a property is for all its instances. Three rigidity possibilities are defined as (+R) if and only if it is necessarily
essential for all its instances, (-R) if and only if it is not essential for some of its instances, and (∼R) if and only if it is not essential for
all its instances. Identity allows determining when a property has an identity criterion. There are two types of criteria (IC) (+I) and
(+O). The first is valid only if all the instances of the property can be (re) identified by means of a suitable ‘‘sameness’’ relation. The
latter is applied if and only if such criterion is not inherited by any inclusive property. On the other hand, dependency is when all
the instances depend on a property P for their existence. Finally, unity refers to the relationship that unifies a set of parts to create
a single individual. A property can carry the unit (+U) when a common relationship exists among all the instances. Conversely, a
property can be anti-unit (∼U) when all its instances can possibly be non-wholes.

Appendix A contains an extensive list of quality evaluation metrics by studying a large set of ontology management tools.
Our ontology quality assessment and improvement methodology takes advantage of all of the above-mentioned metrics (and
evaluation areas). Moreover, our proposal also brings innovative ideas from software quality evaluation area to the area of knowledge
engineering. The next section details software engineering techniques that have contributed to interesting solutions developed in
the context of this work.

2.3. Evolution from software engineering quality metrics to ontology quality indicators

This subsection underscores the software engineering issues and solving methods that have been successfully adapted to the
domain of knowledge engineering. A notable example is the OQuaRE framework (see the previous subsection) whose metrics have
been inspired, adapted and derived from similar metrics included in the SQuaRE software engineering standard. Keeping in mind
the close connections between software engineering and knowledge engineering, this subsection compiles several studies that take
advantage of the software engineering process to solve knowledge engineering challenges.

Commonly used in the software development area, the term ‘pitfall’ refers to the common bad practices that usually appear
during the process of designing and building applications. These anomalies can be identified by evaluating simple or composed
conditions related to ranges or thresholds of specific metrics (e.g. the number of lines inside a class). Pitfalls are also known in the
literature as Code Smells [35] (or simply smells) and represent symptoms (potential defects) that reveal potential software design
4
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problems. For instance, a Blob Class (sometimes called God Class) is a large class having a high variety of responsibilities that may
not constitute an error but shows an important design issue. Other well-known symptoms are Duplicated Code, Long Method, and
Lazy Class, among others. A source code affected by code smells (or pitfalls) should be fixed through refactoring actions, in order
to improve code design, readability, comprehension, maintainability, and other relevant issues.

Researchers quickly realized that bringing the concept of smells/pitfalls to the domain of knowledge engineering could help in
he process of improving the quality of ontologies. The work of Póveda-Villalón et al. [36] introduces and classifies a catalogue
f 24 pitfalls that usually appear during the process of building ontologies. The classification of pitfalls is based on several works
repared by different authors who have identified common mistakes during the process of modelling ontologies. One of the main
bjectives of this work was to group pitfalls using two different criteria: (i) dimensions of structure, function and usability; and (ii)

aspects of consistency, completeness, and conciseness.
OOPS! [37] is a web application that detects bad practices causing errors in the modelling of ontologies. This tool provides

mechanisms for the automatic detection of potential errors, called pitfalls, in order to help developers during the validation process.
However, some pitfalls are detected semi-automatically, such as "Creating synonyms as classes" and ‘‘Creating unconnected ontology
elements’’, among others [37]. Each pitfall provides the following information: title, description, elements affected and importance
level. For the evaluation of the results, two types of classifications are presented: dimension and criteria. When classifying by
dimension, pitfalls are divided into certain categories to evaluate the ontologies in relation to their structure, functionality, and
usability profile. On the other hand, the classification by criteria establishes the following criteria: consistency, completeness, and
conciseness.

Additionally, software refactoring has emerged as a set of strategies and tools to improve the design of existing (and sometimes
fully functional) software applications [38,39]. Specifically, refactoring [38] is the process of improving code design and minimizing
the possible appearance of future bugs, without interfering with the external behaviour of the software. It suggests guidelines for
solving code design problems through refactoring. However, it is up to the developer’s criteria or intuition to know the course of
action that must be taken; for example, how many instances to change or how many lines of code are sufficient. Although this
concept has not yet been brought to Knowledge Engineering, we believe that these ideas could be successfully adapted to this
domain (ontologies) to solve ontology pitfalls/smells.

The above-mentioned concept (refactoring) is intimately related to the code quick-fix utilities. In fact, whilst refactoring
emerged to facilitate the improvement of software design in existing software systems, code quick-fix and recommendation tools
(e.g. jDeodorant) included in popular IDEs (Integrated Development Environments) aid software developers in automatically solving
compiler errors or software design and implementation defects [40–44]. Given the similarity between code error and ontology
inconsistency, quick-fixes could be successfully applied to knowledge engineering to automatically fix inconsistencies detected in
ontologies by running recommended automated actions.

The next section presents our methodology, which brings together the technologies introduced in this subsection to aid ontology
designers in the challenging task of fixing ontologies.

3. Methodology

This section introduces our methodology to assess the process of correcting ontologies. It is based on reusing the well-known
Deming cycle [45], also known as PDCA (Plan - Do - Check - Act), which guides most quality processes. The PDCA cycle makes it
possible to easily address the continuous process of improvement in a 4-stage repeating system. For this reason, it has been adopted
as working framework in a wide range of ISO/IEC standards and other quality assessment/improvement proposals [46–49]. We find
that this well-known cycle can successfully guide the iterative improvement of a target ontology. Fig. 1 shows an overview of our
proposal with summarized information about the elements comprised in each stage.

As shown in Fig. 1, our methodology iterates through four different stages. In detail, stage one (see Plan in Fig. 1) handles the
application of different metrics to measure the quality of the ontology. The second stage (defined as Do in Fig. 1) is responsible
for (i) detecting defects in the ontology and (ii) ranking them according to their relevance. Once the most relevant issue has been
selected, the next stage (see Check in Fig. 1) involves an assessment (automatically or with an expert) of the feasibility of solving the
issue. Finally, the last stage (called Act in Fig. 1) executes the most adequate ontology fixer mechanism according to the information
collected from the previous stage.

The following subsections provide a detailed description of each of the stages involved in our methodology lifecycle.

3.1. Plan

During this stage, the ontology should be evaluated using quality metrics to check its consistency and design harmony. The
results of the evaluation will allow a decision on whether a new cycle of the methodology is executed or not. When making this
decision, an ontology designer should bear in mind the available time to complete a new cycle and obtain quality results.

In order to evaluate the quality at a single glance (graphically) we find it adequate to represent the metrics RROnto, INROnto,
ANOnto, CROnto, NOMOnto, RFCOnto, CBOOnto, LCOMOnto and RCOnto (see Section 2.2) in a radar chart (which can be created
using a variety of libraries1). The area of the figure described by the representation of these measurements could be easily interpreted
as the global quality of the ontology.

1 See https://www.amcharts.com/demos/radar-chart/
5
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Fig. 1. Methodology lifecycle.

Moreover, in order to evaluate different aspects of the ontology in a separate form, it is possible to compute the ontology
scores implemented in the OQuare framework [28]: (i) SEv represents its structural evaluation; (ii) FAEv addresses the evaluation
of functional adequacy; and finally (iii) MEv evaluates its maintainability. These scores have been designed as an average of the
scores of their associated sub-characteristics identified in Section 2.2. SEv, FAEv and MEv can be easily computed using Eq. (1).

𝑆𝐸𝑣 = 𝐴𝑉 𝐺 (𝑅𝑅𝑂𝑛𝑡𝑜, 𝐴𝑁𝑂𝑛𝑡𝑜, 𝐿𝐶𝑂𝑀𝑂𝑛𝑡𝑜)
𝐹𝐴𝐸𝑣 = 𝐴𝑉 𝐺 (𝐴𝑁𝑂𝑛𝑡𝑜, 𝑅𝑅𝑂𝑛𝑡𝑜, 𝐼𝑁𝑅𝑂𝑛𝑡𝑜, 𝐿𝐶𝑂𝑀𝑂𝑛𝑡𝑜, 𝐶𝑅𝑂𝑛𝑡𝑜,𝑁𝑂𝑀𝑂𝑛𝑡𝑜)
𝑀𝐸𝑣 = 𝐴𝑉 𝐺(𝐿𝐶𝑂𝑀𝑂𝑛𝑡𝑜,𝑁𝑂𝑀𝑂𝑛𝑡𝑜, 𝐶𝐵𝑂𝑛𝑡𝑜)

(1)

Moreover, according to the OQuare framework, adding SEv, FAEv and MEv scores allows us to compute another overall score of
he quality of the ontology, thus aiding in the decision of executing a new cycle of the methodology.

.2. Do

In this stage, we should identify, select, and analyse a concrete target problem to solve in the ontology. The existence of ontology
rrors and/or pitfalls is the main reason of achieving poor results in its quality evaluation. As an example, the existence of an
ncompleteness error (which is included in structural and functional categories) implies not representing all the knowledge that could
e included in the ontology (e.g. annotations) which causes an impact on the value obtained for the ANOnto structural/functional
etric. Similarly, the existence of other errors and pitfalls will have an impact on this or other quality measures used. Despite the

uality metrics allows to understand the worth of an ontology at a glance, they do not allow to identify concrete issues that should
e addressed to improve the target ontology. Therefore, one of the most important things in the methodology is to automatically
dentify and rank problems to facilitate the selection of a relevant issue whose resolution could result in a high positive impact
n the quality of the ontology. In this sense, inconsistencies are the most relevant issues that can be found in ontologies because
hey would prevent using and reasoning on the ontology knowledge. Therefore, inconsistencies are the highest priority issues to be
ddressed and solved.

Next, pitfalls and smells should be addressed in order to improve the quality of the ontology. In our work, we take advantage
f the pitfalls identified in previous literature [35]. These pitfalls are identified by using the OOPS! framework [37] and the error
ating (importanceLevel, defined as 𝛺 in Fig. 1) provided by this software. Three levels are defined: ((i) critical is the most important
evel to correct because it affects the consistency of the ontology; (ii) important is not critical for the operation of the ontology,
lthough it is important to correct this type of pitfall because it affects the quality of the ontology; and (iii) minors, which does not
ndicate a problem, although correcting it improves the appearance of the ontology.
6
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The list of issues (inconsistencies and pitfalls/smells) are defined in the same order as previously described in the output of this
tage. Despite the fact that a complete list is initially identified, only a single issue is solved in each cycle of the methodology.

.3. Check

This step is responsible for solving the error found in the previous stage (ranked by importance). Sometimes (when supported by
vailable tools) one or several quick-fix(es) could be applied to address the selected issue. When quick fixes are available, quality
etrics could provide a reasonable way of deciding the best quick-fix method to solve the issue. In this kind of situation, the

rea of the original radar chart (see stage plan in Section 3.1) could be compared with the area of other ontologies achieved as a
esult of applying each quick fix. Ordering these quick fixes by the improvement achieved (the difference between the quality of
he ontology achieved by applying the quick fix and the original ontology) could provide information for the ontology designer.
owever, ontology designers, guided by their experience, could decide to apply more than one quick fix, to use a different method,
r even to discard the issue (if it is not an issue). When quick fixes are not available, ontology designers should make the most of
heir experience and decide on a method to fix the selected issue.

In the case of smells or pitfalls, the selected issue is sometimes discarded/ignored because it is not really an error but a design
ption conscientiously made by the knowledge engineer.

.4. Act

We should implement the ontology fix. There are three different types of fixes: (i) automatic, (ii) semiautomatic and (iii) manual.
If the fix is automatic, it can be easily applied. However, most times the issues should be solved manually. Over time, new tools
will emerge and provide automatic implementations (quick fixes) to solve many issues, thus facilitating this task and, ultimately,
the whole process.

The application of this methodology will make it possible to take advantage of ontology learning methods to produce ontologies
with better quality. The next section presents the experimentation carried out in this work and shows the utility of the defined
methodology.

4. Case study

This section provides a detailed description of the experiments performed to demonstrate the utility of this work. Section 4.1
compiles a list of ontologies freely distributed online that could be used to execute a case study of the use of this methodology.
Section 4.2 presents a detailed application of the introduced methodology to fix different kinds of defects. Finally, Section 4.3 shows
a list of lessons learned from the process of designing the ontology.

4.1. Publicly available ontologies

Currently, there are different sites where it is possible to find ontologies developed in different domains that are made available
to the community. These sites give the experts the possibility to share their own ontologies, extend, or even comment on previously
developed ontologies in order to share feedback among the ontology developers. Below is a brief description of the sites that allow
open ontologies to be downloaded.

BioPortal [50] is a site that provides an open repository consisting of a broad set of ontologies in the biomedical domain. It
also provides access to tools to work with the ontologies (e.g. tools to receive recommendations about which ontologies are the
most relevant for a corpus, to annotate texts with terms from ontologies, to search for biomedical resources for a term, etc.).
Agroportal [51] is a site that allows finding and sharing ontologies in the area of agriculture. It also allows performing reviews and
comments on ontologies and their components while navigating. Ontohub [52] is a site which has approximately 128 repositories
available from different domains. Featured repositories are Basic Formal Ontology (BFO), which contains 72 ontologies, Common
Logic Repository COLORE with 2,653 ontologies, and FOIS Ontology Competition with 50 ontologies. OBO Foundry [53] has
developed a set of ontologies in the Biological and Biomedical domain that are available on their website. Finally, Swoogle [54] is
an ontology search engine that allows the user to enter a word or keywords to find the related ontologies available on the web.

Despite the relevance of the above-mentioned sites where we can find many ontologies, we found an interesting work authored
by Li et al. [55] that introduces a full-featured hand-made ontology to represent the knowledge of Preference-Based MultiObjective
Evolutionary Algorithms (PMOEA) present in 62 original scientific papers that have been represented manually in the ontology. The
main interest of this ontology is the availability of the knowledge domain experts and ontology designers to share the rationale and
experience behind their design decisions for this specific case. Therefore, we could execute an automatic ontology learning process
from these works, fix the resulting ontology, and use the hand-made ontology for comparison purposes. We found that the results
of fixing this automatically generated ontology would lead to a valuable example for the methodology introduced in this work.
7
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Table 1
Definitions algorithms Text2Onto.

Algorithms Component Description

TFDIFConceptExtraction Concept It calculates term frequency inverse document frequency which is
the product of Term Frequency (TF) and Inverse Document
Frequency (IDF).

TFIDFInstanceExtraction Instance Is similar to TFIDFConceptExtraction. It computes TFIDF of each
instance and then normalizes them in the same fashion.

WordNetClassifcationExtrac-
tion

SubClassOf It extracts subclass-of relations among the extracted concepts
identifying the hypernym structure of the concepts in WordNet.

SubcatRelationExtraction Relation The algorithm SubcatRelationExtraction identifies the following
syntactical frames: Transitive, Intransitive + PP -complement,
Transitive + PP-complement. For each verb phrase, it finds its
subject, object, and associated preposition.

PatternDisjointClassesExtrac-
tion

Disjointness A heuristic approach based on lexico-syntactic patterns is
implemented to learn disjointness. The algorithm learns disjointness
from the patterns like: 𝑁𝑜𝑢𝑛𝑃ℎ𝑟𝑎𝑠𝑒1, NounPhrase2, . . . ., (and/or)
NounPhrase𝑛

4.2. The target ontology

As mentioned above, we designed an automatic learning process to build an ontology from 62 specific scientific articles in the
omain of ‘‘MultiObjective Optimization’’. Additionally, we were able to take advantage of the manually generated ontology to
ssess the results achieved. In this subsection, we describe the process used to automatically learn the new ontology.

For the extraction of information from the articles, tests were done with the different tools that are used for extracting information
rom scientific articles in PDF format. In particular, the PDFX [56], CERMINE [57], Sapient [58], Parscit [59], and LA-PDFText [60]
latforms were analysed in detail. For each of these tools, we checked its online availability and proper operation (i.e. the correct
xtraction of documents in different versions of Portable Document Format). Based on these results, we found CERMINE to be the
ost reliable for our needs. The file generated by this tool is an XML with a logical structure that classifies and perfectly defines

he different sections of a scientific article (authors, introduction, abstract, conclusion, etc.) which helps to identify and manipulate
he most important parts of the document. The generated XML file was later processed by a Java application (developed by the
uthors of this paper using JDOM API2) to transform the relevant sections of the XML document into a text file to be used as
n input corpus for the automatic ontology generation tool. Additionally, we analysed several automatic ontology learning tools
ncluding OwlExporter, OntoPop, Text2Onto and Protégé. All of them are available online and have been described in Section 2.
fter the comparison of the tools, Text2Onto was selected since it was one of the tools that can be easily adapted and automatically
enerates the ontology through a corpus provided. In addition, Text2Onto includes various (configurable) algorithms to improve
he ontological output.

According to the selected configuration, the information of the 62 papers was extracted with the Cermine tool. Then, we processed
he obtained XML documents to extract and store the following parts in a text file: (i) abstract, (ii) the contents of the introduction
ection, (iii) the author list and (iv) the conclusions section.

The parameters optimization of Text2Onto tool [61] was done using a subset of 10 of the 62 documents from the original dataset.
his task was experimentally made by analysing various combinations of the available algorithms for guessing concepts, instances,
elations ‘‘subclass of’’, other kinds of relations and disjointness. Table 1 summarizes the combination of algorithms that we finally
elected.

The descriptions of the selected configurations are available in the original work of Mittal [61]. Additionally, we manually
elected the terms from texts that would be represented in the resulting ontology (as concepts, instances, relationships, etc.) in POM
iew. This task was not automated because we found several linking-words in the set of automatically selected terms. Table 2 shows
he basic metrics computed by the Protégé tool of the automatically generated ontology vs manually generated ontology (number
f classes, subclasses, and instances, among others).

A glance at the basic metrics computed for each ontology shows a big difference in the number of axioms, classes, instances,
ubclasses and disjoint classes between the automatic and manual ontologies. We have many more elements in the automatic
ntology because we cannot automatically filter some irrelevant concepts such as ‘‘title’’ or ‘‘figure’’. Additionally, ontology graph

representations for both ontologies are supplied as Figure B1 in Appendix B.

4.2.1. Results achieved for plan phase
To assess the quality of the selected ontologies we combined structural, functional, adequacy and maintainability metrics in

a radar chart, as seen in Section 3.1. Fig. 2 shows the score obtained by each of the ontologies in each metric. Additionally, we
computed SEv, FAEv and MEv metrics (introduced by OQuare) in accordance with Section 3.1 and compiled their results in Table 3.

2 Available at http://www.jdom.org
8
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Fig. 2. Results of the ontologies quality evaluation.

Table 2
Base metrics of the automatic and manual ontology.

Metrics Automatic ontology Manual ontology

Axioms 14003 3894
Logical axioms count 3703 2441
Declaration axioms count 2146 634
Classes count 2042 92
Object properties count 102 16
Individuals count 575 16
DL expressivity ALC 510

Class axioms

SubClass Of relations 2225 81
Equivalent Classes 0 2
Disjoint Classes 699 9

Table 3
SEv, FAEv and MEv metrics.

Metric Sub-characteristic Weighted average
automatic ontology

Weighted average
manual ontology

Structural AVG(RROnto, ANOnto,
LCOmonto)

3.66 5

Functional
adequacy

AVG(ANOnto, RROnto,
INROnto, LCOMOnto,
CROnto,NOMOnto)

3.5 5.16

Maintainabil-
ity

AVG(LCOMOnto, NOMOnto,
CBOnto)

1.66 3.66

GLOBAL VALUE (SEv + FAEv): 3.58 5.08

To obtain an overall score of the ontologies and compare them with each other, the OQuare model was taken as a reference,

hich adds the metrics of structure and functional adequacy, as shown in Table 3. As we can see from the results shown in Fig. 2

nd Table 3, the quality differences between the two ontologies can be easily noted. As a result, we can observe that the manual

ntology obtained higher scores with respect to the automatic ontology. This indicates that the automatic ontology requires quality

mprovement to be used, understood, and learned. However, in some metrics, such as relationship richness and coupling between

bjects, equal values were obtained. This analysis can help ontology designers to detect the parts in which the ontology can be

mproved.
9
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Table 4
Pitfalls found using the automatic ontology.

Dimension Description Importance

Circularity Including cycles in a class hierarchy Critical
Incompleteness Using different naming conventions in

the ontology
Minor

Semantic Creating unconnected ontology
elements

Minor

Incompleteness Missing annotations Minor
Incompleteness Inverse relationships not explicitly

declared
Minor

4.2.2. Results of the Do phase
The methodology includes a step to identify ontology issues (inconsistencies and/or pitfalls) and their causes. This will allow

he user to correct the ontology and turn it into a better one. The first step should be focused on fixing inconsistencies to allow an
ntology to be processed by a reasoner. None of the evaluated ontologies (manual and learned) contains inconsistencies. Therefore,
ith the independence of their quality, these ontologies can be used by a reasoner.

In this phase, we should also identify pitfalls using the work of Poveda Villalón et al. [36] as a starting point and sort them
ccording to the level of importance in which they must be attended. This procedure will help the user to identify the classes and
xioms that can be eliminated to improve the quality and design of the ontology. Table 4 shows the results of the pitfall/error
etection stage.

As can be deduced from Table 4, the most critical ontology issue (that with the highest priority to be addressed) is the circularity
rror described in the first row of the table. Circularity occurs when there is a cycle between two (or more) classes; for example,
ome class A has a subclass B and at the same time, B is a superclass of A. A particular example of circularity was found when
nalysing the classes relation and action. The IS_A relations for these classes are relation IS_A action, action IS_A relation conforming

a cycle.

4.2.3. Results of the check phase
To accomplish this stage, we will take advantage of different quick fix methods that would automatically fix errors and smells.

The stage involves computing the effects of applying each quick fix available for addressing the selected ontology issue in terms of
quality improvement, new errors generated, and edition operations involved to execute the quick fix.

To cope with circulatory issues, we introduced the RM_INVOLVED_ELEMENTS quick fix, consisting of removing some (or all)
the axioms related to the ontology elements (classes, object properties or data properties) that are causing the trouble. Furthermore,
we introduced RM_SIMILAR_ELEMENTS quick-fix that searches and removes similar elements caused by typos that are causing a
pitfall in the ontology. For this purpose, we take advantage of the Levenshtein algorithm [62] to find the lexical distance between
two words. This quick-fix removes elements having a distance lower than or equal to 2. For example, when comparing the elements
‘‘action’’ and ‘‘section’’, which could cause circularity in the ontology, the distance calculated between them is 2; that is, there is a
similarity between the terms such that when applying the RM_SIMILAR_ELEMENTS quick fix, one of the elements is removed from
the ontology in conjunction with the axioms related to it.

Fig. 3 shows detailed information about the quality results achieved if RM_INVOLVED_ELEMENTS and RM_SIMILAR_ELEMENTS
are applied together with the list of operations that would involve their application.

The main goal of this stage is to select the most appropriate strategy to deal with the error/pitfall that is being fixed through the
information computed. As shown in Fig. 4, when selecting RM_TYPOS, the circularity issue would be partially solved, but it adds
a new important error (incompleteness) to the ontology. On the other hand, RM_INVOLVED_ELEMENTS seems to achieve a better
improvement of quality because it completely removes the circularity issue, although a new critical error is also added. Fig. 4 shows
in detail the classes that form a loop, especially relation-action and type-case.

Additionally, as noted at the bottom of Fig. 3, the new pitfall (incompleteness) added when applying any quick fix has an
important level of criticality that indicates ‘‘Missing domain or range in properties’’. In other words, it is necessary to relate some
properties to a domain or range of the ontology. On the other hand, newer errors introduced by RM_SIMILAR_ELEMENTS are more
critical than those found using the RM_INVOLVED_ELEMENTS quick fix.

After comparing each of the quick-fixes we decided that the RM_INVOLVED_ELEMENTS is the best solution for the case study
because we obtain better results in relation to the area of the radar chart, which reflects the quality of the ontology and, moreover,
it completely removes the circularity pitfall.

4.2.4. Results of the act phase
In this phase we apply the quick fix (or the action) selected in the previous phase. Once the quick fix is applied, a new version

of the ontology is created with the new changes, and a copy of the original ontology is saved to allow restoring it to its original
state.

Additionally, to solve a pitfall, a manual edit is also possible. According to the detected troubles, the expert applies a subjective-

criteria, chooses which actions to perform in order to improve the ontology based on his or her criteria, and executes them through

10
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Fig. 3. Results of the check phase.

n external tool such as Protégé. Once the modifications have been made, the expert can establish the next state of the ontology
nd compute quality metrics to verify whether an improvement has been achieved (the area of the radar chart is bigger).

In the example proposed, RM_INVOLVED_ELEMENTS fix was applied to all the elements that were causing circularity. Through
his automatic quick-fix, we achieved an area of 29.89 (previous area 27.32) which confirms a quality improvement (specially in
FCOnto metric). It is important to mention that when applying a quick fix, there is a possibility of adding a new pitfall to the
ntology. In this case a pitfall with an important level of criticality and a total of 19 elements that affect incompleteness were
dded.

.3. Advantages of our proposal

After having explained the goals of each stage included in the methodology, this subsection highlights some of the advantages
f our proposal. In particular, the use of quick-fixes, the possibility of returning the ontology to an earlier state, the ease of
nderstanding the techniques (because they are completely inspired in software engineering) and the possibility of automating
ts application (with undo support).

Quick fixes can be applied several times in order to eliminate many errors and improve the quality of the ontology. In the case
tudy, the quick fix was applied a second time in order to correct the incompleteness pitfall. After recalculating the quality metrics
here was an improvement in the area of the automatically generated ontology, with a new value of 32.14 (Fig. 5) compared to
he previous area of 29.89. By applying this quick-fix we eliminated those pitfalls that had a critical and important impact on
11
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Fig. 4. Classes causing circularity.

Fig. 5. Results of applying RM_INVOLVED_ELEMENTS quick fix again.

he ontology, and we improved the quality of the ontology by 19% compared to the first version of the automatically generated
ntology. This has allowed us to verify that the removal of the elements that cause a problem in the ontology improves its quality.

Another advantage to mention is the possibility of returning the ontology to an earlier version after a quick fix has been applied.
n addition, the expert can view the history of the changes made and which elements (axioms) were removed for improvement of
he ontology. We also want to emphasize that our proposal is scalable; that is, there is the possibility of adding new quick fixes as
ell as new metrics that help to better define the quality of the ontology.
12
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The automatic and manual ontologies differ significantly. This suggests that generating high quality ontologies by only using
ntology learning tools is a difficult task. Therefore, the definition of methodologies (such as that defined in this work) is absolutely
ecessary. Due to the parallelism between software and knowledge engineering domains, we find it adequate to use all mechanisms
rom the former domain to successfully address the troubleshooting process of the latter. The focus of this paper was to show the
uitability of quick fix methods to improve the quality of ontologies. The advantage of utilizing software engineering techniques is
hat they are commonly known and easier to understand.

We would like to highlight that the application of the proposed methodology could be easily automated by developing a support
oftware application. A web application developed by the authors for ontology quality assessment and improvement is publicly
vailable on https://github.com/gabyluna/OntologyFixer. The software automatically execute each stage and allow reverting the
hanges to previous ontology states.

To summarize the contributions of our work, we can state that our methodology and corresponding mechanisms provide an
fficient user involvement in (semi)automatic ontology quality improvement, being an essential complement research to the ontology
earning methods and tools.

Ontology learning methods need to be validated by the users to ensure their quality, which raises a challenge on minimizing
ser involvement and maximizing user involvement reflex on final ontology quality. As shown above, our methodology and
echanisms address this challenge in the following dimensions: (i) ontology inconsistency detection and fixing; (ii) ontology quality

assessment by the means of a variety of widely accepted metrics in the knowledge engineering area; (iii) define a mechanism for
implementing ontology redesign operations; (iv) allow for user comprehension on (semi)automatic improvement actions reflexes
on ontology quality metrics; (v) consider user (knowledge engineer) preferences in the ontology quality improvement methodology
and mechanisms and (vi) focus user effort on the most effective ontology fixes and redesign change possibilities.

5. Conclusions and future work

This paper has presented a methodology to address the process of fixing ontologies (especially those created through the use of
ontology learning methods) that make extensive use of software engineering technologies. The improvement of quality is guided
by well-known quality metrics (through the area contained in a radar chart representing them) and the application of quick fix
elements to automatize simple changes in the target ontology and improve its quality.

Our methodology is inspired in the use of the well-known Deming cycle (PDCA) used to guide quality standards. During the
Plan stage, the target ontology is evaluated to detect and sort errors or pitfalls that should be addressed. During the Do stage, the
user selects which of the available troubles should be addressed first. The Check process comprises the evaluation of different quick
fixes to address the selected trouble, and the election of the most appropriate one. Finally, the Act includes the application of the
selected quick fix or the manual edition of the ontology to perform the required changes.

The current methodology comprises the use of radar charts combining different quality metrics and the area it describes to assess
the global quality level of the methodology. This representation facilitates the observation of ontology quality levels at a glance, and
helps users to visually determine the main deficiencies of the ontology. Additionally, the methodology comprises the determination
of the errors and pitfalls (smells) that need to be addressed and provides a mechanism to sort them using their importance as
criterion. This functionality helps users to select the most appropriate error to fix in each methodology cycle.

The experimental results show that both the methodology and the defects detection and fixing proposed strategies can
significantly reduce the user’s workload, save time, and increase the resulting ontologies quality. Our approach reveals an innovative
contribution to the state-of-the-art on semi-automatic ontology quality improvement.

For future work, we will develop new quick fix strategies and new forms of ontology optimization that help improve the quality
of ontologies. Moreover, we are currently developing an application to fully automate the use of the methodology described in this
paper. This application will provide support for the decision-making process of users regarding the actions that can be applied to
improve the quality of ontologies that were created automatically.
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