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## Resumo

A maioria das redes óticas são atualmente compostas por multiplexadores óticos de inserção/extração reconfiguráveis (ROADMs, em inglês) nos nós, cuja arquitetura tem evoluído para se tornarem mais dinâmicos e flexíveis. As funcionalidades colorless, directionless e contentionless estão hoje normalizadas, no entanto, as arquiteturas atuais tornam-se pouco escaláveis para ROADMs de elevada dimensão, devido a limitações nos comutadores seletivos no comprimento-de-onda.

Neste trabalho, a comparação entre os custos associados e a geração de crosstalk homódino em diferentes arquiteturas propostas para ROADMs de elevada dimensão e as arquitecturas tradicionais é efetuada. É também analisado o impacto da filtragem ótica, ruído de emissão espontânea amplificada (ASE, em inglês) e crosstalk homódino no desempenho de uma rede com nós baseados na arquitetura denominada "Interconnected $A$ ". A avaliação é feita através de simulação Monte-Carlo com sinais multiplexados por divisão na polarização e modulação de amplitude em quadratura, PDM-16QAM e PDM-32QAM a $200 \mathrm{~Gb} / \mathrm{s}$ e $250 \mathrm{~Gb} /$, respetivamente. Foram consideradas duas configurações para os ROADMs estudados, Broadcast and Select e Route and Select (B\&S e R\&S, em inglês) e uma estrutura de inserção/extração denominada "bank-based".

Quando considerados todos os efeitos, o alcance máximo da rede é de 4 e 7 nós para um sinal 16QAM, respetivamente, para configurações $B \& S$ e $R \& S$. Para um sinal 32QAM, é de 3 e 4 nós, respetivamente, para configurações B\&S e R\&S. A principal penalidade na transmissão deve-se ao ruído ASE gerado nos amplificadores óticos ao longo da rede, tendo a penalidade devido ao crosstalk homódino e a filtragem ótica uma menor contribuição.

Palavras-chave: crosstalk homódino, estrutura de inserção/extracção bank based, filtragem ótica, ROADMs de grandes dimensões, ruído ASE.

## Abstract

Most of today's optical networks, use reconfigurable optical add/drop multiplexers (ROADMs) as nodes. To become more dynamic and flexible, these nodes architectures evolved over the years. The colorless, directionless and contentionless functionalities are now standard, however, current architectures have poor scalability due to limitations on wavelength selective switches dimensions. Hence, due to constant increase in data traffic, current architectures might become a bottleneck to manufacture future large-scale ROADMs.

In this work, the hardware cost and in-band crosstalk generation inside different large-scale ROADM architectures, is compared with conventional architectures. Moreover, an analysis of optical filtering, amplified spontaneous emission (ASE) noise and in-band crosstalk impact in the performance of an optical network, with nodes based on the most promising large-scale architecture, the interconnected A architecture, is performed. This performance is assessed through Monte-Carlo simulation with 16 point quadrature amplitude modulation with polarization-division multiplexing (PDM-16QAM) and PDM32QAM signals with $200 \mathrm{~Gb} / \mathrm{s}$ and $250 \mathrm{~Gb} / \mathrm{s}$, respectively. Two architectures are considered for the interconnected A express structure, Broadcast and Select (B\&S) and Route and Select (R\&S). For the add/drop structure, a bank-based structure is considered.

The maximum number of cascaded ROADMs, considering all the studied impairments, is 5 and 7 nodes for a 32 GBaud 16QAM signal, respectively, for $B \& S$ and $R \& S$ architectures. A 32QAM signal reaches 3 and 4 nodes, respectively, for $B \& S$ and $R \& S$ architectures. The main penalty in transmission is the ASE noise generated by optical amplifiers throughout the network, having the in-band crosstalk and optical filtering penalties a lower contribution.

Keywords: amplified spontaneous emission noise, bank based add/drop, in-band crosstalk, largescale ROADMs, optical filtering.
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## Chapter 1

## Introduction

The Internet traffic is still nowadays in an exponential growth trend, mainly due to the increase in the number of devices connected worldwide, cloud services (many network functionalities are being implemented in the cloud) and video-on-demand [1]. Over the previous 20 years, the Internet Protocol (IP) traffic has grown by a factor of $10^{4}$ worldwide and the capacity of wavelength-division multiplexed (WDM) fiber-optic communication systems transporting the IP traffic across the globe has grown by a factor of 1000 [2]. These numbers reflect the enormous growth in the demand for data traffic and its support through information and communications technologies [2]. Fiber optic network technologies are in continuous development in order to be able to accommodate this data traffic growth and technologies such as dense wavelength multiplexing (DWDM) [3], flexible grid [4], high order modulation formats [5], coherent detection and advanced digital signal processing (DSP) [6] are still necessary today in order to accomplish the enormous transport capacity needed by the overall telecommunications infrastructure.

The optical transport networks (OTN) are now evolving using the concept of elastic optical network (EON) that take advantage of the variable bandwidth wavelength selective switches (WSS) inside the reconfigurable optical add/drop multiplexers (ROADMs) and also the improved routing and spectrum assignment algorithms.

As the ROADMs are upgraded, the optical network physical layer limitations also require a deep study because the optical signal, along its light-path, passes through optical fiber links as well as many network components inside the ROADMs, such as WSSs, optical switches, (de)multiplexers or splitters/couplers. Consequently, all losses, noises and interferences arising along the light-path will degrade the signal transmission along the optical network.

### 1.1 Road to future large-scale ROADMs

Optical networks have and continue to evolve in order to accommodate all the traffic that flows through it. Nowadays, the traffic requires a flexible and dynamic network, since it is primarily based on IP packets [7].

Increased demand for traffic also leads to the need for higher bit rates per optical channel in the fiber. The widely used fixed grid, standardized in the 1990s, with an optical channel width of 50 GHz and even
with complex modulation schemes, no longer complies with above $200 \mathrm{~Gb} / \mathrm{s}$ per channel. Therefore, a new grid has been standardized, the flexible grid [4].

In this case, the optical channel width can be modified accordingly with the network requirements, leading to optical channels with a larger bandwidth and higher granularity, so that they can support higher bit rates than the ones supported by the fixed grid. The International Telecommunication Union (ITU) proposed a grid granularity of 6.25 GHz with a minimum frequency slot of 12.5 GHz [8], [9]. For example, in the flexible grid, we can have optical channels with 37.5 GHz or 75 GHz bandwidth instead of the most common ones with 50 GHz and 100 GHz spacings. Recent studies have shown that a grid granularity of 6.25 GHz gives a greater freedom to adjust the gap between optical channels and avoid portions of unused spectrum, hence, increasing network efficiency [10], [11].

Hence, given the increased traffic demand and the introduction of a more versatile optical network, all the optical network components and ROADM nodes must be developed to address these new characteristics. The key improvements in the ROADM nodes are seen in the add/drop architectures, with the introduction of colorless, directionless, contentionless and gridless features [7].

With the major increase in traffic, we are now heading to large-scale ROADMs that become somewhat expensive with the currently available components. Nowadays, since the maximum WSS dimension is $1 \times 35$, a larger WSS dimension, probably needed in large-sale ROADMs, could only be implemented by cascading several WSS, which has high insertion losses and a high cost [12]. New ROADM architectures have been proposed in order to reduce the need for much more expensive components and therefore make the large-scale ROADMs more economic to manufacture [12], [13].

In this work, different proposed express architectures, named FLEX [13], interconnected A and B [14] and the bank-based add/drop (A/D) structure [14], are studied and compared in terms of hardware cost reduction and in-band crosstalk generation. Then, the performance of an optical network based on interconnected A and bank-based A/D architecture ROADM nodes is assessed using simulation, considering the transmission of $200 \mathrm{~Gb} / \mathrm{s} 16$ quadrature amplitude modulation (QAM) and $250 \mathrm{~Gb} / \mathrm{s}$ 32QAM signals, regarding the impact of the physical layer impairments, optical filters cascading, noise from amplification and in-band crosstalk.

### 1.2 Dissertation organization

This dissertation is organized as follows. Chapter 2 is focused on the study of ROADMs nodes and its components. We present a summary of the evolution of its characteristics and main architectures until
today and study new proposals for the architectures of express and add/drop structures of large-scale ROADMs. A hardware cost comparison between each architecture is also performed.

Chapter 3 is dedicated to study the in-band crosstalk generated inside large-scale ROADM architectures in the express structure and A/D structure. We also quantify the number of interferers in each large-scale ROADM architecture studied and perform a comparison with the conventional node architectures.

In Chapter 4 , the optical network simulator developed in MATLAB is described, from the modeling of the optical components and corresponding assumptions, to the optical signals generation and also to the metrics used to evaluate the network performance.

In Chapter 5, the performance and the maximum reach of an optical network impaired by optical filtering cascading, amplified spontaneous emission (ASE) noise and in-band crosstalk based on interconnected A ROADMs and bank-based A/D architectures is evaluated. The network models used in each study are also presented.

Chapter 6 summarizes the main conclusions of this dissertation and provides some study ideas for future work.

### 1.3 Dissertation main contributions

This work has the following main contributions:

- We show that large-scale ROADM architectures studied based on interconnected sub-systems, based on joining wavelengths and also based on $\mathrm{A} / \mathrm{D}$ banks can bring a considerable cost reduction in terms of hardware components in comparison with the conventional ROADM architectures.
- We show that the large-scale ROADM architectures studied reduce the number of in-band crosstalk interferers in comparison to conventional architectures, being the interconnected A architecture the best in terms of in-band crosstalk reduction
- We assess the network performance and concluded that the main physical impairment along the ROADM cascade based on the interconnected A architecture that limits the network reach, is the accumulation of ASE noise along the primary signal optical path.


## Chapter 2

## ROADM fundamentals - components, properties and architectures

### 2.1 Introduction

In this chapter, we discuss and analyze the optical network nodes, nowadays known as ROADMs. We describe the evolution of ROADMs, from the first generation to the latest and current generation, in Section 2.2, and then, their main characteristics are presented in Section 2.3 Section 2.4 shows a little overview of the ROADM and its structure, the express and A/D structures. In Section 2.5, the components used (e.g. splitters/couplers, switches) in these nodes and their characteristics are presented. After that, in Section 2.6, the properties of ROADM nodes and their implementations are explained, from colorless (C) to colorless, directionless and contentionless (CDC) ROADMs. In Section 2.7, the conventional and recently proposed large-scale ROADM architectures with the main goal of reducing the hardware cost are presented: the interconnected ROADM subsystems, FLEX and bank-based A/D architectures. Their advantages, besides reducing hardware cost, and disadvantages are also discussed. Lastly, in Section 2.8 , the conclusions of the chapter are presented.

### 2.2 ROADMs evolution

ROADMs arose from the need to make transport networks more flexible and reduce their implementation cost. Before its existence, in synchronous digital hierarchy (SDH) and synchronous optical (SONET) transport networks, WDM technology was used with the goal of increasing the network capacity. WDM technology was implemented mainly in networks with ring-topology, so that a fiber could carry more SONET or SDH channels [7]. In SDH/SONET networks, the signal was transmitted in the optical domain, but the signal processing, e.g. switching, in the node occurred in the electrical domain. These nodes were named optical cross connect (OXC) nodes with electrical switching. For the signal processing at these network nodes, a conversion of the signal from the optical to the electrical domain, and then again to the optical domain was required as shown in Fig. 2.1. This conversion is dependent on the bit-rate and signal format. These networks were named opaque networks [15].


Figure 2.1: Node of an opaque optical network with O/E/O conversions.

As the volume of traffic increased and the type of traffic changed from voice signals to IP data signals, limitations due to processing times and bit rate began to appear in opaque networks, due to the need of optical-electrical-optical conversion. To support this traffic with more flexibility and capacity, it was necessary that all network nodes route the signal regardless of bit rates or signal format, taking only into account the signal wavelength. With the evolution of the optical technology, the term transparent arose, linked to the fact that optical networks do not need to convert the signal to the electrical domain to route the signal in the nodes, unlike in opaque networks (Fig. 22.2) [16]. Based on this concept, the second-generation of optical networks emerged. With this evolution, it became possible to pre-plan the network, using for example Routing and Wavelength Assignment (RWA) algorithms, that define which wavelengths are added/dropped on each node and which wavelengths pass through the node - express signals [7]. These network nodes became known as optical add/drop multiplexers (OADMs). They are similar to SDH or SONET add/drop multiplexers (ADM), except that they work in the optical domain.

The next improvement to network nodes was to increase network dynamism, i.e., being able to establish/release connections by software. It became possible to change the pre-planned network, allowing to reconfigure which wavelengths are dropped or added on each node dynamically accordingly to traffic demands. Derived from this reconfiguration property, these OADMs are called ROADMs [7].

ROADMs can have different degrees, associated with the number of fiber pairs (or directions) that are attached to the node. At the beginning of the implementation of these nodes, the typical network topology was the ring, Fig. [2.3a), and therefore each node was served only by two fiber pairs (one for each


Figure 2.2: Node of the transparent optical network without $\mathrm{O} / \mathrm{E} / \mathrm{O}$ conversion.
direction). The nodes in this topology are known as 2-degree ROADMs [16]. As it became necessary to link various ring networks together to increase network connectivity, $D$-degree ROADMs emerged served by $D$ fiber pairs, as many as the number of nodes attached directly to the ROADM, and the network topology evolved to more complex scenarios, such as the one shown in Fig. [2.3]b).

### 2.3 ROADM characteristics

The ROADMs main features are connectivity, scalability, A/D capability, cascadeability and possibility of channel monitoring, which are detailed below [17]:

- Connectivity : The basic function of ROADMs is to provide connectivity between network nodes. They can be full-ROADMs, if they have no wavelength restrictions or partial-ROADMs, if they can only process certain wavelengths.
- Scalability: ROADMs can be scalable, if the degree/direction of the node can be increased, while the ROADM is working on the network, hence, avoiding traffic congestion. Networks that have WSS based ROADMs have the advantage of being easily scalable over OXCs with electrical switching based networks.
- Add/drop capability: a ROADM can have a $100 \% \mathrm{~A} / \mathrm{D}$ ratio, if it can $\mathrm{A} / \mathrm{D}$ all the wavelengths from all directions.


Figure 2.3: Different ROADM network topologies.

- Cascadeability: When the optical signal passes through several cascaded ROADMs, it may suffer from enhanced inter-symbolic interference (ISI) and signal degradation by the optical filtering bandwidth narrowing, crosstalk from poor component isolation, and noise addition by the optical amplifiers. These penalties become larger as the number of ROADMs the signal passes through increases, thus limiting the maximum number of cascaded ROADM nodes in a network [17].
- Channel monitoring: The signal inside the ROADM can be monitored so that the power of each channel can be adjusted in order to have a uniform power per channel at the output of the ROADM.

In order to build a flexible network and increase its reconfigurability as well as its flexibility, technology developments have been made and the following features are now available on ROADMs [4]:

- Gridless property: usually, a standard frequency fixed grid with 50 GHz spacing between channels is typically used for WDM transmission [4]. This fixed grid does not allow efficient use of the available spectrum, which led to the appearance of the flexible grid. With this grid, it is possible to adjust the frequency spacing between channels accordingly with network requirements. Instead of the traditional 50 GHz spacing, channel spacings of 25 GHz or 37.5 GHz can be used, for example. This concept allows to save spectrum, as can be seen in Fig. 2.4, where the transmission of 4 quadrature phase-shift keying (QPSK) channels with $40 \mathrm{~Gb} / \mathrm{s}$ using the fixed grid and also the flexible grid, is schematically represented. As can be observed, a spectral saving of 50 GHz is attained with the flexible grid.


Figure 2.4: Comparison between fixed grid channels and flexible grid channels.

- Flexible transponders that increase spectral efficiency: Transponders that must support any type of traffic (e.g. Ethernet, SDH), bit rate (e.g. $10 \mathrm{~Gb} / \mathrm{s}, 40 \mathrm{~Gb} / \mathrm{s}, 100 \mathrm{~Gb} / \mathrm{s}$ ) and modulation format (e.g. $M$-QAM and QPSK).
- Switching speed: as nodes become more flexible and reconfigurable, a high switching speed is required. The speed is measured by the time the $2 \times 2$ switching element takes to change from a cross state to a bar state. These states of a $2 \times 2$ switching element are illustrated in Fig. 2.5 The micro-electro-mechanical switching systems (MEMS) are widely used in the fixed grid [18], with switching speeds less than a millisecond. The technology Liquid Crystal on Silicon (LCoS) that has a switching speed in the order of microseconds, is more suitable to work with the flexible grid [19].


Figure 2.5: Cross (a) and bar (b) states of a $2 \times 2$ switching element.

### 2.4 Overview of the ROADM structure

A ROADM is composed by two structures: the A/D structure and the express structure, as shown in Fig. 2.6


Figure 2.6: 2-degree ROADM structures schematic.

The express structure is responsible for routing the wavelengths to another ROADM direction. These structures can have different architectures, like the Broadcast and Select (B\&S) or Route and Select (R\&S) which are described in Section 2.7 ,

The A/D structure, as the name implies, is where a wavelength can be dropped or added to the optical network. These structures can be based on multicast switches (MCSs) or WSSs. These components will be explained with more detail in the next section.

### 2.5 ROADM components

The evolution of ROADMs components has been a key factor for the nodes being able to support the increase of data traffic and also being able to increase network flexibility. The main used components in a ROADM are [17], [18]:

- Optical coupler/splitter: an $N \times 1$ coupler receives $N$ optical signals and couples them into one output, as depicted in Fig. 2.7 a). An $1 \times N$ optical splitter receives an optical signal and splits its signal power equally into $N$ outputs, as we can see in Fig. 2.7b). By assembling the two previous components together, it is possible to form an $N \times N$ splitter/coupler, as depicted in Fig. 2.7 c). In this way, it is possible to have many input signals coupled/splitted to many outputs in a static way.

a) Optical Coupler
b) Optical Splitter

c) Optical Splitter/Coupler

Figure 2.7: Optical coupler and splitter: (a) $N \times 1$ optical coupler, (b) $1 \times N$ optical splitter and (c) $N \times N$ optical splitter/coupler.

- Wavelength splitter/coupler: unlike the previous component, this component receives a WDM signal and demultiplexes it, sending each wavelength to a specific output port as shown schematically in Fig. 2.8. The wavelength splitter used in the opposite direction works as a $N \times 1$ wavelength coupler.


Figure 2.8: $1 \times 4$ wavelength splitter example.

- Optical switch: it is responsible for routing the optical signal transparently (i.e. based only on the signal wavelength). The most widely used technology is MEMS, which consists of micro-mirrors that route the signal through the optical switch [20]. This component can introduce several physical impairments on the routed signals, such as insertion losses and crosstalk [18].
- Wavelength selective switches (WSSs): they are a combination of optical switches with wavelength (de)multiplexers, being the most important component in today's ROADMs. Nowadays, LCoS is the chosen technology for its implementation [21], [22]. The typical size of an WSS is not higher than $1 \times 35$ [23]. There are three types of WSS-based structures:
$-1 \times N$ WSS: one input with multiple wavelengths (WDM signal) and each one can be assigned to a selected output. In Fig. 2.9, an example of a $1 \times 4$ WSS is shown.
- $N \times 1$ WSS: $N$ input signals with multiple wavelengths (WDM signals) and the desired wavelengths are assigned to the output. An example of this component is the one in Fig. 2.9, but used in reverse.
- $N \times M$ WSS: $N$ input signals with multiple wavelengths and the desired wavelengths are assigned to the $M$ desired outputs. Normally, $N$ represents the number of ROADM directions (degree) and $M$ is the number of connections with the A/D ports [24]. This WSS type has high manufacturing costs, but avoids wavelength contention and minimizes crosstalk [25].


Figure 2.9: $1 \times 4$ WSS diagram.

- Multicast switches (MCSs): they are a cheaper alternative to $N \times N$ WSSs, implemented with optical splitters/couplers and switches, that are not wavelength selective [21]. In Fig. 2.10, a $2 \times 8$ MCS is represented. They are the most common structure in the current A/D structures [26]. Recently, A/D structures based on $N \times M$ WSSs are being investigated [27].


Figure 2.10: $2 \times 8$ MCS diagram.

### 2.6 ROADM properties

One important function of the ROADM nodes, in addition to routing optical signals, is adding or dropping wavelengths to the client networks [28]. The A/D structure properties of ROADMs have evolved as networks required greater flexibility.


Figure 2.11: 2-degree colored ROADM.

In the first generation of A/D structures, the add section was implemented with optical couplers and the drop section with wavelength (de)multiplexers, as depicted in Fig. 2.11. Each port was set to operate in a certain fixed wavelength and therefore this structures were called colored [7]. Because of that, node transponders were, therefore, fixed to a wavelength in these structures, which quickly became a limitation.

### 2.6.1 Colorless ROADM



Figure 2.12: 2-degree colorless ROADM.

Technology evolved and transponders become tunable and the first WSSs emerged. By using these two components in A/D structure, the limitation imposed on the previous structure by wavelength demultiplexers and fixed transponders was overcome. It was then possible to A/D any wavelength in any port of the ROADM A/D structure. The ROADMs nodes with this property are now known as Colorless - C ROADMs and a 2-degree C ROADM is shown in Fig. 2.12. In this figure, each WDM signal has four
different wavelengths, tunable transponders and optical couplers are used in the add section, and $1 \times 4$ WSSs are used in the drop section.

### 2.6.2 Colorless and directionless ROADM

Another property of ROADM A/D structures arose with the need to redirect any input signal from one direction to any output direction, the so-called Directionless - D ROADMs. To be able to implement this property, more robust components were needed both in the ROADM inputs/outputs and in the A/D section.


Figure 2.13: 2-degree colorless and directionless ROADM.

For example, considering a 2-degree D-ROADM, with A/D structures in all degrees/directions, the component A at each ROADM input will have a $1 \times 3$ dimension $(1 \times[2 D-1])$, being $D$ the degree of the ROADM), as depicted in Fig. 2.13. The component A can be an optical splitter or WSS, depending on the ROADM architecture [28]. A ROADM with A/D structures in all directions was considered in Fig. 2.13. but this is only required if there is the need to add or drop two or more optical signals with the same wavelength in the same A/D section. Hence, the ROADM degree gives us the maximum number of A/D structures. Therefore, if there is the need to drop three optical signals with the same wavelength on 3-degree ROADMs with only two A/D structures, wavelength contention could occur inside the ROADM [29]. The wavelength contention can also appear when two signals, with equal wavelength, are dropped in the same drop structure.

### 2.6.3 Colorless, directionless and contentionless ROADM

In order to avoid wavelength contention inside the ROADMs, the $\mathrm{A} / \mathrm{D}$ structures must be contentionless. A full-ROADM, as defined in section 2.3, must be colorless, directionless and contentionless - CDC ROADM.

a)

b)

Figure 2.14: 2-degree colorless, directionless and contentionless (CDC) ROADM implemented with (a) $2 \times 8 \mathrm{MCSs}$ and (b) $2 \times 8 \mathrm{WSS}$.

Today, the CDC ROADMs A/D structures are usually build with MCS [26], like in Fig. 2.14a), or with $N \times M$ WSS [30], [31], as shown in Fig. 2.14]b) with $2 \times 8$ WSSs, for a 2-degree ROADM. The MCSs are not selective in wavelength as WSSs, leading to ROADMs more vulnerable to in-band crosstalk [21].

Finally, the gridless property is also applied to flexible grid-based ROADMs structures [32], [33]. These ROADMs can adapt to network demands and routing, switching and adding/dropping any traffic that reaches the node.

### 2.7 ROADM architectures

### 2.7.1 Broadcast \& Select and Route \& Select architectures

The conventional ROADM architectures are the $\mathrm{B} \& \mathrm{~S}$ and $\mathrm{R} \& \mathrm{~S}$ [16]. These architectures have influence on the components used in ROADMs inputs and outputs.

In a conventional B\&S architecture (Fig. 2.15), the optical input signal is sent to all ROADM degrees (outputs) via an optical splitter. Each output WSS then selects which wavelength to transmit.


Figure 2.15: 3-degree ROADM B\&S architecture.

In a conventional R\&S architecture (Fig. 2.16), instead of broadcasting the optical input signal, there is a selection of the signal using a "route" WSS. Thus, there are two phases of wavelength selection, at the ROADM input and output. For this reason, the signal goes through one more filtering stage than in the conventional $\mathrm{B} \& \mathrm{~S}$ architecture.

The conventional $B \& S$ architecture is better suited to ring networks when the optical signal goes through multiple nodes [34], because it has less filtering penalty than the conventional R\&S architecture. However, the conventional R\&S has one more WSS stage than the conventional B\&S, so the cost of implementation becomes higher, although there is the advantage of a reduced crosstalk penalty.

For a ROADM node size $(K)$ with multiple fibers per degree $\left(f_{D}\right)$, where $K=f_{D} \times D$, or with a higher degree (e.g. $D \geq 16$ ), these architectures become somewhat expensive because of the WSS components available, as large port-count WSSs are difficult to manufacture and the highest port count commercially


Figure 2.16: 3-degree ROADM R\&S architecture.
available currently is 35 [23]. However, a large degree WSS, for the ROADM inputs or outputs, can be created by cascading multiple WSSs using an optical splitter, or a smaller WSS, that splits the signal to the $n$ cascaded WSSs, as shown in Fig. 2.17[13] .

a)

b)

Figure 2.17: WSS cascading using a splitter or WSS (a) and an example $1 \times 80$ cascaded WSS (b) with

$$
n=4 \text { and } D_{L}=20
$$

The number of WSS, $n$, required to build a cascaded WSS, can be calculated using the following expression, where $K$ is the ROADM size and $D_{L}$ is the size of each WSS [12]:

$$
\begin{equation*}
n=\left\lceil\frac{K}{D_{L}}\right\rceil \tag{2.1}
\end{equation*}
$$

The total number of WSS required to build all the cascaded WSSs for the two conventional architectures, since each input/output requires a WSS, is therefore:

$$
\begin{gather*}
W_{\text {conv }}=K \times n, \text { for a B\&S }  \tag{2.2}\\
W_{\text {conv }}=2 K \times n, \text { for a R\&S } \tag{2.3}
\end{gather*}
$$

In addition, $K$ input or $2 K$ input/output $1 \times n$ optical splitters or WSS are required, respectively, for a $B \& S$ and a R\&S node. For example, if we have a ROADM node whose physical degree $(D)$ is 8 and each incoming/outgoing link has 10 fibers $\left(f_{D}\right)$, the size of the ROADM ( $K$ ) needed is $80 \times 80$. Since the typical port count WSS is 20 [12], using four $1 \times 20$ WSS and one $1 \times 4$ splitter, it is possible to build a $1 \times 80$ WSS with this solution, as shown in Fig 2.17b, with a total of 320 or 640 WSS and 80 or 160 $1 \times 4$ splitters, for a B $\& S$ and R\&S architecture, respectively. However, this approach results in a high number of WSS with large port count and a very high optical loss [12]. Another major limitation of this larger ROADMs is the nodes cost due to the large number of WSSs required. In Sections 2.7.2 and 2.7.3. alternative solutions for large ROADM architectures with the goal of reducing the WSSs size and number are presented.

### 2.7.2 Interconnected ROADM-subsystems architecture

A ROADM architecture named interconnected ROADM-subsystems has been proposed to reduce the WSSs number and size required to implement ROADMs with larger dimension [12], [14], [35]. This proposed architecture is shown in Fig. 2.18 It consists of multiple interconnected small ROADMsubsystems, whose port count is much lower than the cascaded large port count WSS ( $D_{L}$ ) used in conventional larger ROADMs. Each subsystem is a conventional ROADM architecture, be it a B\&S or a R\&S, but with smaller size $\left(D_{S} \times D_{S}\right)$. In a later evolution, there is also the possibility to use $M \times M$ WSSs as subsystems [35]. The node has $K$ pairs of inter-node fibers that connect the node to the other nodes in the optical network, and each subsystems has $2 f_{\text {intra }}$ pairs of intra-node fibers that inter-connect adjacent subsystems, where $f_{\text {intra }}$ denotes the number of fibers connected to an adjacent subsystem.

There are two possible implementations of this architecture. The first one, where the A/D fibers are placed outside the express part (architecture A), shown in Fig 2.19 a ), and the second one where the signal A/D shares the routing capability of the express structure (architecture B), shown in Fig. 2.19 b) [14]. In


Figure 2.18: Interconnected ROADM-subsystems node architecture [12], [35].
the first one, the signal is sent to/from the A/D structure using a $1 \times 2$ splitter/coupler or WSS, before entering the ROADM through one port of one of the subsystems. The latter, has $\left(D_{S}-2 f_{\text {intra }}\right) / 2$ pairs of inter-node fibers, $2 f_{\text {intra }}$ pairs of intra-node fibers, and $\left(D_{S}-2 f_{\text {intra }}\right) / 2$ pairs of A/D fibers in each sub-ROADM. The signal is sent to/from the A/D structure through the A/D fibers that are connected directly into the subsystems, thus being capable of using the routing capability. This port assignment can support any $\mathrm{A} / \mathrm{D}$ ratio, since the number of $\mathrm{A} / \mathrm{D}$ fibers is the same as the number of inter-node fibers. The total number of subsystems in an interconnected architecture node, $N_{S U B}$, is given by

$$
\begin{gather*}
N_{S U B_{A}}=\left\lceil\frac{K}{D_{S}-2 f_{\text {intra }}}\right\rceil, \text { for architecture A }  \tag{2.4}\\
N_{S U B_{B}}=\left\lceil\frac{K+A / D_{\text {fibers }}}{D_{S}-2 f_{\text {intra }}}\right\rceil, \text { for architecture B } \tag{2.5}
\end{gather*}
$$

To build a $K \times K$ ROADM, the number of WSSs needed to interconnect the subsystems together, $N_{\text {inter }}$, is given by:

$$
\begin{equation*}
N_{\text {inter }}=2 f_{\text {intra }} \cdot N_{S U B} \tag{2.6}
\end{equation*}
$$

therefore, the total number of WSSs required to build an interconnected architecture, $W_{\text {inter }}$, is given by

$$
\begin{equation*}
W_{\text {inter }_{A}}=K+N_{\text {inter }}, \text { for an architecture A B\&S } \tag{2.7}
\end{equation*}
$$



Figure 2.19: Two different interconnected architecture implementations: with A/D fibers outside the express structure (a) and with A/D fibers sharing the express structure routing capability (b).

$$
\begin{gather*}
W_{\text {inter }_{A}}=K+A / D_{\text {fibers }}+N_{\text {inter }}, \text { for an architecture B B\&S }  \tag{2.8}\\
W_{\text {inter }_{B}}=2\left(K+N_{\text {inter }}\right), \text { for an architecture A R\&S }  \tag{2.9}\\
W_{\text {inter }_{B}}=2\left(K+A / D_{\text {fibers }}+N_{\text {inter }}\right), \text { for an architecture B R\&S } \tag{2.10}
\end{gather*}
$$

As a numerical example, suppose that we have a node with 10 fibers per degree $\left(f_{D}\right)$ and an 8-degree node $(D)$, same as in Section 2.7.1, hence, the required size of the ROADM is $80 \times 80$. Let $D_{L}=20$, $D_{S}=9$ and $f_{\text {intra }}=1$. Using Eqs. 2.4, (2.6) and 2.7, for a $\mathrm{B} \& \mathrm{~S}$ architecture, the conventional node requires $3201 \times 20$ WSSs, while the proposed node, with architecture A, needs only $1041 \times 9$ WSSs. Also, using Eqs. (2.4), (2.6) and (2.9), in a R\&S architecture, with the conventional architectures, $6401 \times 20$ WSSs are required, while the proposed node, with architecture A, requires only $2081 \times 9 \mathrm{WSSs}$. The total number of WSSs used is approximately one third of the total used in a conventional node.

The major advantage of this structure, based on the above calculations, is that it is possible to build the same scale ROADM system using small port-count WSSs $\left(D_{s}\right)$, which are more accessible and cheaper than larger ones [12]. Furthermore, by lowering the number of total WSSs used in the overall structure, the hardware cost is also reduced [12]. However, if a wavelength has to travel through multiple subsystems inside the interconnected architecture, the number of WSSs traversed increases, which can lead to enhanced physical layer impairments (PLIs), such as in-band crosstalk and distortion due to optical filtering in comparison with conventional ROADM architectures.

Lastly, by using $D_{S} \times D_{S}$ WSSs as subsystems, the number of required WSSs is even more reduced.

For example, instead of using $181 \times 9$ WSSs for a $9 \times 9$ subsystem, a single $9 \times 9$ WSS can be employed. Although being a more complex component, the ROADM sub-system with $D_{S} \times D_{S}$ WSSs becomes more affordable than using multiple $1 \times D_{S}$ WSSs, as concluded in [14].

### 2.7.3 FLEX - Flexible waveband architecture

Recently, another architecture, known as FLEX, has been proposed as a solution to deploy largescale ROADMs with high port count WSSs [13]. In the FLEX architecture, the WDM signals from the several input directions are grouped together in $W_{B}$ groups and then switched to one of the output fibers, as a whole signal. The bandwidth allocation is specific for each fiber, which enables a fully flexible reconfiguration in terms of paths carried, as shown in Fig. 2.20 [13].


Figure 2.20: Example of wavebands routing in an optical network with FLEX ROADMs.

This architecture, as depicted in Fig. 2.21, is composed of $2 K$ small-port-count flex-grid WSSs with dimension $1 \times W_{B}$ and $W_{B}$ and $K \times K$ matrix switches, which are named as cost-effective delivery and coupling (DC) matrix switches [13]. In this figure, we considered that each ROADM degree ( $D$ ) contains several optical fibers, represented by $f_{D}$. The A/D is performed through $1 \times 2$ WSSs that send the signal to the drop structure and receive the signal from the add structure to the output. The DC matrix switches, as depicted in Fig. 2.22, are composed by $1 \times K$ optical switches and $K \times 1$ optical couplers.

In order to group the signals together, the FLEX architecture is in a R\&S configuration [13]. This allows the WSSs size to be smaller, compared to switching each channel independently, and because $W_{B}$ can be much smaller than $K$, the hardware cost can be reduced [36]. However, the switching capability


Figure 2.21: $K \times K$ ROADM with flexible waveband architecture.


Figure 2.22: $K \times K$ DC-type Matrix Switch.
decreases because the switching occurs as an entire group, or band, and the number of bands switched simultaneously cannot be higher than $W_{B}$.

If we consider an 8 -degree ROADM with 10 fiber links in each degree ( $D=8, f_{D}=10, K=80$ ), as in Sections 2.7.1 and 2.7.2, and 4 band groups $\left(W_{B}=4\right)$, the proposed node structure requires 160 $1 \times 4$ WSSs and $480 \times 80$ matrices, while the conventional, using $1 \times 20 \mathrm{WSSs}$, needs 320 or 640 WSSs , respectively, for a B\&S and a R\&S architecture. The total number of WSSs required by the FLEX structure is independent of the WSS size as in the conventional or interconnected architecture, and solely depends on the ROADM size $(K)$.

### 2.7.4 Hardware cost comparison between interconnected, FLEX and conventional architectures

In this subsection, a comparison between the conventional and the two architectures types analyzed in Sections 2.7.2 and 2.7.3 is made, in terms of the number of WSSs required to achieve different ROADM sizes $(K \times K)$, using different WSSs sizes. Today, WSS with sizes of $1 \times 2,1 \times 4,1 \times 9,1 \times 20$ or $1 \times 35$ are typically available [23]. For the FLEX architecture, we have considered the typical value $W_{B}=4$ [13]. In Table 2.1, the expressions used for assessing this hardware cost comparison are shown.

|  | $\mathrm{B} \& \mathrm{~S}$ | $\mathrm{R} \& \mathrm{~S}$ |
| :---: | :---: | :---: |
| Conventional Node | $K \times\left\lceil\frac{K}{D_{L}}\right\rceil$ | $2 K \times\left\lceil\frac{K}{D_{L}}\right\rceil$ |
| Inter-Connected A | $K+2 f_{\text {intra }}\left\lceil\frac{K}{D_{S}-2 f_{\text {intra }}}\right\rceil$ | $2\left(K+2 f_{\text {intra }}\left\lceil\frac{K}{D_{S}-2 f_{\text {intra }}}\right\rceil\right)$ |
| Inter-Connected B | $2 K+2 f_{\text {intra }}\left\lceil\frac{2 K}{D_{S}-2 f_{\text {intra }}}\right]$ | $2\left(2 K+2 f_{\text {intra }}\left[\frac{2 K}{D_{S}-2 f_{\text {intra }}}\right]\right)$ |
| FLEX - Waveband | - | $2 K$ |

TAble 2.1: Comparison of the number of WSS required for each considered architecture.

In Figs. 2.23 a), b) and c), the number of WSSs required as a function of the WSS size is displayed for various ROADM sizes ( $K=8,40,80$ ) and for the 3 types of architectures considered in this work. Each architecture is considered for both B\&S and R\&S, except for the FLEX architecture which has only the R\&S architecture option. Also, for the interconnected architecture, both A and B implementations are considered. For all the ROADM sizes, the number of WSSs is displayed in logarithmic scale.

For a small size $8 \times 8$ ROADM, the two new interconnected and FLEX architectures do not provide any advantages, regardless the number of WSSs, in comparison with the conventional architectures, as shown in Fig. 2.23 a). For either B\&S or R\&S, the interconnected architecture even requires more WSSs than the other two architectures. When the WSS size becomes larger than the ROADM size $(K)$, the conventional R\&S node requires a similar number of WSSs as the FLEX node, where the number of WSSs is independent of the WSS size.

For larger ROADM sizes, the two new architectures look more promising in reducing the number of WSS required, as shown in Figs. 2.23 b) and c). Notice that, in both figures, the interconnected $\mathrm{A}_{R S}$ line is superimposed with interconnected $B_{B S}$. For WSS sizes below $1 \times 20$, the interconnected architectures A, B and also the FLEX architecture, require quite less WSSs, 5 times less for $K=40$ and 10 times less for $K=80$, than the equivalent conventional nodes. For WSS sizes of $1 \times 20$ and $1 \times 35$, the WSSs number is not so drastically reduced (only 2 times less) but all the new architectures, except for the interconnected


Figure 2.23: Number of required WSSs, as a function of the WSS size, for $8 \times 8 \mathrm{a}$ ), $40 \times 40 \mathrm{~b}$ ) and $80 \times 80 \mathrm{c})$ ROADMs, considering the 3 types of express architectures.

B R\&S for $K=40$, show less requirements in terms of the number of WSS needed in comparison with the conventional ones.

The FLEX node shows better results in terms of reducing the number of WSS needed than the interconnected $\mathrm{R} \& S$ one, but as mentioned in Section 2.7.3, has the disadvantage that $K \times K$ matrix switches are needed, as many as the WSSs size. For the FLEX architecture, the decision on the WSS size relies on the number of bands that the node needs to group [13]. For the interconnected architecture, the ROADM becomes less expensive if smaller and more accessible WSSs like $1 \times 9$ are used instead of larger and more expensive $1 \times 20$ or $1 \times 35$ WSSs [12].

So, we can conclude that the two proposed architectures are a viable solution to the demands of the future optical networks based on large-scale ROADMs in terms of reducing the number of WSSs and therefore making larger ROADMs less expensive.

### 2.7.5 Bank-based A/D structure architecture

The previous new architectures were concerned with the design of the express structure of the ROADM, where the cost of the ROADM increases substantially as the ROADM degree is larger in order to accommodate higher traffic volumes. The A/D structure experiences also an increase in hardware count as these large-scale ROADMs are required in the network.


Figure 2.24: Conventional CDC A/D architecture using MCS.

In Fig. 2.24, an example of a conventional CDC A/D structure, using MCS, is depicted. In the drop part, the "drop fiber", represented by a blue arrow, is connected to a $1 \times T$ splitter that distributes the signal to $T K \times 1$ optical switches. Each optical switch is connected to a tunable filter that selects the desired channel to be dropped. In the add part, each transponder is connected to a $1 \times K$ optical switch that sends the added signal to a $T \times 1$ optical coupler that sends the signal through the "add fiber", represented by a blue arrow. When the number of transponders is large, a multi-stage splitter-erbium-doped fiber amplifier (EDFA) combination, such as the one depicted in Fig. 2.25 a), is required to compensate for the optical losses [14]. The switch dimension must also be increased, in comparison with today small scale ROADMs, so that each transponder can access any of the A/D fibers. Hence, this CDC A/D configuration is not particularly suitable for future, cost effectively, large-scale ROADMs [14].

Considering a ROADM scale of $8 \times 8$ and 96 channels per fiber, 154 transponders are required to accommodate a $20 \%$ A/D ratio. Since the required switch size is large, a multi-stage splitter-EDFA combination is required to compensate for the optical loss, as the one depicted in Fig. 2.25 b) using five $1 \times 32$ splitters. Each $1 \times 8$ and $1 \times 32$ splitter has approximately 11 dB and 19 dB insertion loss,


Figure 2.25: Multi-stage splitter-EDFA combination a) and a $1 \times 160$ splitter-EDFA example, using one $1 \times 8$ and five $1 \times 32$ splitters b).
respectively, that must be compensated by two EDFAs [37], thus, in the example, each ROADM A/D structure will require 6 EDFAs. The total number of EDFAs needed for a $8 \times 8$ ROADM with a $20 \%$ A/D ratio is therefore 48.

In order to reduce and ease the hardware cost of the A/D structure, a new solution has been proposed in [14], a solution named bank-based A/D architecture, whose schematic is shown in Fig. 2.26.

In Fig. 2.26, the proposed bank-based A/D architecture where the transponders are divided into groups named banks, is depicted. When dropping a signal, a "feeder" splitter distributes the dropped signals to $b T / K T_{\text {bank }}$ banks out of the $T / T_{\text {bank }}$ total banks, where $K$ is the ROADM size, $T$ is the total number of transponders, $T_{\text {bank }}$ corresponds to the number of transponders in one bank and $b$ is the number of input/output fibers of each bank [14].

Although there are no restrictions within each bank, only a limited number of A/D fibers can be accessed by each bank. Due to this restriction, the switch dimension of $b \times 1$ and the total splitter degree of $b T / K T_{\text {bank }}$ can be lowered, and the number of EDFAs needed to compensate for the splitter loss is also reduced [14].

In the bank-based A/D structure, routing flexibility and hardware requirements can be controlled by the parameter $b$. Smaller $b$ enables fewer EDFAs due to reduced splitter losses, while larger $b$ offers reduced $\mathrm{A} / \mathrm{D}$ signal blocking, as the number of banks that can connect to each fiber A/D increases [14].


Figure 2.26: Bank-based A/D architecture

In order to compare the bank-based structure to the conventional $\mathrm{A} / \mathrm{D}$ structure, we have performed an analysis considering different values of $T_{\text {Bank }}$ and $b$. For the bank-based structure, for each drop fiber, the signal will go through the feeder splitter first, which splits the signal to $b T / K T$ banks and, then, goes through the bank splitter that delivers the signal to every transponder in the bank ( $T_{\text {Bank }}$ ), as depicted in Fig. 2.26

In Tables 2.2 and 2.3, the splitter losses for various values of $T_{\text {Bank }}$ and $b$ for a $K=8$ and $K=80$ ROADM are displayed, respectively, considering 96 channels per fiber. Since the EDFA typical gain can range from 5 dB to 25 dB [38], we assume that when the total splitter loss is higher than 25 dB , we need two cascaded EDFAs in order to compensate the total loss. The splitters optical loss, $I L_{\text {splitter }}$, has been calculated using the following expression [37]:

$$
\begin{equation*}
I L_{\text {splitter }}=10 \cdot \log (N)+I L_{\text {excess }} \tag{2.11}
\end{equation*}
$$

where $N$ is the splitter size and $I L_{\text {excess }}$ is the excess loss in dB .
Excess losses of 1 dB were considered for $1 \times 2$ and $1 \times 4$ splitters and 2,3 and 4 dB for $1 \times 8,1 \times 16$ and both $1 \times 32$ and $1 \times 64$ splitters, respectively [37].

Considering the splitter losses presented in Tables 2.2 and 2.3, the number of EDFAs required in the A/D structure has been calculated. In Fig. 2.27, the required number of EDFAs, for $K=8$ and 80 bank-based and conventional A/D structure ROADMs, as a function of $b$, for $T_{\text {bank }}$ values of (a) 8, (b) 16 and (c) 32 are shown. The number of EDFAs are displayed in a logarithmic scale.

| Tbank | $b$ | Number of banks | Feeder Splitter $1 \times \frac{b T}{K T_{\text {bank }}}$ | Feeder Splitter Loss (dB) | Bank Splitter $1 \times T_{\text {bank }}$ | Bank Splitter Loss (dB) | Total Splitter Loss (dB) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 8 | 2 | 20 | $1 \times 8$ | 11 | $1 \times 8$ | 11 | 22 |
|  | 4 |  | $1 \times 16$ | 15 |  |  | 26 |
|  | 8 |  | $1 \times 32 *$ | 19 |  |  | 30 |
|  | 16 |  | $1 \times 64 *$ | 23 |  |  | 34 |
| 16 | 2 | 10 | $1 \times 4$ | 7 | $1 \times 16$ | 15 | 22 |
|  | 4 |  | $1 \times 8$ | 11 |  |  | 26 |
|  | 8 |  | $1 \times 16^{*}$ | 15 |  |  | 30 |
|  | 16 |  | $1 \times 32 *$ | 19 |  |  | 34 |
| 32 | 2 | 5 | $1 \times 2$ | 4 | $1 \times 32$ | 19 | 23 |
|  | 4 |  | $1 \times 4$ | 7 |  |  | 26 |
|  | 8 |  | $1 \times 8 *$ | 11 |  |  | 30 |
|  | 16 |  | $1 \times 16^{*}$ | 15 |  |  | 34 |

TABLe 2.2: Splitter losses for different values of $T_{\text {bank }}$ and $b$ parameters, for a $K=8$ ROADM, considering $20 \%$ of A/D ratio ( $T=154$ ).

| Tbank | $b$ | Number of banks | Feeder Splitter $1 \times \frac{b T}{K T_{\text {bank }}}$ | Feeder Splitter Loss (dB) | Bank Splitter $1 \times T_{\text {bank }}$ | Bank <br> Splitter <br> Loss (dB) | Total Splitter Loss (dB) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 8 | 2 | 192 | $1 \times 8$ | 11 | $1 \times 8$ | 11 | 22 |
|  | 4 |  | $1 \times 16$ | 15 |  |  | 26 |
|  | 8 |  | $1 \times 32$ | 19 |  |  | 30 |
|  | 16 |  | $1 \times 64$ | 23 |  |  | 34 |
| 16 | 2 | 96 | $1 \times 4$ | 7 | $1 \times 16$ | 15 | 22 |
|  | 4 |  | $1 \times 8$ | 11 |  |  | 26 |
|  | 8 |  | $1 \times 16$ | 15 |  |  | 30 |
|  | 16 |  | $1 \times 32$ | 19 |  |  | 34 |
| 32 | 2 | 48 | $1 \times 2$ | 4 | $1 \times 32$ | 19 | 23 |
|  | 4 |  | $1 \times 4$ | 7 |  |  | 26 |
|  | 8 |  | $1 \times 8$ | 11 |  |  | 30 |
|  | 16 |  | $1 \times 16$ | 15 |  |  | 34 |

TAble 2.3: Splitter losses for different values of $T_{\text {bank }}$ and $b$ parameters, for a $K=80$ ROADM, considering $20 \%$ of $\mathrm{A} / \mathrm{D}$ ratio ( $T=1536$ ).

As depicted in Fig. 2.27 a), for both $K=8$ and $K=80$, for a $T_{\text {Bank }}$ of 8 , the bank-based structure requires a reduced number of EDFAs for a lower $b$. When $b=4$, for a larger ROADM scale size of 80 , the bank-based $\mathrm{A} / \mathrm{D}$ shows its advantages by reducing the number of required EDFAs significantly when compared to the conventional A/D structure from 3920 to 848 or 1616 for $b=4$ and 8 , respectively. If $b=16$, the number of EDFAs is also reduced, but not so significantly, to 3152 .

When increasing the number of transponders per bank, $T_{\text {Bank }}$, to 16 and 32, as depicted in Figs. 2.27 b)


Figure 2.27: Number of required EDFAs in a conventional and bank-based A/D structures as a function of parameter $b$, for $K=8$ and 80 and for $T_{\text {Bank }}=8$ (a), 16(b) and 32 (c)
and c ), the differences in the number of required EDFAs between the bank-based and the conventional $\mathrm{A} / \mathrm{D}$ are marginal, for a ROADM scale of $K=8$. However, for a $K=80$ ROADM scale and $T_{\text {Bank }}=16$, the bank-based A/D requires much less EDFAs in comparison with $T_{\text {bank }}=8$ due to the lower number of total banks, hence, reducing the number of EDFAs. For $\mathrm{b}=4,8$ and 16 , the number of EDFAs is reduced to, respectively, 464,848 and 1616, while in the conventional A/D structure, 3920 EDFAs are required. When $T_{\text {Bank }}=32$, the bank-based A/D structure requires $88 \%$ less EDFAs for $b=8$ in comparison to the conventional A/D.

As a final example, to show the advantages of the bank-based structure for large-scale ROADMs, if we consider a $80 \times 80$ ROADM, with $20 \%$ A/D ratio, a total of 1536 transponders are required, for each add and drop structures, and 1536 tunable filters for the drop structure. For a conventional CDC drop structure, $40001 \times 32$ splitters and 3920 EDFAs are required, as well as $153680 \times 1$ switches. With the
bank-based A/D structure, considering $T_{\text {bank }}=32, T=1536$ and $b=8$, only $801 \times 8$ "feeder" splitters and $3841 \times 32$ "bank" splitters are required. The switch size and EDFAs needed are significantly smaller, $1 \times 8$ and 464 , respectively. This represents a reduction of $88 \%$ in the number of EDFAs and $88 \%$ in optical splitters.

### 2.8 Conclusions

In this chapter, the ROADMs state-of-the-art was presented, as well as their evolution and the possible approaches to future large-scale ROADMs. As the network requires more capacity and flexibility from the ROADM nodes, the scalability is an important characteristic.

To implement future large-scale ROADMs, the available components (e.g. WSS, MCS, splitters) size nowadays is not large enough, and thus implementing these ROADMs with conventional B\&S and R\&S architectures will become very much expensive, translating to less cascadeability and scalability. The conventional $\mathrm{A} / \mathrm{D}$ architecture also becomes larger and more expensive. Hence, new architectures for the express and A/D structure have been proposed in the literature and analyzed and discussed in Section 2.7 , in terms of hardware number and total cost. For example, for express structures of $K=80 \mathrm{ROADMs}$, the interconnected A, B and FLEX architectures require ten times less WSSs than conventional ones. Also, regarding the $\mathrm{A} / \mathrm{D}$ structure and also for $K=80$, the bank based $\mathrm{A} / \mathrm{D}$ architecture requires $88 \%$ less EDFAs and optical splitters comparing with the conventional CDC A/D. All the architectures have shown that for the targeted large-scale ROADMs, the overall cost of the node can be significantly reduced.

## Chapter 3

## Generation of in-band crosstalk inside large-scale ROADMs

### 3.1 Introduction

This chapter is mainly focused in analyzing the in-band crosstalk generated inside the ROADM architectures studied in Chapter 2 The analysis is based on the worst case scenario for each architecture, i.e., the one that generates the highest number of interferers on the primary signal. In Section 3.2, the different crosstalk types are described and how their generation occurs in an optical network is explained. In Section 3.3 the generation of in-band crosstalk inside the two types of interconnected architectures, is investigated, for both B\&S and R\&S based subsystems. In Section 3.4, the generated in-band crosstalk inside the FLEX architecture is analyzed. Section 3.5 compares all the express structure architectures in terms of in-band crosstalk generation. Afterwards, in Section 3.6, the crosstalk generated inside the bank-based A/D is analyzed and compared to the one generated in a conventional A/D. Lastly, Section 3.7 presents the main conclusions of this chapter.

### 3.2 In-band versus out-of-band crosstalk

Optical crosstalk is a physical layer impairment that degrades the signal performance of optical networks [39]. The main cause of the existence of crosstalk signals in these networks is mainly due to the finite isolation of the components within the ROADMs [25], [39]. This imperfect isolation of the components (splitters, WSS, etc.) causes signal power leakage that accumulates along the node chain causing optical signal degradation at the optical receiver.

The crosstalk can be classified in two main types, in-band and out-of-band crosstalk [39]. Out-ofband crosstalk, also known as heterodyne crosstalk, occurs when the interference signals have a different wavelength than the selected signal. This crosstalk is not too much problematic as it can be removed with proper filtering at the receiver.

In-band, or homodyne, crosstalk occurs when the interference signals from different optical sources have the same nominal wavelength than the desired signal. Unlike out-of-band crosstalk, in-band interference cannot be removed at the receiver simply by filtering and accumulates along the path of the optical signal along several ROADMs [39].


Figure 3.1: Generation of in-band and out-of-band crosstalk inside ROADMs nodes.

In Fig. 3.1, the process of generating crosstalk signals within a ROADM is outlined. At the ROADM input there are four optical signals with wavelengths $\lambda_{1}, \lambda_{2}, \lambda_{3}$ and $\lambda_{4}$. The first signal processing is performed in component A, which may be a WSS or an optical splitter, depending on the architecture of the ROADM [16], [28]. Signals $\lambda_{1}$ and $\lambda_{2}$ are extracted in the drop section and a new signal with wavelength $\lambda_{1}$ is added in the add section. The use of the same wavelength $\lambda_{1}$ for add and drop is known as wavelength reuse [16]. Signals $\lambda_{3}$ and $\lambda_{4}$ are express signals and therefore pass directly to component B.

At the ROADM output, the optical signals pass through component B, typically a WSS [28]. Thus, in Fig. 3.1, in terms of crosstalk signals, the output optical signal at $\lambda_{1}$ is impaired by an in-band crosstalk signal and an out-of-band crosstalk signal at wavelength $\lambda_{2}$. In the drop section, two out-of-band crosstalk
signals with wavelengths $\lambda_{3}$ and $\lambda_{4}$ appear. All these crosstalks appear due to imperfect isolation of the different optical components of the ROADM: components A, B and add/drop section components.

The components used in ROADMs are determined by the desired characteristics of the add/drop ports and express architectures used [28], as explained in Section 2.6. In this chapter, the impact of in-band crosstalk on interconnected ROADM-subsystems and FLEX architectures with different degrees, as well, as in ROADMs based on conventional $B \& S$ and $R \& S$ are investigated. For this study, it is important to understand the concept of $1^{\text {st }}$ and $2^{\text {nd }}$ order interfering terms [40]. Therefore, when an optical signal overcomes the isolation of only one optical component (e.g. a WSS), the crosstalk is considered $1^{\text {st }}$ order. When it overcomes the isolation of two optical components, it is known as a $2^{\text {nd }}$ order crosstalk [40]. Crosstalk signals with order above 2 are not considered in this work, because their impact on the network performance is negligible considering a typical isolation level between -20 dB and -40 dB [40].

### 3.3 In-band crosstalk generation in interconnected ROADM subsystems

In this section, the number of in-band crosstalk signals that will arise inside the express structure of a B\&S or R\&S interconnected ROADM-subsystems node is investigated. A similar study was done in [41] for the conventional B\&S architecture.

### 3.3.1 Interconnected subsystems with A/D placed outside the express structure

First, the impact of the in-band crosstalk generated in an interconnected A subsystems architecture is analyzed. In this architecture, the maximum number of subsystems traversed, $n_{\text {hops }}$, known as hopslug, is typically 2 [12]. After several analysis, we concluded that the worst case scenario for this node architecture is when all the traffic of a specific wavelength, is express and the considered signal traverses the maximum number of subsystems. In case of a full A/D traffic, all the ROADM output ports have zero in-band crosstalk signals, due to the small $1 \times 2$ WSSs connecting each input/output to the $\mathrm{A} / \mathrm{D}$ structure represented in Fig. 3.2

In Fig. 3.2, a diagram of the worst case scenario of generation of in-band crosstalk signals in the interconnected A sub-systems architecture is represented for $5 \times 5$ sub-ROADMs. The in-band crosstalk signals generated in each subsystem are represented by a dashed red line and the in-band crosstalk signals generated in adjacent subsystems are represented by a dashed black line. The input fiber (A) is the primary signal input direction of the ROADM and (B) is the signal output direction. The signal enters the node at the subsystem Sub0, and traverses Sub1 and Sub2, exiting the ROADM at Sub2 (2 hops). The crosstalk terms originated in adjacent subsystems will also impair the primary signal, when there are other signals
traversing different subsystems, such as the one entering at (C) and exiting at (D) with also 2 hops. Fig. 3.2 shows that, as expected, the in-band crosstalk impairment is worse when the primary signal transverses more subsystems.

When traveling to Sub1, at (1), the primary signal will be impaired by 2 in-band crosstalk terms generated inside Sub0, represented by the red dashed lines. In Sub1, the primary signal continues its path to Sub2 and is impaired by 3 more in-band crosstalk signals at (2). Once again, these terms join the optical path of the considered signal, being a total of 5 now. In the final subsystem, Sub2, the signal will exit the node at (B), but before exiting, at (3), it will be impaired by 3 more crosstalk signals generated inside Sub2. In total, the primary signal is going to be impaired by 8 in-band crosstalk signals generated inside the sub-ROADMs it transverses. These terms are $1^{\text {st }}$ order in case of a B\&S architecture and $2^{\text {nd }}$ order in case of R\&S architecture.

To study the interfering terms arising from the subsystems adjacent to the sub-ROADMs that the primary signal transverses (Sub 0, Sub 1 and Sub 2), we consider another express signal at the same wavelength as the primary signal that goes from (C) to (D). When sent to Sub-1 at (4), this express signal is going to be impaired by 2 in-band crosstalk terms generated in Sub-2, that are added to the optical path of the primary signal. At Sub-1, the signal already with 2 in-band crosstalk terms, is sent to Sub0. At (5), 3 more in-band crosstalk terms will be added to the optical path, resulting in 5 in-band $1^{\text {st }}$ or $2^{\text {nd }}$ order interferers, respectively, for $B \& S$ and $R \& S$ architectures. Then, at Sub0, these terms will also impair the primary signal but as $2^{\text {nd }}$ or $4^{\text {th }}$ (negligible) order interferers, respectively, for $B \& S$ and R\&S architectures. This situation is mirrored for a express signal going from Sub4 (not shown in Fig. 3.2 for simplicity) to Sub2, at (3), which results in more 5 in-band crosstalk terms, meaning that, in total, there are 10 interfering terms from adjacent subsystems.

Other adjacent subsystems that are more distant from Sub0 or Sub2, will not give rise to meaningful in-band crosstalk terms. For example, if there is a signal coming from Sub-3 to exit Sub-2, at (6), they will be $2^{\text {nd }}$ order terms, in case of a B\&S, but when arriving at ( 1 , they are blocked, becoming $3^{\text {rd }}$ order negligible terms.

Hence, the primary signal that goes from (A) to (B) is impaired by $81^{\text {st }}$ order and $102^{\text {nd }}$ order terms for a B\&S or $82^{\text {nd }}$ order terms for a R\&S.

By generalizing this analysis, the total number of in-band crosstalk terms generated inside the interconnected A architecture that will impair the express signal, $N X_{\text {inter }_{A}}$, is therefore given by

$$
\begin{equation*}
N X_{\text {inter }_{A}}=N X_{\text {prim }}+N X_{a d j} \tag{3.1}
\end{equation*}
$$



Figure 3.2: Generation of in-band crosstalk signals in the interconnected A subsystems architecture with $D_{s}=5$ sub-ROADMs.
where $N X_{\text {prim }}$ and $N X_{a d j}$ are the primary signal interferers and the adjacent subsystems interferers, respectively, calculated by:

$$
\begin{equation*}
N X_{\text {prim }}=D_{s}-2 f_{\text {intra }}-1+n_{\text {hops }} \times\left(D_{s}-2 f_{\text {intra }}\right) \tag{3.2}
\end{equation*}
$$

$$
\begin{equation*}
N X_{\text {adj }}=2 \times\left(D_{s}-2 f_{\text {intra }}-1+\left(n_{\text {hops }}-1\right) \times\left(D_{s}-2 f_{\text {intra }}\right)\right) \tag{3.3}
\end{equation*}
$$

The $N X_{\text {prim }}$ are $1^{\text {st }}$ or $2^{\text {nd }}$ order terms, for a B\&S or R\&S architecture, respectively, and $N X_{a d j}$ are $2^{\text {nd }}$ order terms for a $B \& S$ and negligible for a R\&S. This worst case shows that the number of crosstalk terms is independent of the ROADM scale ( $K$ ), unlike in conventional architectures [24], and depends only on sub-ROADM parameters. Eqs. (3.2) and (3.3) can be only applied when the number of sub-ROADMs is equal or higher than 7 . If lower, the number of interferers is also smaller.

### 3.3.2 Interconnected subsystems with $A / D$ sharing the express structure

In interconnected nodes subsystems with $\mathrm{A} / \mathrm{D}$ sharing the express routing capability, or interconnected B subsystems architecture, the in-band crosstalk must also be analyzed. In this architecture, the maximum number of subsystems traversed, $n_{\text {hops }}$, is also typically 2 [12]. After several analysis, we concluded that the worst case scenario for this node architecture is when all the traffic, of a specific wavelength is add/dropped and the considered primary signal traverses the maximum number of subsystems. In case of a full express traffic, since half the subsystem is dedicated to A/D traffic, the ROADM output ports would have half the number of in-band crosstalk signals.

In Fig. 3.3. a diagram of the worst case scenario of generation of in-band crosstalk signals in the interconnected B sub-systems architecture is represented. The in-band crosstalk signals generated in each subsystem are represented by a dashed red line and the in-band crosstalk signals generated in adjacent subsystems are represented by a dashed black line. The input fiber $(\mathbb{A})$ is the primary signal input direction and (B) is the signal output direction. The signal enters the node at the subsystem Sub0, and traverses Sub1, exiting at the ROADM Sub2 (2 hops). The terms originated in adjacent subsystems will also impair when there are other signals at the same wavelength traversing different subsystems, such as the one entering at © and exiting at (D) with also 2 hops.

When traveling to Sub1, at (1), the primary signal will be impaired by 3 in-band crosstalk terms generated inside Sub0, represented by the red dashed lines. In Sub1, the signal continues its path to Sub2 and is impaired by 4 more in-band crosstalk signals at (2). In Sub2, the primary signal will exit the node at (B), but at (3), it will be impaired by 4 more crosstalk signals generated inside Sub2. In total, the primary signal is going to be interfered by 11 in-band crosstalk signals. These terms are $1^{\text {st }}$ order in case of a $B \& S$ architecture and $2^{\text {nd }}$ order in case of $R \& S$ architecture.

To study the adjacent subsystems interfering terms, we consider another express signal that goes from (C) to (D). When sent to Sub-1 at (4), this express signal is going to be impaired by 3 in-band crosstalk


Figure 3.3: Generation of in-band crosstalk signals in the interconnected B subsystems architecture for $D_{s}=6$, with half of each sub-ROADM input dedicated to A/D traffic.
terms generated in Sub-2. Afterwards, at Sub-1, the signal is sent, along with the 3 crosstalk terms, to Sub0 where it is going to exit the ROADM at (D). At (5), 4 more in-band crosstalk terms will be added to the optical path. Then, at Sub0, these terms will also impair the primary signal but as $2^{\text {nd }}$ order for a $B \& S$ architecture and $4^{\text {th }}$ order for a R\&S (negligible). This situation is mirrored for a signal going from

Sub4 (not shown in Fig. 3.3 for simplicity) to Sub2, at (3), meaning that in total, there are 14 interfering terms originating in adjacent subsystems. The other possible adjacent subsystems that are more distant from Sub0 or Sub2, are negligible.

To conclude the reasoning, the signal that goes from (A) to (B) is impaired by $111^{\text {st }}$ order and $142^{\text {nd }}$ order terms for a B\&S or $112^{\text {nd }}$ order terms for a $R \& S$.

By generalizing this analysis, the total number of in-band crosstalk terms generated inside the interconnected B architecture that will impair the express signal, $N X_{\text {inter }}^{B}$, is also given by Eq. (3.1), where $N X_{\text {prim }}$ and $N X_{a d j}$ are given by Eqs. 3.2) and (3.3) presented in the previous section.

The $N X_{\text {prim }}$ are $1^{\text {st }}$ or $2^{\text {nd }}$ order terms, for a $\mathrm{B} \& \mathrm{~S}$ or R\&S architecture, respectively, and $N X_{a d j}$ are $2^{\text {nd }}$ order terms for a $B \& S$ and negligible for a R\&S. This worst case shows that the number of crosstalk terms is also independent of the ROADM scale $(K)$ as in the interconnected A, unlike the conventional architectures [24], and only applies when the number of sub-ROADMs is equal or higher than 7.

### 3.4 In-Band crosstalk generation in FLEX ROADM

In this section, the number of in-band crosstalk signals that will arise inside a FLEX ROADM architecture node express structure is investigated. After several analysis, we concluded that the worst case scenario for this node architecture is when all the traffic of a specific wavelength is express. In case of a full A/D traffic, all the ROADM output ports will experience negligible in-band crosstalk.


Figure 3.4: Five-node star network with a FLEX ROADM architecture.

Fig. 3.4 depicts an example of a 5 node star network, where the center node is a $4 \times 4$ FLEX ROADM and node 1 communicates with node 3 with the same wavelength as node 2 communicates with node 4 , thus, the red wavelength is $100 \%$ express in the FLEX node. There are two possibilities for connecting these nodes depending on the network planning: using the same switching matrix for all the ROADM inputs or using different matrices, as depicted in Figs. 3.5 and 3.6 , respectively, considering $W_{B}=4$.


Figure 3.5: Example of the generation of in-band crosstalk signals in the FLEX architecture when the traffic is $100 \%$ express and only one matrix is used to switch the wavelength of the primary signal.

When the same matrix is used and considering fiber 1 and 3 as the primary signal input and output, as depicted in Fig. 3.5, at (1), each WSS output will have a $1^{\text {st }}$ in-band crosstalk signal that is sent to the other matrices. At the selected matrix input, each optical switch will generate an in-band crosstalk signal, hence, at (2), each matrix output will be impaired by $31^{\text {st }}$ order in-band interferers. The crosstalk signals generated at (1) and sent to the other matrices, depending on the network planning, may impair the primary signal. These signals will continue travelling as $1^{\text {st }}$ order crosstalk if other input signals of different wavelengths are switched to the same ROADM output as the primary signal. The worst case occurs when all inputs switch to the same output. At (3), considering the worst case, $31^{\text {st }}$ order crosstalk
signals are sent, by each one of the other matrices, to the input of the $W_{B} \times 1$ WSS at (4), where they are blocked, becoming $2^{\text {nd }}$ order interferers. Hence, at (5), the output express signal will be impaired by $31^{\text {st }}$ order in-band crosstalk signals, and $92^{\text {nd }}$ order crosstalk signals.


Figure 3.6: Example of the generation of in-band crosstalk signals in the FLEX architecture when the traffic is $100 \%$ express and different matrices are used.

The input signals can also be sent to different matrices, as depicted in Fig. 3.6, reducing the in-band crosstalk impairment. Considering the fiber 1 and 3 as, respectively, the signal input and output, at (1), the $1 \times W_{B}$ WSS sends the primary signal to the first matrix, while the other WSSs send the same wavelength to different matrices. At the input of each matrix (2), each optical switch will generate one $1^{\text {st }}$ order in-band crosstalk signal in each matrix output (except for the output of the switched signal). At (3), the WSS block the crosstalk signals from the other matrices, becoming $2^{\text {nd }}$ order interferers. At (4), the signal will be impaired by $32^{\text {nd }}$ order in-band crosstalk signals.

If there is a mix of express and $A / D$ signals, the overall in-band crosstalk impairment is also reduced because the $\mathrm{A} / \mathrm{D}$ signals produce zero in-band crosstalk terms. Thus, considering the worst case scenario in terms of in-band crosstalk generation, as shown in Fig. 3.5, the output signal will be impaired by
$31^{\text {st }}$ order and $92^{\text {nd }}$ order in-band crosstalk signals.By generalizing, the following expression can be considered to calculate the total number of interferers at the output signal in a FLEX node, $N X_{F L E X}$ :

$$
\begin{equation*}
N X_{F L E X}=(K-1)_{1 s t}+\left((K-1) \times\left(W_{B}-1\right)\right)_{2 n d} \tag{3.4}
\end{equation*}
$$

As a final example, for a $K=80$ ROADM with $W_{B}=4$, the output signal will be impaired by $791^{\text {st }}$ order and $2372^{\text {nd }}$ order crosstalk signals. Even though this architecture has the advantage of reducing the overall cost of a large-scale ROADM [36], the in-band crosstalk impairment is worse than the interconnected architectures studied in Sections 3.3.1 and 3.3.2.

### 3.5 In-band crosstalk comparison

In this section, a summary of the studied number of in-band crosstalk signals is presented and the comparison between all architectures is performed, considering the worst case scenario for each architecture. For the interconnected architectures, we have considered $n_{\text {hops }}$ and $f_{\text {intra }}$ to be 2 and 1 , respectively.

|  | Broadcast\&Select |  | Route\&Select |  |
| :---: | :---: | :---: | :---: | :---: |
| Term Order | $1^{\text {st }}$ | $2^{\text {nd }}$ | $1^{\text {st }}$ | $2^{\text {nd }}$ |
| Conventional Node | $K-1$ | - | - | $K-1$ |
| Inter-Connected A* | $3 D_{S}-7$ | $4 D_{S}-10$ | - | $3 D_{S}-7$ |
| Inter-Connected B* | $3 D_{S}-7$ | $4 D_{S}-10$ | - | $3 D_{S}-7$ |
| FLEX - Waveband | N/A | N/A | $K-1$ | $(K-1) \times\left(W_{B}-1\right)$ |

Table 3.1: Number of in-band crosstalk signals generated inside each studied architecture.

In Figs. 3.7 a) and b), the number of $1^{\text {st }}$ and $2^{\text {nd }}$ order in-band crosstalk terms for different ROADM sizes, $K$, is depicted based on Table 3.1. Since the interconnected architectures are independent of the ROADM size, $D_{S}$ sizes of 6 and 9 are considered [12], [42]. Also, since the number of interferers is equal in both interconnected A and B architectures, we only plotted one line for simplicity. We can see that the FLEX node, represented in green, has the worst performance in terms of the number of crosstalk terms, having the same or more $1^{\text {st }}$ order crosstalk interferers than the conventional B\&S architecture. For the considered $K$, the interconnected $\mathrm{A} \mathrm{B} \& \mathrm{~S}$ and $\mathrm{R} \& S$ node shows a better performance against the corresponding conventional architecture. When a lower $D_{S}$ is used, since the subsystems are smaller, the in-band crosstalk impairment is also lower.


Figure 3.7: Number of $1^{\text {st }}$ a) and $2^{\text {nd }}$ b) order in-band crosstalk terms as a function of $K$.

We conclude that for large-scale ROADMs, the interconnected A or B R\&S is the best choice in terms of in-band crosstalk generation, because all interfering terms are $2^{\text {nd }}$ order interferers.Furthermore, the number of generated crosstalk terms in the interconnected architectures depends on $D_{s}$, the subsystem size, and is independent of the ROADM scale, $K$.

### 3.6 In-Band crosstalk generation in the conventional and bank-based A/D structures

In this section, the number of in-band crosstalk signals that will arise at the drop ports and at the ROADM outputs from the add ports in a conventional and bank-based A/D structure are analyzed and compared. A similar study was performed in [41], where the number of in-band crosstalk signals in A/D structures with MCSs or WSSs has been compared.

In a conventional CDC A/D structure, the A/D can be implemented using MCS or $N \times M$ WSSs. As concluded in [24], the number of interfering in-band crosstalk signals originated in the A/D structure depends on the ROADM scale (in [24], it was considered that $f_{D}=1$ ). Considering that each ROADM degree can have several fibers ( $f_{D}>1$ ), the number of in-band crosstalk terms that arise at the drop ports and at the ROADM outputs from the add ports are presented in Table 3.2 for conventional B\&S and R\&S architectures.

Considering the bank-based $\mathrm{A} / \mathrm{D}$ structure architecture presented in subsection 2.7.5, the structure of each bank is depicted in Figs. 3.8 and 3.9, for a drop and add bank, respectively.


Figure 3.8: Bank-based A/D architecture: drop bank diagram.

In a drop bank, depicted in Fig. 3.8, $b$ input fibers are connected to $1 \times T_{b a n k}$ splitters. The splitters split the signal to $T_{\text {bank }} b \times 1$ optical switches. Together, these components form a $b \times T_{\text {bank }}$ MCS. Each optical switch is then connected to a tunable filter that selects which wavelength to drop in the receiver transponder. Since each bank can be analyzed as a MCS, each drop bank output port is impaired by $b-1$ $1^{\text {st }}$ order in-band crosstalk terms.


Figure 3.9: Bank-based A/D architecture: add bank diagram.

In a add bank, depicted in Fig. 3.9. each transponder is connected to a $1 \times b$ optical switch. Each optical switch is then connected to $b T_{\text {bank }} \times 1$ optical couplers. Again, these last two components form a $T_{\text {bank }} \times b$ MCS, where each MCS output is impaired by $b-11^{\text {st }}$ order in-band crosstalk terms. Each ROADM output fiber is connected to $b T / K T_{\text {bank }}$ banks, hence, each ROADM output port is impaired by a total of $\frac{b T}{K T_{b a n k}} \times(b-1) 1^{\text {st }}$ order in-band crosstalk terms.

|  | Drop ports |  | Outputs <br>  <br>  <br>  |  |
| :---: | :---: | :---: | :---: | :---: |
| 1st order | 2nd order | 1st order | 2nd order |  |
| Conventional <br> MCS | $K-1$ | - | $K-1$ | - |
| Conventional <br> WSS | - | $K-1$ | - | $K-1$ |
| Bank <br> Based | $b-1$ | - | $\frac{b T}{K T_{\text {bank }}} \times(b-1)$ | - |

Table 3.2: Number of in-band crosstalk terms generated in a conventional CDC A/D, conventional architectures with MCSs or WSSs, and in a bank-based A/D architecture.

Table 3.2 summarizes the expressions used to calculate the number of in-band crosstalk terms in both conventional CDC A/D and bank-based A/D structures. If we consider that there is no blocking in accessing each bank $(b=K)$ and that there is only one bank $\left(T_{b a n k}=T\right)$, the bank-based expressions become the same as the CDC A/D using MCS, which confirms the bank-based expressions that we found.

As a numerical example, considering a $20 \%$ A/D ratio $80 \times 80$ scale ROADM with a conventional A/D using MCS, we would have 79 1st order in-band crosstalk terms in both drop ports and add output ports, while in bank-based A/D architecture considering $b=8$ and $T_{\text {bank }}=32$, the number of in-band crosstalk terms drops to 7 , in the drop ports, and 35 , in the add ports. This is a significant performance improvement for large-scale ROADMs in terms of the in-band crosstalk impairment, representing a $90 \%$ and a $55 \%$ decrease, for the drop and add ports respectively, in a bank-based architecture in relation to the conventional MCS architecture. In comparison with a conventional WSS A/D architecture, the number of in-band crosstalk terms in the bank-based has also a $90 \%$ and a $55 \%$ decrease, for the drop and add ports, respectively, however, the in-band crosstalk terms are $2^{\text {nd }}$ order terms in the conventional WSS architecture.

### 3.7 Conclusions

In this chapter, the worst case scenario for each of the large-scale ROADM architectures, interconnected A, interconnected B, FLEX and bank-based A/D, was studied and analyzed. Regarding the A/D structure architectures, the proposed bank-based A/D shows a better performance in terms of in-band crosstalk impairment comparing to the conventional A/D. For the express structure, we concluded that the FLEX architecture is not a good option in terms of crosstalk impairment, since it performs the same as a conventional $\mathrm{B} \& \mathrm{~S}$, with the same number of $1^{\text {st }}$ order crosstalk terms. This proposed node can be outperformed by the conventional $\mathrm{R} \& S$, since the latter does not have $1^{\text {st }}$ order interferers impairing the
primary signal. However, as the ROADM scale increases, the interconnected A or B B\&S and R\&S shows better results than the equivalent conventional node, since the number of in-band crosstalk terms depends only on the $D_{S}$ size. The number of crosstalk terms reduces for lower $D_{S}$.

On one hand, when considering a $K=80 \mathrm{~B} \& \mathrm{~S}$ ROADM and $D_{S}=9$, for example, the interconnected A or B has 20 and $261^{\text {st }}$ and $2^{\text {nd }}$ order interferers, respectively, while the conventional has $791^{\text {st }}$ order interferers. On the other hand, considering a R\&S ROADM with also $K=80$ and $D_{S}=9$, the interconnected A or B has $202^{\text {nd }}$ order interferers while the conventional architecture has $792^{\text {nd }}$ order interferers. The FLEX architecture, when considering $W_{B}=4$, has 79 and $2371^{\text {st }}$ and $2^{\text {nd }}$ order interferers, respectively, being the one with the worst performance in terms of in-band crosstalk generation.

Since the main goal of this work is to analyze both the conventional and the proposed architectures for future large-scale ROADMs, we conclude that the most promising one is the interconnected A or B architecture.

## Chapter 4

## Simulation Model

### 4.1 Introduction

In this chapter, the optical network simulation model is presented, as well as some key points needed for its implementation using MATLAB simulation. The model of the optical components of an optical network, such as the optical transmitter, the optical fiber, the WSS, the optical receiver and the optical amplifier, and their characteristics, are described in Section 4.2. The Monte Carlo (MC) simulator developed and implemented in MATLAB is described by a flow-chart in Section 4.3 This simulator is used to assess the performance of the optical network composed by the large-scale ROADMs described in the previous Chapter. In Section 4.4, we present the metrics used to evaluate the performance of the optical network using MC simulation, such as the bit error rate (BER) obtained by direct error counting (DEC) and optical-signal-to-noise ratio (OSNR). Lastly, the chapter conclusions are given in Section 4.5.

### 4.2 Model of a generic optical network

The simulation model used to study the optical network in this work is depicted in Fig. 4.1 with its main components. This network model represents a possible lightpath established in an optical network, from a source optical node to a destination node, which crosses several ROADM nodes along its path. Note that, in this work, only a single optical wavelength is considered, since one of the main aims of this work is to study in-band crosstalk. The consideration of WDM signal transmission could mask the in-band crosstalk crosstalk study due to the extra intercarrier crosstalk that can be added. The optical transmitter, that will be described in Section 4.2.1, is responsible for generating the optical signals with different characteristics, such as different modulation formats and symbol rates. Then, the generated signal enters the optical network and goes through a cascade of optical links, until it reaches the optical receiver. Each link is composed by an optical fiber, an optical pre-amplifier and a post-amplifier. The optical fiber characteristics and the filter model used to model the WSSs in the optical large-scale ROADM node are described in Sections 4.2 .2 and 4.2 .3 , respectively. Throughout the optical path, the primary signal is impaired by ASE noise generated in each amplifier and interfering signals arising from imperfect (finite) isolation of the various optical components inside the nodes. The model of the optical amplifiers
is described in Section 4.2.4. The primary signal, impaired by the accumulation of ASE noise and interfering signals, reaches the optical receiver at the optical destination node. A coherent detection optical receiver is considered, which is described in Section 4.2.5. After detection at the optical receiver, the performance of the optical network is evaluated through the estimation of the BER, OSNR and OSNR penalty.


Figure 4.1: Optical communication network simulation model.

### 4.2.1 Optical transmitter

The optical transmitter is composed by four electrical blocks, as depicted in Fig. 4.2, whose functions are the generation of bits sequence, the mapping to QAM modulation, the sampling and the root raised cosine (RRC) shaping filter.


Figure 4.2: Optical transmitter simulation model.

An ideal optical transmitter is assumed in this work. This means that the electrical QAM signal is converted linearly to the optical domain without any impact from the optical transmitter limitations [43].

The most common modulation format in links with data rates of 200 and $400 \mathrm{~Gb} / \mathrm{s}$ and coherent detection is the 16QAM modulation with 32 GBaud and 64 GBaud, respectively, hence being the main chosen modulation format to study in this work [27], [44]. The 32QAM has also been proposed for data rates of 250 and $500 \mathrm{~Gb} / \mathrm{s}$, but with a lower reach, and is also studied in this work [27], [44].

In order to obtain reliable results, it is important, in computer simulations, to choose an adequate symbol sequence for the data sequence. We simulate 16QAM and 32QAM signals in this work by generating a pseudo-random binary Bruijn sequence with $2^{12}$ bits and mapping it to 16QAM and 32QAM symbols using Gray coding. In our simulator, a sequence of 1024 and 819 symbols is generated, respectively, for the 16QAM and 32QAM. Tables 4.1 and 4.2 shows the mappings used for the 16QAM and 32QAM signals, respectively. The corresponding constellations and eye diagrams at the optical receiver output in a back-to-back scenario, are shown in Figs. 4.3 and 4.4 , respectively.

| Symbol | Bits | Mapped symbol | Symbol | Bits | Mapped symbol |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0000 | $-3-3 j$ | 9 | 1000 | $3-3 j$ |
| 2 | 0001 | $-3-j$ | 10 | 1001 | $3-j$ |
| 3 | 0010 | $-3+3 j$ | 11 | 1010 | $3+3 j$ |
| 4 | 0011 | $-3+j$ | 12 | 1011 | $3+j$ |
| 5 | 0100 | $-1-3 j$ | 13 | 1100 | $1-3 j$ |
| 6 | 0101 | $-1-j$ | 14 | 1101 | $1-j$ |
| 7 | 0110 | $-1+3 j$ | 15 | 1110 | $1+3 j$ |
| 8 | 0111 | $-1+j$ | 16 | 1111 | $1+j$ |

TAbLE 4.1: 16QAM bits to symbol mapping.


Figure 4.3: Ideal 16QAM constellation (a) and eye diagram at the receiver output (b).


Figure 4.4: 32QAM Constellation (a) and eye diagram (b) at the receiver output.

| Symbol | Bits | Mapped symbol | Symbol | Bits | Mapped symbol |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 00000 | $-3+5 j$ | 17 | 10000 | $3+5 j$ |
| 2 | 00001 | $-1+5 j$ | 18 | 10001 | $1+5 j$ |
| 3 | 00010 | $-3-5 j$ | 19 | 10010 | $3-5 j$ |
| 4 | 00011 | $-1-5 j$ | 20 | 10011 | $1-5 j$ |
| 5 | 00100 | $-5+3 j$ | 21 | 10100 | $5+3 j$ |
| 6 | 00101 | $-5+j$ | 22 | 10101 | $5+j$ |
| 7 | 00110 | $-5-3 j$ | 23 | 10110 | $5-3 j$ |
| 8 | 00111 | $-5-j$ | 24 | 10111 | $5-j$ |
| 9 | 01000 | $-1+3 j$ | 25 | 11000 | $1+3 j$ |
| 10 | 01001 | $-1+j$ | 26 | 11001 | $1+j$ |
| 11 | 01010 | $-1-3 j$ | 27 | 11010 | $1-3 j$ |
| 12 | 01011 | $-1-j$ | 28 | 11011 | $1-j$ |
| 13 | 01100 | $-3+3 j$ | 29 | 11100 | $3+3 j$ |
| 14 | 01101 | $-3+j$ | 30 | 11101 | $3+j$ |
| 15 | 01110 | $-3-3 j$ | 31 | 11110 | $3-3 j$ |
| 16 | 01111 | $-3-j$ | 32 | 11111 | $3-j$ |

TAble 4.2: 32QAM bits to symbol mapping.

In MATLAB the symbols sequences are represented by discrete vectors in the time or in the frequency domain. The time vector has $N_{s} N_{a}$ positions, where $N_{s}$ is the number of simulated symbols and $N_{a}$ is the number of samples per symbol. After mapping, the sequence is discretized with $N_{a}=64$ samples per symbol using Nyquist pulse shaping. The frequency vector, which has the same number of positions as the time vector, is obtained by computing the Fast Fourier Transform of the time vector.


Figure 4.5: 16QAM (a) and 32QAM(b) Dirac impulses after sampling with 32 GBaud symbol rate.

The Nyquist pulse shaping is implemented by emulating a Dirac pulse at the beginning of each symbol, as shown in Fig. 4.5 for 13 generated 16QAM (a) and 32QAM (b) symbols in the in-phase component. Then, the signal composed by all the Diracs is applied to a RRC Nyquist pulse filter with a roll-off $\rho$ of 0.1 . This filter transfer function is obtained by applying a square root to the raised cossine (RC) filter transfer function, i.e. $H_{R R C}(f)=\sqrt{H_{R C}(f)}$. The RC filter transfer function assumes a rectangular shape in the frequency domain and a perfect $\operatorname{sinc}$ shape in the time domain for $\rho=0$ and its transfer function is modeled by [45]:

$$
H_{R C}(f)= \begin{cases}1, & 0 \leq|f|<\frac{1-\rho}{2 T_{s}}  \tag{4.1}\\ \cos \left[\frac{\pi T_{s}}{2 \rho}\left(|f|-\frac{1-\rho}{2 T_{s}}\right)\right]^{2}, & \frac{1-\rho}{2 T_{s}} \leq|f| \leq \frac{1+\rho}{2 T_{s}} \\ 0, & |f|>\frac{1+\rho}{2 T_{s}}\end{cases}
$$

where $f$ is the low-pass equivalent frequency and $T_{s}$ is the symbol duration.
The RRC filter bandwidth $B_{R R C}$ is related to the symbol rate $R_{s}$ and roll-off factor $\rho$ by [45]

$$
\begin{equation*}
B_{R R C}=R_{S} \cdot(1+\rho) \tag{4.2}
\end{equation*}
$$



Figure 4.6: PSD of the 16QAM signal, with 32 GBaud and 0 dBm launch power, at the optical transmitter output (after RRC filtering).

After passing through the RRC filter, the signal power spectral density (PSD) assumes the shape of the filter, as shown in Fig. 4.6 for a 16QAM signal, and has a bandwidth of 32 GHz for the 32 GBaud symbol rate. The PSD for the 32QAM signal is similar to the one presented in Fig. 4.6.

### 4.2.2 Optical fiber

In order for the signal to travel through the network, it must be transmitted in a guided medium, such as an optical fiber. Besides other advantages, the optical fiber has an extremely large bandwidth and low attenuation, about $0.25 \mathrm{~dB} / \mathrm{km}$ [16], that allows for a very high capacity transmission and long reach. Hence, nowadays, the optical fiber is the most important transmission medium that supports the overall telecommunications infrastructure and its increasing demand for data traffic.

However, the optical fiber can introduce different impairments such as signal attenuation, dispersion and non-linear effects, that degrade the transmission performance [46]. The optical signal attenuation can be compensated by optical amplification in the network. The optical dispersion, either chromatic or polarization mode dispersion, can be mitigated by the DSPs present in the coherent detectors [47]. Furthermore, the DSPs of the coherent receiver can also compensate some of the nonlinearities impact [48].

Our main focus is to study the impact of ASE noise, optical filtering and in-band crosstalk in the performance of the optical network, considering the node architectures studied in Chapter 2 We assume an ideal fiber transmission in the optical network simulation model, and neglect the optical fiber
impairments that can mask the impact of the physical layer impairments we intend to study on the network performance.

### 4.2.3 Optical filters, splitters and switches

In the simulation, we use two types of optical filters to model the WSS component: one to model the passband filter transfer function $H_{p}(f)$ and other to model the stopband filter transfer function $H_{b}(f)$. The signals that go through the WSS are filtered by the passband filter, while the signals that are blocked by the WSS are filtered by the stopband filter.

The optical passband filter is modeled by a super-Gaussian transfer function given by [49]

$$
\begin{equation*}
H_{p}(f)=\exp \left[-\left(f^{2} / 2 \sigma_{s g}^{2}\right)^{n}\right] \tag{4.3}
\end{equation*}
$$

where $n$ is the super-Gaussian order and $\sigma_{s g}$ is related to the $m$ - dB bandwidth of the super-Gaussian filter, $B W_{m d B}$, given by [49]

$$
\begin{equation*}
\sigma_{s g}=\frac{B W_{m d B}}{2\left[2\left(\ln \sqrt{10^{\frac{m}{10}}}\right)^{\frac{1}{n}}\right]^{\frac{1}{2}}} . \tag{4.4}
\end{equation*}
$$

The optical stopband filter is modeled by the inversion of the passband filter transfer function and by setting a blocking amplitude $A$, in dB . The transfer function of the stopband is given by [49]

$$
\begin{equation*}
H_{b}(f)=1-(1-a) \times \exp \left[-\left(f^{2} / 2 \sigma_{s g}^{2}\right)^{n}\right], \tag{4.5}
\end{equation*}
$$

where $a$ is the blocking amplitude of the stopband filter $H_{b}(f)$ in linear units, $a=10^{\frac{A[d B]}{20}}$. The transfer functions of a super-Gaussian filter with $B W_{-3 d B}=46.4 \mathrm{GHz}$ and $n=5.5$ for the 50 GHz channel spacing [50] are represented in Fig. 4.7, a) represents the passband filter transfer function and b) represents the stopband filter transfer function for the WSS blocking amplitude of -40 dB and -60 dB .

The optical switches are modeled by considering a small insertion loss on the switched signal and the optical stopband filter, $H_{b}(f)$, is also used to model the signal leakage on optical switches present in the A/D structure. This signal leakage originates the in-band crosstalk that impairs the signal.

An important feature of the optical passband filtering occurs when the signal goes through a cascade of several nodes until its final destination. When the primary signal is filtered by several passband filters, the passband width will narrow and the signal can experience a severe distortion. This effect is known as passband narrowing effect [16], [46], [51]. This effect has a great impact on the network performance and it is more noticeable on networks based on R\&S ROADM nodes, since they have, at least, one more filtering stage per node than $\mathrm{B} \& \mathrm{~S}$ nodes [16]. On interconnected A architecture based ROADMs,


Figure 4.7: Transfer functions of the (a) super-Gaussian passband filter $H_{p}(f)$ and (b) the super-Gaussian stopband filter $H_{b}(f)$ with different blocking amplitudes i) $-40 d B$ and ii) $-60 d B$.


Figure 4.8: Passband narrowing of the optical filter $H_{p}(f)$ for a super-Gaussian filter with $B_{o}=46.4 \mathrm{GHz}$ and $n=5.5$ after passing through several passband filters.
the signal passes through more WSSs than in conventional B\&S or R\&S nodes. On a conventional architecture, for example, if the signal passes through 10 nodes until its destination, it crosses 10 or 20 WSSs filtering stages, in case of, respectively, B\&S or R\&S architectures. On the studied interconnected A sub-ROADMs architecture with zero hops, the signal undergoes at least two more WSSs (the small $1 \times 2$ WSSs that connect the A/D structure) per node, passing through 30 or 40 WSS filtering stages , in
case of, respectively, B\&S or R\&S architectures.
The passband narrowing effect is depicted in Fig. 4.8, for 1 to 40 filters ( $\simeq 10$ interconnected A nodes), where the -3 dB bandwidth narrows from 46.4 GHz to $33.2 \mathrm{GHz}(\simeq 13 \mathrm{GHz}$ ). This effect distorts the signal waveform and decreases its power, hence contributing to a lower OSNR at the optical receiver.

The optical splitters split the signal power equally by all the outputs and can be modeled by simulating a signal power reduction equal to the splitter optical loss calculated as a function of its splitting ratio, using Eq. 2.11.

### 4.2.4 Optical amplifier

As mentioned before, the optical fiber and also the different components in the optical nodes, introduce attenuation on the optical signal. In order to compensate the attenuation due to path losses, optical amplification is required [46]. At all optical nodes, optical amplifiers (OA) are used in order to compensate the path losses, at the ROADM input, and power losses inside the node, at the ROADM output [52].

There are three main types of OA: EDFAs, semiconductor optical amplifiers and Raman Amplifiers [46]. The one that is most commonly used in optical communications in the C -Band and considered in this work, is the EDFA. This type of OA is capable of achieving high gain, about 30 dB , and operates in the $C$ band ( $1530-1565 \mathrm{~nm}$ ) [53].

The downside is that optical amplification also adds ASE noise to the signal, that degrades the system performance [46]. The OAs used in this simulator are assumed to fully compensate the network losses, adding only ASE noise to the signal. The ASE noise power is defined by setting the OSNR at the OA output in the optical spectrum analyzer (OSA) bandwidth, defined by

$$
\begin{equation*}
O S N R=\frac{P_{\text {out }}}{P_{A S E}}, \tag{4.6}
\end{equation*}
$$

where $P_{\text {out }}$ is the average power of the signal at the OA output, and the $P_{\text {ASE }}$ is the average power of the ASE noise added to the signal by the OA, which is defined by

$$
\begin{equation*}
P_{A S E}=N_{A S E} B_{O S A}, \tag{4.7}
\end{equation*}
$$

where $B_{O S A}$ is the OSA bandwidth with the typical value of 12.5 GHz and is related to the simulation bandwidth $B_{\text {sim }}$ by [54]

$$
\begin{equation*}
B_{O S A}=\frac{B_{S i m} N_{A S E}}{P_{A S E}} \tag{4.8}
\end{equation*}
$$

In Eq. (4.7) and (4.8), the PSD of the generated ASE noise per signal polarization is represented by $N_{\text {ASE }}$ and defined by

$$
\begin{equation*}
N_{A S E}=\frac{f_{n}}{2}(g-1) h v_{o}, \tag{4.9}
\end{equation*}
$$

where $f_{n}$ is the EDFA noise figure, $g$ is the EDFA gain, $h$ is the Planck constant and $v_{o}$ is the carrier frequency of the optical signal. The ASE noise is considered to be an Additive White Gaussian Noise (AWGN) [46], [55].

### 4.2.5 Optical coherent receiver

The model used for the optical coherent receiver is described in this subsection. Fig. 4.9 displays the optical coherent receiver block diagram with one single polarization, as considered in this study. Since, in this work, we assume an ideal receiver, the performance of the receiver can be evaluated for a single signal polarization using only the structure of Fig. 4.9 [56]. The optical coherent receiver structure for a single signal polarization consists of a $2 \times 490^{\circ}$ hybrid and two balanced photodetectors after the hybrid. The hybrid, as seen in Fig. 4.9 is composed by four 3 dB couplers and a $90^{\circ}$ phase shifter in the lower branch. This allows the receiver to detect both the in-phase and quadrature signal components of the photodetected current, $I_{i}(t)$ and $I_{q}(t)$, respectively.


Figure 4.9: Optical coherent receiver block diagram, for a single polarization of the incoming optical signal.

In Fig.4.9, $E_{r}(t)$ and $E_{L O}(t)$ represent the complex envelope of received signal (at the optical network output) and local oscillator (LO) field, respectively. The $2 \times 490^{\circ}$ hybrid is described by the following input/output relationship [57]:

$$
\begin{gather*}
E_{1}(t)=\sqrt{1-\varepsilon} E_{r}(t)+\sqrt{\varepsilon} E_{L O}(t)  \tag{4.10}\\
E_{2}(t)=-\sqrt{\varepsilon} E_{r}(t)+\sqrt{1-\varepsilon} E_{L O}(t)  \tag{4.11}\\
E_{3}(t)=\sqrt{1-\varepsilon} E_{r}(t)+j \sqrt{\varepsilon} E_{L O}(t)  \tag{4.12}\\
E_{4}(t)=-\sqrt{\varepsilon} E_{r}(t)+j \sqrt{1-\varepsilon} E_{L O}(t) \tag{4.13}
\end{gather*}
$$

where the sign of the signal term originates from energy conservation within the lossless beam splitters with power transmission $\varepsilon$ (ideally, $\varepsilon=0.5$ ), and the multiplication by $j$ is due to the phase shift of the LO within the 90 -degree optical hybrid.

The LO is an essential component of the coherent receiver as it allows it to detect both in-phase and quadrature components of the incoming QAM signal. To optimize the coherent performance of the receiver, the LO frequency must be as close as possible to the optical carrier frequency [58]. In this work, we considered that the LO is completely synchronized with the frequency of the optical carrier.

Each balanced photodetector shown in Fig. 4.9, often used in conjunction with the hybrid [59], transforms the optical signal into an electrical signal. The photodetection process can be represented by [46]

$$
\begin{gather*}
I_{i}(t)=2 R_{\lambda}\left\{E_{S}(t) E_{L O}^{*}+N(t) E_{L O}^{*}\right\}  \tag{4.14}\\
I_{q}(t)=2 R_{\lambda}\left\{E_{S}(t) j E_{L O}^{*}+N(t) E_{L O}^{*}\right\} \tag{4.15}
\end{gather*}
$$

where $R_{\lambda}$ is each photodetector responsivity in [ $\mathrm{A} / \mathrm{W}$ ]. In this study, for simplification, we will consider that the responsivity of each photodetector is $R_{\lambda}=1[\mathrm{~A} / \mathrm{W}]$.

After photodetection, as shown in Fig. [4.9, each detected current passes through a matched filter [60] to reduce the ISI and noise and increase the OSNR [61]. Ideally, this filter shape has to be the same as the incoming signal. Hence, we consider an RRC filter as the one used at the optical transmitter. Finally, the decision circuit decides which symbol has been received.

### 4.3 MC simulation flowchart

The MC simulation method is a widely known technique used in statistical simulation in several scientific areas, where the influence of a stochastic process in a specific system must be characterized and described. The MC simulation flow-chart depicted in Fig. 4.10 [62], represents the simulator implemented in MATLAB to evaluate the performance of the optical communication network analyzed in this dissertation.

The first iteration of the MC simulation is used to save the reference signal (the transmitted signal), without adding any statistical sample function. With this reference signal, the receiver can obtain the propagation delay of the optical network and the optimum sampling instant from the received signal eye diagram. From the obtained delay, the synchronism between the received (impaired by statistical effects) and transmitted signal can be achieved.


Figure 4.10: MC simulation flow-chart used to estimate the impact of the network impairments (ASE noise and in-band crosstalk) and obtain the BER and corresponding OSNR of the optical communication network.

Next, on the subsequent MC iterations, the statistical sample functions are applied to the signal along the simulated optical network. At the end of each iteration of the MC simulation, the received signal is compared to the reference signal to check if there are errors in the received signal. This process is called DEC. The MC simulator stops when a specific number of errors is reached, and the BER is calculated.

The ASE noise, filtering effect and interfering in-band signals will be the main cause of errors in our network simulation model. In each iteration of the MC simulator, statistical sample functions representing the ASE noise and in-band crosstalk are generated. The stopping criteria, in all MC simulation, is a total of 1000 symbol errors in order to obtain a BER estimation and corresponding OSNR as most accurate as possible, without demanding a significant simulation time [62].

In the simulation, the crosstalk signals are generated with the same characteristics of the primary signal (modulation format, number of symbols and transmitted signal power). In each iteration of the MC simulator, the bits of the interfering signals are generated randomly, and the interfering signal electrical field is generated with a random time delay that follows a uniform distribution between $] 0, T_{s}$ ] and a random phase difference uniformly distributed between $] 0,2 \pi]$, in relation to the primary signal. The ASE noise is generated in two possible ways: using a noise loading circuit at the output of the optical network or generated discretely at each optical amplification stage. When noise loading is used, the noise power required to set a desired value of OSNR is calculated and then generated and added to the signal at the optical receiver input. When generated inside the OAs, the noise PSD is calculated using Eq. (4.9) as a function of the amplifier noise figure and gain, and then multiplied by the simulation bandwidth.

### 4.4 Performance evaluation methods

The BER performance metric used in this work is the most used metric in optical communication systems and is estimated by the DEC method. The BER is obtained by the ratio between the number of bits errors and the total number of transmitted bits in the simulation. By assuming Gray mapping, the BER is defined by [62], [63]

$$
\begin{equation*}
B E R=\frac{N_{e}}{N_{M C} N_{b}\left(\log _{2} M\right)} \tag{4.16}
\end{equation*}
$$

where $N_{e}$ is the number of counted bit errors, $N_{M C}$ is the number of MC iterations, $N_{b}$ is the number of transmitted bits in one MC iteration and $M$ is the modulation order format. The system performance will be evaluated for a pre-FEC BER (or line BER) equal to $10^{-2}$, since after the use of the forward error correction (FEC), the optical communication systems are able to achieve a much lower post-FEC BER,
around $10^{-15}$ or lower [64]. The FEC techniques are usually implemented at coherent detection optical receiver DSP circuits.

Another metric that is used in order to evaluate the performance of the optical communication network is the OSNR penalty. This metric consists of assessing the required OSNR at a specified BER without a particular impairment and, then, considering the desired impairment, the OSNR is obtained for the same BER. The OSNR penalty due to that physical impairment can be estimated from the difference between the required OSNRs with and without that specific impairment. The OSNR penalty due to in-band crosstalk and optical filtering is evaluated for a pre-FEC BER of $10^{-2}$.

### 4.5 Conclusions

We have presented and described a generic model of the optical communication network, along with the MATLAB model used in the simulator. We also described in more detail the optical components and models used in this work, such as the RRC filter and WSSs, as well as the other network components, such as the optical fiber and optical amplifier. The generation of 16QAM and 32QAM signals was also described.

Lastly, the MC simulation was described with the help of a flow-chart and the performance evaluation methods used in this work, BER, estimated by DEC, and OSNR estimation and corresponding penalty were presented.

## Chapter 5

# Network performance assessment in the presence of physical impairments 

### 5.1 Introduction

In this chapter, the performance of a 32 GBaud 16QAM and 32QAM signal, with $200 \mathrm{~Gb} / \mathrm{s}$ and $250 \mathrm{~Gb} / \mathrm{s}$, respectively, impaired by the optical filtering effect, ASE noise and in-band crosstalk along a cascade of ROADMs based on interconnected A architecture with a bank-based A/D architecture is evaluated using MC simulation. We chose this architecture over the other large-scale architectures studied in Chapters 2 and 3, because the interconnected A has a significant cost reduction in hardware, as can be seen in Fig. 2.23, while having a similar performance in terms of in-band crosstalk generation, in comparison to the interconnected B and much less in-band crosstalk than the FLEX architecture. At the receiver, the BER is assessed with the DEC method and also through the OSNR. The OSNR penalty due to these impairments is also studied, by comparing the studied scenario with a reference scenario composed by two nodes, the add node and the drop node.

First, the simulator validation is made on a back-to-back scenario in Section 5.2 and a reference OSNR for each modulation format and architecture configuration is obtained. In Section 5.3, the optical filtering penalty induced by several cascaded nodes is analyzed using noise loading at the optical receiver input. In Section 5.4 each ASE noise term is added to the network model using lumped amplification. The OSNR degradation due to ASE noise accumulation is studied for several cascaded nodes and the maximum network reach is assessed. In Section 5.5, the OSNR penalty due to the presence of in-band crosstalk is evaluated for a network based on interconnected $A$ architecture for the $B \& S$ and $R \& S$ configurations. The maximum network reach in presence of in-band crosstalk is also assessed. Section 5.6 presents the chapter main conclusions.

### 5.2 Back-to-back scenario validation

In this section, the implementation of the simulator that will be used to study the performance of the optical communication network, is firstly validated in back-to-back configuration without in-band
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crosstalk and optical filtering, and considering only the ASE noise. The parameters used to study this scenario are shown in Table 5.1. The output signal is impaired by the addition of ASE noise through noise loading at the optical receiver input in order to study the BER in the simpler scenario shown in Fig. 5.1. The ASE noise power is set by imposing the OSNR at the coherent receiver input so that a BER $=10^{-2}$ is achieved.

| Modulation format |  | 16QAM | 32QAM |
| :---: | :---: | :---: | :---: |
| Signal power at the transmitter | $P_{T x}$ | 0 dBm |  |
| Baud rate | $R_{s}$ | 32 GBaud |  |
| RRC filter roll-off factor | $\rho$ | 0.1 |  |
| Information bit rate (per polarization) | $R_{b, i}$ | $100 \mathrm{~Gb} / \mathrm{s}$ | $125 \mathrm{~Gb} / \mathrm{s}$ |
| Number of symbols | $N_{s}$ | 1024 | 819 |
| Number of samples | $N_{a}$ | 64 |  |
| Reference optical bandwidth | $B_{r e f}$ | 12.5 GHz |  |
| Target BER |  |  | $10^{-2}$ |
| MC stopping criteria | 1000 counted errors |  |  |

Table 5.1: MC simulation parameters used for validation.


Figure 5.1: Simulation model in a back-to-back configuration for validation purposes.

The simulation model shown in Fig. 5.1 is used to find the reference OSNR, the OSNR required to reach the BER of $10^{-2}$, in presence of ASE and absence of ISI, in a back-to-back configuration. In this case, the OSNR is imposed at the optical receiver input by changing the ASE noise power, while keeping the signal noise power constant. Fig. 5.2 shows the BER as a function of the required OSNR for two modulation formats: 16QAM and 32QAM at 32 Gbaud. The required OSNR, i.e., the reference OSNR, is 18 dB and 21 dB for the 16QAM and 32QAM modulations, respectively. The obtained results are in a


Figure 5.2: BER as a function of the required OSNR for a 32 GBaud Nyquist shaped 16QAM and 32QAM signal in a back-to-back configuration.
very good agreement with the theoretical values obtained using the following equations [6], [65]

$$
\begin{align*}
P_{b, 16 \mathrm{QAM}} & \approx \frac{3}{8} \cdot \operatorname{erfc}\left(\sqrt{\frac{4}{10} \operatorname{snr}_{b}}\right),  \tag{5.1}\\
P_{b, 32 \mathrm{QAM}} & \approx \frac{91}{240} \cdot \operatorname{erfc}\left(\sqrt{\frac{s n r_{b}}{4}}\right),  \tag{5.2}\\
s n r_{b} & =\frac{2 B_{r e f} \cdot o s n r_{r e q}}{R_{b, i}}, \tag{5.3}
\end{align*}
$$

where $P_{b}$ is the BER for each modulation, $s n r_{b}$ is the electrical signal-to-noise ratio (SNR) per bit in linear units, $o s n r_{r e q}$ is the required OSNR in linear units, $p$ is 1 for single signal polarization and 2 for dual signal polarization. The results are also in agreement with other similar studies [57], [66]. This good agreement leads to the conclusion that the MC simulator and the BER assessment are well implemented for a back-to-back configuration with ASE noise loading.

### 5.3 Impact of optical filtering in a cascade of ROADM nodes with ASE noise loading

In order to study and analyze the impact of optical filtering in the network model using the interconnected A architecture and bank-based A/D structure, we considered the simulation model with an ASE noise loading approach at the end of the ROADM cascade, in order to set the OSNR level at the receiver input. Fig. 5.3 shows the simulation model used to study the optical filtering effect on the system performance. The additional simulation parameters considered, are presented in Table 5.2


Figure 5.3: Simulation model of the optical network to study the optical filtering effect: reference situation with only 2 nodes, without the express ROADMs (inside the blue dashed line box), and with cascaded ROADM nodes between the add and drop nodes.

| Number of hops <br> between sub-ROADMs | $n_{\text {hops }}$ | 0,1 and 2 |
| :---: | :---: | :---: |
| WSS and splitter size <br> in the sub-ROADMs | $D_{S}$ | 9 |
| Maximum number of <br> traversed ROADMs | $N_{R}$ | 10 |
| ROADM scale | $K$ | $\geq 49$ |

TAbLE 5.2: Additional MC simulation parameters used for the optical filtering penalty study.

The primary signal coming from the optical transmitter output, passes through 2 to 10 nodes in the network, and for each case, the OSNR required to reach a target BER of $10^{-2}$ is estimated for the signal at the output of the optical network. The optical filtering penalty is extracted from the difference between the OSNR required to reach the target BER for a particular number of cascaded nodes and the OSNR required for the reference situation with only 2 nodes. The reference situation is the one where the
signal is added at the first ROADM node and dropped in the second node, without traversing the express ROADM nodes marked by a blue dashed line box in Fig. 5.3. When the number of ROADM nodes is larger than two, the express ROADM nodes are considered, where for each $n^{\text {th }}$ node between the add and the drop one ( $1<n<N_{R}$ ), the signal is optically filtered by the small $1 \times 2$ and by the $1 \times D_{s}$ WSSs inside the express node, 3,4 or 5 times, respectively, in case of 0,1 or 2 hops configuration in the $B \& S$ interconnected A architecture. If a $R \& S$ architecture is considered, the signal is optically filtered 4,6 or 8 times instead, respectively, in case of 0,1 or 2 hops configuration. We considered a maximum number of 10 cascaded nodes, $N_{R}$, which gives us close to 500 km of reach, with 50 km fiber spans. Since the A/D structure considered is the bank-based, there is no incurred penalty due to WSS filtering inside these structures.

The WSS model used is a super-Gaussian filter [49] with a -3 dB bandwidth equal to 46.4 GHz for the 50 GHz channel spacing [50], which has been characterized in Section 4.2.3]

For a better comprehension of the effect of cascading optical filters, when using large-scale ROADM architectures, Fig. 5.4 quantifies the number of filtering stages as a function of number of hops and architecture configuration. As the number of hops increases, the total filtering stages increases linearly, as expected. The R\&S also shows a higher number of filtering stages, due to the extra route WSS used in the configuration.


Figure 5.4: Number of filtering stages as a function of the number of cascaded interconnected A architecture nodes for 0,1 and 2 hops and both B\&S and R\&S configurations.

Fig. 5.5 shows the BER as a function of the required OSNR for a signal that goes through 2, 4, 6,8 and $10 \mathrm{R} \& S$ interconnected A architecture nodes with 2 hops, which is the most limiting case in terms of the number of filtering stages that the signal passes through. The OSNR penalty due to optical filtering can be extracted for a specific target BER from Fig. 5.5, by performing the difference between
the OSNR obtained for the reference situation with only 2 nodes and the OSNR estimated for a higher number of nodes. As the number of nodes increases, the required OSNR also increases, as expected, due to the enhanced signal distortion caused by the optical filtering. The 32QAM signal, which has a higher modulation format, is less robust to optical filtering.


Figure 5.5: BER as a function of the required OSNR for a 32 GBaud Nyquist shaped 16QAM a) and 32QAM b) signals, with 2 hops for several cascaded interconnected $R \& S$ nodes.

The OSNR filtering penalty is depicted in Fig. 5.6 for a target BER of $10^{-2}$, for different hop number configurations and both $\mathrm{B} \& \mathrm{~S}$ and $\mathrm{R} \& S$ architectures. Fig. 5.6 a) refers to a 32 Gbaud 16QAM signal and Fig. 5.6 b) to a 32 QAM signal. The $\mathrm{B} \& \mathrm{~S}$ architecture has a very low OSNR penalty for 0 and 1 hops, reaching less than 0.2 dB and 0.4 dB , respectively, for 16QAM and 32QAM modulation, after 10 cascaded nodes. On the other hand, the R\&S architecture exhibits a higher OSNR penalty, that reaches 0.2 dB and 0.4 dB , for the 16QAM signal, and 0.4 dB and 0.8 dB , for the 32QAM signal, respectively, for 0 and 1 hops. The OSNR penalty, after 10 nodes with 2 hops, reaches about 0.3 dB and 0.7 dB for the 16QAM modulation, and 0.6 dB and 1.4 dB for the 32QAM modulation, respectively, for B\&S and R\&S architectures. The 32QAM exhibits practically twice the OSNR penalty of the 16QAM, regardless of the architecture configuration. As expected, as the number of hops increases, the optical filtering penalty also increases, due to the 1 or 2 additional filtering stages per hop, respectively, in case of B\&S or R\&S configurations. Regarding the comparison between the ROADM architectures, the B\&S architecture shows a better performance, in comparison with the R\&S architecture, as it has less filtering stages in the nodes. For 10 nodes with 2 hops, the B\&S architecture has 24 less filtering stages in total than the R\&S architecture, 3 in each express ROADM, translating into an improved performance of 0.4 dB and 0.8 dB for, respectively, 16QAM and 32QAM signals.


Figure 5.6: OSNR filtering penalty as a function of the number of cascaded nodes for a 32 GBaud Nyquist shaped 16QAM a) and 32QAM b) signals, for 0,1 and 2 hop configurations.

Other optical filtering studies [10], [50], [66], typically study the optical filtering impact on the communication network performance only for a maximum of 20 cascaded WSS, which is equivalent to 10 R\&S or $20 \mathrm{~B} \& \mathrm{~S}$ conventional nodes. All these studies revealed a very marginal filtering penalty for a 16QAM signal with 50 GHz channel spacing, like in our study shown in Fig. 5.6 a). For 10 cascaded nodes, with the large-scale interconnected A ROADM node architecture and 2 hops, we have roughly two (B\&S) or three (R\&S) times the amount of cascaded WSSs (as shown in Fig. 5.4, in comparison with these other works that use conventional architectures. This much higher number of filtering stages lead to a non-negligible higher optical filtering penalty after 10 cascaded nodes.

Also in [24], albeit for a 25 GBaud non-return-to-zero (NRZ) QPSK signal, the OSNR filtering penalty for conventional R\&S CDC ROADM nodes reaches 1.2 dB for 32 cascaded conventional nodes ( 64 filtering stages), with WSSs modelled as $4^{\text {th }}$ order Super-Gaussian filters with $41 \mathrm{GHz}-3 \mathrm{~dB}$ bandwidth and a target BER of $10^{-3}$. Note that in our study, the node architecture has two more filtering stages than in conventional ROADM nodes and also a higher modulation format. Although, not directly comparable, for a very high number of cascaded nodes, the optical filtering penalty shown in [24] becomes above 1 dB .

### 5.4 Impact of ASE noise and optical filtering in a cascade of ROADM nodes with lumped amplification

In this subsection, the impact of ASE noise arising from lumped amplification on a network composed by a cascade of interconnected A sub-ROADMs architecture nodes, using the bank-based $\mathrm{A} / \mathrm{D}$, is analyzed.

We considered, again, that the reference scenario corresponds to a signal that travels only through 2 nodes, the add node and the drop node. This scenario is depicted in Fig. 5.7. considering that the $1^{\text {st }} K$-scale ROADM is connected directly to the last $K$-scale ROADM (i.e., by neglecting the express ROADMs). The corresponding amplification stages and amplifier characteristics are also depicted.


Figure 5.7: Simulation model of the optical network to study the accumulation of ASE noise and optical filtering impact.

The signal enters the network in the add structure followed by an EDFA with small gain $G_{\text {add }}$ and generated noise power $P_{A S E, \text { add }}$ that partially compensates the add losses and a $2 \times 1$ WSS that makes the connection between the add structure and the express path. After this WSS, a post-amplifier with gain $G_{p o s t}$ and generated noise power $P_{\text {ASE,post }}$ compensates the express structure losses and uncompensated add structure losses. At the input of the last node, there is a pre-amplifier with gain $G_{p r e}$ and generated noise power $P_{A S E, \text { pre }}$ that fully compensates the fiber losses. Since the signal is to be dropped, it is sent to the drop structure by a $2 \times 1$ WSS. In our case, the drop losses are very high ( 33.7 dB ) and an EDFA to compensate them would generate too much noise. In order to reduce the ASE noise generation, we use 2 EDFAs at the drop node, similarly to the multi-stage amplification solution shown in Fig. 2.25. In this way, the signal then passes by an amplifier named $G_{d r o p 1}$ with generated noise power $P_{A S E, d r o p 1}$ and then goes to the bank-based drop structure, where before entering the bank, the losses are compensated by a second amplifier named $G_{d r o p 2}$ with generated noise power $P_{A S E, d r o p} 2$.

When the number of ROADM nodes is larger than two, the model considered is the one depicted in Fig. 5.7 considering the nodes inside the dashed line box, where in each express node between the first and last nodes, regarding the optical amplification, the signal goes through a pre-amplifier and a post-amplifier, if the number of hops is 0 . If the number of hops is 1 or 2 , the signals passes through more, respectively, 1 or 2 amplifiers named $G_{\text {inter }}$ with generated noise power $P_{A S E, \text { inter }}$, that compensate
the losses between the sub-ROADMs. In all subsequent studies, we always consider that $n_{\text {hops }}=2$, which is the worst-case in terms of noise accumulation, in-band crosstalk and optical filter bandwidth narrowing. The optical losses of the optical splitters depicted in Fig. 5.7 are estimated using Eq. (2.11). The additional simulation parameters considered are presented in Table 5.3

| WDM channel spacing | $\Delta f$ | 50 GHz |
| :---: | :---: | :---: |
| Number of channels | $N_{c h}$ | 96 |
| Number of transponders per bank | $T_{\text {bank }}$ | 32 |
| Number of input fibers per bank | $b$ | 8 |
| Number of hops between sub-ROADMs | $n_{\text {hops }}$ | 2 |

TABLE 5.3: Additional MC simulation parameters used for studying the optical filtering penalty and ASE noise accumulation.

The amplifier gains and corresponding generated ASE noise power at each amplifier depend on the architecture type used, where in case of a B\&S configuration, the blue diamond component represents a $1 \times D_{S}$ splitter, and in case of a R\&S configuration is a $1 \times D_{S}$ WSS. The gains considered in this work and corresponding ASE noise powers are shown in Table 5.4 .

|  | Gain (dB) |  | Architecture Type | $P_{\text {ASE }}(\mu \mathrm{W})$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Architecture Type | B\&S | R\&S |  | B\&S | R\&S |
| $G_{\text {add }}$ | 3.05 | 5.7 | $P_{\text {ASE }}{ }_{\text {add }}$ | 0.002 | 0.007 |
| $G_{\text {post }}$ | 30.6 | 28 | $P_{\text {ASE }}^{\text {post }}$ t | 2.761 | 1.55 |
| $G_{\text {pre }}$ | 12.5 | 12.5 | $P_{\text {ASE }}{ }_{\text {pre }}$ | 0.043 | 0.043 |
| $G_{\text {inter }}$ | 16.6 | 14 | $P_{\text {ASE }}^{\text {inter }}$ r | 0.12 | 0.06 |
| $G_{\text {drop }_{1}}$ | 16.6 | 16.6 | $P_{\text {ASE }_{\text {dro }}{ }_{1}}$ | 0.12 | 0.12 |
| $G_{\text {drop }}^{2}$ | 17 | 17 | $P_{\text {ASE }_{\text {dro }}^{2}}$ | 0.14 | 0.14 |

TAble 5.4: EDFA gains and corresponding ASE noise powers used to study the optical filtering penalty and the ASE noise impact on the network performance.

First, we varied the transmitted signal power obtained for the reference scenario of Fig. 5.7, as depicted in Fig. 5.8, and obtained the transmitted signal power that leads to the target BER of $10^{-2}$, and to the respective OSNRs of 18 dB and 21 dB , respectively, for the 16QAM and 32QAM formats. The transmitted signal powers extracted from Fig. 5.8 are displayed in Table 5.5 The B\&S architecture requires about 1.5 dB higher signal power than the R\&S architecture to reach the target BER, for both modulation formats. This happens due to the broadcast splitter in the B\&S architecture having a higher loss in comparison with the WSS in the R\&S architecture. Hence, the gain of the post-amplifier, $G_{p o s t}$, is higher to compensate the additional losses and the corresponding degradation due to the increased ASE noise power, $P_{A S E_{p o s t}}$, is higher for the $\mathrm{B} \& \mathrm{~S}$ architecture. The total accumulated noise power measured at the optical receiver input in the reference scenario, before the OSNR estimation depicted in Fig.5.7. is
-24.5 dBm and -26 dBm , respectively, for the $\mathrm{B} \& \mathrm{~S}$ and $\mathrm{R} \& S$ architectures, matching the 1.5 dB signal power difference found.


Figure 5.8: BER as a function of the transmitted signal power for 32 GBaud Nyquist shaped 16QAM and 32QAM signals, in both $B \& S$ and $R \& S$ configurations, in the reference situation.

|  | Architecture |  |
| :---: | :---: | :---: |
| Modulation | BS | RS |
| 16QAM | -6.4 dBm | -7.9 dBm |
| 32QAM | -3.4 dBm | -5 dBm |

Table 5.5: Transmitted signal powers for each modulation format for the target BER of $10^{-2}$ in the reference scenario, for $B \& S$ and $R \& S$ architectures.

Then, after obtaining the signal powers in the reference situation, we varied the number of nodes from 2 to 10 , while maintaining the signal power at the transmitter output at the reference levels. Fig. 5.9 depicts the OSNR at the optical receiver input as a function of the number of cascaded nodes, considering the transmitted signal powers shown in Table 5.5. In this way, the ASE noise contribution to the OSNR degradation can be quantified by the difference between the reference scenario OSNR and the OSNR estimated for each number of cascaded nodes.

As depicted in Fig. 5.9 the degradation induced by the ASE noise on the OSNR is higher on the B\&S architecture, for both modulations. This happens mainly because the post-amplifiers with gain $G_{\text {post }}$ and the amplifiers between sub-ROADMs, with gain denoted as $G_{\text {inter }}$, have at least a 2 dB higher


Figure 5.9: OSNR as a function of the number of cascaded interconnected A nodes with 2 hops for 32 GBaud Nyquist shaped 16QAM and 32QAM signals, in both B\&S and R\&S configurations, considering the ASE noise accumulation along the network.
gain in the B\&S architecture due to the higher broadcast splitter losses in comparison to the route WSS used in the R\&S architecture, hence, generating a higher ASE noise power. For 10 cascaded nodes, the 16QAM system has a OSNR reduction of 9.4 dB and 10.3 dB , in comparison with the OSNR for the reference scenario, for the $R \& S$ and $B \& S$ architectures, respectively, while the 32QAM system has a OSNR reduction of 9.1 dB and 9.8 dB , for the $R \& S$ and $B \& S$, respectively.

Since the optical path losses are fully compensated, the decrease of OSNR with the number of cascaded nodes, due to the ASE noise power increase, and the optical filtering penalty can be compensated by raising the signal power output at the optical transmitter. To perform the next study, we establish two design considerations based on what is typically used in optical networks. First, we set the maximum signal power per WDM channel, $P_{\text {max }_{c h}}$, by considering a power level of 1 dBm at each ROADM input [10]. At the bank-based drop structure due to overcompensation of the optical losses, the amplifier with gain $G_{d r o p_{2}}$ must have a maximum output power above 30 dBm [67]. Another possible implementation is to decrease the gain of this amplifier and compensate the remaining losses at the receiver DSP circuits. The second design consideration is setting a safety margin, $S M$, to the signal OSNR at the receiver input in order to account for additional system performance degradation caused by, for example, optical filtering, crosstalk between carriers and material aging [10]. The safety margin is defined in [10] as

$$
\begin{equation*}
S M[d B]=0.05 \times N_{R}+P_{\text {filt }}+P_{\text {inter } X T} \tag{5.4}
\end{equation*}
$$

where $0.05 \times N_{R}$ is the considered penalty by material aging, $P_{\text {filt }}$ is the optical filtering penalty in dB and $P_{\text {inter } X T}$ is the intercarrier crosstalk penalty in dB , which, in this work, is considered as 0.5 dB [ 10 ]. Since the optical filtering penalty is already included in the MC simulator with lumped amplification, we set $P_{\text {filt }}=0$. The safety margin is related to the required OSNR at the optical receiver input for the target BER, $O S N R_{\text {req }}$, by the relationship [10]

$$
\begin{equation*}
\operatorname{OSNR}_{t o t}[d B]=\operatorname{OSNR}_{\text {req }}[d B]+S M[d B]+R M[d B] \tag{5.5}
\end{equation*}
$$

where $O S N R_{t o t}$ is the total required OSNR that must be met at the optical receiver input to account for the additional system performance degradation and $R M$ is a residual margin. In our work, we have considered $R M=0 \mathrm{~dB}$.


Figure 5.10: Required OSNR at the optical receiver input a) and transmitted signal power b) as a function of the number of cascaded interconnected A nodes with 2 hops, for 32 GBaud Nyquist shaped 16QAM and 32QAM signals and a target BER of $10^{-2}$, in both $B \& S$ and $R \& S$ configurations.

In order to address the maximum reach in terms of cascaded ROADM nodes, the required OSNR at the optical receiver input and the required signal power at the transmitter for a BER of $10^{-2}$ as a function of the number of ROADM nodes transversed is shown in Figs. 5.10 a) and b), respectively. In Fig. 5.10 a), the dashed lines represent $O S N R_{\text {req }}$ and the solid lines show $O S N R_{\text {tot }}$ obtained by the simulator, including the optical filtering and ASE noise accumulation. In order to obtain the OSNRs at the optical receiver input accounting the additional margin, $\operatorname{OSN} R_{\text {tot }}$, the transmitted signal powers must
be raised to the levels depicted in Fig. 5.10 b), for each number of nodes considered. The constraint regarding the maximum signal power of 1 dBm at the ROADM inputs is also plotted using a dashed black line. The optical filtering is already included in the simulator with lumped amplification and the optical filtering penalty can be extracted from Fig. 5.10 a), by subtracting the OSNR obtained for a specific number of cascaded nodes by the OSNR obtained for the reference situation of 2 nodes. From the results of Fig. 5.10, the optical filtering penalty with lumped amplification is very similar to the one estimated in Section 5.3, for ASE noise loading at the end of the filters cascade. For example, for 10 nodes, the optical filtering penalty is 0.7 dB and 1.4 dB , respectively, for a 16QAM and 32QAM signal in a $\mathrm{R} \& \mathrm{~S}$ architecture, in agreement with the results of Fig. 5.6

From Fig. 5.10b), and considering 1 dBm signal power per channel as the limiting power, it can be concluded that the 16QAM signal allows a higher network reach of 5 and 7 nodes, while the 32QAM only allows 3 and 4 cascaded nodes, respectively, for $B \& S$ and $R \& S$ architectures. For a residual margin of 3 dB , the 16QAM signal would only allow 3 and 4 cascaded nodes, respectively, for $\mathrm{B} \& \mathrm{~S}$ and $\mathrm{R} \& S$ architectures, while the 32QAM signal only reaches 2 cascaded nodes for B\&S and R\&S architectures. The higher modulation format, 32QAM, is less resilient to node cascading, as expected [27], mainly due to the higher signal power required to achieve the target BER, in the reference scenario, which reduces the OSNR budget (or system margin). As predicted, the B\&S architecture leads to a lower reach in comparison with the R\&S architecture due to the ASE noise power accumulated along the optical path, whose effect in the performance degradation is stronger than the optical filtering penalty.

### 5.5 Impact of in-band crosstalk in a cascade of ROADM nodes with lumped amplification

In this subsection, the in-band crosstalk impairment is added to the simulation model and its impact on a network composed by a cascade of interconnected A sub-ROADMs architecture nodes, using the bank-based $\mathrm{A} / \mathrm{D}$ structure is analyzed.

The interfering in-band signals follow the same path of the primary signal in the optical network, and also go through optical amplification stages at the ROADM inputs, outputs and also in the bank-based A/D structure, as depicted in Fig. 5.11. The number of in-band crosstalk signals originated in the A/D structure depends on the bank-based structure parameters, while the ones originated in express ROADMs differ in case of B\&S or R\&S configurations. As discussed in Section 3.3.1, we expect that the in-band crosstalk penalty is higher in the $B \& S$ interconnected A, which has $1^{\text {st }}$ order interferers than in a R\&S interconnected A architecture, which has only $2^{\text {nd }}$ order interferers.


Figure 5.11: Simulation model of the optical network to study the in-band crosstalk impact.

The isolation level considered for the optical switches existing in the MCS and the blocking amplitude for the WSSs is -60 dB and -40 dB , respectively [50], [68].


Figure 5.12: Required OSNR a) and OSNR penalty due to in-band crosstalk b) at the optical receiver input as a function of the number of cascaded nodes, for 32 GBaud Nyquist shaped 16QAM and 32QAM signals and a target BER of $10^{-2}$, in both B\&S and R\&S configurations.

Figs. 5.12 a) and b) depict the required OSNR and OSNR penalty due to in-band crosstalk at the optical receiver input, respectively, for the target BER of $10^{-2}$ as a function of the number of nodes, for 16QAM and 32QAM signals, in $B \& S$ and $R \& S$ configurations, considering the system with (solid
lines) and without (dashed lines) crosstalk. The OSNR penalty is extracted by the difference between the required OSNR with crosstalk and the required OSNR without crosstalk, for each number of cascaded nodes. It is very noticeable that the $\mathrm{B} \& \mathrm{~S}$ architecture is less resilient to the presence of in-band crosstalk having a OSNR penalty of 1.7 dB and 3 dB after 10 cascaded nodes, for 16QAM and 32QAM signals, respectively. The $\mathrm{R} \& S$ architecture is much more resilient to the in-band crosstalk, showing a negligible OSNR penalty for both modulations, as in Fig 5.12 a), the lines with and without in-band crosstalk are practically superimposed. This is mainly due to the additional blocking stage existing in the R\&S architecture, meaning that all interferers are of $2^{\text {nd }}$ order and have a negligible contribution to the OSNR degradation, as discussed in Section 3.5.


Figure 5.13: Signal, ASE noise and in-band crosstalk powers at the optical receiver input as a function of the number of cascaded interconnected A nodes with 2 hops for 32 GBaud Nyquist shaped 16QAM and 32QAM signals, in both B\&S and R\&S configurations.

In Fig. 5.13, the signal, ASE noise and in-band crosstalk powers at the optical receiver input are depicted as a function of the number of cascaded nodes. The accumulated ASE noise power only depends on the architecture configuration and reaches around -9.5 dBm and -11 dBm , for $\mathrm{B} \& \mathrm{~S}$ and $\mathrm{R} \& S$ architectures, respectively, after 10 nodes. As noted previously, the accumulated in-band crosstalk signal power is much higher in the $B \& S$ architecture, being around $24 d B$ higher than in a $R \& S$ configuration after 10 nodes. As discussed previously in Chapter 3, this higher in-band crosstalk power is due the higher number of $1^{\text {st }}$ order interferers for this architecture, being around 41, 124, and 201, for, respectively, 2,

6 and 10 cascaded nodes. In the interconnected A R\&S architecture nodes, the in-band crosstalk signals power is much lower than the ASE noise power, more than 20 dB , which confirms that the in-band crosstalk impairment is negligible in this case. For both architectures, for 32QAM, the total in-band crosstalk power is slightly higher (between 3 and 4 dB ) than in the case of 16QAM, although only meaningful for the $\mathrm{B} \& S$, mostly due to the higher signal power at the generation of the in-band crosstalk terms.

Similarly as in previous section, the performance of the system is also evaluated by the maximum reach considering a maximum ROADM input power per channel of 1 dBm and by setting a safety margin on the required OSNR using Eqs. (5.4) and (5.5).


FIgURe 5.14: Required OSNR at the optical receiver input a) and transmitted signal power b) as a function of the number of cascaded interconnected A nodes with 2 hops, for 32 GBaud Nyquist shaped 16QAM and 32QAM signals and a target BER of $10^{-2}$, in both $B \& S$ and $R \& S$ configurations with the presence of in-band crosstalk.

Fig. 5.14 shows that, regardless of the modulation format, the $\mathrm{B} \& \mathrm{~S}$ architecture leads to a lower reach, in comparison with the R\&S architecture and, that the 16QAM signal allows a higher network reach of 4 and 7 cascaded nodes, while the 32QAM allows only 3 and 4 cascaded nodes, respectively, for B\&S and R\&S architectures, as depicted in Fig. 5.14 b). The maximum reach of a network with in-band crosstalk in comparison with the reach of a network without in-band crosstalk is similar, being the only difference in the 16QAM system with the B\&S interconnected A nodes that reduces from 5 to 4 cascaded nodes. This maximum reach after a few cascaded nodes results from a compromise between the maximum signal power per channel at the ROADM inputs and the stronger influence of the accumulated ASE noise along the network in comparison with the effect of the in-band crosstalk and optical filtering.

### 5.6 Conclusions

In this chapter, the impact of optical filtering, ASE noise from lumped amplification and in-band crosstalk on the performance of an optical network with cascaded interconnected A ROADM nodes with bank-based A/D structure has been studied and analyzed considering 32 GBaud 16 and 32QAM Nyquist shaped signals.

First, in Section5.2, we performed the MC simulator validation in back-to-back scenario in presence of ASE noise from a loading circuit at the optical receiver input, and a very good agreement with theoretical values and similar studies has been found.

In Section 5.3, the effect of cascading optical filters was added to the simulator with ASE noise loading at the end of the filter cascade and its penalty was evaluated for different number of cascaded nodes and node configurations. For 10 cascaded interconnected A architecture nodes with $n_{\text {hops }}=2$, an optical filtering penalty of 0.3 dB and 0.7 dB was obtained for a 16QAM signal in, respectively, $\mathrm{B} \& \mathrm{~S}$ and R\&S configurations, while the optical filtering penalty of 0.6 dB and 1.4 dB was obtained for a 32QAM signal in $B \& S$ and $R \& S$ configurations, respectively. The 32QAM signal shows practically twice the optical filtering penalty obtained for a 16QAM signal, for both node configurations.

In Section 5.4, we changed the ASE noise loading technique and considered the generation of the ASE noise contributions from lumped amplification along the optical path. The degradation induced by the ASE noise on the OSNR was higher on the B\&S architecture, mainly due to the higher post-amplifier gain. The optical filtering penalty showed the same results as with the ASE noise loading at the optical receiver input. The optical network performance in terms of maximum cascaded nodes was evaluated and we have verified a maximum reach of 5 and 7 cascaded interconnected $A$ architecture nodes, respectively, for $B \& S$ and $R \& S$ architectures, for the 16QAM modulation, while the 32QAM signal allowed a maximum network reach of 4 and 5 cascaded nodes, respectively, for $B \& S$ and $R \& S$ architectures.

Lastly, in Section 5.5, the in-band crosstalk impairment was studied and the in-band crosstalk penalty was evaluated for both 16QAM and 32QAM signals and both B\&S and R\&S architectures. The B\&S architecture with 2 hops showed a in-band crosstalk OSNR penalty of 1.7 dB and 3 dB for a 16QAM and 32QAM signals, respectively, while the R\&S architecture showed a negligible OSNR penalty for both modulations. The optical network reach was evaluated again, in the presence of optical filtering, ASE noise and in-band crosstalk. The 16QAM signal allows a maximum reach of 4 and 7 cascaded nodes, while the 32QAM only allows 3 and 4 cascaded nodes. The maximum reach is similar to a network without in-band crosstalk, the only difference being in the $\mathrm{B} \& \mathrm{~S}$ interconnected A nodes that reduces from 5 to 4 cascaded nodes for a 16QAM signal. We have also concluded that the network reach is achieved
due to a compromise between the maximum signal power per channel at the ROADM inputs and the higher impact of the accumulated ASE noise. The penalties due to in-band crosstalk and optical filtering cascading have a smaller contribution to the performance degradation.

## Chapter 6

## Conclusions and future work

In this chapter, the main conclusions of this dissertation are presented, as well as some suggestions for possible future work.

### 6.1 Final conclusions

In this dissertation, several architectures for future large-scale ROADMs have been studied. The performance of the most promising of these architectures, named interconnected A ROADM sub-systems architecture with bank-based A/D has been investigated considering 16QAM and 32QAM Nyquist shaped signal transmission in optical networks impaired by optical filtering cascading, ASE noise from lumped amplification and in-band crosstalk.

In Chapter 2, the evolution of the ROADM nodes and its components has been presented and the architectures that allow building large-scale ROADMs and their advantages have been discussed. All the discussed architectures show a significant cost reduction in hardware in relation to large-scale ROADMs based on conventional architectures, with the interconnected A B\&S architecture showing the lowest cost implementation, due to the reduced number of components.

In Chapter 3. an investigation on the generation of in-band crosstalk terms in the new proposed architectures has been performed and compared to the conventional ones. As in conventional nodes, the new large-scale architectures show a reduction on the in-band crosstalk on R\&S architectures, since the majority of interferers are $2^{\text {nd }}$ order. The FLEX architecture shows the worst performance similar to the performance of a conventional $\mathrm{B} \& \mathrm{~S}$ architecture, due to the high number of generated $1^{\text {st }}$ order interferers. In interconnected architectures, the number of generated in-band crosstalk interferers increases with the number of hops. We concluded also that the best architectures in terms of in-band crosstalk generation are the interconnected A and B . As the interconnected A shows a significant cost reduction in hardware in comparison to the interconnected $B$ architecture, the subsequent analysis of the performance of an optical network is performed for ROADM nodes based on the interconnected A architecture.

In Chapter 4, the simulation model used in MATLAB to emulate the optical network based on interconnected $\mathrm{A} B \& \mathrm{~S}$ and $\mathrm{R} \& S$ architectures has been described. We provide details regarding the models of the optical components that compose the optical network such as the optical transmitter, fiber,
filters, amplifiers and coherent receiver. The MC simulation method used to assess the optical network performance and the performance metrics considered have also been presented.

In Chapter [5, the performance of 16QAM and 32QAM signals transmission with 32 GBaud on a interconnected A architecture based ROADM cascade, considering the impact of ASE noise, filtering and in-band crosstalk is assessed using MC simulation. Initially, the simulator is validated in a back-to-back scenario with ASE noise by comparison with theoretical values and other works, and a very good agreement is verified. Then, the optical filtering penalty is studied for an optical network with 2 to 10 cascaded interconnected A nodes with ASE noise loading at the optical receiver input. The optical filtering penalty reaches 0.3 dB and 0.7 dB for a 16QAM signal and 0.6 dB and 1.4 dB for a 32QAM signal, respectively, for B\&S and R\&S architectures when the number of hops is 2 . Then, the impact of both optical filtering and ASE noise generation from lumped amplification on the optical network performance has been studied. The optical filtering penalty showed the same results as with ASE noise loading at the optical receiver input. The maximum number of cascaded nodes is 5 and 7 for a 16QAM signal, respectively, for B\&S and R\&S architectures, and for a 32QAM signal is 3 and 4 cascaded nodes, respectively, for B\&S and R\&S architectures. For the 32QAM modulation format, the B\&S architecture shows a lower reach, mainly due to the higher ASE generation on the post-amplifier. With the addition of in-band crosstalk, the maximum reach achieved is 4 and 7 for a 16QAM signal, respectively, for B\&S and $R \& S$ architectures, and, for a 32QAM signal, is 3 and 4 cascaded nodes, respectively, for B\&S and $R \& S$ architectures. We concluded that the optical network reach, based on interconnected A architecture nodes, is mainly reached due to the high ASE noise generation along the network. The influence of in-band crosstalk and optical filtering penalty due to cascading has a smaller contribution to the network reach reduction.

### 6.2 Future work

For future investigation, we propose the following topics that were not addressed in this work:

- Study the network performance considering 64 GBaud 16QAM and 32QAM Nyquist shaped signals with 75 GHz channel spacing;
- Study the network performance considering different interconnected A and bank-based related parameters, such as $D_{s}, b$ and $T_{b a n k}$;
- Study the network performance considering an optical network based on interconnected B architecture ROADM nodes;
- Investigation of the influence of the fiber non-linear effects in each span with a simplified model such as the non-linear interference (NLI) [69];
- Comparison of the maximum reach achieved with the large-scale interconnected A and B architectures with the one attained by large-scale ROADMs based on conventional architectures.
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