This is an Author's Accepted Manuscript of an article published as: FERREIRA,
M.A.M. (2013) Some considerations about the M|G| e«© queue approximation by a

Markov renewal process. Information Sciences and Computing. 2013(1):Art.ID
ISC040713, available online at: http://www.infoscicomp.com/




I nformationSciences an€Computing
Volume 2013, Number 1, Article ID 1SC040713, 12 @sg
Available online at http://www.infoscicomp.com/

Research Article

Some Consider ations about the M| G| Queue
Approximation by a Markov Renewall Process
Manue Alberto M. Ferreira

Instituto Universitario de Lisboa (ISCTE — IUL), BR IUL, Lisboa, Portugal
Correspondingauthor: Manuel Alberto M. Ferreirangd: manuel.ferreira@iscte.pt

Received 04 June 2013; Accepted 11 July 2013
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1. Introduction

In the M|G|~ queue system the customers arrive according toisséh process at
rated, receive a service which time is a positive randariable with distribution

function G() and meanr and, when they arrive, find immediately an avddagerver.

Each customer service is independent from the atiriomers’ services and from the
arrivals process. The traffic intensityds Aa.

A suggestion to obtain approximate results forergstems, when the exact ones are
steel not known, is to use a Markov renewal proce=ss (1-2).

Along this work, some of the approximations so oled are reviewed.
2. Sojourn Time Mean Valuein Statek

For theprocess referred above, the sojourn timenmedue in staté, k = 0,1, ...is

given by
0 k
® 1—-G(x)]dx
my, =f e~ M [ft [ a( A ] dt,k = 0,1, ... (2.1).
0

'The state of théV|G|e queue in instantis the number of customers being served in theesyst
instant.



Information Sciences and Computing 2

Proposition 2.1

1

mo =~ (2.2).m

Obs: The sojourn time mean value in state 0, does nuértld neither o6 (. )
nor on the arrivals process. It depends only orathgals process.

Proposition 2.2

k<, k=01,.. (23)

e

Dem: It is enough to note that* [“[1 — G(x)]dx < 1.m

Obs: So, the sojourn time mean value in any state doesexcteed the one of the state
0. Put

1
Ey==(2.4).
) =>4

v2+1
< /—,,k =1,2,..(25
M=% 192k + 1) (2:5)

beingy, the service coefficient of variation.

Proposition 2.3

Dem: Using the Schwartz’s inequalitym,z(<f°°e‘z’“dtfO

[N G(0)]dx] " dt == 2ka? (2 4 1) E bk ys+1

222k 2 2k(2k+1) — T 22(2k+1)

[ft [1-G(x)] dx] dt =

2%k
since, see (3),

-1

(1)

w1thbn <2

f U 1—G(x)]dxl dt——(ys + )
..(2.6).m

B v2+1
E,=a /Zp(Zk D 2.7).

If k> p(2 +1) -, By < B

Obs: Define

Proposition 2.4

Dem:

rprl 1w+l 1:»( t1)<4k+2 ok
kD 1T 202k + D) b PO

1 1
> —p(y2 ——.
_4/)(1/5 + 1) 5+
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Proposition 2.5
2
ye+1
<
e =497

k=12,.. (2.8).

Dem:
© k
o [7T1 = G(x)]dx 1 ka? 2ak1 y2+1
< L dt < ——— 2 +1 =a—
m"—fo[ « Sz Dy T
after (2.6)m
Obs: Define
2
ye+1
= 2.9).
2 ak+1( )

Proposition 2.6
If k > p(y2+1)—1,E, < E,.
Dem:

2

ye+1 1

a ;+1 Sz@p(ysz-l—l)Sk+1<=>k2,0(]/52+1)—1.l

Proposition 2.7
If k <2p(y2+1)—1,E, <E,.
Dem:

yZ+1

By e Jy2+1k+1) k+1
E; a@ 2+ D20k +1) Jy2+1/2p\V2k +1
+1

< ktl | k+l <lek+1<20(2+1) ek
T 2024+ "2p(v2+1) T = EPAs

<2p(y2+1)—1.m
Proposition 2.8
If k >4p(yZ+1)—1,E, <E;.

Dem:

E, k+1 - k+1 _ k+1  k+1
Ey  \2p( 2+ DV2k+1 Jap2+ DVk+1 J4p(F + D7 4p(r¢ + 1)

>lekz4pFi+1)—1.m

The Propositions 2.4, 2.6, 2.7 and 2.8 lead tofaHewing upper bounds choice for
mg,k=1.2,..:
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Ap(VE+1)>2

v2+1

v2+1

v +1

1 1 1
k<Zpls+1) -5 My <7
- s +1) 1<k<2(2+1) 1 <
202+ 1) —1<k<4p@y?2+1)-1 my, < minia
2
ye+1
k=4p(y2+1)—1 mkSa;+1

2
ye+1
k=23,
e =@
Op(2+1)<;
2
ye+1
k=12,
e = ¢

Proposition 2.9: If the service time distribution NBUE

a
k+p’

My < k=12,..(2.10)

Dem: It is enough to note that if the service timeNBUE with meana, fb°°[1 -

G(x)]dx < f;oe‘gdx, foranyb > 0.m

Obs:. If the service time INWUE with meana, f;o[l —G(x)]dx = fbooe_%dx, for

anyb > 0 and
a
>—-,k=1,2,..(211).
my k+p ( )

Proposition 2.10: If the service time distribution I$VRL

202k + 1" “k+1
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k 1—2—aﬂs> U2
> ( W) 2 k=12,..(2.12

Beingu, andu; the 2% and the %G (.) moments around the origin

Dem: If the service timeis IMRL

- L LT
1-G' (0 =1 -2 [7[1 - GO)ldy = ZEZEY 5 T gt

2a

t za us+1 k
0 _ TOoLTRT2M3
SO, my > fO e At <e #2 3”% > dt =

_2a 0 2a 2 — 2a)\, 1%
ek(l 3#%;13)[ e—(l+kz)tdt _ ek<1 3#%113) 12a e—(l+k”—2)t]
0 A+ k— 0
2%}
2a
U A + 2ka

Proposition 2.11: If the service time distribution BFR®

18\ ¢
my, > (5 )—,k =1,2,..(2.13).
k+p

x vZ .1

So,

Note: It is not known an expression to the sojourn tirakig in statéfor the M|G| o
gueue systems, with the exception of
a)k = 0, for everyG(.), being

me == (2.14)

|

26 (x) = ifox[l — G(y)]dyis the service time equilibrium distribution.

3For more details abotNBUE (New Better than Used in ExpectatioN\WUE (New Worse than Used
in Expectation), IMRL (Increasing Mean Residual Life) andFR (Decreasing Failure Rate)
distributions, important in reliability theory, s€®.
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b) Ever, for exponential service time, where
a
my = m, k=0,1,.. (215)

In the same circumstances, the Markov renewal psosapplies the same results: in
X

fact (2.14) is equal to (2.2) anddix) =1 —e «,x > 0in (2.1) it is obtained (2.15).
-The bounds given by (2.10), (2.11), match thecexalue given by (2.15). The
expression (2.13) is coincident with (2.15) for= 1.

3. State 0 Recurrence Mean Time

For the Markov renewal process, the state 0 meannence timéis given by

po =31+ Zialle | G,

k=1 1-Amy
Proposition 3.1

ep(v3+1)

If p < 7ar Mo < (3.2)
Dem: To use an upper bound ofi, in (3.1) it is necessary to certify that it isdes
than % . The conditionp(yZ? + 1) <1, due to Proposition 2.6, guaranties that

E,fulfills that request fok > 1.

1 i plrs+1) 1 j p(y2+1)
1 0 kri (1 o _Pstl)
So Ho = 1 1+ Z}=1 l_[k=1 1_p(y§+1) A [1 + z:J=1 Hk:l k+1-p(y2+1)| —
k+1
1 v lpG+)l| _ eptity
11+Z]-=1 F =—F—.u

Obs: For theM|G| @ queue systems

p
Ho =5(3.3).

So, in these conditions, the relative error arignogn considering (3.2) instead of(3.1)
is

eP(r3+1) b 2
—_ 5 ¥Ys
Aep A —epVi _1<etti—1<e—1.
r
vé
2
Y 72 2 log(r+1)
Vil _ 1 <r & < SVs ST
Butew™ —1<r e 7nslogtr+ 1) <9 < Do

That is: if p(y2 + 1) < 1, the relative error arising from taking the bougiden by
(3.2) instead of the true value given by (3.3)fgiis such that:

*Itis in fact theM|G| « queue busy cycle mean time, see (5).
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2
¥Ys
a)e < eriti— 1,

b)e = 0ify2 = 0,
Ce<e—1,

log(r+1)

— 1 2
d)e < r(r <e— Dsinceys < 1-log(r+1)’

So, requesting that is lesser than a given r, it results a criterionnmteasure the
goodness of they, approximation by, for a certaim?, sincep(y2 + 1) < 1.

BeingB theM|G| e« queue busy period length, see (5-6),

e —1

E[B] = —

(3.4).

For the Markov renewal process, siptg? + 1) < 1,

eP(Y§+1)_1

E[B] =—

(3.5).

Now, the relative error own to take (3.5) instedd!), is

p(v5+1) 1 eP-1 ¥
SEARREE R eP3+1)_pp  op¥E_g < e¥5+i_g el S
ePA—1 B eP-1 T 1-eP T 1-e7P 1-e~F"
vé
37g+1—1
a) < ——
b)e = 0ify2 =0,
e—1
C)6 < —=

log(r(1—e=P)+1)
1-log(r(1—-e~P)+1)’

e—1 . 2
dé <r (r < 1_e_p) since y¢ <

So, the bounds fa¥ are greater than the obtainedstorhen it is preferable to use a
criterion based om than ond, to measure the goodness of the approximatianof
by E,.

4. Mean Number of Entriesin State k between Two Entriesin State O

For the Markov renewal process, the mean numbenbfes in stat&between two
entries in state O is

mq..Mmg

— 1k-1
Ue = A o e

k=12, .. (4.1).
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Proposition 4.1

1
yZ+1

If p <

k—1(y3+1)k—1

v < (k+ 12 - k=12,... (42).m

Obs.: Values foruy, k = 1,2, ... for theM|G| e queue system are not known,

From (2.2), (2.9) and (4.2) it follows that

k=1(,,241\%
mv, < LB p 01, (4.3)

Sinco(y2+1) < 1.

For theM|G|« queue system

mvy = %k =0,1,.. (4.4).

apk_l(y§+1)k apk-1
But LT =(yZ + 1)* — 1, that is null fory, = 0 ork = 0 and
k!

increases wittk if y2 > 0.

Note: For p < 1andy? =0 the Markov renewal process suppliesthe following
results:

1
a)nlozi,
bym;, < —,k = 1,2
mk_k+1, = 1,4, ...

eP
< —

efP-1

dE[B] <=,

pk—l
ey, < (k + 1)7 Jk=1.2,..

k-1
f) MgV = apT,k = 0,1,
So the value obtained fat, coincides with théVl|G|« one. And the bounds obtained

foruy,E[B] andm,v, coincide with the true values for the saMfs|oquantities.But
the bounds obtained fon, andwv,coincide with the true value obtained when the
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service time distribution is exponential and ttedfic intensity is 1. In opposition, the
bound got form, cannot coincide with the one given £8.15)for p < 1. So it is
excluded the hypothesis of having an expressiomjomdependent from the service
time distribution and equal to the one given(Byl5). Then, only rarely the Markov
renewal process gives values fgr E[B] andm;v, identical to theM|G| ones.

If p(y2+1)<1itis possible, after the Markov renewal procdssget upper

bounds for theM|G|«system quantitieg,, E[B] andm,v,. So it is admissible to
consider that at lea#t,, beyond being an;, upper bound for the Markov renewal
process, plays also the same role forlh&| « queue.

Note still that ify2 = 0, for the Markov renewal process
me=fye X [1-2]"de, k=01..  (45).

sovforz 1m, < 7 (18wl (1- 5 =55

a 0 k+1
That ism,;, < L,k =12, ...
k+1

But, requesting tha}r{t% < % S k=>p—1thatleadstp-1<0< p <1.

(4.6).

And, integrating by parts,

1 k+1

my, k=1,2,...(4.7).

Myr1 =73

With (4.6) and (4.7) it is possible to obtaim,, k = 1,2, ... for y2 =0 and it is
possible to conclude that, in this case, (2.155du hold.

Proposition 4.2: If the service time distribution NBUE

eP
< —

efP-1
A, )

b)E[B] <

pk—l
C)Uk < (k + 1)7 k=12, ..
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1
d) myv, < apT,k =01,..m

Obs. The bounds obtained fqr,, E[B] andm,v; coincide with the true value of
these quantities for tHd|G| « queue.

If the service time distribution NWUE

eP
>
A = 2,

efP-1

b)E[B] = =,

pk—l
Cluy = (k + 1)7 Jk=1.2,..

k-1
d) my Uy = ZP ,k = 0,1,

k!

with a comment identical to the one in the dIB&JE.

So it is admissible tha;ctf—p,k = 0,1, ...Is an upper bound(lower bound) for the true

value ofmyin the M|G|e queue systems in the cas&lBUE (NWUE) service time
distributions.

After (2.1) and integrating by parts

o k+1 o k+17®°
o _qs [[J, [1-G(x)]dx -t ([7[1-G(x)]dx © -t
mk+1:foelt[tT] dt = l—e <t ) l _fO - (k+
0

A a A

w k o K
S 1-6Wdx]"6®)-1 , 1 k1 co _j. [J [1-6()]dx _ 1
1) [ . ] . dt = 2 Tfo e Q (1 G(t))dt > 1
ETnk. So
p

1 k+1
mk+121_ P

me, k=12, ..(4.8).

Note:According to (4.7), when the service time is constthe equality holds in (4.8).

5. Sojourn Timein State k Distribution

The sojourn time in sate k distribution functiom foe Markovrenewal process is

C)=1—e >0,k =0,1,...(5.1).

0 k
Y [ft [1-— G(x)]dx] ¢
a

Evidently,
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Proposition 5.1
C()=1—e*t>0,k=01,..(52).m

Proposition 5.2: If the service time distribution is exponential

Ce(t) =1—e ™t >0 k=01,..(53).m
Obs.: This result is coincident with the one known foeNHG| coqueue.
Proposition 5.3
Co=1—-e*t>0, (54).m

Obs.: Result obvious for ani|G|« queue and for any queue with Poisson arrivals
process.

Proposition 5.4: If the service time distribution NBUE

1
Ce(®)=>1—ea®™Pt t>0k=01,..(55).m

Obs.: As emphasized before, (5.5), beyond supplying a&tdvound forC, (t) in the
Markov renewal process, also gives a lower boumdttfat quantity in theM|G| e
system for the case BIBUE service time.

If the service time distribution NWUE

1
Ce(®) <1—ea®™Pt>0k=01,..(56)

And it is pertinent a comment analogous to the tarone with the change of lower
bound by upper bound.

Proposition 5.5: If the service time distribution iMRL

2a 2 a
B N A |
( 12 3#% U3

Ck(t)<1l-e ),t >0,k=01,..(57)m
Proposition 5.6: If the service time distribution BFR

1-v2

2 ,t>0k=0,1,..(58).m

Ci(t) < 1 — e alkHPIIe
Conclusions

When analytical exact results are not availablenerical methods are used to try to
find approximations for the interesting quantitissler study. It is what is done in this
work for theM|G|equeue, trying to approximate it for a Markov renepicess.An
alternative is using simulation methods. For tlppraach see, for instance, (6, 7).
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Still another is to determine service time disttibns for which it is possible to
determine the most of the interesting quantitiestfi@ M|G|equeue. This is made
solving differential equations induced for the stud the transient behaviour, see (8-

10).
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