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Resumo

A ”Internet das Coisas” Bio-Nano é um novo paradigma de rede definido como a inter-

conexão de dispositivos nano escala. Este é um conceito revolucionário que espectavel-

mente permitirá uma vasta gama de aplicações. Em particular, prevê-se que os sistemas

de saúde sejam transformados com a integração de redes centradas no corpo, em futuras

gerações de sistemas de comunicação. Neste contexto, as comunicações moleculares (CM)

emergem como a forma mais promissora de transmitir informação, devido ao facto de

serem intrinsecamente biocompat́ıveis, eficientes em termos energéticos e robustos em

condições fisiológicas.

Um dos maiores desafios é como minimizar os efeitos do rúıdo ambiental e reduzir a

interferência intersimbólica que pode ser muito elevada num cenário de CM por difusão.

A codificação de canal é um dos tipos de técnicas mais promissoras para abordar este

problema. Este trabalho baseia-se na avaliação da modulação, da deteção e de novos

esquemas de codificação energeticamente eficientes e de baixa complexidade aplicados em

CM. Com especial foco, na implementação de códigos Tomlinson, Cercas, Hughes (TCH)

como uma nova abordagem para um ambiente de CM, devido às suas particulares pro-

priedades das palavras de código, que permitem uma deteção simplificada. Os resultados

das simulações mostram que os códigos TCH são mais eficazes para estes cenários quando

comparados com outras alternativas existentes, sem introduzir demasiada complexidade

ou poder de processamento no sistema.

Adicionalmente, é descrita uma experiência macroscópica, que utiliza o pH como por-

tador de informação, demonstrando que os códigos TCH propostos podem melhorar a

fiabilidade para CM.

Palavras-chave: futuras redes sem fios; comunicações moleculares; difusão; codificação

de canal; códigos TCH
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Abstract

The ”Internet of Bio-Nano Things” (IoBNT) is a new networking paradigm defined as the

interconnection of nanoscale devices. IoBNT is a revolutionizing concept that will likely

enable a wide range of applications, in particular, it is envisioned that healthcare systems

will be transformed with the development and integration of body-centric networks into

future generations of communication systems. Within this context, molecular communi-

cations (MC) emerge as the most promising way of transmitting information for in-body

communications, due to being inherently biocompatible, energy-efficient, and robust in

physiological conditions.

One of the biggest challenges is how to minimize the effects of environmental noise

and reduce intersymbol interference (ISI) which can be very high in an MC via diffusion

scenario. Analogous to traditional communications, channel coding is one of the most

promising types of techniques for addressing this problem. This work is based on the

study and evaluation of novel energy efficient and low complexity coding, modulation and

detection schemes for MC. With a special focus on the implementation of Tomlinson,

Cercas, Hughes (TCH) codes as a new attractive approach for the MC environment,

due to the particular codeword properties which enable simplified detection. Simulation

results show that TCH codes are more effective for these scenarios when compared to

other existing alternatives, without introducing too much complexity or processing power

into the system.

Furthermore, an experimental macroscale proof-of-concept is described, which uses pH

as the information carrier and demonstrates that the proposed TCH codes can improve

the reliability in this type of communication channel.

Keywords: future wireless networks; molecular communications; diffusion-based; chan-

nel coding; TCH codes
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Chapter 1

Introduction

1.1. Project background and motivation

The telecommunications domain is always developing, facing all types of new demands

and therefore, while fifth generation (5G) wireless networks are currently being deployed

around the world, work is already underway for future evolutions such as sixth generation

(6G) systems [1] and even beyond. One of the many new trends is nanoscale applications.

Emerging as a new network paradigm is the “Internet of Bio-nano things” (IoBNT),

defined as the interconnection of nanoscale devices. As in Table 1.1 this is a revolutionizing

concept promising many applications [2–5], in the biomedical field, medicine, industry,

environmental, agriculture and military. Many of these scenarios rely on macroscale

IoBNT which is expected to evolve much faster than in-body communications and may

even allow integration into the next generation of wireless networks, namely into 6G [6]. In

the case of in-body applications, the communications in IoBNT need to be biocompatible,

energy-efficient and robust in physiological conditions. This way, electromagnetic signals

became a hard first choice due to issues related to biocompatibility, power and possible

health hazards. An alternative to this concern is employing Molecular Communications

(MC), using molecules for encoding, transmitting and receiving information. MC became

the choice for these systems because:

• It is feasible, being considered easier to implement than other approaches in the near

term.

• It is scalable, having an appropriate size for nanomachines.

• It is bio-compatible, allowing the integration with living systems.

Due to the growing interest in nanoscale communications and MC, IEEE has already

started standardization efforts through the IEEE P1906.1 working group [6,7]. Never-

theless, MC for in-body networks is still in its infancy and it will take some time before

practical systems become a reality, probably not before a seventh or higher generation

(7G) of wireless networks [6]. In the last decade MC has been a challenge, with the

investigation focusing in developing theoretical models of MC systems, by exploring the

communications channels, devising new modulation and detection techniques. MC has

1



been captivating a lot of research interest with several novel transmitter/receiver archi-

tectures being proposed in recent years [11].

Applications Examples

Medicine and healthcare

Targeted drug delivery, cooperatively release medication;
Health monitoring, identify the presence of toxic substances;
Regenerative medicine, rebuild damaged tissues or organs;

Genetic engineering, manipulating DNA.

Industry Quality control, identification of product defects.

Environmental
Environmental monitoring, detection of pollutants or toxins;

Degradation, safe conversion of undesired materials.

Table 1.1. Possible applications for IoBNT.

1.2. Investigation questions and objectives

Despite MC has been developing for billions of years in nature, it is hard to control and

manipulate in non-natural ways. This leads us to face a lot of challenges and concerns in

order to use them in a functional communication system. Some of the identified challenges

are:

• the stochasticity, where molecules have random propagation called environmental

noise,

• the delay, because molecules propagation times are very long compared to electro-

magnetic waves,

• the range, since known techniques have very short practical ranges,

• the fragility, because biological components can be environmentally sensitive (namely

to temperature, to pH and to other reagents).

These conditions pose many challenges for achieving a reliable communication. Therefore,

channel coding became an important solution to help reduce these effects. This is achieved

by adding redundancy to the emitted message and by making it possible to correct the

errors caused by noise during transmission at the receiver, improving the reliability of the

communication link.

Motivated by this, the objectives of this work are to explore ways to encode, transmit

and decode data by using molecules as information carriers. For that intent, we will test
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different type of pulses (non return to zero and Manchester pulses) and we will also use

some known methods of encoding and decoding information borrowed from traditional

wireless communications. In particular, we study the Tomlinson, Cercas, Hughes (TCH)

codes, as a new concept applied to MC systems. These codes possess several proper-

ties allowing us to use them efficiently in various applications, such as error correction,

synchronism, spread spectrum systems and channel estimation. The main goal of these

codes is to achieve good coding gains with low implementation complexity and a smaller

auto-correlation distribution, that is, higher minimum distances, while still supporting

soft-decision decoding for best performance [52–54]. We will be adapting those into MC,

as our main effort to improve the reliability of the system. Furthermore, an MC macro

experiment will be assembled with the objective to bridge the gap between theoretical

and experimental MC systems. Both, simulated and experimental systems, efficiency will

be evaluated by analyzing the bit error rate (BER) and the permanence of the molecules

in the channel.

1.3. Contributions

We provide a state of art in MC macroscale experiments. Also, an overview of known MC

techniques regarding an end-to-end architecture. Throughout this work, we will focus

on the MC via diffusion (MCvD), where the transmitted molecules propagate through

passive diffusion along concentration gradients. This method of propagation is the most

widely utilized for MC in the literature, because the molecule’s movement do not require

additional complexity or energy consumption.

We propose adequate symbol detection schemes for the MC channel which enable

low complexity hard and soft decision TCH decoding. The performance of the resulting

MC system is evaluated through an end-to-end simulator and also through a macroscale

experimental prototype. The TCH codes BER in MC will be analyzed and compared

with other existing alternatives proposed in the literature. Different pulse types will be

considered in the evaluation. Regarding the macro-scale experiment, we adopt pH as an

information carrier combined with Manchester pulses.

Moreover, the results obtained within the development of this project were submitted

to a scientific journal. The journal was ”Sensors” being a leading international, peer-

reviewed, open access journal on the science and technology of sensors. The submitted

article can be found on the Appendix A.
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1.4. Dissertation structure

This dissertation is structured as follows: In Chapter 2, we do a state of art regarding

macroscale MC experiments and a literate review of the different approaches to MC, par-

ticularly, a description of the components and techniques used in end-to-end MC systems.

In Chapter 3, we describe in detail the considered system model and the used techniques.

In Chapter 4, we present our developed experimental system architecture, with details

on the design and the features of all the components. In Chapter 5, we simulate and

experiment with the designed MC system and discuss the obtained results. Finally, in

Chapter 6, we present the overalls dissertation conclusions and we also discuss possible

future improvements for the developed MC system.

4



Chapter 2

State of the Art and Fundamental Con-

cepts

This chapter presents the main concepts of an MC system and also the developed work so

far in this area. The focus is describing all the processes represented in Figure 2.1, being

them the most important for a good understanding of an MC system. This is based on

the referenced work from the literature review and includes a brief theoretical explanation

about the areas of study.

Figure 2.1. Resume representation of a MCvD system.

2.1. MC body-centric networks

The human body is a great source of energy, for instance, thermoelectric from body heat,

vibrational from heartbeats and biochemical from perspiration. This opens many possi-

bilities to several MC microscales/nanoscales implementations, as exemplified in Figure

2.2. Carrying information through molecules is a natural way to implement IoBNT in

the human body. Utilizing nucleic acids, deoxyribonucleic acid (DNA) and ribonucleic

acid (RNA) are the most promising ways, because they are biocompatible and chemically

stable [3,8–10]. Encoded information in DNA sequences can be known as nucleotide shift
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keying (NSK). In the literature [11,12], NSK can be a potential method to boost the typ-

ically low data rates in MC up to competing with the traditional wireless communication.

Carrying information through molecules in the human body can also be accomplished by

varying the concentration of elemental ions, such as Na+ ions, K+ and Ca2+, which are

present in many biological human systems [13,14]. Also, neurotransmitters, proteins and

other molecules can be considered as potential information messengers for IoBNT [15].

Figure 2.2. IoBNT example in the human body, from [11].

2.2. Propagation techniques: Physical Principles

Figure 2.3. Propagation techniques in MC, adapted from [16].

One of the key challenges in molecular communications is to characterize how molecules

propagate through the medium and, for a good perception of how this happens, it is
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necessary to analyse some chemical and physical foundations happening at the molecular

level. As Figure 2.3 shows, there are three main architectures based on the type of

molecule propagation as described in [16,17]:

1) Walkway-based, where the molecules propagate in predeterminate pathways con-

necting the transmitter to the receiver through carrier substances;

2) Flow-based, having the molecules propagating through a guided and predictable

flow;

3) Diffusion-based, where molecules propagate without any specific direction but ac-

cording to a concentration gradient. This method is the most studied and used in molec-

ular communications, this is also the propagation technique that we will implement in

this work.

In the following sections, the diffusion-based propagation and other physical effects

that influence it, will be clarified.

2.2.1. Diffusion

Molecular diffusion is the thermal movement of molecules in a fluid medium such as liquid

or gas, the molecules flux happens from higher to lower concentration levels. The rate of

this movement is a function of the environment temperature and the mass of the particles.

When the concentration of these molecules becomes homogeneous in a determined fluid

(dynamic equilibrium), the molecules continue to move, but since there is no concentration

gradient, their movement becomes random. The resulting movement of the molecules

without any specific direction is named Brownian motion: an uncontrolled movement of

particles in a fluid as they constantly collide with other molecules. Diffusion is the most

popular method in MC, because it is seen many times in nature, such as in synaptic

communication, quorum sensing and Ca2+ signalling [18].

A mathematical description of diffusion is possible as described in [19–21]. Adolf

Fick derived a deterministic law in 1855 based on the diffusion coefficient D (m2/s). The

random movement of molecules due to diffusion leads to the variation in C across time

and space, which denotes the concentration of the diffusing molecules i.e., the average

number of solute molecules per unit volume (in m−3). That leads us to Fick’s second law

of diffusion, where ∇2 is the Laplace operator

∂C/∂t = D∇2C. (2.1)
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The value of the diffusion coefficient depends on the environment as well as the shape

and the size of the particle. For immersed spherical particles, the diffusion coefficient

can be determined based on the Einstein relation, where kB is the Boltzmann constant

(1.38x10−23 J/K), T is the temperature in Kelvin, η is solvent viscosity (Kg.m−1.s−1) and

Rp is the radius of the diffusing molecule (in m)

D =
(kBT )

6πηRp

. (2.2)

The particles movement can be modelled by a Wiener Process and can be accurately

simulated by Monte Carlo simulation.

2.2.2. Advection

Considering that this type of communications can happen in a fluid such as blood or

water, it is important to review another fundamental mechanism for particle transport in

a fluid environment called advection. Transport by advection can happen by a for-induced

drift or a bulk flow.

In [22], the flow velocity is described for advection as a vector, v(d, t) that depends on

position d and at time t. The change in concentration, related to time due to advective

transport, is modelled by the following equation, where c(d, t) is a conserved quantity

described by a scalar field and ∇ = [(∂/(∂x)), (∂/(∂y)), (∂/(∂z))]

∂c(d, t)/∂t = −∇.(v(d, t)c(d, t)). (2.3)

In many application scenarios, advection and diffusion are both present in the MC envi-

ronment. The combined effects of both advection and diffusion are characterized by the

following equation, known as the advection–diffusion effect

∂c(d, t)/∂t = D∇2c(d, t)−∇.(v(d, t)c(d, t)). (2.4)

2.2.3. Reactions

Other reactions may be considered, such as molecule degradation, where, in certain mo-

ments, one specific molecule ends up disappearing. This is a natural feature of some

types of molecules and its effects must be accounted for the communication design. In

typical scenarios, the speed of natural degradation might be too slow compared to the

desired time scale for communications. In this case, enzymes can be used to accelerate

the reaction process [22].
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2.3. System components architecture

This section will evaluate the components of the system in Figure 2.1. The overall char-

acterization of this system is similar to traditional radio communication systems, where

we have an end-to-end chain: a transmitter, a channel and a receiver. However, the

way these components are characterized in MC is significantly different from other known

characterizations in electromagnetic communications. Therefore, existing models for MC

transmitters, channels and receivers, will be clarified. Each of these components has

unique features and roles in the system, which are outlined in the following sections.

2.3.1. Transmitter

The transmitter is responsible for processing the information to be sent. For this, data

must be mapped through source coding, representing the information with the adequate

number of bits and channel coding to introduce additional information bits providing

redundancy and error correction capability. Then, the modulator unit encodes the in-

formation according to the physical properties of the molecules such as concentration,

type, ratio, or order. Finally, controlled by a releasing mechanism, data is sent into a

designated channel [11]. As explained in [23], the transmitter physical components must

include a processing unit which controls the communication system and the information

encoding by giving instructions to the particle generation, a particle producer or reservoir

where molecules being transmitted are stored and a release mechanism which controls the

release of the particles into the medium.

The following points will present some of the existing transmitters models for MC. It

will be explained their geometry and release mechanisms to the medium and how they

can affect the end-to-end system, as described in [22].

Figure 2.4. a) Point transmitter b) Volume Transmitter c) Ion-channel-
based transmitter, adapted from [22].
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a) Point transmitter [24]: The point transmitter, represented in Figure 2.4a, is the

simplest and the most used in MC transmitter models. Being a point transmitter means

that geometry is not considered when simulating the system or in the physical transmitter.

In this model, we just assumed that molecules are produced and enter the physical channel

immediately.

b) Volume transmitter [25]: Unlike the point transmitter, in the volume transmitter we

take geometry into consideration by assuming that the molecules are uniformly distributed

over the transmitter’s volume, we assume a 3-D model, where molecules are physical

quantities that occupy space. This model does not take the release mechanism into

account and it is depicted in Figure 2.4b.

c) Ion-channel-based transmitter [26]: In Figure 2.4c presents the ion-channel-based

transmitters. These transmitters take into account both the transmitter geometry and the

release mechanism of the signalling molecules to the physical channel. These transmitters

are modelled as spherical objects with ion channels embedded in their membrane and are

controlled via a gating parameter. For example, taking voltage as the gating parameter,

when a certain voltage is applied across the transmitter membrane, the ion channels open

and a number of molecules leave the transmitter via passive diffusion.

2.3.2. Receiver

The receiver is responsible for receiving information and decoding it into the original

data. For that purpose, it starts by recognizing, through external sensory units, the

arrival of molecules and detects the encoded information according to a physical property

of these molecules, such as concentration, type, ratio, or order. Then, a processing unit

is needed to detect and decode the information, by analysing the output of the sensor

measurements. For MC as explained in [23], the receiver physical components must

include a processing unit which is responsible for controlling the communication system,

processing and decoding the information. Additionally, it includes an information particle

detector that detects and senses the information particles.

The following topics summarize the architectures of MC receivers, as described in

[11,22].

a) Passive receiver [27–29]: The model of passive receiver is the simplest to use, since

the physical sampling process is based on sampling the instantaneous number of molecules

inside the reception space, at a specific sampling time. This way, research can focus only

on the transport of the messages into the receiver location. This transmitter is assumed
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Figure 2.5. a) Passive receiver b) Absorbing receiver c) Reactive receiver,
adapted from [22].

as having a transparent membrane to all kind of molecules. The problem with this model

is that the same molecules can be measured multiples times because of their random

movement, in and out of the measuring area. This model is represented in Figure 2.5a.

b) Absorbing receiver [30–33]: The absorbing receiver, shown in Figure 2.5b, is con-

sidered spherical, absorbing and degrading every single molecule that hits its surface. This

is a more realistic scenario compared to a passive receiver because it includes a physical

interaction between the receiver and the molecules. The perfect absorbing receiver would

have a very high concentration of receptors with infinitely high absorption rate, in such a

way that every molecule hitting the surface is consumed instantly. Unlike passive receivers

which have sampling-based detectors, absorbing receivers are energy-based detectors, re-

lated to the total number of molecules absorbed by the receiver during a prespecified time

period, which is usually the symbol interval.

c) Active receiver [34,35]: The reactive receiver approach, Figure 2.5c, is the most

realistic in the sense that natural cells such as bacteria or neurons detect MC signals

through their receptors on the cell’s membrane, therefore many types of artificial biosen-

sors work with biological receptors for higher selectivity. Here the molecules are processed

via specialized receptor proteins or enzymes. Diffusion-based MC systems with reactive

receivers, in most cases, can be considered as reaction–diffusion systems with finite reac-

tion rates.

2.4. Physical Channel

Next, we will present the properties of the physical channel. We will describe deterministic

and statistical models related to the received molecules. In addition, we also review the

ISI and the correlation of the received signal.
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2.4.1. Channel models

Channel models are described in [22,23] and can be classified as:

1) Deterministic model: it characterizes the expected number of molecules observed

at the receiver.

2) Statistic model: it characterizes the actual number of observed molecules at the

receiver. The following statistical models are the most commonly adopted for the number

of molecules observed at the receiver for time-invariant channels:

a) Binomial model, based on the independent molecule behaviour assumption and,

since any given molecule released by the transmitter is either observed by the receiver

or not, a binary state model applies and the number of observed molecules following the

binomial distribution;

b) Gaussian model: If the expected number of molecules observed at the receiver,

is sufficiently large, then we can apply the central limit theorem (CLT). The Gaussian

distribution is much more amenable to analyse than the binomial distribution;

c) Poisson model: For cases when the number of trials is large and the mean of

the binomial is small, the binomial distribution can be well approximated by a Poisson

distribution with the same mean.

2.4.2. Addictive Noise and ISI Models

In terms of addictive noise as in [36], for MC, noise can arise, for example from inconsistent

pulse emissions, physical disturbances, medium influence and receiver and transmitter

design.

Since diffusion is the way molecules propagate, which consists in random movements,

it becomes impossible to predict the accurate arrival time of information particles at the

receiver. These particles remain in the medium until they reach the receiver or until

totally degradation of themselves. Hence, some particles can reach the receiver in future

time slots, therefore causing interference to the corresponding symbol. This may cause

an ISI increment and it can significantly degrade the channel performance. The ISI can

be modelled as a sum of random variables, each following a gaussian distribution or as an

additive noise modelled using a Poisson-Binomial probability mass function [37].

2.4.3. Correlation

Correlation is considered in [22] according to two types:
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1) Sample correlation: For a good correlation between emitted and received informa-

tion we must assume that the number of molecules, counted at different time instants,

is independent of each other within one symbol interval or in different symbol intervals.

The sampling interval is chosen to be large enough, in such a way that the independence

of consecutive samples is ensured.

2) Mean correlation: Likewise, in the sample correlation, we can define a correlation

factor between the signals at time instants t1 and t2. If the mean signal varies over time,

then it is because the system parameters changed.

2.5. Channel coding: Literature channel codes applied in MC

Channel coding is important to provide immunity to the transmitted signal noise, intro-

duced by the channel [38]. This is achieved by adding redundancy to the emitted message

and by making it possible to correct the errors caused by noise during transmission, at

the receiver. Channel coding improves the communication link’s reliability, but it also

implies a reduction in the overall transmission rate, due to implicit code rate k/n, where

n is the block length and k is the message length. The codes mentioned in [37] applied

in MC sytems, for channel coding, will be described.

1) Hamming Codes (HC) – The Hamming codes as in [39], are simple linear block

codes. The simplest way to construct these codes is through the multiplication of the

polynomial information with the polynomial generator. These can be represented by the

notation (n, k), where it uses m (m >= 2) parity check bits:

n = 2m − 1 (2.5)

k = m− n (2.6)

The number of errors that can be corrected in each block are given by t:

t = ⌊(dmin − 1)/2⌋ (2.7)

where dmin is the minimum distance in which, for HC, equals to 3. Therefore, they can

correct one error in each block. In [40] the authors demonstrated that HC improve the

performance for MC systems and that an optimal length exists according to power and

another one exists according to gain. It is also shown that there is a Hamming order at

which they become self-defeating, making it important to study other codes.
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2) Euclidean Geometry Low Density Parity Check (EG-LDPC) codes – Considering

[40], EG-LDPC codes can be constructed based on the lines and points of Euclidean

geometry and are represented as (n, k). Where n is defined as (2.5) and k as

k = 22m + 3m. (2.8)

This kind of code has the minimum distance given by

dmin = 2m + 1 (2.9)

LDPC codes have generally much higher gains than HC.

3) Cyclic Reed-Muller (C-RM) – In [41], RM codes are a class of binary codes with

multiple error correction capabilities constructed as cyclic codes. They can be represented

as C-RM(n, k), with block length as in (2.5). The minimum distance, dmin, is given by

dmin = 2k−n − 1, k ≥ 2, 0 ≤ n < k − 1. (2.10)

These codes can be easily encoded using the shift-register and decoded using majority

logic decoding schemes. The main advantage of these codes for MC is the simplicity of

the encoder.

4) Self-Orthogonal Convolutional Codes (SOCCs) – As evaluated in [41], SOCCs are

a subset of convolutions codes. They can be represented by (n, k,m), where m is the

length of input memory. The maximum error-correcting capability is t, given by (2.7).

SOCCs, as demonstrated in [40], have higher gain than Hamming Codes.

5) Reed Solomon (RS) codes - As described in [41], RS are non-binary block codes

that utilize symbol-based arithmetic and are highly effective against burst and random

errors in real channels. They can be expressed as RS(n, k) and defined over a Galois Field

(GF (pm)), where p is a prime and m is a positive integer. These codes have the capacity

to correct up to (n − k)/2 number of errors per codeword. As shown in [42], the RS

codes are effective in MCvD because they improve substantially the bit error probability

compared to uncoded MC systems and also because they can achieve higher coding gains,

although implementing them could be more complex to the channel than others mention

codes.

6) ISI-mitigation (ISI-mtg) codes - The ISI-mtg codes are proposed in [43] and are

denoted as ISI-mtg(n,k). These codes were designed considering the peculiar characteris-

tics of the molecular communication channel. They can be applicable for all the different

14



diffusive molecular communication channels without requiring knowledge of the channel

state information (CSI). This code family does not have any consecutive bit-1s and uses an

adaptive threshold for each codeword. The codewords have important properties design

special considering an MC environment, which are:

• it cannot have consecutive bit-1s

• it starts with bit-0 to avoid consecutive bit-1s between two neighbors codewords

• it has to have at least one bit-1.

According to the authors in (ISI-mtg), the results using this channel code showed a

significant BER improvement compared to other tested channel codes, such as the HC

and the SOOCs.

2.6. Modulation

Figure 2.6. Modulation techniques.
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In MC, to convey distinct messages, each possible message is associated with a distinct

molecule signal. For this purpose, as defined in [44], the information can be modulated

based on the properties of the molecules:

• Concentration-based is a representation technique of the information that relies on

varying the concentration of the molecules.

• Type-based modulation focuses on using distinct molecules for transmitting the

information.

• The Timing-based modulation encodes information on the time of release molecules.

• Spatial techniques modulation utilizes spatial diversity to convey information.

• The hybrid form of modulation combines two or more modulations previously ex-

plained.

In Figure 2.6 there is a representation of electromagnetic modulations compared with

MC modulations. Next, we will explain some MC modulation techniques [45].

1) Molecular Shift Keying - An example of a type-based modulation is the molecular

shifting keying (MoSK) [46,47], where different information means different type of re-

leased molecules. MoSK is analogous to frequency shift keying (FSK) in electromagnetic

communications. Assuming that are N types of molecules available for signaling which

are denoted by types A1, A2, . . . , AN , we can have m[k] ∈ {1, 2, . . . , N}. In this case it

is released an[k]N
tx type-An molecules in the k − th symbol where an[k] = 1 holds if the

information symbol m[k] = n, otherwise, an[k] = 0 holds. The simplest scenario is when

N = 2, in which case we have two types of molecules, one representing the bit-1 and the

other the bit-0.

2) Pulse Position Modulation - The pulse Position Modulation (PPM) [48] is a timing-

based modulation, where information is encoded in the release time of the pulses. In

this scheme, the symbol interval is divided into N sub-slots and where we have m[k] ∈

{1, 2, . . . , N} as information symbols. The transmitter releases N tx molecules at the

beginning of the n− th sub-slot only if S[k] = n.

2.7. Experimental works

MC systems based on diffusion have been tested on an experimental basis over the last

few years. The purpose is to bridge the gap between theory and practice. Currently the

experiments to study the whole architecture of MC in end-to-end systems are still carried

out at the macro level instead of nano, to which MC really applies. In order to develop
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a macroscopic experience that represents an MC system, we will describe some previous

experiments as well as their achievements and limitations.

2.7.1. Air-driven

Several experiments have been made using the air as a communication channel between

the transmitter and the receiver. The following are examples of experiences using air as

the communication channel.

An experimental MC system was presented in [43], based on spraying and detecting

alcohol in open space. Having at the transmitter part, a microcontroller controlling two

spray nozzles separately and, at the receiver part, two alcohol sensors driven by two

separated microcontrollers. Counting the number of released molecules was not possible

on the assembled testbed, so they used the spray duration to adjust the power. One of

the issues present in this experiment was the fluctuations in humidity and temperature

which change the channel features, which in the molecular context may have an impact

on the results obtained.

Demonstrated in [49] is an end-to-end MC system, where both transmitter and receiver

are controlled by microcontrollers, having as main goal the transmission of short text

messages using chemical signals. To modulate the channel symbols into chemical signals,

they used an electronic spray called DuroBlast which has a battery-operated electrical

pump that can spray a wide variety of liquid chemicals. The main challenges, found after

its implementation, was a nonlinearity of the platform for being unable of achieving high

transmission rates because of the simplicity of the implemented system.

2.7.2. Liquids-driven

The use of liquid transmission channels is also widely used in experiments for MC. The

most popular is the use of water as a transmission medium.

For example, a water-based system is presented in [50] were small tubes are used

as the communication channel. They implement a time-slotted binary communication

system where information is carried via the pH of transmitted signals, using acids and

bases to modulate 1-bits and 0-bits, respectively. The authors refer that the system was

shown to achieve data rates that were better than any previous chemical communication

platform.

In [51] a biological microscale modulator based on E. coli bacteria was used, that

expresses the light-driven proton pump. The transmitted data from the induced chemical
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signal, was measured by a pH sensor, which served as a receiver and it was shown that

the testbed could successfully convert an optical signal representing a sequence of binary

symbols into a chemical signal. A high bit rate in this testbed compared to existing

biological testbeds, was also obtained.
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Chapter 3

System model

Figure 3.1. System block diagram.

The assumed model for this work is an end-to-end MCvD system. Figure 3.1 presents the

system model using a block diagram. At the transmitter, the information bits enter the

encoder block which generates, as output, coded bit sequences. These codewords then

enter the pulse generator, which modulates the bits according to different concentrations of

molecules and according to the selected format (NRZ, Manchester). Then, these molecules

are released to the channel where they difuse until they reach the receiver where they can

be affected by environmental noise. In the receiver, the readings first enter in the pulse

demodulation, which demodulates them according to bit decision techniques, generating

estimates of the coded bits. Finally, in the decoder, the demodulated codewords are

decoded into information bits.

In the next sections, will describe in detail the functionalities of each block.

3.1. Encoder and decoder: TCH Codes

In this work we adopted TCH codes as the encoder/decoder scheme.
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TCH codes are a class of binary, non-linear, non-systematic and cyclic block codes of

length n = 2m, where m is any positive integer. For efficiency reasons, the all-zero code-

word was excluded from the code set and the inverse (binary negation) of any codeword

is always another valid codeword [52]. TCH block codes are identified as TCH(n, k, t).

With Pi being a theoretically generated set of Base Polynomials, which give the whole

structure for any of these codes, we can write [53]

n = 2m,m ∈ N (3.1)

k = m+ log2(h) + 1 (3.2)

dTCH
min ≥ 2tTCH + 1 (3.3)

dTCH
min ≤ Hd[Pi(x), {Pj(x

r)}mod nTCH ] ≤ nTCH − dTCH
min (3.4)

Pi(x) = Pj(x
r)mod nTCH , i ̸= j∀tTCH ∈ N (3.5)

where h is the number of polynomials. As usual, their error-correcting capacity, tTCH ,

depends on the minimum distance, dTCH
min , between the polynomials, where Hd stands

for the Hamming distance between any two polynomials. TCH codes are also balanced

codes, that is, the number of zeros equals the number of ones in each codeword, which is

an important feature for MC systems. We can derive TCH codes of nearly any length,

however, the most important class of TCH codes which originated all of them, are based

on the so-called Basic TCH Polynomials (B-TCH). B-TCH polynomials with degree n are

obtained by the following equation

P (x) =

p−1
2

−1∑
i=0

aix
Ki , ai ∈ GF (q), q = pk, k ∈ N (3.6)

where the exponents Ki satisfy the equation

aKi = 1 + a2i+1, i = 0, 1, . . . ,
p− 1

2
− 1. (3.7)

In these expressions p is a prime number obeying the following condition

p = nTCH + 1 = 2m + 1. (3.8)
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i p nTCH

0 3 2

1 5 4

2 17 16

3 257 256

4 65537 65536

Table 3.1. Fermat numbers for generating TCH codes [53].

Prime numbers that verify this condition can be written as

Fi = 22
i

+ 1, i ∈ N (3.9)

and so they are in fact Fermat numbers (Fi). Only five code lengths obey these rules,

which means that we can only generate pure TCH polynomials for codes with lengths of

2, 4, 16, 256 and 65536, as shown in Table 3.1.

Figure 3.2. Typical autocorrelation function of a B-TCH polynomial with
n=256, [53].

TCH codes originated by B-TCH polynomials have both good cross and auto-correlation.

Their autocorrelation is always three-valued, with values n, 0 and –4 and its distribution

is perfectly characterized for any n [54]. This translates into a great advantage for higher

sized TCH codes, such as TCH codes length n ≥ 256 since the autocorrelation of these

sequences tend to get closer to a Dirac impulse, as shown in Figure 3.2.
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Conceptually, the TCH receiver is based on a group of correlators to compare the

received word. As usual and by comparing the outputs of the correlators it becomes

possible to choose the sequence that corresponds to the highest correlation or the most

likely word sent. In the TCH receiver, depicted in Figure 3.3, correlation is done in

the frequency domain using two FFT’s, a complex multiplication and an IFFT, which,

together with some optimizations, accelerates the decoding process. For example and

since FFT’s of length n process n codewords simultanesously, the efficiency increases with

the code length n. Furthermore since both, real and imaginary parts are also processed

simultaneously, that further decreases the processing time to half, again doubling the

receiver efficiency.

Figure 3.3. TCH decoder of maximum likelihood [54].

3.2. Pulse generator

3.2.1. Types of pulses

For the proposed MC system, non-return to zero (NRZ) pulses and Manchester pulses were

tested. NRZ is a line code technique, characterized by the pulses not returning to zero

while mapping binary data (1’s and 0’s). They are basic line codes as they determinate the

binary data in a very simple way, attributing to the bit-1 one significant condition and to

the bit-0 another significant condition, without no resting state [55]. Some disadvantages

of using these pulses are:

• No error correction capability.

• A long string of ones and zeros may lead to loss of synchronization.

• In a system that can saturate, information could be easily lost.
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In order to minimize the described challenges, other pulses were also considered, namely

the Manchester pulses as in Figure 3.4b. They have their wave boundaries always between

1 and -1, therefore the decisions are usually taken in the middle of each bit, [56,57]. These

features will provide more robustness to the MC communication system ensuring that the

system does not overflow.

(a) NRZ

(b) Manchester

Figure 3.4. Type of pulses.

3.2.2. Modulation: Concentration Shift Keying

Concentration Shift Keying (CSK) [58, 59], is a concentration-based modulation tech-

nique, analogous to amplitude shift keying (ASK) used in telecommunications. This

modulation works by releasing molecules carrying information over discrete period time

slots, the symbol slots (Ts). Let m[k]Nmolec denote the number of molecules released by

the transmitter at k− th symbol slot, where Nmolec is the maximum number of molecules
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released at a time and m[k] ∈ [0, 1] is the information symbol. Considering that S de-

notes the set of CSK modulation symbols, we have S = {0, 1
N−1

, . . . , N−2
N−1

, 1}, where N

is the number of symbols. One variation of this technique is the binary concentration

shift keying (BCSK) where a symbol represents one bit of information. For instance, as

depicted in Figure 3.5b, in each symbol slot, sending a certain concentration of a molecule

represents bit-1 and a different concentration represents bit-0. As a special case, when

N = 2, we have the simplest form of this technique, the on-off keying (OOK), where each

symbol represents a one-bit value. Bit-1 corresponds to the transmitter releasing Nmolec

and bit-0 corresponds to the transmitter not releasing anything within the symbol slot,

Figure 3.5a.

(a) OOK

(b) BCSK

Figure 3.5. Possible representation for the bit stream ”01110010”, re-
garding different types of CSK modulation.

3.3. Diffusion based channel

Suitable channel models are essential for the analysis and design of an MC system. Let us

consider an MCvD system operating in a three-dimensional space. The model assumed
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Figure 3.6. Example illustrating the expected and observed concentra-
tions for a diffusion-based MC channel, assuming number of molecules
(Nmolec)=10000, d0=0.3 µm, D=450 µm2/s and arx=50 nm.

for the average number of molecules counted at the receiver for this work is the point

transmitter to a spherical absorbing receiver. An absorbing receiver is used because it

is considered to be a more realistic model compared to a passive receiver, as it captures

the molecules. This type of receiver counts the number of absorbed molecules during an

observation window [tl, tu]. The probability, Fhit(tu, tl), of a molecule emitted at time t=0

to be observed at the receiver during interval [tl, tu], can be defined as [22]

Fhit(tu, tl) =
arx
d0

[
erfc

(
d0 − arx√

4Dtu

)
− erfc

(
d0 − arx√

4Dtl

)]
(3.10)

where erfc is the complementary error function, arx is the radius of the spherical receiver

and d0 is the distance between the center of the transmitter and the center of the receiver.

D is the diffusion coefficient as in (2.2).

The approach taken in this work assumes a diffusion-based MC system whose infor-

mation bits are encoded in order to reduce ISI. The concentration vector corrupted by

noise at the kth time interval can be written as
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y[k] =
L−1∑
l=0

h[l, k]x[k − l] + n[k] (3.11)

where L is the assumed length of the ISI, x[k] ∈ {A0, A1} (with A0 and A1 representing

the levels for a ‘0’ and a ‘1’) denotes a concentration based binary modulation symbol

emitted from the transmitter at time k, h[l, k] is the number of molecules observed by the

absorbing receiver during time interval k after Nmolec are released from the transmitter at

time k − l and n[k] is the number of noise molecules detected by the receiver at time k.

Both h[l, k] and n[k] are modeled as Poisson random variables: h[l, k]∼Poisson(h[l, k])

and n[k]∼Poisson(n). Taking into account the probability model defined in (3.10), we

have

h[l, k] = Nmolec.Fhit((l + 1)Ts, l.Ts). (3.12)

It can be shown that the received concentration at the receiver can be expressed as

y[k] = h[0, k]x[k]︸ ︷︷ ︸
desired signal

+ v[k]︸︷︷︸
diffusion noise

+ I[k]︸︷︷︸
ISI

+ n[k]︸︷︷︸
environmental noise

(3.13)

where the diffusion noise follows the distribution v[k]∼Poiss0(h[0, k]x[k]), i.e., it is equiv-

alent to a Poisson random variable whose mean has been subtracted. This noise is signal

dependent and accounts for the deviation of the concentration from its expected value

according to the diffusion model, as illustrated in Figure 3.6.

3.4. Detection and bit decision

In this work we assume that no CSI exists at the transmitter nor the receiver. Therefore,

the detection is accomplished solely based on the received observations over each encoded

block duration. Two simple detection approaches are considered. The next sections, will

describe them.

3.4.1. Threshold-based hard decision

The first considerated detection technique is a threshold based detection similar to [43],

which generates hard decision symbols/bits. We consider a concentration-based binary

modulation where each symbol comprising codeword i is represented as xi[k] ∈ {A0, A1},

with A0 and A1 denoting the levels for a ‘0’ and a ‘1’, respectively. In this case an adaptive

threshold is computed for the i-th codeword as
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ti = ayimin + (1− a)yimax (3.14)

where yimin = min(yi) and yimax=max(yi), with yi =
[
yi[1], . . . , yi[N ]

]T
denoting the

vector with the corresponding N received samples. Parameter a is a scaling factor which,

considering the adoption of a balanced code with equal number of ‘0’s and ‘1’s, we set as

a=0.5. Using this threshold, a hard decision estimate is simply obtained as

x̂i[k] =

A0, yi[k] < ti

A1, yi[k] < ti
(3.15)

which can be directly demodulated into bits.

3.4.2. LLR-based soft decision

The second detection technique relies on an ad-hoc computation of log-likelihood ratios

(LLRs) for each bit. Since we assume that no prior knowledge about the statistics of the

channel exists, we compute estimates for the probabilities p1,k = P (xi[k] = A1

∣∣yi) and

p0,k = P (xi[k] = A0

∣∣yi) considering a uniform distribution whose bounds are defined by

yimin and yimax. In this case these probabilities are obtained as

p1,k =
yi[k]− yimin

yimax − yimin

(3.16)

and

p0,k =
yimax − yi[k]

yimax − yimin

. (3.17)

Soft values can then be computed as the conditional expected value of the symbols which

can be written as

x̃i[k] = E(xi[k]
∣∣yi) = (A1 − A0)p1,k + A0. (3.18)

Taking into account that the LLRs for the individual bits can be expressed as

λi[k] = log

(
p1,k
p0,k

)
(3.19)

we can write
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p1,k =
1

1 + e−λi[k]
(3.20)

which allows us to compute the soft-values as

x̂i[k] =
(A1 − A0)

1 + e−λi[k]
+ A0. (3.21)

Note that in the case of OOK, with xi[k] ∈ {0, A}, this expression can be rewritten as

x̂i[k] =
A

2

(
tanh

(
λi[k]

2

)
+ 1

)
. (3.22)

In the case of a polar modulation where xi[k] ∈ {−A,A}, (3.21) reduces to

x̂i[k] = A

(
tanh

(
λi[k]

2

))
. (3.23)

These soft estimates then allow simple soft-decision decoding based on squared Euclidean

distance minimization.
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Chapter 4

Experimental architecture

(a)

(b)

Figure 4.1. (a) Schematic diagram of the experimental implementation;
(b) Photo of the experiment.

To help validate the performance of the proposed TCH codes in MC, we implemented

a macroscale experiment. In our experiment, we used pH levels to test the molecules

as information carriers. The different pH measurements are indicators of how acidic or

basic the water is: pH’s above 7 indicate a basic solution and below 7 an acidic solution,
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on a scale between 0 and 14. The pH measures the amount of free hydrogen (H+)

and hydroxyl (OH-) in the water. This means that water with more free hydrogen ions is

acidic and water with more free hydroxyl ions is basic. The scale on which pH is measured

is logarithmic, which means that increasing or decreasing an integer value changes the

concentration by a factor of ten [60–62]. Thus, we use an acid and a base to send

information. The used base solution has a pH level of 9 and the used acid solution has a

pH of 3. Utilizing pH could constitute a problem because of the limited scale, from 0 to

14. For example, in the case of bit-1, this is represented by the base and bit-0 by the acid.

So, if many consecutive bit-1’s are transmitted, information could be lost. To avoid this,

we decided to use Manchester codes in this experiment to transmit the bits. Thus, bit-1

is represented by sending an acid and then a base and bit-0 is represented by sending a

base and then an acid. This prevents the information from being lost as it ensures the

same amount of acid and base solution is released in the channel independently of the

information sequence.

Next, we will explain the elements of the system, namely, all the used components,

the chemicals, the transmitter, the channel and the receiver. The main diagram and a

photo of the experiment are presented in Figure 4.1.

4.1. Electronic components

4.1.1. Arduino UNO

Figure 4.2. Arduino Uno.
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Arduino is an open-source electronic prototyping board, as shown in Figure 4.2, and is

composed not only by the hardware part but also by the software. The software part

is developed using the C/C++ language. The Arduino board is capable of interfacing

different sensors and wireless communication devices through input/output pins [63]. As

in [64] the main advantages of utilizing this platform are:

• Low cost - Arduino boards compared to other micontrollers are relatively inexpen-

sive.

• Easy to program - The Arduino integrated development environment (IDE) is for

all types of users, simple for beginners but complex enough to advanced users.

• Cross-plataform - IDE runs on Windows, Macintosh OSX and Linux operating

systems.

• Large number of tutorials, articles and ready-made projects on the internet - The

Arduino software is an open-source tool.

4.1.2. Pump

Figure 4.3. 12V Aquarium pump.

The peristaltic pumping principle [65], called peristalsis, is based on alternating com-

pression and relaxation of the tube, generating a flow. A rotating roller runs along the

length of the tube creating a temporary seal between the suction and the discharge sides

of the pump. As the pump roller rotates this sealing pressure moves along the tube forc-

ing the product to discharge. When the pressure is released, the tube creates a vacuum,

which draws the product from the suction side of the pump. The used pumps were 12V

aquarium peristaltic pumps working at 5000 RPM, Figure 4.3.
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4.1.3. Pump driver

Pump drivers are circuits used to run a pump or a motor. A driver takes low-current

control signals and turns them into higher-current signals that can drive the pumps. The

used driver model was the L298N, Figure 4.4. The L298N is a dual H-Bridge driver which

allows speed and direction control of two DC pumps at the same time. The module can

drive DC motors that have voltages between 5 and 35V [66]. The schematics of how the

L298N driver works are detailed in Figure 4.5.

Figure 4.4. L298N motor driver.

Figure 4.5. L298N schematics, from [66].

32



4.1.4. pH sensor

Figure 4.6. pH probe, from [68].

Figure 4.7. pH calibration liquids.

We used a 5V pH probe with a pH measurement’s errors of ± 0.1 at 25℃, Figure 4.6,

featuring, as most pH probes, a glass bulb filled with strong electrolytes and a silver wire

inside. This allows the pH electrode to measure the difference in potentials between the

two sides of the glass electrode. This signal is then converted into an electric potential

which allows reading the pH value through a connection to a signal conversion board [67].

Therefore, it is essential that this bulb is properly stored. Every time, if the pH probe is

not reading, it should be clean and placed inside its plastic protection. Also, because this

is a fragile sensor, with an estimated lifetime of six months, all the wires connecting the
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pH probe should be disconnected guaranteeing that no current is passing through the pH

probe.

An important aspect of most pH probes is that they need to be calibrated before being

used. This calibration must be done regularly, preferably always between experiments.

To do that we submerge the pH probe into standard sterile solutions, establishing in the

code the corresponding voltage to the pH value that we are diving the pH probe. A

neutral and an acid or basic solutions are enough for a good calibration. In this work we

used a sterile acid solution with pH=4 and a neutral solution with ph=7 to do the pH

probe calibration. These solutions are shown in Figure 4.7.

4.2. Chemicals

Understanding and choosing the right chemicals to carry information is essential in this

type of system. In this study, two types of chemicals were used. One to lower the

pH (pH-) and one to raise the pH (pH+), Figure 4.8. The pH- chosen was a granular

sodium bisulfate (NaHSO3) compound and the pH+ was a granular sodium carbonate

(Na2Co3) compound. Certain quantities of these chemicals were dissolved in different

water recipients until solutions with the desirable pH degree were achieved, namely pH=3

and pH=9. For reaching pH=3 the pH- was used, Figure 4.8a, and the metric to lower

a tenth of pH was mix 10g of this chemical for each cubic meter of water. We used the

pH+ to increase the pH until reaching pH=9, Figure 4.8b, and the metric to increase a

tenth of pH was dissolve 5g of this chemical for each cubic meter of water. After the

right quantities of the chemicals were defined, they could be released to the channel, thus

carrying the information to the receiver.

(a) (b)

Figure 4.8. (a) pH- used; (b) pH+ used.
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4.3. Transmitter

4.3.1. Hardware

Figure 4.9. Transmitter scheme.

The transmitter components are:

• two containers with the acid solution, the basic solution and another container for

the channel fluids waste;

• silicone tubes with ≈ 4 mm of diameter;

• jumper wires: male-to-male, male-to-female and crocodile clips;

• a small bread board;

• an Arduino Uno microcontroller;

• three 12V aquarium pumps;

• three pump drivers, the L298N.

The transmitter hardware is composed of two containers, one for the basic solution and

another for the acid solution. These containers with the solutions are connected through

a silicone tube to peristaltic pumps. These pumps feature a flexible tube, giving an

open flow path for the liquids to pass, Figure 4.1. Because we have an acid and a basic

solution, we used two peristaltic pumps to transmit the solutions individually and avoid

contamination. There is also a third pump that removes the liquid, working at the same

speed as the other two pumps mentioned above. Since these pumps work with a high

current, a driver is used. We control when they are on or off and how fast they run
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by using the microcontroller connected to a computer, as in Figure 4.9. According to

the transmitted information, a certain quantity of an acid solution or a basic solution is

released to the channel. The connections between the components and the ports used in

the assembling of the transmitter are detailed in Figure 4.10.

Figure 4.10. Transmitter circuit.

4.3.2. Software

We used the MATLAB platform to program the transmitter functions. As shown in

Figure 4.11, for transmitting a bit we define two moments: a first moment that starts at

the beginning of the symbol and goes to Ts/2 and a second moment that goes from Ts/2

to Ts. To transmit the bit-0, we start by sending a base solution during the beginning

until halfway of the first moment, followed by a period until the end of the first moment

when nothing is released to the channel. In the second moment, an acid solution is sent

to the channel until halfway of the second moment followed by a period until the end of

the symbol where nothing is released. To transmit bit-1, the opposite happens, in the

first moment an acid is emitted followed by a period when nothing is released and in the

second moment a base is emitted followed by a period when nothing is released.
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Figure 4.11. How bit-0 and bit-1 are transmitted.

Two different scenarios were implemented regarding channel coding: an uncoded sce-

nario and one with TCH(16,10) codes. The transmitter workflow for the uncoded case is

detailed in Figure 4.12, and can be explained in simple steps:

1) We start by generating the information bits and modifying the Channel coding

variable to ”No”, which means no channel coding is being applied.

2) Next, we create a cycle that only finishes when all the bits are transmitted, we do

that by starting to count the time just before the program enters in this cycle and by

defining the ending as the number of bits multiplied by the bit period (Ts).

3) During this time and for each bit, we verify if it is a 0 or a 1. We do that by

confirming if it is greater than 0 or not, then according to this result, bit-0 or bit-1 are

transmitting complying to Figure 4.11.

4) Once all the bits are sent, all the pumps must turn off in order to ensure that

nothing else is being released or taken from the channel.

The TCH(16,10) codes scenario is presented in Figure 4.13. For this case, the variable

Channel coding must be turned on to ”Yes”. All the process is similar to the uncoded case

except that before the bits enter the transmission cycle they are converted to codewords

where redundancy is added. Therefore, we do not consider the total number of bits but

the total number of the codewords to be transmitted.
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Figure 4.12. Transmitter workflow for the uncoded case.
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Figure 4.13. Transmitter workflow for the TCH codes.
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4.4. Channel

As represented in Figure 4.1, we use a plastic container to simulate the channel. We

decided to fill the container with only 20ml of tap water with a pH around 7. On one

side of the container, we placed the tubes sending the acid or basic solution, one at a

time (never simultaneously). On the other side of the container, 6cm apart, we placed

the pH probe and another pump to keep the container’s liquid volume always the same.

Although these pumps generate some flow, the system process goes on via diffusion. One

advantage of using acids and bases is that they are chemicals that cancel each other and

this property is very important in closed loops because the average concentration of these

chemicals would remain constant assuming the same transmission concentration of bases

and acids.

4.5. Receiver

4.5.1. Hardware

Figure 4.14. Receiver scheme.

The main components of the receiver are:

• an Arduino Uno;

• jumper wires: male-to-male;

• a signal conversion board;

• a ph probe.

The receiver hardware uses a different microcontroller, also an Arduino Uno, connected

to the main computer. This board function is to read the pH levels in the water through

the pH probe, as shown in Figure 4.14. The pH probe is connected to a signal conversion
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board which is connected to the Arduino Uno microcontroller, that digitizes the pH

reading through a 10-bit analog to digital converter (ADC).

4.5.2. Software

As the transmitter, in the receiver software we used the MATLAB platform to program

and also two cases regarding channel coding were implemented. The first case, in Figure

4.15, is a representation of how the receiver works for the uncoded case and can be

summarized in the following steps:

1) We start to change the variable Channel coding to ”No”, meaning that we are

approaching the channel without any type of channel coding.

2) The next step is during the transmission period plus the maximum system delay

time (which is Ts/2), read the pH measurements. To know the right pH measurement is

read the input of the Arduino analog pin to which the pH probe is connected. Then, that

value is adjusted using the voltage values of the calibration, and according to expressions

given by the pH probe manufacture turned into values within the pH scale (from 0 to 14).

Next, the pH values are saved in a vector with all the pH measurements within the total

sample period, rx pH. We defined the sample period as being one sample per second. To

have an accurate sample vector, according to the established sample period, the computer

processing delay had to be removed when adding the sample in the right position to the

rx pH vector.

3) After the rx pH is created, the initial delay had to be removed, to fairly compare

the emitted with the received signal. Since no synchronization was implemented, this

removal was done by an ad-hoc technique.

4) Next, we add the difference between slopes within each Ts/2, to estimate the pH

variation within that period. After this, we have two samples per bit. The soft decision

technique uses this two samples per bit to decode. The used soft decision was described

in Chapter 3.4.2.

5) Finally, the number of errors between the emitted with and received signal is

counted.

Figure 4.16 details the decoding of the received information using TCH(16,10) as the

implemented channel coding. When channel coding is applied, the variable Channel coding

is changed to ”Yes”. The receiver procedures are similar to the uncoded case. The dif-

ference now is that, instead of considering the number of emitted bits, we consider the
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total number of codewords. Also, before counting the number of errors between the emit-

ted and received signal, the TCH decoder is applied in order to remove the redundancy

inserted by the encoder, thus transforming the codewords into bits.

Figure 4.15. Receiver workflow for the uncoded case.

42



Figure 4.16. Receiver workflow for the TCH codes.
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Chapter 5

Results and discussion

To evaluate the proposed MC scheme based on TCH codes, several simulations with

different configurations were tested, followed by an experimental evaluation. In the next

sections, are detailed both the simulation and experimental results and discussion.

5.1. Simulation results

5.1.1. Simulation setup

Parameter Value

Deterministic model Point transmitter to a spherical
absorbing receiver

Statistical model Gaussian approximating
Poisson

Paired tx− rx link distance (d0) 10 (micrometers)

Diffusion Coefficient (D) 79.4 (micrometers2/seconds)

Transmitter radius and receiver
radius (atx, arx)

5 (micrometers)

Symbol duration (Ts) τ (d0)2

6D
(seconds)

Table 5.1. Simulation parameters.

The purpose of these simulations was to test different modulations and bit encoding

solutions combined with TCH channel codes. We compared the performance of some
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previously studied codes for MC against the TCH codes which we propose here as a po-

tential alternative for MC scenarios. For the channel correcting codes, we chose to test

the Hamming Codes (HC) as benchmark because they are basic and easy to implement

and the ISI-mtg codes from [43] because they were designed specifically for an MC en-

vironment. Finally, we test the TCH codes for different codes lengths. For the uncoded

scenario and for the HC we used threshold hard decision. For the TCH codes and for the

ISI-mtg codes, LLR soft decisions were employed. Both these bit decisions are detailed

in Chapter 3.4.

The main parameters used in the simulations are described in Table 5.1. The symbol

duration (Ts) can have a critical impact on the behaviour of the system. To evaluate the

impact of this parameter we considered different values for the scaling factor τ which is

used to define the symbol duration, as shown in Table 5.1. The simulations were performed

using NRZ and Manchester pulses, at different symbol durations, with two distinct types

of modulation: OOK and BCSK. In the case of OOK modulation we have x[k] ∈ {0, 1},

whereas in the BCSK we use x[k] ∈ {−1, 1}. For the BCSK we assume the existence of

destructor molecules that can reduce the concentration of the carrier molecule.

It is important to emphasize that while the channel model may not be the most

adequate for this particular scenario, the proposed scheme does not depend on a specific

channel and does not require channel knowledge. Therefore, using this channel model

still enables an evaluation of the system behaviour, which is then additionally validated

through experimental tests. The results will be presented as the relation between the

BER and Nmolec/σ
2
n (per information bit) in dB, where σ2

n denotes the variance of the

environmental noise.

5.1.2. Effects of symbol duration and type of pulses

Figure 5.1a and Figure 5.2a present the results for NRZ pulses, whereas in Figure 5.1b

and Figure 5.2b present the results for the tested Manchester pulses. Both Figure 5.1 and

Figure 5.2 were simulated using BCSK modulation. When Manchester codes were used,

the tested channel coding methods had an overall better performance. The big difference

between these figures relies on the τ value, which in Figure 5.1 is 2, while in Figure 5.2

is increased to 10. Analyzing the results for the different τ values, it is noticeable a BER

improvement in Figure 5.2 which has a higher τ value and thus a higher Ts. Increasing the

Ts means that the molecules will have more time to diffuse and reach the receiver, reducing
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the ISI. It is important to note however that a higher Ts also means a transmission rate

decrease.

(a) NRZ

(b) Manchester

Figure 5.1. BER comparison for all the considered channel coding meth-
ods, using BCSK modulation and with τ=2.
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(a) NRZ

(b) Manchester

Figure 5.2. BER comparison for all the considered channel coding meth-
ods, using BCSK modulation and with τ=10.

5.1.3. Modulation techniques

We tested the system with the OOK modulation, whose results are shown in Figure 5.3.

In Figure 5.3a are the results for NRZ pulses with τ=10 and in Figure 5.3b are the results

for Manchester pulses at τ=2. Comparing Figure 5.2a with Figure 5.3a and Figure 5.1b
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with Figure 5.3b, we can see that the tested channel codes had worse BER results in

Figure 5.3, when OOK modulation was used.

(a) NRZ, τ=10

(b) Manchester, τ=2

Figure 5.3. BER comparison for all the considered channel coding meth-
ods, using OOK modulation.

5.1.4. Comparsion between different codes

To ensure a fair comparison between the tested codes, similar sets of code rates were used

comprising both lower codes rates and higher codes rates. We remind that lower coding
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rates may obtain better performances but decrease the information bit rate. Higher coding

rates can improve the bit rate sacrificing some BER performance.

In Figures 5.1, 5.2 and 5.3 we can observe that TCH codes clearly had a lower BER

than codes with similar rates:

• TCH(16,5) and TCH(32,10) codes performed better than HC(3,1) and ISI-mtg(16,5).

For instance, in Figure 5.1b for a BER reference of 10−2 it can be observed a gain between

4 dB to 5 dB in terms of Nmolec/σ
2
n;

• TCH(16,8) and TCH(16,10) codes performed better than HC(7,4) and ISI-mtg(16,8).

This is illustrated, for example, in Figure 5.2a for a BER reference of 10−2, they had a

gain between 1 dB to 2 dB compared with the HC(7,4) and a gain between 3 dB to 4 dB

compared with the ISI-mtg(16,8).

Furthermore, TCH codes with higher codes rates had a better BER performance than

other codes with lower rates:

• TCH(16,8) and TCH(16,10) were able to perform better than the HC(3,1) and the

ISI-mtg(16,5). For example, in Figure 5.3a and considering a BER reference of 10−2, it

can be observed a gain between 2 dB to 3 dB in terms of Nmolec/σ
2
n.

5.1.5. Effect of code length

Figure 5.4. TCH codewords length.

In Figure 5.4 are shown the results for different TCH codewords lengths. As expected,

the TCH codes with longer codewords, namely the TCH(128,10) when compared to the
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TCH(16,10), achieve better BER performances. It is important to notice that longer

codewords cause an additional delay. The results of our simulations proved that the TCH

codes achieved a better BER performance against the other tested channel correcting

codes, independently of the symbol duration, type of pulse and modulation.

5.2. Experimental results

To add value to our simulation results we developed a macro scale proof-of-concept MCvD

system using TCH codes to encode information. Because this experiment was performed

on a macro scale testbed some parameters previously adopted for the simulation had to

be adjusted. Next, we present the results of the assembled experiment using the uncoded

scenario against using TCH codes. Also detailed, are the experimental system validations

needed to have a viable system.

5.2.1. Experimental system validation

At the beginning of this experiment it was important to do several tests to ensure the

reliability of the system:

1) pH probe calibration

2) Channel response to pH changes

3) Bits reception

Figure 5.5. Calibration Arduino IDE serial monitor, code from [68].

Regarding aspect number 1), a calibration program was used in the Arduino IDE to

calibrate the pH probe. This program was developed by the pH probe manufacturers [68]

and made available to the users. The main goal of this program is to establish a voltage

value for the pH calibrations solutions. First, we submerged the probe into one standard

calibration solution (ph=4 or pH=7). Next as in Figure 5.5, we run the program writing

in the serial monitor of the Arduino IDE, by order, the following keywords:
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• ”enterph” - with this keyword the program will enter the calibration mode, asking

for the user to submerge the pH probe into one of the calibrations solutions;

• ”calph” - this command will establish which voltage belongs to the submerged cali-

bration solution;

• ”exitph” - writing this will end the calibration mode and save the voltage value.

We repeat the process for the other calibration solution, in order to have a good pH

probe calibration. These voltage values was then passed to our main control program in

MATLAB.

It is important to underline that a good calibration is essential to guarrantee the

reliability of the results. Also, it is important that frequent calibrations are made since this

sensor has a high sensitivity to current changes, such as the computer power connection.

In this experience, we follow this good use principle and calibrated the pH probe each

time that it was used.

(a) pH=9 emitted for 30s

(b) pH=3 emitted for 30s

Figure 5.6. pH behavior in a MCvD channel.
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Concerning point 2), analyzing the channel response is an extremely important aspect,

since this work assumes an MCvD system. This implies to study how the used molecules,

pH molecules, behave when released into the system. One of the found obstacles was when

using a base of pH=10 and an acid of pH=4, the system responded faster when the base

was transmitted than when the acid was transmitted. This problem may be related to the

chemicals used when combined with tap water. This could have led to the formation of

non-desirable compounds affecting the pH readings. To solve this we decided to weaken

the base and to strengthen the acid. Thus, we decrease both pH solutions, to guarantee

that they still could cancel each other. The changed values were for the base solution

pH=9 and for the acid solution pH=3. In Figure 5.6a is the channel response when a base

is transmitted, considering pH=9. Figure 5.6b is the channel behavior when an acid is

emitted to the channel, considering pH=3. Both these experiments were conducted under

the same circumstances and the solution (acid or basic) was emitted during 30 seconds.

Figure 5.6 show the molecule’s reception after the emitting period when they reach the

receiver. It is visible one of the diffusion effects which makes some of the molecules to

arrive late due to their random movement, making the reading to take some time to

establish a value. This effect is one of the main causes for ISI and can result in bit errors

at the receiver.

Figure 5.7. Initial reception delay.

Finally, analyzing 3), the way the reception of the bits happens is a crucial part of

how the decoder will work. The released molecules take time to propagate and therefore

reaching the receiver (initial delay), Figure 5.7. One important step comparing the emitted

with the received signal is to do a delay removal. Since no synchronization between the

transmitter and the receiver was implemented, an ad-hoc method was utilized in order to

guarantee an accurate comparison. This was based on checking when the received signal
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started to change its initial stable values. Then, the initial stable values are retrieved

from the signal. The decoder starts to decode from the changing values until the end of

the sampling period.

In Figure 5.8, we show an example of a received signal in Manchester format with the

corresponding sent bitstream, after the initial delay removal. As this Figure shows, at an

experimental level the received molecules waveform is not regular. The waveform for the

same amount of the molecules transmitted could have different sizes. This could happen

because of the phenomenons explained before: the environmental noise and the random

movement of the molecules which could cause a high ISI, generating the irregularities in

the received waveform. An example of a potential error in the received molecules when

decoding into bits is, for instance, the third bit which is a 0 and could be decoded as an

error since the corresponding wave is not centered within the Ts.

In this Figure, is also visible the effect of the Manchester format in the bit transmis-

sions. When a change happens from different bits (bit-1 to bit-0 or bit-0 to bit-1) the size

of the wave increases. Therefore, the pH values have a bigger fluctuation. It is important

to underline that although we see a bigger pH difference when these bits transactions oc-

cur, they will never compromise the system by going besides pH scale buffer. This means,

with the characteristics of the adopted system, no information will be lost because of

these fluctuations.

Figure 5.8. Example of 10 received bits with Ts=40s after initial delay
removal.
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5.2.2. Overall system performance

The experimental evaluation was carried out by testing the communication without chan-

nel correcting codes and by testing it with TCH(16,10) codes. We chose to work with

the TCH(16,10) codes because they have a relatively high coding rate while still main-

taining good error capabilities. In this experiment, we used Manchester pulses, for better

channel robustness, combined with BCSK modulation. The bit decision applied was the

LLR-based soft decision as in Chapter 3.4.2. In our experiment, we collected data from

100 transmissions, where each transmission comprised a block with 100 randomly gen-

erated bits. To test how the symbol interval (Ts) could affect the received bitstream,

we performed the experience for Ts=20s and then for Ts=40s. Is it important to notice

that due to the adopted experimental setup, there could be other existing compounds

formed by the mixing of the chemicals with the tap water used, which can interfere with

the channel characteristics and affect the pH probe readings. Nevertheless, the imple-

mented communication scheme does not require channel state knowledge to accomplish

the detection.

In Figure 5.9, it can be observed that when a larger Ts is adopted the bit error rate

decreases both in the uncoded and coded cases. This was also observed in the simulation

results, in Chapter 5.1.2. and was expected since, although affecting the transmission rate,

a higher symbol interval gives the system more time to receive most of the late molecules,

thus decreasing the ISI. According to the obtained results, TCH codes corrected ≈ 30%

errors when Ts = 40s and ≈ 45% errors when Ts = 20s comparing to the uncoded case.

Analyzing these results, it is clear that fewer errors were obtained when TCH codes were

applied, confirming the TCH codes efficiency in correcting errors in an MC environment.
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Figure 5.9. Uncoded and TCH(16,10) performance for Ts=20s and
Ts=40s.
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Chapter 6

Conclusions

In this dissertation, an overview of existing MC systems and their constituent compo-

nents was undertaken. Also, a state of the art regarding macroscale MC experiments

was presented. Molecular communication is described as a strong branch of communica-

tion engineering, where the applications and the challenges greatly differ, having great

possibilities of being introduced into next future generations of wireless communications.

As the main objetcive of this dissertation, we studied the adoption of TCH codes as

a low complexity promising solution for enabling reliable MC. Adequate detection and

decoding methods which do not require CSI acquisition were presented and evaluated

through end-to-end simulations. Furthermore, to help fulfill major gaps identified in the

literature between theoretical and experimental MC systems and to validate the reliability

achieved with the proposed approach, we implemented a macroscale MC platform. The

adopted channel was an aqueous solution. To generate chemical pulses based on the digital

information and transmit them we used the pH value of the medium to differentiate the

different information bits, as this is a good approach to a biological environment for in-

body communications, such as the human blood. At the transmitter, different encoded

pulses were considered namely, NRZ and Manchester, combined with either OOK or

BCSK modulations. Other channel codes were evaluated as benchmarks for the TCH

codes, namely, Hamming codes and the ISI-mtg codes that were designed specifically for

this context.

There are big challenges when implementing MC systems, in particular, because these

systems are hard to predict/model. Therefore, it is difficult to avoid errors when receiving

the bits. The results obtained, both from simulation and physical implementation, showed

that the newly introduced MC scheme based on TCH codes was able to correct errors

without introducing more complexity. In fact, TCH codes with higher rates were able to

perform better than other studied codes with lower rates. In addition, Manchester pulses

for coded and uncoded situations proved to be essential when operating in a channel

that can saturate, as in the case of the pH-based experimental tests. These pulses also

proved to work better in the simulation than the NRZ pulses, giving more robustness
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to the communication in an MC channel with an absorbing receiver. The results are a

promising possible scenario to be implemented in the many applications of future IoBNT.

6.1. Future work

There is a long way of research in this area until would be possible to have fully functional

IoBNT networks. Concerning our work, for the future other aspects could be tested. One

important feature of the TCH codes is the synchronism capability. In the simulation, we

assumed a perfect synchronism and in the experimental system, this was adjusted using

an ad-hoc technique. For that reason, synchronization between the transmitter and the

receiver should be added. Also, other types of modulation could be tested regarding the

type of molecules and the timing, aiming to increase the rate. A method that could also

help to increase the system rate is the implementation of multiple-input and multiple-

output (MIMO) techniques.

At the experimental level, regarding our setup, more bits should be tested and better

BER rates achieved. The MC field in the macroscale is still in its infancy in regarding to

understanding it and exploiting it. Therefore, the opportunities for making experiences

in this field are many. For instance, in this work, we tested a liquid-driven channel but

also an air-driven channel using other types of molecules carriers and sensors could be

tried and analyzed. Also, an experimental MIMO scheme should be very interesting to

implement to increase the data rate, since in MC and especially in macro scale, it is very

low.
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