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INTRODUCTION

“The future is ours to shape. We are in a race that we need to win. It’s a race between
the growing power of the technology and the growing wisdom we need to manage it.”
Max Tegmark

Professor of Physics, MIT

In the era of Anthropocene, Artificial Intelligence (Al) is often considered as one of the
most promising and disruptive innovation of our times. The term Al is used to describe
machines that mimic human cognitive functions such as learning, understanding, reasoning or
problem-solving (Russell and Norvig 1995). Despite there are not unanimous definitions, Al
can be referred to as “a system’s ability to interpret external data correctly, to learn from such
data, and to use those learnings to achieve specific goals and tasks through flexible
adaptation” (Kaplan and Haenlein 2019, p. 5). For a long time, an extensive narrative in
popular culture has fantasised over the potential applications of artificial intelligence, often
presenting it as uncanny intelligent robots, able to experience emotions, with a soul and a
conscience (Kaplan and Haenlein 2019). Despite this type of artificial intelligence, defined as
“General” or “Strong” Al, is still far from reality; a different, yet real form of AI has

gradually entered individuals’ daily life: the artificial narrow intelligence.

Artificial Narrow Intelligence (ANI), also defined as “weak” Al, refers to those systems
that can perform one or a few specific tasks and operate within a predefined environment
(Davenport et al. 2020; Haenlein and Kaplan 2019). Examples of weak Al are those exploited

by conversational agents or virtual assistants such a Siri and Alexa, recommendation systems,
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image recognition systems, face identification or self-driving cars (Kaplan and Haenlein

2019).

Artificial General Intelligence (AGI) or “Strong” Al refers instead to machines that exhibit
all the aspects of human intelligence, performing any intellectual task normally accessible
only to human beings (Davenport et al. 2020; Kaplan and Haenlein 2019). Besides AGI,
researchers also suggest the possibility of a third generation of Al: the Artificial
Superintelligence (ASI). ASI refers to that intelligence that is able to surpass humans in all
aspects, from creativity to general wisdom and problem-solving (Bostrom 2014; Haenlein and
Kaplan 2019). Both General Al and Super Al are still at a hypothetical level. Despite decades
of setbacks, the development of General Intelligence remains a possibility both for the Al
research community and for society at large (Baum et al. 2011). However as experts in the
field hold a rich diversity of views, it is still difficult to make predictions about the future of

AGI (Baum et al. 2011).

1. A Brief History of Al

In 1943, Warren McCulloch and Walter Pitts published one of the first seminal papers
where, for the first time, the concepts of logical neurons and neural networks were introduced
(McCulloch and Pitts 1943). However, it is in 1950 that the field of artificial intelligence took
an important turn, when Alan Turing published the milestone paper "Computing machinery
and intelligence”, where the researcher considered the fundamental question "Can machines
think?”” (Turing 1950). Turing proposed a game known as the Turing test, the first experiment
to measure machine intelligence. According to the test, a machine can be said to be intelligent
when is able to conduct a conversation indistinguishable from a conversation with a human
being. Almost at the same time, two graduate students in the Princeton mathematics
department, Marvin Minsky and Dean Edmonds, built the first neural network computer in
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1951. Nevertheless, we need to wait the Dartmouth Conference in 1956 to be able to talk
about artificial intelligence. In fact, in this occasion McCarthy coined the term "artificial
intelligence," which became the name of the scientific field.

For the next two decades, institutions and government started to heavily finance
research on Al (Buchanan 2005; Haenlein and Kaplan 2019). Thus, innovations started to
advance: one of the most successful examples is the well-known ELIZA, a computer program
created between 1964 and 1966 by Joseph Weizenbaum at MIT, able to use natural language
processing to simulate a conversation with a human. ELIZA was also one of the first
programs capable of attempting to pass the Turing Test, as well one of the first prototypes of
chatbots in the history of Al. However, during the late 70s research on Al started to slow
down. In fact, both academics and institutions started to question the effective potential of the
new field of Al to reach an advanced, real level of intelligence. In this regard, according to
Kaplan and Haenlein (2019) one reason for the initial lack of progress in the field of Al lies in
the way systems such as ELIZA tried to replicate human intelligence. Specifically, they were
expert systems: collections of rules according to which human intelligence can be
reconstructed in a top-down approach, in particular following “if-then” rules. The limitation
of expert systems, however, is that they cannot be trained to interpret external data correctly
and to learn from such data, not being able to adapt to different contexts and situations. The
need to go beyond if-then rules lead to the creation of the artificial neural networks and deep
learnings, which today form the basis of most applications such as image recognition
algorithms used by Facebook, speech recognition algorithms used by conversational agents,
computer visions and deep learning algorithms used by self-driving cars. Thus, in the late
80es and early 90ties, research began to increase again and many of the landmark goals of
artificial intelligence started to be achieved. For instance, the first self-sufficient autonomous

car appeared in the 1986, with Carnegie Mellon University's Navlab and ALV. In 1997,
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IBM's Deep Blue became the first computer to beat a chess champion when it defeated
Russian grandmaster Garry Kasparov and in 2014, a chatbot called Eugene Goostman passed

the Turing test.

2. Research Motivation

Interest in Al boomed in the 21st century, with the advances of deep learning, the
introduction of faster computers and the augmented production and usage of data (Buchanan
2005). Many investors, companies, institutions and researchers have started to focus on the
development of Al (Buchanan 2005). Besides them, also consumers, citizens and individuals
have started to use Al applications in their daily life routine, conscientiously or not. Thus, Al
represents today a huge business opportunity. In fact, revenues from the global artificial
intelligence market are forecasted to see rapid growth in the coming years, reaching more than

half a trillion U.S. dollars by 2024 (Statista 2021a).

According to one recent survey conducted among business leaders, one of the areas in
which Al is mostly applied is marketing (MIT Technology Review Insights 2020). However,
despite the huge increased investments and applications of Al, consumers seem to remain
skeptics. In this regard, many surveys have been conducted, showing that consumers still not
trust Al technology, in particular when the decision-making process is involved (Statista
2021c). In this scenario, it has become widely recognized the need of investigating and better
comprehending how consumers are going to interact with and use these new intelligent
technological products in their daily routine. However, as the applications of artificial
intelligence are vast and numerous, a strategical decision over the focus of analysis is
imperative. In this regard, two of the most discussed Al applications which are defining the
future of AI technology in marketing and consumer behaviors research are conversational
agents such as chatbots, and autonomous vehicles (Davenport et al. 2020; Grewal et al. 2020;
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Hengstler et al. 2016). In fact, both technologies represent a huge market opportunity, being
progressively implemented in society and becoming part of consumers’ life. In particular, the
chatbot market is expected to reach 23 billion US Dollar in 2027 (PwC 2021). America and
Asia Pacific represent the main markets (63% of total) but stronger growth is expected in
Europe and Russia (PwC 2021). In this regard, chatbots and intelligent virtual assistant are the
solutions with the potential highest rate of diffusion and with the highest expected future
adoption (PwC 2021). On the other hand, the public discussion around the introduction of
autonomous cars is becoming the more and more urgent. In fact, the autonomous car market
represents also an important business opportunity, which is expected to reach a size of over 37

billion U.S. dollars already by 2023 (Statista 2021b).

Besides the business value, also the intrinsic nature of these two different types of Al
applications offers interesting reasons to investigate them. In this regard, as suggested by
Hengstler et al. (2016) and Du and Xie (2020) autonomous cars and conversational agents
have some point in common and some differences which might help researchers to grasp
different aspects of Al First, if on the one hand they both contain a component of Al
(Hengstler et al. 2016), on the other hand they differ on the type of Al technique used and
their level of intelligence (Du and Xie 2020). In particular, chatbots mainly use Machine
Learning (ML) and Natural Language Processing (NLP) to be able to verbally interact;
autonomous vehicles mainly use computer visions and Deep Learning (DL) to be able to

detect and process information in the surrounding environment.

Second, both technologies supplement or drive human decision making, but in very
different contexts (Hengstler et al. 2016). Chatbots are mainly implemented in different types
of customers’ services, such as healthcare (Hengstler et al. 2016), banking industry (Manser
Payne et al. 2021), tourism and airlines (Meyer-Waarden et al. 2020). Autonomous cars are

going to be used in the driving environment. Despite some examples of fully autonomous cars
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already exists, such as the robot-taxi in Arizona (Hecht 2018), their applications in urban and
non-urban environment are still being discussed (Eggers and Eggers 2021; Hengstler et al.
2016). Finally both of the applications requires user involvement (Hengstler et al. 2016), but
the nature and the level of interactivity differ (Du and Xie 2020). In particular, as chatbots
aims to provide human-like interactions, they are generally characterized by
anthropomorphized interfaces (Go and Sundar 2019). With regard to autonomous vehicles,
despite they can be embedded with voice-assistants presenting a more or less
anthropomorphized interface and conducting verbal interactions (Waytz et al. 2014), they
generally prioritize unimodal (i.e. visual, auditory, or haptic) or multimodal (i.e. visual,

auditory and haptic) signals (Salminen et al. 2019).

Thus, focusing on chatbots and autonomous vehicles allow us to investigate consumers’
perceptions of two of the main discussed Al applications, taking into account different aspects
of Al technology: verbal interactions and communication in the case of chatbots and usage in

critical situations such as driving in the case of autonomous cars.

3. Research Problem

3.1. Artificial Intelligence from a Marketing Perspective

Considering the rapid development of new Al applications recently introduced in the
market, the academic interest towards Al has started to increase in all research domains: from
philosophy (Copeland 2015) to psychology (Collins and Smith 2013; Spiro et al. 2017), from
medical science (Topol 2019) to agriculture (Jha et al. 2019) till management science and
marketing (Kolbjernsrud et al. 2016; Raisch and Krakowski 2021). In this regard, despite for
many years marketing researchers and practitioners gave little attention to Al (Feng et al.

2020), during the last few years there has been a sharp increase of the number of publications
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concerning Al in peer-reviewed marketing journals, as we show in Chapter 1. Thus, as Vlaci¢
(2021) suggests, the increasing success of Al in marketing practices is also reflected in
research, with several significant contributions recently appearing particularly from 2017

onwards.

To face the increasing potential of Al applications to improve marketing strategies,
researchers of the field have started to investigate different area and aspects of the
technological evolution: from the applications of intelligent technologies (Marinova et al.
2017), to the improved services settings where the relationship with the client is facilitated by
Al-based agents such as chatbots (Rust and Huang 2012; Wirtz and Zeithaml 2018); till
investigations of Al-powered robotics (Wirtz et al. 2018) and explorations of Al-led
marketing and sales strategies (Davenport et al. 2020). Despite this extensive list, marketing
researchers still lack a cohesive understanding of how Al technologies have been applied and
how consumers are using and interacting with them (Kaplan and Haenlein 2019; Mustak et al.
2021; Paschen et al. 2019). As Mustak and colleagues (2021) suggest synthesizing the
literature on the use of Al in marketing can be useful to define the actual state of the art of the
discipline and suggest a concrete path for future-focused academic research. In this regard, an
objective analysis is crucial to evaluate the extant knowledge and identify knowledge gaps
(Huang and Rust 2018; Russell and Norvig 2016). In addition, the academic community in the
marketing domain has recently highlighted the need to define a stronger generalized
theoretical framework and empirical research concerning artificial intelligence and its
applications (Davenport et al. 2020; De Bruyn et al. 2020; Huang and Rust 2021a, 2021b,
2021c; Vlaci¢ 2021). To respond to these needs, the first research question aims to better

comprehend the academic landscape at the crossroad between marketing and Al:
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RQ: 1) What is the state of art about artificial intelligence in the marketing literature, in

terms of leading research streams and future research directions?

3.2. Consumers’ Interactions with Conversational Agents

As mentioned above, conversational agents are one of the most well established
technologies, which have been increasingly implemented in marketing operations. For this
reason, the academic interest around conversational agents has seen a sharp increase during
the last recent years. Customer service is one of the main areas where conversational bots, and
in particular chatbot, are implemented (Huang and Rust 2018, 2021a; Rust and Huang 2012).
Organizations make use of chatbot in customer service to cut costs and increase time
efficiency. However, the potential benefits and costs related to the implementation of this
technology are still being investigated. For instance, many studies have tried to comprehend
which is the most effective and beneficial way to implement these technologies in order to
guarantee a positive customer experience (Luo et al. 2019; Murtarelli et al. 2021; Sidaoui et
al. 2020). In an article that we published in the Journal of Service Management Research,
entitled “How Service Quality Influences Customer Acceptance and Usage of Chatbots?”
Meyer-Waarden et al. (2020) have investigated the most relevant factors that drive chatbot
acceptance and the intention to reuse it by integrating traditional and well-established
theoretical frameworks, namely the SERVQUAL (Parasuraman et al. 2002) and the
Technology Acceptance Model (Meyer-Waarden et al. 2020; Davis 1989). On the one hand,
we demonstrate the importance of instrumental qualities of a chatbot such as ease of use and
usefulness (Davis 1989; Kulviwat et al. 2007; Meyer-Waarden et al. 2020; Venkatesh 2000;
Venkatesh et al. 2012). On the other hand, non-instrumental qualities, which concern the
visual aesthetics and attractiveness of the chatbot, have a significant impact on its adoption

(Meyer-Waarden et al, 2020). Our study also shows that the strongest determinant of the
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perceived usefulness of the chatbot is the agent’s reliability. In the context of customer service
through a chatbot, consumers expect a service to be performed accurately and in a timely
manner. Chatbots should thus be designed to provide customers with relevant, reliable and
functional content about the service, thus enhancing the customer’s ability to use the firm’s
services. However, this is not always the case. In fact, research suggests that flawless
operation (i.e., error-free service delivery) may prove utopian, above all in case of chatbots
(Belanche et al. 2020). In this regard, chatbots often fail to properly work, causing negative
feelings which might decrease consumers’ perceived quality of life and satisfaction (Choi et
al. 2021). However, despite service failure and customers’ emotional responses such as anger
and frustration have been a topic of particular interest in previous work on service technology
(Chot and Mattila 2008), there is still a lack of research on Al-based service agents in service
failure contexts (Belanche et al. 2020; Choi et al. 2021). Nevertheless, this topic of
investigation 1s fundamental considering the high failure rate of chatbots currently
implemented in customer services, which can have potential negative implications on
consumers’ wellbeing due to higher negative emotions. This problematic leads us to define

the second research question:

RQ: 2) How consumers cognitively and emotionally respond when interacting with an

Al-based conversational agent in the context of service failure?

3.3. Consumers Usage of Autonomous Vehicles

When investigating consumers’ behaviors related to Al, it is important to consider the
wide spectrum of Al applications and techniques that are being developed. If on the one hand
chatbots represents a technology that is already present in the market, being an opportunity to
investigate verbal interactions with Al; on the other hand, the future of autonomous vehicles

(AVs) is surrounded by higher levels of uncertainty (Khastgir et al. 2018). The concept of
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vehicle automation refers to the replacement of some or all of the human labour of driving by
electronic and/or mechanical devices (Faisal et al. 2019; Shladover 2018). In this regard, there
are six levels of automation, from level 0 where a fully engaged driver is required at all times,
to level 5 where an automated vehicle operates without the human driver (SAE International
2016). In order to control the driving task, AVs use artificial intelligence techinques such as
neural netwoks and computer vision (Eggers and Eggers 2021). Despite the rapid
technological advancement, we still do not know how consumers are going to use such a
disruptive technology, in particular fully autonomous cars of level 5 (Eggers and Eggers
2021; Hohenberger et al. 2017). For this reason, autonomous driving and autonomous
vehicles are currently among the most intensively researched and publicly followed
technologies in the transportation and technological domain (Hengstler et al. 2016). Also the
marketing field has started to be interested in the topic (Bertrandias et al. 2021; Eggers and
Eggers 2021; Grewal et al. 2020; Hengstler et al. 2016; Huang and Qian 2021; Novak 2020).
In this regard, even if the technology is still not mature, overcoming the technological barrier
is not the only necessary step to do for autonomous vehicles to enter the market. Consumers
need to trust fully autonomous cars in order to use them and research is required to understand
the mechanism beyond trust and acceptance. Investigating trust is fundamental to foster trust

3

calibration, avoiding situations in which individual ‘‘over-trust” or ‘‘under-trust” the car,
which may be problematic in terms of safety. In fact, overly trusting the car might result in
automation misuse, for instance, decreasing attention and concentration even if assistance
technology is not able yet to deal with complex traffic situations (Konig and Numayr 2017,
Lee and See 2004). However, not trusting the product enough may lead instead to automation
disuse. For instance, not using the functions of the assistance system at level two such as

speed control or automated braking could cause accidents that could be avoided. In this

regard, investigating autonomous cars is also fundamental to comprehend their potential to

27



increase well-being and quality of life by improving traffic conditions and life expectancies

(Kaur and Rampersad 2018).

Besides trust and well-being, it is important to comprehend the factors that drive
adoption of AVs. To use the functions, consumers need to form and shape positive beliefs
surrounding the utility of adopting a such disruptive technology (Choi and Ji 2015; Huang and
Qian 2021). However, if on the one hand many studies have already focused on trust and
acceptance of fully autonomous cars (Eggers and Eggers 2021; Huang and Qian 2021), on the
other hand, there is still a lack of understanding on how the experience with different
functions and levels of automation is going to shape consumers perceptions of the technology
(Rodel et al. 2014). In fact, autonomous vehicles are going to be gradually introduced in the
market, thus giving consumers the time to experience the different levels of automation,
familiarizing with the functions and gradually forming their beliefs and trust (Hartwich et al.
2018). Thus, taking into account the different development stages of a technology that is still
not mature, adopting a dynamic research approach, can be helpful to grasp the real formation
and transformation of consumers’ beliefs after different experiences with the new
technological product. In this context, autonomous cars offer an ideal research opportunity to
investigate consumers’ perceptions of an intelligent technology that is still being developed
and transforming. However, still few researchers have investigated autonomous vehicles
taking into account their different automation levels (Rodel et al., 2014). This research gap

inspires our third research question:

RQ:3) How consumers’ trust, well-being and usage intentions of Al based products (e.g.

fully autonomous vehicles) evolve when experiencing different levels of automation?

3.4. On the Ethics of AI
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The possibility of creating machines able to learn from data and make critical decisions
in important situations raises many ethical issues which are at the centre of the debate of
businesses, universities and institutions (Bonnefon et al. 2016; Bostrom and Yudkowsky
2011; Novak 2020). In this regard, on an institutional level, governments have started to
define principles to guide the ethical development of Al In 2019, the High-Level Expert
Group on Al of the European Commission presented the “Ethics Guidelines for Trustworthy
Artificial Intelligence” (European Commission 2019). Their Guidelines propose a set of 7 key
requirements that Al systems should meet in order to be considered as trustworthy: human
agency and autonomy; technical robustness and safety; privacy and data governance;
transparency; diversity; societal and environmental well-being; accountability (European

Commission 2019).

In addition, researchers in the business and the marketing domains have started to face
the inevitable ethical discussion that Al raises, trying to comprehend and defining the ethical
issues and potential solutions behind the introduction of Al in business and society. In this
context, many are the ethical issues that researchers emphasize. For instance, Al applications
and systems can be discriminatory and subjected to biases (Du and Xie 2020; Hermann 2021).
Discrimination can be due to customer prioritization based on demographic and economic
factors (e.g. Libai et al. 2020), targeting (e.g. Matz and Netzer 2017) or focusing on
vulnerable consumer groups (e.g. Puntoni et al. 2021). Other researchers raise the ethical
issues related to consumers’ privacy and data governance (Cloarec 2020; Du and Xie 2020;
Kumar et al. 2021; Thomaz et al. 2020). In this regard, as Al algorithms are able to access and
exploit huge amounts of consumers’ data, it is important to comprehend the boundaries and
the trade-off between the benefits of Al applications such as personalization and the costs, in
particular the lack of control over the personal information (Cloarec 2020). Other researchers

also highlight the need to increase the transparency of algorithms (Huang and Rust 2021a; Rai
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2020). In fact, as Al algorithms are increasingly able to make decisions which can affect
consumers on various levels, it is important to comprehend the criteria beyond their decision
making process. In this regard, the more complex and evolved Al becomes, the more
consumers choice, autonomy, and well-being might be undermined (André et al. 2018). Also,
higher levels of intelligence are associated with higher risks of unemployment due to job
replacement (Du and Xie 2020). However, researchers also highlight the strong potential of
Al of augmenting rather that replacing humans (Henkel et al. 2020; Raisch and Krakowski

2021).

Despite the recent new contributions which aim to shed light on the ethical dilemma that
Al raises, to date the topic of Al ethics in the marketing discipline is rather fragmented
(Hermann 2021). In fact, researchers often focus on investigating specific principles and
specific applications (Hermann 2021). In addition, the discussion of ethical issues of Al in
marketing is partly anecdotal and consumers concerns about Al ethics have not been
extensively investigated (Davenport 2021; Herman 2021). However, understanding
consumers ethical concerns might be fundamental to comprehend how trust towards the
technology and the intention to use it are developed (Argandona, 1999). To overcome this

research gap, we define the follow research question:

RQ:4) How consumers’ ethical concerns about Al-based products vary and affect trust

and intention to use the Al technology?

4. Contribution to Theory

Through our research, we aim to comprehend how consumers use and interact with

intelligent technologies, in particular focusing on two current applications: autonomous cars
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and chatbots. Investigating these two different products allows us to take into account the

complexity of the technology and part of the wide spectrum of the existing Al techniques.

Before empirically investigating Al-based applications, we present in Chapter 1 an in-
depth analysis of the existing literature where we identify and define the research questions that
drives our research concerning: 1) consumers’ cognitive and emotional reactions when
interacting with technologies that are able to simulate human-like conversations; 2) factors
affecting consumers’intention to use Al-based technologies such as fully autonomous vehicles
and their evolution across levels of automation; 3) consumers ethical concerns towards Al
products and their effect on trust and usage intentions. By studying these issues and answering

our research questions, this research contributes to the theory in the following manners.

In Chapter 1, we firstly describe the state of the art of the emerging marketing literature
around the topic. We show the growing interest of the academic community who has recently
started to deeply investigate Al, mirroring also the increased societal and institutional interest
on the topic. In particular, we conduct for the first time a hybrid literature review through
scientometric and the Theory—Context—Characteristics—Methodology (TCCM) protocol (Paul
and Rosado-Serrano 2019; Rosado-Serrano et al. 2018). This mixed approach allows us to
investigate the literature at both the macro and micro level. In this regard, we first provide a
global overview of the academic landscape on the topic through the scientometric approach,
identifying seven main streams of research (macro-level analysis). Next, we adopt a
systematic approach investigating in detail each stream of research (micro-level analysis), by
classifying the main theories, the methodologies, the industries, the variables used in each
stream of research. Building upon these findings, we identify new questions that aim to drive
research towards a better understanding of the evolving field of Al in marketing. Thus, we
contribute to the literature by providing foundation of knowledge on the topic, identifying

areas of prior scholarship and gaps in research that justify the need for future investigations.
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In the second part of the thesis, which includes Chapter 2 and Chapter 3, we empirically
investigate consumers’ interaction and usage of two current Al applications. Each application

allows us to take into account different aspect of the technology.

In Chapter 2, we investigate human interactions with conversational agents in service
failure contexts, focusing on the emotional components of the interaction mainly applying
Cognitive Appraisal Theory of Emotion (Roseman 1991), Attribution Theory (Weiner 2000)
and Anthropomorphism Theory (Aggarwal and McGill 2007). Thus, we contribute to the
emerging literature of Al-based service and to consumer behavior theories showing how
according to the type of interaction, with a human service agent or a chatbot, on the one hand
customers differently experience emotions in failing Al-based service settings; on the other
hand, they tend to adopt similar coping strategies to regulate their emotional responses
(Davenport et al. 2020; Huang and Rust 2018; Meyer-Waarden et al. 2020; Wirtz et al. 2018).
In particular, we contribute to the CASA Theory (computers as social actors; Nass and Moon
2000) better comprehending human-technology and Al-based chatbot interactions, suggesting
that customers tend to adopt confrontive coping strategies even when interacting with an Al
based chatbot, thus applying social rules also in case of negative situations. In addition, we
show the determinants of such irrational behaviors, namely perceptions of intentions and
ability (Kervyin et al. 2012). Finally, we contribute to Attribution Theory (Weiner 2000) by
shedding light on how attributions of responsibility toward service agents and firms change
depending on the identity of the service providers, namely humans compared to Al based
chatbot agents, and the anthropomorphic visual cues (Aggarwal and McGill 2007; Araujo

2018; Blut et al. 2021; Epley et al. 2018; Go and Sundar 2019; Lee 2010).

In Chapter 3 we focus on a different Al-based product, namely autonomous cars. We
enrich the existing literature by taking into account the complexity of the technology across

its development stages. As Huang and Qian (2021) suggest, differentiating between the
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different automation levels can help to better understand the potential drivers of acceptance.
Thus, we also address the need to investigate how gradually experiencing different levels of
automation affect consumers' beliefs around complex disruptive Al technologies (Huang and
Quian 2021). Showing that investigating consumers’ perceptions at the different development
stages can help the understanding of trust, well-being and behavioral intentions towards fully
autonomous cars, we suggest that such «dynamic » approaches can generate more in-depth
insights compared to dominant « static » approaches focusing only on one level of

automation.

Secondly, we contribute to the literature on technology adoption by integrating the
traditional UTAUT framework with psychological Theory of Subjective Well-being (Diener
1999; Diener and Chan 2011) and Trust in Technology (McKnight et al. 2011). If the well-
established UTAUT Framework helps us to identify the cognitive antecedents of adoption, the
Well-being and Trust Frameworks shed light on the psychological mechanisms behind
adoption. As the main goal of technological innovation should be to improve consumers’
quality of life, increasing comfort and safety, investigating subjective well-being is becoming
urgent to comprehend how Al technology can effectively improve it (Bertrandias et al. 2021).
In addition, we highlight the link between trust and well-being. In fact, investigating trust is
fundamental as both ‘‘over-trust” as well as ‘‘under-trust” may be problematic for consumers’
well-being, putting their life in danger thus decreasing the perceived quality of life (Konig and

Neumayr 2017; Lee and See 2004).

Finally, in Chapter 4 we contribute to the growing marketing literature on Al ethics
shedding light on consumers ‘ethical perceptions of different Al products (Du and Xie 2020;
Murtarelli et al. 2021). In particular, we show that when discussing ethical concerns and trust
towards Al, researchers should take into account the wide spectrum of Al techniques and the

different product characteristics. In fact, according to the different product
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innercharacteristics, different ethical concerns and different components of trust emerge.
Thus, we also contribute to the literature on trust towards Al in two ways (Glikson and
Woolley 2020). First, we highlight the link between ethics and trust, which is fundamental to
drive acceptance of these new disruptive technologies (Argandona 1999). Second, we show
that according to the type of technology, emotional or cognitive components of trust might
be more prominent (Glikson and Woolley 2020). When discussing chatbots, for instance,
emotional trust might play a key role, as individuals highlight the importance of the
emotional design of the machine and the need of developing individualized relationships.
When discussing autonomous vehicles, cognitive aspect of trust related to the beliefs of

safety and reliability of the technology emerge.

To conclude, the innovative mixed-method methodology applied in the study offer new
insights on the topic, providing explorative empirical evidence of consumers’ ethical
concerns. Since many studies on Al ethics are mainly conceptual (Bostrom and Yudkowsky
2011; Du and Xie 2020b; Jobin et al. 2019; Murtarelli et al. 2021), we respond to the need of
conducting more empirical research by adopting a pragmatic approach and investigating

ethics from the consumers’ point of view.

5. Contribution to Methods

On a methodological level, we offer numerous contributions that advance knowledge
about the mixed methods research, the research tools and applications that can be used in the
academic field. In particular, in Chapter 1 we adopt a mixed approach combining for the first
time two innovative methods for conducting the literature review: scientometric (van Eck and
Waltman 2010) and the Theory-Context-Characteristics-Methodology framework (Paul and
Rosado-Serrano 2019; Rosado-Serrano et al. 2018). Combining these two methodological

approaches offers an opportunity to investigate the literature at both the macro-level and
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micro-level. In fact, thorugh the scientometric approach we firstly describe the scientific
landscape, the evolution of the field and we identify the main research streams. The TCCM
approach, instead, allows us to investigate in detail each article focusing on the main theories,
the constructs, the contexts and the methodologies applied, thus giving a detailed description

of the field (Paul and Rosado-Serrano 2019; Rosado-Serrano et al. 2018).

Besides, as our studies are mainly experimental, the methodological contributions of the
thesis involve the implementation and usage of numerous innovative tools and applications,
which increase the reality and credibility of the experiments. In particular, in Chapter 3 we
simulate a realistic interaction with an Al-based chatbot by designing an interactive video
instead of using traditional written scenarios. This approach allows creating more credible
scenarios, helping the participants of the study to better project themselves in the situations
investigated. Also in Chapter 3, we integrate field and simulator studies to investigate
consumers’ responses to increased levels of automation of autonomous vehicles. In particular,
in Study 3, we use a real level 2 semi-autonomous car (Mercedez-Benz EQC) to test
consumers’ responses to the semi-autonomous functions. In Study 4, we implement a
simulator able to reproduce a realistic driving environment to test a level 5 fully autonomous
car. This combined approach allows us to overcome the limitations of traditional, static and
abstract surveys, offering a direct experience with the disruptive technological product,
having a real understanding of users’ behaviors when trying and using the technology (Kempf
1999; Smith 1993). In addition, thanks to the implementation of a within-subject design that
integrates the field and simulator studies, we design a new dynamic approach that has the
advantage to test consumers’ interactions with increased levels of automation, exploring a

technology that is still not present in the market.

Finally, we also offer a methodological contribution in Chapter 4, where we combine

both qualitative and quantitative approaches implementing topic modelling and structural
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equation modeling (SEM). On the one hand, topic modeling is an innovative Al-based
approach used to identify latent structures in a text body for insights generation (Berger et al.
2020; Humphreys and Wang 2018). This approach is particularly indicated when
investigating a new topic. On the other hand, SEM is a well-established statistical modeling
method used to investigate relationships among observed and latent constructs, which allows

us to test the effect of the new topics on well-established variables.

6. Contribution to Practice

Our research offers numerous insights to managers and practitioners who want to
implement Al technologies in two different contexts. In particular, in the context of customer
service management, we offer insights to managers who want to implement conversational
agents, and in particular, chatbots, to handle complex failures such as in double deviation. If
on the one hand there is already anecdotal evidence that consumers might negatively perceive
the automated service management, we offer empirical evidence that implementing such
technologies in complex situations can have negative repercussions for the firm. In fact, our
studies suggest that in the same failing situation, customers tend to attribute more
responsibility for the service failure to the firm when they interact with a chatbot rather than a
human agent. In turn, their anger and frustration, manifested in confrontive coping strategies,
predominantly target the firm. However, we offer a solution that might help mitigate the
negative attributions to the firm. In particular, we suggest that anthropomorphizing the
chatbot with human-like visual cues, in particular a face and a name, could reduce attribution
of responsibility to the organization and promote both problem-focused and emotion-focused
coping strategies. The first one can be useful to handle the service failure in a more rational
way, looking for solutions instead than giving up and abandoning. The second one might help

consumers to cope with the negative emotions caused by the negative event by restoring the
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emotional balance disrupted by the event. Thus, we suggest that creating a sense of human
connection, so that consumers believe they are in the presence of another social entity (van
Doorn et al. 2017), may help mitigate negative attributions and help consumers to deal with

the situation.

Our studies also show that consumers might experience strong negative emotions when
interacting with an Al-based chatbot. Therefore, we suggest that companies need to find a
way to actively deal with customers' negative emotional reactions. However, if on the one
hand it might seem that implementing “emotional” chatbots which are able to simulate
emotion and empathy could be an optimal solution; on the other hand, results of the study
discussed in Chapter 4 suggest that managers should carefully balance chatbots’ emotional
reactions which may be perceived as unethical because lacking of authenticity. In fact,
chatbots are still at the mechanical and analytical level of artificial intelligence, not having
intuition and empathy (Huang and Rust 2018) and not being enough developed to truly
understand consumers’ emotions and answer adequately. Thus, we suggest that when
interacting with chatbots, efficiency may be preferred to unreal and inappropriate emotional
reactions of the chatbot. However, when emotions are involved, we suggest that companies
need to find the optimal balance between “tech” and “touch” in service encounters
(Giebelhausen et al. 2014). In complex situations, service managers should assign human
agents to deal with complex negative emotional reactions and to create meaningful
relationship with consumers. In this regard, Chapter 4 suggests that when implementing
chatbots, managers should give particular attention to the consumer-bot relationship. In fact,
as bots fail to comprehend and address consumers ‘individual needs, the relationships with
consumers might suffer. Despite chatbots can benefit the company by offering more efficient
services, the lack of adaptability can harm the firm being detrimental for developing long-

term and trustful relationships with consumers.

37



If on the one hand when talking about chatbots the emotional and interactional
component of the technology emerge, on the other hand, when talking about autonomous
vehicles, the cognitive beliefs related to the reliability and safety of the technology seem to be
predominant. Thus, technologies that involve decision making in critical situations such as
autonomous cars raise other type of concerns and perceptions. In this regard, in Chapter 3, we
investigate consumers’ perceptions towards autonomous cars, highlighting the importance of
trial and experience with level 2 and level 5 of automation to increase consumers’ trusting
beliefs towards fully autonomous cars and behavioral intention to use the technology. The
more consumers experience increasing levels of automation, the more they might get
confident about the autonomous cars ‘abilities to drive effectively and properly (McKnight
2011). In addition, the level of ambiguity around autonomous technology and algorithms,
which makes them appear unpredictable and untrustworthy in many scenarios, can be
overcome through higher experience with functions with higher levels of autonomy. In this
regard, as suggested in Chapter 4, company needs to be transparent around the way
algorithms are implemented and make decisions. Consumers need to be informed about the
rules behind algorithmic decision-making and on how their data are processed. In order to
increase trust, the ethical design behind algorithmic decision-making should follow clear and
standardized regulations. Addressing consumers’ ethical concerns is important as it may help

to increase trust over the technology.

In addition, we suggest that also the perceived well-being is an important driver of
adoption of autonomous technologies. However, the way fully autonomous functions increase
well-being is still not clear in consumers ‘mind. For this reason, we suggest that managers
should clarify how adopting higher levels of automation could benefit consumers in term of

increased quality of life, perceived well-being and positive feelings.
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7. Dissertation Overview

The thesis includes three main parts with fourth chapters (Figure 1). In the first part of
the thesis, the first chapter presents a hybrid literature review with scientometric and TCCM
protocol of 167 peer-reviewed papers on artificial intelligence in marketing and consumers
behaviors. Here we define the research questions of the next chapters, and we propose a
research agenda for future research. The second part of the thesis includes the second and
third chapters, with the investigations of two practical Al applications: chatbots (chapter 2)
and autonomous cars (chapter 3). The third part focuses on the ethics of Al In particular, in
chapter 4 we present two investigations on consumers ‘ethical concerns towards chatbots and
autonomous vehicles. Finally, we present the conclusion, where we discuss the theoretical and
methodological contributions, the managerial implications, the implications for policymakers,

the limitations of our research and the future research direction.
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Figure 1 Overview of the thesis

INTRODUCTION
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Rage Against the Machine:
Experimental Insights into Customers’ Emotional Responses, Attributions of Responsibility and Coping
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7.1. Chapter 1 — Abstract

Considering the increasing numbers of publications in the last recent years, there is an
urgent need to comprehend how the marketing field related to Al is evolving (Mustak et al.
2021; Vlaci¢ 2021). In this context, this literature review explores the following research
questions: (1) how does the marketing literature synthesize artificial intelligence in
marketing? (2) What are the leading research streams? (3) What are the future research
directions? We draw from Paul and Criado (2020) and Vlaci¢ (2021) conducting a hybrid
literature review (Paul and Criado 2020). First, we select 167 peer-reviewed papers published
in the marketing field concerning artificial intelligence in marketing and consumer behaviors.
Second, we conduct a bibliometric and scientometric review to understand the evolution of
the field. Next, drawing from keywords co-occurrence analysis we identify seven research
clusters, each of them discussing different research topics: Al techniques and applications;
consumers-Al interactions in service settings; ethics of Al; Al, company transformation and
digitalization; consumers’ behaviors and psychology in the era of AL, Al and social
media management; Al, financial services and e-commerce. We review each cluster
following the TCCM protocol (Paul and Rosado-Serrano 2019; Rosado-Serrano et al. 2018)
shedding light on both theoretical and empirical aspects of the specific research domain
(Chen et al. 2021). Finally, we propose a research agenda to guide the scientific community

towards new avenues of research at the crossroad between marketing and Al

7.2. Chapter 2 — Abstract

In their interactions with chatbots consumers often encounter technology failures that
evoke negative emotions. To clarify the effects of such encounters, this article addresses how
service failures involving artificial intelligence (Al)-based chatbots affect customers’

emotions, attributions of responsibility and coping strategies. In addition to comparing the
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outcomes of a service failure involving a human agent versus a chatbot (Study 1, N=122), the
research framework integrates the potential influences of anthropomorphic visual cues and
intentionality (Study 2, N=120 and Study 3, N=120). Applying three experimental designs,
the study reveals that when interacting with chatbots, customers blame the company more for
the negative outcome, experiencing higher frustration. We show that because the chatbot has
no sense of purpose and control over its actions, it is not seen as responsible for the outcome.
However, we suggest that anthropomorphic visual cues might help to mitigate the negative
attributions to the company. The more the chatbot resembles a human and is perceived as
having intentions and the ability to implement them, the more consumers employ problem-
focused strategies, engaging in confrontive coping, venting their emotions to the chatbot and
looking for solutions. Individuals also tend to use emotion-focused strategies and control their

emotions to cope with the negative situation, regardless of the anthropomorphic visual cues.

7.3. Chapter 3 — Abstract

In the last decades, the focus on the development of Autonomous Vehicles (AVs) has
increased due to its many promised benefits like increased consumers’ well-being through
improved safety, traffic efficiency and reduced emissions (Khastgir et al. 2018). In this
regard, manufacturers have already started to equip new vehicles with semi-sophisticated
autonomous functions that might help to increase trust and acceptance of fully autonomous
cars. In this context, we integrate the well-established UTAUT framework (Venkatesh et al.
2003, 2011) with Trust Theory (Mcknight 2005; Mcknight et al. 2011), Privacy Calculus
Theory (Dinev and Hart, 2006) and Theory of Subjective Well-being (Diener 1999; Diener
and Chan 2011), conducting four studies: 1) an online survey on fully autonomous cars to test
our model with a representative sample (N=331); 2) a replication study with a convenience

sample (N=138); 3) a field study with a semi-autonomous car of level 2 (N=138); 4) a
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simulator study with a level 5 fully autonomous car (N=138). By implementing a within-
subject design, we are able to investigate the evolution of consumers’ perceptions of fully
autonomous cars across the levels of automation. Results suggest that individuals might still
not be ready to adopt level 5, not perceiving its increased benefits in terms of well-being,
helpfulness and effort expectancy. However, experiencing the functions might play a
fundamental role in clarifying how they can positively affect consumers’ quality of life,
increasing the ease of use related to the technology, the trusting beliefs of helpfulness and
reliability, and decreasing the privacy concerns related to the technology. In addition, the
more individuals experience the technology, the more they trust it to have the ability to

deliver the functionalities promised, increasing the behavioral intention to use it.

7.4. Chapter 4 — Abstract

This paper investigates consumers’ ethical concerns, trust and usage intention of
intelligent products employing a mixed methods approach. First, we get insights about
consumers’ ethical concerns towards autonomous cars (N=138) and chatbots (N=161) using
topic modeling. Second, we predict their effect on trust and usage intention through structural
equation modeling. Results show that ethical concerns differ when using and interacting with
products which present different levels of intelligence and interactivity. In particular, ethical
concerns about chatbots emphasize the interactivity of the machine, involving human
replacement, the machine’s emotional design, the need of having adapted, personalized
interactions and the privacy concerns as critical issues. Ethical concerns about autonomous
cars highlight instead the complexity of the technology in terms of intelligence and decision-
making capacity, involving the transparency of algorithmic decision-making, the ethical
design, road safety and accessibility. We find an opposite perception of adaptability versus

standardisation of algorithms in chatbots and autonomous cars: to increase trust, chatbots,
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perceived as unethical because unable to truly understand individual needs and emotions
following predetermined rules, should guarantee personalized, unique interactions, being able
to adapt and offer an authentic experience; autonomous cars, perceived as unethical if their
algorithms are not standardized, should follow common, transparent rules. The study also
suggests that different components of trust emerge according to the Al-based product: when
discussing chatbots, the emotional component of trust seems to be predominant; when

discussing autonomous vehicles, instead, cognitive beliefs emerge.
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RESEARCH AGENDA

48



1. Introduction

Recently, the rapid evolution of artificial intelligence (Al)-based applications has
attracted growing interest from the marketing community. In particular, many researchers
have investigated different aspects of Al applications in the context of marketing, including
the way Al is affecting the different phases of the marketing processes, such as analysis,
segmentation, and positioning (Huang and Rust 2021b, 2021c); Al applications in service
settings intended to improve the customer experience (Huang and Rust 2018; Wirtz et al.
2018); employee augmentation via Al applications (Huang and Rust 2021b; Sowa et al.
2021); and consumer adoption of Al technology (Fernandes and Oliveira 2021; Schmitt
2020). Considering the rapidly increasing number of related publications in recent years, there
is an urgent need to understand how the marketing field is evolving in relation to Al (Mustak
et al. 2021; Vlaci¢ 2021). In this context, this literature review explores the following research
questions: (1) How does the marketing literature synthesize Al in the context of marketing?

(2) What are the leading research streams? (3) What are the future research directions?

To answer our research questions, we follow Paul and Criado (2020) and Vlaci¢ (2021),
conducting a hybrid literature review. After selecting 167 peer-reviewed papers published in
the marketing field concerning Al in the context of marketing and consumer behavior, we
conduct a scientometric review to analyze this extensive number of peer-reviewed papers by
using statistical tools such as R and Visualization for Similarities (VoSviewer). In this phase,
we first describe the evolution of the field and the scientific landscape in terms of journals and
landmark publications in the marketing literature. Second, we identify research topics and co-
occurrences of particular themes (Paul and Criado 2020). A co-occurrence analysis allows us
to define the conceptual structure of this literature, categorizing it into clusters of articles

according to the co-occurrence of keywords and research themes.
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Next, we conduct an in-depth systematic review of the 167 selected and clustered papers
to understand the emerging research themes. In particular, we employ the Theory—Context—
Characteristics—Methodology (TCCM) review protocol (Paul and Rosado-Serrano 2019;
Rosado-Serrano et al. 2018), which sheds light on both the theoretical and the empirical
aspects of a specific research domain. Our in-depth review of the research papers selected for
analysis also helps us identify relevant research gaps. Thus, we finally present a research
agenda that guides the scientific community toward new avenues of research at the interface

between marketing and Al.

2. Methodology

2.1. Phase 1: Data Collection

The data collection began by searching for articles that contained (in their title, abstract,
or the authors’ keywords) terms such as “marketing" or “consumer behavior" AND “artificial
intelligence OR intelligent system(s), as recommended by Martinez-Lopez and Casillas
(2013). We selected one academic database, Scopus, to find articles linked to the topic. Many
authors suggest that Scopus has broader coverage than other databases, including more than
20.000 peer-reviewed journals from different publishers (Fahimnia et al. 2015; Verma et al.
2021). Through this first search we find 2,430 documents. To ensure the validity of the
review, we limited our analysis to ranked marketing academic journals that had a peer-review
process (Podsakoff et al. 2005). Thus, we only selected articles published in ranked academic
journals and written in English. We excluded book chapters, book reviews and conference
proceedings (Lopez-Duarte et al. 2016). In order to graphically depict the evolution of this
research topic, we did not impose any time constraints. Thus, the final search criteria at the

date of extraction (12/04/2021) resulted in 167 articles (Table 1).
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Table 1 Description of the dataset

MAIN INFORMATION ABOUT DATA

Timespan 1987:2021
Sources (Journals) 27
Documents 167
Average years from publication 2.47
Average citations per documents 13.01
Average citations per year per doc 4.221
References 12795
DOCUMENT TYPES

Article 156
Editioral 1
Note 4
Review 6
DOCUMENT CONTENTS

Keywords Plus (ID) 97
Author's Keywords (DE) 632
AUTHORS

Authors 470
Authors Appearences 533
Authors of singe-authored documents 17
Authors of multi-authored documents 453
AUTHORS COLLABORATION

Single-authored documents 19
Documents per Author 0.355
Authors per Document 2.81
Co-Authors per Documents 3.19
Collaboration Index 3.06

2.2. Phase 2: Bibliometric Data Analysis

After collecting the data, we conduct a bibliometric analysis. The steps of our
procedure are shown in Figure 2. Bibliometric analyses are used for quantitative and
qualitative academic research assessments (Verma and Yadav 2021). Specifically, according
to Verma and Yadav (2001, p.114), “bibliometrics is a set of methods used to study or
measure texts and information, especially in large datasets”. There are two main procedures
used in bibliometric analyses: performance analysis and science mapping (van Raan 2005).

Through performance analyses, researchers assess actors such as authors, journals, publishers
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and countries and their impacts on a given field (van Raan 2005; Verma and Yadav 2021). In
contrast, the aim of science mapping is to show the structure and dynamics of a body of
scientific research, offering a visual representation of the research field.

Thus, in the first step, we conduct a bibliometric analysis with the open-source R
package “bibliometrix” (Aria and Cuccurullo 2017) to identify influential aspects of the
examined literature, particularly in relation to the evolution of the field, key journals in the
marketing field and key publications (performance analysis). Next, we adopt a science
mapping procedure, identifying the research streams in this literature through a bibliometric
co-occurrence analysis (Dzikowski 2018; Fetscherin 2010). Following Mustak et al. (2021),
we use VOSviewer, a free Java application used for analyzing and visualizing citation and co-
occurrence networks within scientific collections. VOSviewer is able to create clusters and
construct bibliographic and conceptual maps based on a co-occurrence matrix. The
construction of such a map is a process that consists of three steps (van Eck and Waltman
2010). In the first step, a similarity matrix is calculated based on a co-occurrence matrix of
author keywords. According to Chen et al. (2010), networks based on keywords indicate the
conceptual structure of a body of literature. In the second step, a map is constructed by
applying the VOS mapping technique to the similarity matrix. Finally, in the third step, the
map is translated, rotated, and reflected (van Eck and Waltman 2010).

Thus, after selecting and collecting the data from Scopus, we proceed with the co-
occurrence analysis using VOSviewer. We use a full counting method, where each co-
occurrence has the same weight. We select the minimum number of keyword occurrences;
specifically, keywords with fewer than 3 co-occurrences are not included. Of the 632 total
keywords, 44 meet the threshold. The total strength of the co-occurrence links between each
keyword and the other keywords is calculated. Based on the co-occurrence links, each

keyword is associated with a research theme. The higher the frequencies of a given co-
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occurrence between keywords, the closer the corresponding research themes are (Chen et al.
2016). Next, we proceed to use VOSviewer to calculate the matrix, visualizing the results
through keyword clusters and a conceptual structural map according to the research themes.
The last step of the process consists of interpreting the data, which is discussed in the next

section.
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Figure 2 Steps of the procedure (adapted and extended from Chen et al. 2016)
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Once we categorize the literature into thematic clusters according to the keyword co-
occurrences, we give a title to each cluster (Mustak et al. 2021). Specifically, we conduct an
in-depth review of the 167 papers to interpret their data and to describe and assign related
articles to each cluster (Paul and Criado 2020). Thus, we present a synthesis of the literature
on Al in the context of marketing, analyzing each paper in each cluster according to its
keywords and object of analysis. In particular, following Paul and Rosado-Serrano (2019) and
Rosado-Serrano et al. (2018), we conduct a Theory—Context—Characteristics—Methodology
(TCCM) review protocol. Accordingly, we first review the theoretical frameworks that are
most frequently used to explain each cluster (Chen et al. 2021). Then, adopting a more
empirical perspective, we assess the different contexts, particularly, the industries and
countries, in which this research was carried out (Chen et al. 2021). Next, we adopt a
microperspective, investigating the various relevant concepts of each cluster. Specifically, we
review the types of variables that are studied and we provide a differentiated analysis of the
independent, mediating, moderating, or dependent variables. Then, we assess the key
methodological aspects of the field, including the research approaches and data types that are
used. In the last phase, we discuss each cluster according to the main research topics that
emerge from it. This in-depth review allows us to identify the research themes that emerge
from each cluster and determine how they are investigated. Finally, based on our analysis of

each cluster, we define the relevant research gaps and propose a research agenda.

3. Results of the Scientometric Analysis

Using the R package “bibliometrix”, we conduct a performance analysis investigating

the evolution, landmark journals and publications of the examined field.
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3.1. Performance Analysis Results

Scholars in the marketing community have been directing an increasing level of
attention toward the field of Al In this regard, Figure 3 shows the year wise distribution of
the 167 articles selected, which were published between 1987 and 2021 in top-ranked
academic marketing journals. We observe a slight increase in publications starting in
2017, which sharply increases in 2020, indicating the strong recent interest of the academic

community in the topic.

Figure 3 Year-wise distribution of publications
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The advancement of academic interest in this area relies on journals that frequently
publish articles positioned at the intersection of marketing and Al In this regard, Figure 4
presents an overview of the most relevant sources considered in the present literature review
based on the number of articles they have published. The Journal of Business Research has
published the most articles on Al and marketing. The next two most relevant journals in terms

of number of publications are the Journal of Service Management and Psychology and

56



Marketing. Interestingly, A+ and Tier 1 journals (FNEGE) (e.g., the Journal of Marketing,

Journal of Retailing, and Journal of Service Research) do not appear among the top three. In

this regard, low-ranked journals seem to be more likely to publish articles on new, innovative

topics than top-ranked journals, which are more reluctant and risk adverse.

Figure 4 Most relevant sources
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In contrast, Figure 5 presents the most frequently locally cited sources from the

reference lists, thus giving an overview of the journals most frequently cited in the reference

lists of the selected papers. Despite its lower number of publications, the most frequently cited

journal is the top-ranked Journal of Marketing, which is followed by Journal of Business

Research and Journal of Consumer Research.
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Figure 5 Most cited sources
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In addition, we show the 20 most frequently globally cited documents in the field (Table
2). Global citations refer to the total citations (TC) that an article included in a collection has
received from documents indexed on a bibliographic database (Scopus). Our global citation
score provides an overview of the landmark publications in the marketing field concerning
Al The most frequently cited paper in the database is by Grewal et al. (2017), namely, “The
Future of Retailing”, and it was published in the Journal of Retailing. In this paper, the
authors discuss the use of technology, big data, Al, and analytics in retail environments. The
second most frequently cited paper is by Huang and Rust (2018), namely, “Artificial
Intelligence in Service”, and it was published in the Journal of Service Research. Here, the
authors discuss different levels of Al (mechanical, analytical, intuitive and empathetic),
offering managerial insights to help firms implement this technology. The third most

frequently cited paper is by Wirtz et al. (2018), namely, “Brave new world: service robots in
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the frontline”, and it was published in the Journal of Service Management. In this paper, the

authors explore the role that service robots may play in the future and propose a research

agenda for service researchers.

Table 2 Landmark publications

Paper TC TC per Year
Grewal et al., 2017, Journal of Retailing 317 634
Huang and Rust, 2018, Journal of Service Research 294 735
Wirtz et al., 2018, Journal of Service Management 230 57.5
Davenport et al., 2020, Journal of the Academy of Marketing Science 83 415
Buhalis et al., 2019, Journal of Service Management 82 273
Longoni et al., 2019, Journal of Consumer Research 70 233
Ehret and Wirtz, 2017, Journal of Marketing Management 62 124
De Keyser et al., 2019, Journal of Service Management 61 203
Nilashi et al., 2015, Journal of Retailing and Consumer Services 56 8.0
Steinhoff et al., 2019, Journal of the Academy of Marketing Science 52 173
Luo et al., 2019, Marketing Science 48 16
Balducci and Marinova, 2018, Journal of the Academy of Marketing Science 48 12
Paschen et al., 2019, Journal of Business and Industrial Marketing 33 11
Mclntyre et al., 1993, Journal of Retailing 33 1.1
Krabuanrat and Phelps, 1998, Journal of Business Research 29 1.2
Kim et al., 2019, Marketing Letters 28 9.3
Steckel et al., 2005, Marketing Letters 28 1.6
Sjodin et al., 2020, Journal of Business Research 25 125
Glushko and Nomorosa, 2013, Journal of Service Research 25 2.7
Steinberg and Plank, 1987, Journal of The Academy of Marketing Science 25 0.7

3.2. Science Mapping Analysis: Keyword Clustering

Using Vosviewer, we extract the conceptual structure of the literature based on a co-

occurrence network of keywords. This map of keyword co-occurrences (Figure 6) shows that

there are a total of seven clusters.
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Figure 6 Map of keywords co-occurrence
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The first cluster (blue) features the following keywords: content analysis, deep learning,
machine learning, natural language processing, recommender systems and text mining. Thus,
we call this cluster “Al techniques and applications”. The papers in this category offer

methodological contributions by applying or analyzing Al techniques (Table 3).

The second cluster (green) features the following keywords: anthropomorphism,
engagement, personalization, replacement, robots, and service strategy. The papers belonging
to this cluster mainly use theories related to anthropomorphism (e.g. Karimova and Goby
2021; Kim et al. 2019; Mende et al. 2019) and social presence (e.g. McLean et al. 2021;
Pitardi and Marriott 2021; van Doorn et al. 2017) to investigate customer engagement, human
replacement and service strategy (McLean et al. 2021; Moriuchi 2019). We call this cluster

“human-Al interactions in service settings” (Table 3).
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The third cluster (red) features the following keywords: consumer decision-making,
ethics, privacy, robotics, technology adoption, trust, and voice assistants. The papers in this
cluster mainly focus on the ethics of Al and technology adoption (Du and Xie 2020), trust in
technology (Hasan et al. 2020) and issues related to privacy (Thomaz et al. 2020). Thus, we

call this cluster “Al ethics” (Table 3).

The fourth cluster (yellow) features the keywords automation, consumption behavior,
customer engagement, customer satisfaction, and interactivity. The papers in this cluster
mainly investigate consumption behaviors and psychological mechanisms related to
automation and Al technology (Table 3). They often apply psychological theories to
investigate consumers’ intentions to adopt new technologies such as autonomous vehicles
(Huang and Qian 2021), consumers’ engagement and interactivity (Moriuchi 2021),
consumers’ satisfaction (Géthke 2020) and decision-making in the era of Al (Dellaert et al.

2020). We call this cluster “consumer behaviors and psychology in the era of AI”.

The fifth cluster (purple) features the keywords big data, digital transformation,
digitalization, and strategy, mainly focusing on how companies adapt to Al. Thus, the papers
in this cluster focus on topics related to digital transformation and the way Al and big data
affect companies’ strategies (e.g. Fossen and Sorgner 2021; Pemer 2020). We call this cluster

“Al, company transformation and strategy” (Table 3).

The sixth cluster (light blue) focuses on the keywords chatbot, customer experience,
sentiment analysis, and social media. Thus, the papers in this cluster mainly focus on Al
applications for automated customer relationship management via social media (e.g. Kaiser et

al. 2020). We call this cluster “Al and social media management” (Table 3).

The seventh cluster (orange) features the keywords customer value, e-commerce,

financial services, and service quality, mainly focusing on how financial services and
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economic transactions are affected by Al technologies (e.g. Manser Payne et al. 2021). We

call this cluster “Al, e-commerce and financial services” (Table 3).

Table 3 Exemplary studies for each cluster

Cluster Title/Jnls

Keywords

Exemplary studies

1 Al techniques and Content analysis Albrecht et al. 2021; Allal-Chérif et al. 2021;
applications Deep learning Alpar 1991; Balducci and Marinova 2018;
Machine learning Baray and Pelé¢ 2020; Berger et al. 2020;
European Journal of  NLP Bromuri et al. 2020; Chinchanachokchai et
Marketing, Recommender al. 2021; Cooke and Zubcsek 2017; De Carlo
International Journal  systems et al. 2021; Humphreys and Wang 2018; Key
of Research in Text mining and Keel 2020; Kietzmann and Pitt 2020;
Marketing, Krafft et al. 2020; Lee et al. 2020; Marchand
Journal of business and Marx 2020; Martins et al. 2020;
research, Mclntyre et al. 1993; Mustak et al. 2021;
Journal of retailing, Ordenes and Zhang 2019; Paschen et al.
Journal of marketing 2019; Paschen et al. 2020; Pitt et al. 2018;
management Pitt et al. 2020; Pymont et al. 1988; Ville
1997; Wilson and Bettis-Outland 2019;
Winters 1991; Zaki and McColl-Kennedy
2020; Zhu et al. 2021
2 Human-Al Anthropomorphism  Belanche et al. 2020; Borau et al. 2021; De
interactions in Engagement Keyser et al. 2019; Fernandes and Oliveira
service encounters Personalization 2021; Gelbrich et al. 2021; Glushko and
Replacement Nomorosa 2013; Granulo et al. 2021;
Journal of Service Robots Haenlein and Kaplan 2021; Hasan et al.

Research,

Journal of Services
Marketing,
Psychology and
Marketing,
Journal of Service
Management,
Recherche et
Applications en
Marketing

Service Strategy

2020; Henkel et al. 2020; Hildebrand et al.
2020; Hollebeek et al. 2020; Huang and Rust
2018,2021a, 2021b;Hult et al. 2020;
Karimova and Goby 2021; Young Kim et al.
2019; Kot and Leszczynski 2020; Longoni et
al. 2019; Xueming Luo et al. 2019; McLean
et al. 2021; Mende et al. 2019; Moriuchi et
al. 2020; Moriuchi 2021; Pitardi and Marriott
2021; Prentice et al. 2020; Ramadan et al.
2021; Robinson et al. 2020; Sampson and
Chase 2020; Schepers and van der Borgh
2020; Schweitzer et al. 2019; Silva and
Bonetti 2021; Soderlund 2020; Sowa et al.
2021; van Doorn et al. 2017; Whang and Im
2021; Wirtz et al. 2018; Yun et al. 2021
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Al and ethics

Journal of
Marketing,

Journal of Public
Policy and
Marketing, Journal
of Business Research,
Journal of consumer
research

Consumer decision-
making

Ethics

Privacy

Robotics
Technology
adoption

Trust

Voice assistants

Banker and Khetani 2019; Belk 2016; Bock
et al. 2020; Borau et al. 2021; Braganza et al.
2020; Davenport et al. 2020; Dholakia and
Firat 2019; Di Vaio et al. 2020; Du and Xie
2020; Ferreira et al. 2020; Guha et al. 2021;
Hildebrand et al. 2020; Kashyap 2021;
Letheren et al. 2020; Loureiro et al. 2020;
Mele et al. 2021; Murtarelli et al. 2021;
Novak 2020; Pizzi et al. 2020; Poole et al.
2021; Puntoni et al. 2021; Bernd Schmitt
2020; Stahl et al. 2021)

Consumer behaviors ~ Automation; Belk 2016; Brill et al. 2019; Butt et al. 2021;
and psychology in Consumption Dai and Singh 2020; de Bellis and
the era of Al behavior; Venkataramani 2020; Dellaert et al. 2020;
Customer Giéthke 2020; Granulo et al. 2021; Hamilton
Journal of Engagement; et al. 2021; Hollebeek et al. 2020; Huang and
Marketing, Customer Qian 2021; Klaus and Zaichkowsky 2020;
Journal of Retailing,  satisfaction; Lalicic and Weismayer 2021; Longoni et al.
Journal of Service Interactivity 2019; Longoni and Cian 2020; Mele et al.
Research, 2021; Perez-Vega et al. 2021; Pillai et al.
Psychology and 2020; Poushneh 2021; Ramadan et al. 2021;
Marketing, Rodgers et al. 2021; Smith 2020; Soderlund
Marketing letters 2020; Steckel et al. 2005; Tassiello et al.
2021; Tigre Moura and Maw 2021;
Weihrauch and Huang 2021
Al, company Big data; Battisti and Brem 2020; Bertani et al. 2021;
transformation and Digital Bonnin and Alfonso 2019; Buhalis et al.
strategy transformation; 2019; Burstrom et al. 2021; Davenport et al.
Digitalization; 2020; De Bruyn et al. 2020; de Ruyter et al.
Journal of business Strategy 2020; Ehret and Wirtz 2017; Fernandez-
research, Rovira et al. 2021; Fossen and Sorgner 2021;
Journal of the Grewal et al. 2017; Guha et al. 2021; Huang
Academy of and Rust 2021b; Kozinets and Gretzel 2021;
Marketing Science, Krabuanrat and Phelps 1998; Langley et al.
International Journal 2021; Leone et al. 2021; Loureiro et al. 2020;
of research in Luo et al. 2021; Makarius et al. 2020;
marketing Manser Payne et al. 2021; Meyer et al. 2020;
Mithas et al. 2020; Pemer 2020; Rampersad
2020; Rust, 2020; Sampson 2021; Shrestha
et al. 2021; Sisodia 1991; Sjodin et al. 2020;
Sohrabpour et al. 2021; Sowa et al. 2021;
Steinberg and Plank 1987
Al and social media  Chatbot; Capatina et al. 2020; Chuah and Yu 2021;
management Customer Dholakia and Reyes 2018; Hoyer et al. 2020;
experience; Kaiser et al. 2020; Libai et al. 2020; Pantano

Journal of interactive
marketing,

Sentiment analysis;
Social media

and Pizzi 2020; Sidaoui et al. 2020; Verma et
al. 2021; Wilson-Nash et al. 2020
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Psychology and

marketing

7 Al, e-commerce and  Customer value; Canhoto 2020; Manser Payne et al. 2021;
financial services E-commerce; Manser Payne et al. 2021; Moriuchi 2019;
Journal of the Financial services; Steinhoff et al. 2019; Zhang et al. 2021
Academy of Service quality;

Marketing Science,
Journal of Business
Research, Journal of
Services Marketing

4. Results of the TCCM review

Following the TCCM protocol, we first give an in-depth overview of the main theories
used, the contexts and the constructs investigated, and the methodologies applied in each

cluster. Next, we discuss the clusters according to the themes that emerge from our analysis.

4.1. Cluster 1: AI Techniques and Applications

The first cluster focuses on Al techniques and applications. This category includes 30
papers, which we review following the TCCM protocol (Table 4). From a theoretical
perspective, the authors in this category build on the literature related to Al applications in the
marketing context, such as Machine Learning, Artificial Neural Network (ANN) Model
Theories, Text Analysis, and Recommender Systems (Berger et al. 2020; Humphreys and
Wang 2018; Resnick and Varian 1997). In particular, three main subtopics, which are
discussed in the next paragraph, emerge from this cluster: 1) machine learning, deep learning

and neural networks; 2) natural language processing; and 3) recommendation algorithms.

Different contexts are investigated by the studies in this cluster, including customers’
interactions online (Chinchanachokchai et al. 2021; Marchand and Marx 2020; Paschen et al.
2020) and in service settings such as those related to tourism (De Carlo et al. 2021; Zhu et al.

2021), call centers (Albrecht et al. 2021), healthcare (Martins et al. 2020) and transportation

64



(Baray and Pelé 2020). Interestingly, 46.4% of the papers in this cluster are conceptual, which
highlights the novelty of the field and the need to develop research frameworks to guide
researchers (Alpar 1991; Kietzmann and Pitt 2020; Mclntyre et al. 1993; Pymont et al. 1988).
Concerning the methodology, 46.4% of the papers adopt Al-based methods to conduct their
research, such as machine learning, deep learning, text mining, image processing or neural
networks (Key and Keel 2020; Lee et al. 2020; Paschen et al. 2020). In this regard, the papers
in this category often offer methodological contributions by applying or analyzing Al
techniques. In addition, 30% of the papers use behavioral data, which are considered more

reliable than traditional declarative data (Albrecht et al. 2021; De Carlo et al. 2021; Lee et al.

2020).
Table 4 TCCM for cluster 1

No. of Yo Exemplary studies

studies
THEORIES
Automated Text Analysis (Berger 3 10.0 Kietzmann and Pitt 2020; Pitt et al. 2020;
et al. 2019; Humphreys and Wang Zaki and McColl-Kennedy 2020
2017)
Recommender Systems (Resnick 2 6.7  Chinchanachokchai et al. 2021; Marchand
and Varian 1997) and Marx 2020
Strategic Marketing (Nath and 1 3.3  Key and Keel 2020
Mahajan 2008)
Knowledge Management Theory 1 3.3 Paschen et al. 2020
(Detienne and Jackson 2001)
ANN Model Theory (Paliwal and 1 3.3  Wilson and Bettis-Outland 2019
Kumar 2009)
Machine Learning in Customer 1 3.3 Albrecht et al. 2021
Analytics (Yang and Allenby 2003)
Geomarketing-Mix (McCarthy 1 3.3  Baray and Pelé 2020
1960)
Big Data and Marketing Analytics 1 3.3  Guptaetal. 2020
Other theories 7 233 Key and Keel 2020; Lee et al. 2020; Bromuri

et al. 2020
No guiding theories 12 40.0 Ma and Sun 2020; Mustak 2021; Balducci et
al. 2021

TOT 30 100
CONTEXT
Industry
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B2B 2 6.7 Key and Keel 2020; Gupta et al. 2020

B2C:

Retailing

Online shopping 4 13.3 Paschen et al. 2020; Marchand and Marx
2020; Chinchanachokchai et al. 2020

Offline shopping 1 3.3  Mclntyre et al. 1993

Services industries

Touristic services 2 6.7 De Carlo et al. 2021; Zhu et al. 2021

Call centers 2 6.7  Albrecht et al. 2021

Pension service providers 1 3.3  Bromuri et al. 2021

Healthcare 1 3.3  Martins et al. 2020

Transportation 1 3.3 Baray and Pel¢ 2020

Art and culture 1 3.3  Pittetal 2020

Industry not explicitly stated 15 50.0 Key and Keel 2020; Kietzmann and Pitt
2020; Lee et al. 2020

Country

United States 3 10.0 Key and Keel 2020; Wilson and Bettis-
Outland 2019; Chinchanachokchai et al.
2021

Germany 1 3.3  Albrecht et al. 2021

Spain and Italy 1 3.3 DeCarloetal. 2021

London 1 3.3 Zhuetal 2021

Netherlands 1 3.3  Bromuri et al. 2021

Portugal 1 3.3 Martins et al. 2020

France 1 3.3 Baray and Pelé 2020

Malasya 1 3.3 Nilashi et al. 2015

South Africa 1 33 2019

Country not reported 19 63.3 Kietzmann and Pitt 2020; Lee et al. 2020;
Paschen et al. 2020

TOT 30 100

CHARACTERISTICS

VARIABLES

Independent

knowledge creation 2 6.7  Paschen et al. 2019; Chinchanachokchai et
al. 2021

Big data 1 3.3  Paschenetal. 2019

Decision making 1 3.3  Paschen et al. 2019

Website quality 1 3.3 Nilashi et al. 2015

Dependent

Knowledge creation 1 3.3 Paschenetal. 2019

Decision making 1 3.3  Paschen et al. 2019

Recommender system 1 3.3 Chinchanachokchai et al. 2021

Service quality 1 3.3  Nilashi et al. 2015

METHOD

Research approach

Conceptual 14 46.7 Alpar, 1991; Kietzmann and Pitt, 2020;

Mclntyre et al., 1993; Mustak et al., 2021;
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Pymont et al., 1988

Qualitative 1 3.3 Kumar et al., 2021

Quantitative 11 36.7 Albrech et al. 2021 ; Paschen et al. 2019 ;
Wilson and Bettis-Outland 2019;

Mixed-methods 4 13.3 Key and Keel 2020; Lee et al. 2020; Paschen

et al. 2020; Pitt et al. 2021
Research method

Conceptual framework 12 40.0 Alpar, 1991; Kietzmann and Pitt, 2020;

development Mclntyre et al., 1993; Pymont et al., 1988

Literature review 2 6.7 Kumar et al., 2021; Mustak et al., 2021

Al-based method (ML, DL, Text 14 46.7 Key and Keel, 2020; Lee et al., 2020;

Mining, Image Processing, ANN) Paschen et al. 2020

Survey 1 3.3 Paschenetal 2019

Interviews 1 3.3  Kumar et al. 2021

Analysis

ANN, ANP and Fuzzy logic models 5 16.7 Wilson and Bettis; Bromuri et al; De Carlo
Nilashi et al. ; Baray and Pelé 2020

Automated text analysis 5 16.7 Key and Keel: Pitt et al. ; Zhu et al.

PLS-SEM, OLS, Regressions 3 9.9  Marchand and Marx 2020; Paschen et al.
2019; Wilson and Bettis-Outland 2019

Bibliometric and scientometric 1 3.3  Mustak et al. 2021

Interview thematic analysis 1 3.3  Kumar et al. 2021

Strategic options development and 1 3.3  Martins et al. 2020

analysis (SODA)

Other analytical (conceptual 14 46.7 Alpar 1991; Kietzmann and Pitt 2020

papers)

Type of data

Declarative 4 13.3 Paschen et al. 2019; Pitt et al.; Key and Keel

Behavioral 9 30.0 Albrecht et al. 2021; De Carlo et al., 2021;
Lee et al., 2020

Secondary data 2 6.7  Mustak et al. 2021; Wilson and Bettis-
Outland, 2019

Other (georeferenced data and 15 50.0 Baray and Pelé 2020; Kietzmann and Pitt

articles for conceptual papers) 2020; Krafft et al. 2020

TOT 30 100

Note: concerning the methodology some papers belong to more categories (Kumar et al.
2020; Pitt et al. 2020). All the percentages are calculated over the total number of papers in
the cluster.

4.1.1. Machine Learning, Deep Learning and Neural Networks

The first subtopic of this cluster is machine learning (ML). Mitchell et al. (1991) define
machine learning as computer programs that learn from experience with respect to a certain

class of tasks and performance measures. Machine learning has become the main paradigm of
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Al research, and it is typically considered a subfield of Al (Ma and Sun 2020). Machine
learning can be supervised, unsupervised or semisupervised. Ma and Sun (2020, p. 484) state
that supervised learning involves “a training dataset where both the input, a collection of
variables commonly denoted as X, and the output, a target variable commonly denoted as Y,
are observed”. The goal of supervised learning is prediction. In contrast, in the case of
unsupervised learning, “the training dataset contains only the input variables, while the output
variables are either undefined or unknown” (Ma and Sun 2020, p. 484). Thus, researchers
employing this approach aim to find and extract hidden patterns. Semisupervised learning
represents the middle ground between these two categories, as in this case, the output of only
a subset of data is known. Ma and Sun (2020) provide an overview of common machine
learning tasks and methods and compare them with the statistical and econometric methods
traditionally used by marketing researchers. These authors highlight the advantages and
disadvantages of using machine learning methods. On the one hand, if machine learning is
able to process large-scale and unstructured data, then this approach will provide flexible
model structures that yield strong predictive performance; on the other hand, transparency and

algorithm interpretability are major issues that need to be addressed.

Additionally, machine learning algorithms have been successfully applied in the field of
marketing research. For instance, Albrecht et al. (2021) investigate the capabilities of machine
learning models for intradaily call center arrival forecasting with respect to prediction
accuracy and practicability. These authors suggest that one of the main reasons that machine
learning approaches outperform traditional time series models is their ability to capture
additional information due to the inclusion of predictor variables. Thus, machine learning
techniques not only are better than traditional models in terms of outlier forecast accuracy but

also exhibit improved overall prediction performance over longer time periods.
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Additionally, Bromuri et al. (2020) apply AI techniques to investigate service
encounters in call centers. In particular, these authors develop a deep learning model to
predict service agents’ emotions during service encounters. Deep learning is a subcategory of
machine learning that is defined as a “learning method with multiple levels of representation
obtained by composing simple but non-linear modules that each transform the representation
at one level into a representation at a higher, slightly more abstract level” (Ma and Sun 2020
p. 483). By applying this deep learning emotion classifier, researchers are able to identify
real-time service agent stress from emotion patterns in voice-to-voice service interactions.
The model reaches a balanced accuracy of 68% in terms of predicting discrete emotions in
service interactions and is able to predict service agent stress with a balanced accuracy of
80%. Thus, these Al applications might have great potential for managers and employees in
relation to continuously monitoring the stress levels of service agents and improving their

work conditions and well-being.

Deep unsupervised algorithms have also been used to design collaborative strategies in
business environments (De Carlo et al. 2021). In particular, De Carlo et al. (2021) propose an
innovative application of a deep unsupervised artificial neural network algorithm, namely, the
autoactive map method, to investigate the complex and dynamic competitive settings of
tourism destinations, which are characterized by the inclusion of many stakeholders. In
addition, Wilson and Bettis-Outland (2019) investigate the use of artificial neural network
(ANN) models to improve analyses of B2B marketing research data. They provide a series of
tests that compare ANN models and competing predictive models, offering new insights on

ANN:s for business and academic researchers.

4.1.2. Natural Language Processing
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The second subtopic of this cluster is natural language processing (NLP) techniques.
NLP approaches are designed to reveal the linguistic relationships in sentences through the
use of machine learning tools (Berger et al. 2020). One application of NLP is text mining,
which uses a set of NLP and machine learning techniques to process textual documents,
identify the patterns within a structure, and provide evaluations and interpretations of output
to produce insights (Zaki and McColl-Kennedy 2020). Text analysis can be used to examine
psychological and sociological constructs in consumer-produced digital text by enabling
discovery or providing ecological validity (Humphreys and Wang 2018). For instance, Pitt et
al. (2020) propose a new approach to conducting psychographic consumer segmentations.
Specifically, using a mixed-methods approach over several studies, the authors develop a
typology that can be applied to fine art collectors. First, the authors analyze qualitative data
gathered via semistructured interviews with art collectors. Second, they quantitatively analyze
the interviews using NLP and automated text analysis. Through their research, the authors
present a new detailed methodology involving the use of textual data to identify measurable
market segments for which targeted strategies can be developed (Pitt et al. 2018; Pitt et al.
2020). Moreover, NLP and text mining are often used to investigate consumers’ sentiments in
the contexts of online discourses, blogs, reviews and social media (Berger et al. 2020;
Humphreys and Wang 2018; Paschen et al. 2020; Zhu et al. 2021). For instance, Paschen et al.
(2020) use a hybrid content analysis method to analyze Twitter data, investigating the
motivations of everyday consumers who participate in the annual “Buy Nothing Day”. With
their research, these authors contribute to an understanding of the methodological approaches
that can be used to gain market intelligence from unstructured data using human and Al
methods. In this regard, Balducci and Marinova (2018) propose that the structures of data
range on a continuum from highly unstructured to highly structured. Unstructured data such

as video data contain many simultaneous data points (nonverbal cues, acoustic vocal cues, and
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spoken words) that flow concurrently. In such cases, researchers assign values to these data,
manually or automatically, before proceeding with an analysis (Balducci and Marinova 2018).
Structured data such as survey data require relatively little or almost no effort on the part of a
researcher in terms of preparation for analysis. According to Kietzmann and Pitt (2020),
merging different forms of unstructured data provides a wealth of insight that is neglected by
existing content analysis methods. In this regard, Lee et al. (2020) explore how Al,
specifically the IBM Watson system, can be used for content analysis in the context of
marketing research, comparing this approach with manual and computer-aided (non-Al)
methods. The author suggests that Al-enabled automated text analyses provide clear
advantages over manual and computer-aided approaches with high levels of reliability and
validity and a moderate level of efficiency. In addition, to improve the quality of text
analyses, Berger et al. (2020) suggest that there are different types of text analysis, which are
used according to the type of research questions investigated, require specific and adapted
tools, and have specific benefits and limitations. For instance, entity (word) extraction
requires tools such as dictionaries and lexicons (e.g., LIWC, EL 2.0, SentiStrength), and it is
used for brand buzz monitoring, predictive models with textual input, the extraction of
psychological states and traits, sentiment analysis, and consumer and market trends. Another
approach is topic extraction, which requires tools such as latent sematic analysis (LSA) or
latent dirichlet allocation (LDA) and can be used to extract topics from textual data to identify
consumer trends and needs. This approach often provides useful summaries of data and
permits the use of traditional statistical methods in subsequent analyses. Finally, relation
extractions facilitate the identification of relationships among words through the use of tools
such as entity co-occurrence and supervised machine learning in the context of, for instance,

market mapping (Berger et al. 2020).
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In addition to text, pictures and images can be used as units of analysis. In this regard,
Ordenes and Zhang (2019) focus on image mining. First, these authors propose a state-of-the-
art text and image mining business research method by providing a detailed conceptual and
technical review of both methods. Second, they provide several suggestions related to the use
of new sources of structured and unstructured data such as customer reviews, social media
images, employee reviews and emails; the measurement of new constructs; and the use of

relatively modern methods such as deep learning.

4.1.3. Recommendation Algorithms

The third subtopic concerns recommendation algorithms. Recommender system
algorithms are mainly used to make product recommendations or deliver personalized content
to users (Chinchanachokchai et al. 2021). Marchand and Marx (2020) suggest that there are
three broad categories of recommendation systems: collaborative filtering systems, content-
based filtering systems, and hybrid approaches. User-based collaborative filtering (CF) refers
to the process of evaluating and filtering products based on the opinions and preferences of an
entire user base to produce recommendations (Chinchanachokchai et al. 2021; Marchand and
Marx 2020). This approach is widely used by many companies, such as YouTube, Netflix,
and Spotify, to make product or service recommendations to consumers (Chinchanachokchai
et al. 2021). In contrast, content-based (CB) approaches rely on the attribute preferences of a
target user to identify items similar to those that the user has preferred in the past. Based on
item descriptions and user interests, this type of recommender system learns individualized
product profiles from item descriptions and makes recommendations. Thus, it does not need
to match users with their interests. Between these two approaches, there are hybrid systems
that generate recommendations using a combination of CF and CB methods (Marchand and

Marx 2020).
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Marketing researchers have analyzed recommendation algorithms to improve their
predictive power. For instance, using a combination of content-based and collaborative
filtering to analyze two real-world datasets with more than 100 million product ratings,
Marchand and Marx (2020) propose a method that outperforms established recommender
approaches in terms of predictive accuracy. According to the authors, the ability to provide
actionable explanations is a positive ethical requirement of Al systems. Additionally,
Chinchanachokchai et al. (2021) construct a recommendation program using review data from
existing online communities to investigate the effect of consumer knowledge and expertise on
consumer preferences regarding recommendation systems. The authors suggest that on the
one hand, expert consumers prefer user-based collaborative filtering systems, while on the
other hand, among novice consumers, there is no difference between collaborative-based and

content-based systems.

4.2. Cluster 2: Human-Al Interactions in Service Encounters

The studies in the second cluster concentrate mainly on interactions between customers
and Al agents in service encounters. In this cluster, we review 38 papers (Table 5). The
predominant theoretical framework is related to Anthropomorphism Theories (Aggarwal and
McGill 2007; Epley et al. 2007), and this is followed by Social Perception Theory (Fiske et al.
2007), Social Presence Theory (van Doorn et al. 2017) and the Theory of Multiple
Intelligence and Job Replacement developed by Huang and Rust (2018). Many of these
studies investigate virtual assistants and conversational agents (Fernandes and Oliveira 2021;
Karimova and Goby 2021; Pitardi and Marriott 2021). The predominant countries of interest
are the United States (Belanche et al. 2020; Kim et al. 2019; Moriuchi et al. 2021) and the UK
(Borau et al. 2021; Hasan et al. 2020; Pitardi and Marriott 2021); this highlights these

researchers’ tendency to investigate English-speaking countries. Overall, 52.6% of the papers
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in this category adopt traditional quantitative approaches (Fernandes and Oliveira 2021;
Gelbrich et al. 2021; Hasan et al. 2020), and most of them use experimental designs (34.2%,
Gelbrich et al. 2021; Kim et al. 2019; Luo et al. 2021). In this regard, declarative data are still
preferred over behavioral data (Gelbrich et al. 2021; Hasan et al. 2020; McLean et al. 2021).

In the next section, we first describe this cluster, defining Al service agents according to the
marketing literature. Next, we discuss the three subtopics of this cluster: anthropomorphism

and human-likeness; gender and identity; and human-bot replacement.

Table 5 TCCM for cluster 2

No. of %0 Exemplary studies

studies

THEORIES
Anthropomorphism Theory (Aggarwal 9 23.7 Belk 2016; Pizzi et al. 2020;
and McGill 2007; Epley et al. 2007) Schweitzer et al. 2019
Social Perception Theory (Fiske et al. 5 13.2 Henkel et al. 2020; Kim et al. 2019;
2007) Wirtz et al. 2018
Social Presence Theory (van Doorn et al., 4 10.5 De Keyser et al. 2019; McLean et al.
2017) 2021; Wirtz et al. 2018
Theory of Multiple Intelligence and Job 4 10.5 Huang and Rust 2021a; 2021b; 2021c;
Replacement (Huang and Rust 2018) Bock et al. 2020
Self-Extension Theory (Belk 1988) 2 5.3  Granulo et al. 2021; Schweitzer et al.

2019
Coping (Folkman and Lazarus 1984) and 2 5.3 Bromuri et al. 2020; Gelbrich et al.
Emotion Regulation (Grandey 2003) 2021; Henkel et al. 2020
Trust Theories ( Lee and See 2004; 2 5.3  Hasan et al. 2020; Karimova and Goby
McKnight and Chervany 2001) 2021
Service Robots Acceptance Theory 2 5.3 Pizzi et al. 2020; Fernandes and
(Wirtz et al. 2018) Oliveira 2021
Attribution Theory (Weiner 2000) 1 2.6 Belanche et al. 2020
Evolution Theory (Darwin 1859) 1 2.6 Yunetal. 2021
Other theories 7 18.4 Schepers and van der Borgh 2020;

Sowa et al. 2021
TOT 38
CONTEXT
Industry
Virtual assistants for daily activities 11 28.9 Fernandes and  Oliveira  2021;
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Karimova and Goby 2021; Pitardi and
Marriott 2021

Health industry 3 7.9  Gelbrich et al. 2021; Borau 2021; Yun
et al. 2021)

Hospitality 3 7.9 Belanche et al. 2020; Glushko and
Nomorosa 2013; Prentice et al. 2020

Online shopping 2 5.3  McLean et al. 2021; Moriuchi 2021

Financial services 2 5.3 Henkel et al. 2020; Sowa et al. 2021

Art and culture 2 5.3 Granulo et al. 2021; S6derlund 2020

Telecommunication and transportation 1 2.6 Pizzietal. 2020

Food and nutrition 1 2.6  Whang and Im 2021

Real estate 1 2.6 Balakrishnan and Dwivedi 2021

Fashion 1 2.6  Silva and Bonetti 2021

Industry not explicitly stated 12 31.6 Huang and Rust 2018; 2020; Schepers
and van der Borgh 2020

Country

Unites States 7 18.4 Belanche et al. 2020Kim et al. 2019 ;
Moriuchi et al. 2021 ;

UK 5 13.2 Borau et al. 2021 ; Hasan et al. 2020
Pitardi and Marriot 2021

Netherland 1 2.6 Henkel et al. 2020

Asia 2 5.3. Luoetal 2019 ; Karimova et al. 2020

Australia 1 2.6  Prentice et al. 2020

Not specified 25 65.8 De Keyser et al. 2019; Huang and Rust
2021a; Kot and Leszczynski 2020

TOT 38

CHARACTERISTICS

VARIABLES

Independent

Anthropomorphism 5 13.2 Fernandez and Oliveira 2020; Pizzi et
al. 2021; Wirtz et al. 2018

Ease of use, usefulness, social norms 4 10.5 Wirtz et al. 2018; Pitardi and Marriot
2021; Fernandez and Oliverira 2020

Identity of the agent (human versus 4 10.5 Belanche et al. 2020; Balakrishnan and

machine) Dwivedi 2021; Henkel et al. 2020;
Bromuri et al. 2020

Trust 3 7.9 Hasan et al. 2020; Wirtz et al. 2020;
Balakrishnan and Dwivedi 2021

Gender of the agent 1 2.6  Borauetal. 2021

Privacy concerns 1 2.6  Pitardi and Mariott 2021

Dependent

Acceptance of Al 5 13.2  Fernandes and Oliveira 2021; Pizzi et
al. 2020; Yun et al. 2021)

Usage intention 2 5.3 Balakrishnan and Dwivedi 2021;
Moriouchi et al. 2020

Competence and warmth 2 5.3 Kimetal. 2019; Borau et al. 2021
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Customer Satisfaction 3 7.9  Gelbrich et al. 2021; Pizzi et al. 2021

Trust 2 5.3  Balakrishnan and Dwivedi 2021; Borau
etal. 2021

Loyalty 2 5.3 Hasan et al. 2020, Prentice et al. 2020

Attributions 1 2.6 Belanche et al. 2020

Consumer preferences 1 2.6 Granulo et al. 2021

Engagement 1 2.6 Prentice et al. 2020

Mediating

Engagement 2 5.3  Prentice et al. 2020 ; Moriuchi et al.
2020

Warmth 1 2.6 Gelbrich et al. 2021

Customer Satisfaction 1 2.6 Gelbrich et al. 2021

Perceived performance 1 2.6 Pizzietal. 2021

Choice difficulty 1 2.6 Pizzietal 2021

Privacy concerns 1 2.6 Soderlund et al. 2020

Robot acceptance 1 2.6 Wirtzetal. 2018

Moderating

Identity of the agent 2 5.3  Gelbrich et al. 2021; Séderlund 2020

Gender 2 5.3 Borauetal. 2021; Schepers 2020

Perceived intelligence 1 2.6 Mc Lean et al. 2020

Anthropomorphism 1 2.6 Kimetal 2019

Uncertainty avoidance 1 2.6 Schepers 2020

Service outcome 1 2.6 Belanche et al. 2020

Emotional intelligence 1 2.6  Prentice et al. 2020

METHODS

Research approach

Conceptual 12 31.6 De Keyser et al. 2019; Huang and Rust
2021a; Kot and Leszczynski 2020

Qualitative 3 7.9  Belk 2016; Karimova and Goby 2021;
Ramadan et al. 2021

Quantitative 20 52.6 Gelbrich et al. 2021; Fernandes and
Oliveira 2021; Hasan et al. 2020

Mixed-methods 3 7.9 Mc Lean 2021; Pitardi 2021; Sowa et
al. 2021

Research method

Conceptual framework development 11 28.9 Robinson et al. 2020 ; Huang and Rust
2018;2021a

Literature review 1 2.6 Hultetal. 2020

Meta-analysis 1 2.6 Schepers and van der Borgh 2020

Al-based method (voice recognition) 2 5.3 Bromuri et al. 2020; Henkel et al.
2020; Hildebrand et al. 2020

Survey 5 13.2 Fernandes and Oliveira 2021; Hasan et
al. 2020; Pitardi and Marriott 2021

Interviews 6 15.8 Ramadan et al. 2021; Pitardi and
Marriott 2021; Schweitzer et al. 2019

Experimental design 13 34.2 Gelbrich et al. 2021; Kim et al. 2019;

Luo et al. 2021
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Analysis

Anova, Mavona, Ancova 8 21.1 Belanche et al. 2021; Gelbrich et al.
2021; Kim et al. 2019

PLS-SEM, SEM 9 237 Hasan et al. 2020; Moriuchi 2021;
Prentice et al. 2020

Deep learning models 2 5.3 Luo etal. 2019; Henkel et al. 2020

Thematic analysis 2 5.3 McLlean et al. 2021; Pitardi and
Marriott 2021

IAD score 1 2.6 Borauetal. 2021

Meta-analytic correlation 1 2.6 Schepers and van der Borgh 2020

Content analysis 1 2.6 Sowactal. 2021

Frequency analysis 1 2.6  Silva and Bonnetti 2021

Other analytical methods (conceptual 13 342 Huang and Rust, 2021a; Kot and

papers and signal processing) Leszczynski 2020; Robinson et al
2020

Type of data

Declarative 19 50.0 Gelbrich et al. 2021; Mc Lean et al.
2021; Hasan et al. 2021

Behavioral 5 13.2 Hidelbran et al. 2021; Henkel et al.
2020. Fernandes and Oliveira 2021

Secondary data 1 2.6 Schepers and van der Borgh 2020

Other (conceptual papers and meta- 13 34.2 De Keyser et al. 2019; Huang and Rust

analysis) 2021a; Kot and Leszczynski 2020

TOT 38 100

Note: concerning the theoretical framework, some papers belong to more categories (Pizzi et
al. 2021; Bromuri et al. Borau et al. 2021). Concerning the industry, some papers belong to
more categories (Pizzi et al. 2021). Concerning the methodology, some papers belong to more
categories (Pitardi and Mariott 2021; Sowa et al. 2021; Mc Lean et al. 2021). The percentages
are calculated over the total number of papers in the cluster (38)

4.2.1. Defining Al Service Agents

The configuration of technology to provide value in internal and external service
environments through flexible adaptation is referred to as “service AI” (Bock et al. 2020, p.
318). There are many technological enablers of service Al: service robots, chatbots, virtual
agents and virtual assistants (Bock et al. 2020). Service robots are defined as “system-based
autonomous and adaptable interfaces that interact, communicate and deliver service to an
organization’s customers” (Wirtz et al. 2018, p. 909). According to Bock et al. (2020), robots

can be programmed to carry out a series of actions, movements or tasks to provide human-like
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service delivery. Virtual agents are computer-generated characters designed to function as
customer service representatives (Bock et al. 2020). Chatbots, which are often called virtual
agents, are automated programs that interact with humans, processing textual data and
providing appropriate responses to consumers’ requests and queries typically through a chat
platform (Bock et al. 2020). In addition to these technologies, there are virtual assistants,
which can be voice-based, responding to voice commands and performing tasks such as
creating to-do lists, managing schedules and placing phone calls. Well-known examples of
virtual assistants include Apple’s Siri, Amazon’s Alexa, Microsoft’s Cortana, and Google
Now (Bock et al. 2020). These technologies can also be referred to as conversational agents,
which are defined as physical or virtual autonomous technological entities capable of
exhibiting reactive and proactive behavior in their environments, and they are able to accept
natural language as input and generate natural language as output to engage in conversation
with users (De Keyser et al. 2019). According to De Keyser et al. (2019), conversational
agents come in various forms that range along a reality—virtuality continuum: at the reality
end of the continuum, there are physically embodied conversational agents — these are often
called social robots (Mende et al. 2019); on the virtual end of the continuum, there are
disembodied conversational agents, which include voice-based assistants and chatbots (De
Keyser et al. 2019).

In this review, we use the general term Al service agent to refer to all these
technological enablers of service AL As it is predicted that Al agents will be employed in an
increasing variety of customer-facing situations, an increasing number of academics have
begun investigating human-Al interactions within many different service contexts and

through different theoretical lenses (Kim et al. 2019).

4.2.2. Anthropomorphism and Human-Likeness
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One of the most recurrent topics in Al research is anthropomorphism, defined as a
process of inductive inference where people attribute human-like traits to nonhuman agents
(Epley 2018). A human-like appearance evokes a human schema, and human-like behaviors
lead to attributions of a “mind” (Aggarwal and McGill 2007; Kim et al. 2019; Maclnnis and
Folkes 2017). A vast stream of research highlights the benefits of attributing human-like
characteristics to machines (e.g., Mende et al. 2019; Moriuchi 2021). In this regard, drawing
on anthropomorphism and parasocial interaction theory (Horton and Wohl 1956), Whang and
Im (2021) investigate the relationship between consumers and Al-powered voice assistants
and the way these technologies affect consumers’ evaluations of recommended products in
shopping environments. Through two experiments, the authors suggest that when voice
assistants possess strong anthropomorphic cues, they are perceived to be human-like and that
this facilitates the formation of parasocial relationships with such Al agents and the
acceptance of Al recommendations. In addition to acceptance of Al, research shows that
anthropomorphism positively affects engagement with Al agents (Moriuchi 2021) and with
brands (McLean et al. 2021). Moreover, Pitardi and Marriott (2021) suggest that on the one
hand, the functional elements of voice-based virtual assistants, such as their usefulness and
ease of use, drive users' attitudes regarding using virtual assistants. On the other hand, social
attributes, particularly social presence - which refers to the “extent to which technology
makes customers feel the presence of another social entity” (van Doorn et al. 2017) - and
social cognition - defined as the way that individuals process, store, and apply information
about other people (Fiske et al. 2007)- are fundamental to developing trust relationships with
agents. Similarly, Karimova and Goby (2021) and Schweitzer et al. (2019) show that in
human-human relationships as well as human-Al agent interactions, trust is fundamental to
developing relationships with agents. Schweitzer et al. (2019) investigate voice-based

assistants by drawing from research on anthropomorphism and extended-self theory (Belk
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1988). According to these authors, interactions with voice-assistants are relatively likely to
increase when consumers feel in control and superior to the devices, as this causes them to
enjoy their ability to extend themselves through such interactions. However, the extended use
of anthropomorphized virtual assistants as partners might have a negative effect on users’
future usage intentions, as they might become disillusioned by such machines’ lack of real
emotional interaction capacities. In this regard, Prentice et al. (2020) suggest that emotional
intelligence plays a critical role in customer-employee interactions. For this reason, customers
tend to prefer human employee services over Al. However, Gelbrich et al. (2021) suggest that
emotional support offered by a digital assistant can help increase customer satisfaction via
perceived warmth. Consistent with Prentice et al. (2020), Granulo et al. (2021) suggest that
individuals may prefer human labor in the context of products with higher symbolic value
because consumers have stronger uniqueness motives in relatively symbolic consumption
contexts. The need for uniqueness and the need to have personalized services seem to be
strong drivers of consumers’ preferences for human-human interactions (Granulo et al. 2021).
In relation to overcoming customers’ preferences for humans, research points out that humans
prefer to engage with realistic, anthropomorphic Al agents, as they feel able to build
parasocial relationships with them. In this regard, Soderlund (2020) suggests that humans
have a tendency to assign humanity to an artificial stimulus as long as it has at least minimal
human features. Accordingly, Silva and Bonetti (2021) suggest that the interaction modalities

between humans and technology must be as realistic as possible.

4.2.3. Gender and Identity

Additionally, the gender and identity of agents seem to affect consumers’ preferences
regarding Al. Concerning the gender of an Al, research on human-robot interaction has

shown that people tend to assign relatively communal qualities to female bots, including
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characteristics such as warmth, friendliness, and a higher capacity to experience emotions
(Borau et al. 2021). In addition, individuals tend to prefer female chatbots over male chatbots
because they are perceived as more human and more likely to consider customers’ unique
needs (Borau et al. 2021). Concerning the identity of an agent, researchers have investigated
chatbot identity self-disclosure and its effect on customer purchases (Luo et al. 2019). On the
one hand, undisclosed chatbots seem to be as effective as humans in terms of stimulating
customer purchases; on the other hand, a disclosure of a chatbot’s identity before a machine—
customer conversation tends to drastically reduce purchase rates (Luo et al. 2019). Thus,
despite the objective competence of an Al agent, there seems to be a negative disclosure
effect driven by negative subjective human perceptions regarding machines. This effect has
also been found in other contexts. For instance, drawing on evolutionary theory, Yun et al.
(2021) investigates the psychological mechanisms that explain consumers' interactions with
medical Al and human doctors using behavioral experiments in conjunction with a
neuroimaging experiment. These authors suggest that consumers perceive identical
personalized conversations offered by a medical Al and a human doctor differently. Their
results are also in line with Longoni et al. (2019), who show that consumers are reluctant to
utilize Al healthcare providers. Thus, knowing a service agent’s gender (male versus female)
and the identity (human versus machine) seems to affect consumers’ perceptions of their
interactions with it. In this regard, individuals seem to have preconfigured judgments and
algorithm-aversion biases, as they prefer humans even when machines outperform them

(Dietvorst et al. 2015).

4.2.4. Human Replacement

In addition to the studies investigating Al agents’ characteristics and the ways in which

they affect consumer relationships, another stream of research has focused on how Al agents
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affect service employees (Hollebeek et al. 2020; Huang and Rust 2018, 2021a, 2021b, 2021c¢).
In this regard, if Al constitutes a major source of innovation, it is increasingly replacing
service jobs (Huang and Rust 2018). Thus, Huang and Rust (2018) develop a theory of Al job
replacement to describe and predict the way Al is likely to replace tasks and change the ways
in which service is provided. First, this theory specifies that four types of intelligence are
required for service tasks—mechanical, analytical, intuitive, and empathetic intelligence.
Fundamentally, Al job replacement occurs at the task level and affects “low” (easier for Al)
intelligence tasks first. For instance, mechanical intelligence, which concerns the ability to
automatically perform repetitive tasks, is the first type of task to be replaced by Al In this
phase, first, Al takes on some of the tasks involved in the focal service job. This transition
stage is seen as an augmentation rather than a replacement. After this stage, analytical skills,
which refer to the ability to process information for problem solving and learn from it,
become less important, making intuitive and empathetic skills even more important for
service employees. Finally, as Al will eventually have both intuitive and empathetic
functions, new forms of human—machine collaboration in the context of service delivery will
ultimately be defined, posing a serious challenge to human work (Hung and Rust 2018).
Huang and Rust (2021b) suggest that employees should engage in collaborative interactions
with AL In fact, even if Al is better able to perform mechanical and analytical marketing and
consumption tasks, human intelligence is still better for tasks that require intuition and
empathy. For this reason, relatively low-level Al should initially augment higher levels of
human intelligence. Only when Al is endowed with empathy and intuition will replacement
be an option. Additionally, consumers should learn to collaborate with Al to benefit from
using it at its different levels of intelligence. For instance, at the mechanical level, consumers

might use Al to save time and effort when performing mechanical consumption tasks.
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4.3. Cluster 3: AI and Ethics

The third cluster refers to the ethics of Al. By applying the TCCM protocol, we review
15 papers that investigate the ethics of Al in the context of marketing and consumer behavior
through different theoretical lenses (Table 6): Choice Architecture, Heuristics and Biases
(Dietvorst et al. 2015; Kahneman and Tversky 2014); Paradoxes of Technology (Mick and
Fournier 1998); Anthropomorphism Theories (Nass and Lee 2001); the Uncanny Valley
(Mori 1970); and the Moral Mediation Theory of Technology (Verbeek 2015). Seventy-three
percent of the papers are conceptual, which highlights the emerging nature of this research
topic and the need to develop a theoretical framework to drive research in this field (Du and
Xie 2020; Murtarelli 2021; Novak 2020). For this reason, countries are often not examined. In
addition, as discussions surrounding ethics often adopt a macrolevel approach, in the selected
papers industries are not examined. Next, we describe various ethical approaches to Al,

drawing on a review of the marketing literature.

Table 6 TCCM for cluster 3

No. of % Exemplary studies

studies
THEORIES
Choice Architecture, Heuristics and Biases 4 26.7 Letheren et al. 2020; Schmitt 2020;
(Dietvorst et al. 2015; Kahneman and Stahl et al. 2021
Tversky 2014)
Paradoxes of Technology (Mick and 2 13.3  Du and Xie 2020; Puntoni et al.
Fournier 1998) 2021
Anthropomorphism Theory(Nass and Lee, 2 13.3  Belk 2016; Murtarelli et al. 2021)
2001)
Uncanny Valley (Mori 1970) 1 6.7  Schmitt 2020
Economic Theories of Consumption 1 6.7  Ferreira et al. 2020)
(Modigliani 1966)
Organisational Trust (Nedkovski et al. 2017) 1 6.7  Braganza et al. 2020
Moral Mediation Theory of 1 6.7  Duand Xie 2020
Technology (Verbeek 2015)
Stakeholder Theory (Donaldson and 1 6.7  Duand Xie 2020
Preston, 1995)
S-D Logic (Lusch and Vargo 2014) 1 6.7  Murtarelli et al. 2021
Ethics and Privacy in Al and Big Data (Stahl 1 6.7  Stahl et al. 2021
2012)
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The Trolley Problem (Foot 1967) 1 6.7 Novak 2020

Other theories 3 20.0 Braganza et al. 2020; Letheren et al.
2020; Poole et al. 2021

No driving theory 3 20.0

TOT 15 100

CONTEXT

Country

Europe 1 6.7  Stahl et al. 2021

UK 1 6.7  Braganza et al. 2020

Portugal 1 6.7  Ferreira et al. 2020

No country 12 80.0 Du and Xie 2020; Murtarelli 2021.
Novak 2020

TOT 15

CHARACTERISTICS

VARIABLES

Independent

Psychological contract 1 6.7  Braganza et al. 2021

Dependent

Job engagement 1 6.7  Braganza et al. 2021

Employee's job trust 1 6.7  Braganza et al. 2021

Moderator

Adoption of Al 1 6.7  Braganza et al. 2021

METHOD

Research approach

Conceptual 11 73.3  Duand Xie 2020;
Murtarelli 2021. Novak
2020

Qualitative 1 6.7  Stahl et al. 2021

Quantitative 2 13.7 Ferreira 2020; Braganza
etal. 2021

Mixed-methods 1 6.7  Loureiro et al. 2020

Research method

Conceptual framework development 10 66.7 Du and Xie 2020;
Murtarelli 2021. Novak
2020

Literature review 2 13.3 Di Vaio et al. 2020;
Loureiro et al. 2020

Al-based method (ML) 1 6.7  Ferreira et al. 2020

Survey 1 6.7  Braganza et al. 2020

Case Study 1 6.7  Stahletal. 2021

Analysis

PLS-SEM 1 6.7  Braganza et al. 2020

ML and Agglomerative 1 6.7  Ferreira 2020

Hierarchical Clustering

Bibliografic analysis 1 6.7  Loureiro et al. 2020

Topic modeling 1 6.7  Loureiro etal. 2021

Comparative analysis 1 6.7  Stahl et al. 2021

Type of data

Declarative 1 6.7  Braganza et al. 2020

Secondary 2 13.3  Stahl et al. 2021;

Ferreira 2020
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Other ( articles for conceptual papers) 12 80.0 Du and Xie 2020;
Murtarelli 2021. Novak
2020

TOT 15 100

Note: the percentages are calculated over the total number of papers in the cluster (15)

4.3.1. Ethical Approaches to AI in Marketing Research

The papers in this cluster mainly focus on issues related to consumer decision-making,
privacy, trust and Al technology adoption. In this regard, Stahl et al. (2021) conduct an ethical
impact analysis of Al through a multidimensional study comprising 10 case studies and five
scenarios. The authors suggest that the technical and economic benefits of Al are
counterbalanced by legal, social and ethical issues. In particular, the Al ethics literature is
divided into three streams: (1) specific issues related to the application of machine learning,
particularly those related to the transparency of algorithms, the risks of biases and
discrimination, and data security; (2) social and political questions arising in a digitally
enabled society, such as those regarding human replacement, power asymmetries, the
distribution of benefits and warfare; and (3) metaphysical questions about the nature of reality
and humanity, such as those regarding the emergence of cyborgs and transhumans. Similarly,
Du and Xie (2020) conduct a multilayered ethical analysis of AI products at the product,
consumer, and society levels. These authors identify ethical issues at each level and propose

socially responsible actions that companies can implement in the domain of AL

4.3.2. Ethics of AI at the Product Level

At the product level, due to the increased capacity of machines to elaborate data, biased
information processing might generate unfairness and unethical behavior. On the one hand,
machines are often thought to be more objective and less prone to biases than human beings;
on the other hand, there has been evidence of Al biases that directly affect the quality of Al-

enabled products and user satisfaction. At the product level, the ethical design of machines

85



also plays an important role (Du and Xie 2020). Ethical Al design refers to the integration of
ethical principles into Al-enabled products to ensure a proper alignment of the ethical values
of the products and their users, which is critical for developing consumer trust. In this regard,
the necessity of defining ethical guidelines for AI products has been highlighted by many
researchers in different contexts, from autonomous vehicles (Novak 2020) to chatbots

(Murtarelli et al. 2021).

4.3.3. Ethics of AI at the Consumer Level

Privacy and cybersecurity are the main issues at the consumer level. Privacy issues have
increasingly attracted academics’ attention, and they have multiple dimensions, including
information collection, unauthorized information use, and improper information access by
third parties (Davenport et al. 2020; Malhotra et al. 2004; Smith et al. 1996; Thomaz et al.
2020; Wirtz et al. 2018). According to Murtarelli et al. (2021), the collection of personal and
impersonal data linked to individual behaviors within the digital marketplace is made possible
by technology, which raises concerns about information privacy, data protection, a lack of
control over personal data and potential slavery to technological devices. These issues should
be addressed through the application of numerous measures that ensure information

confidentiality, integrity and availability (Murtarelli et al. 2021).

4.3.4. Ethics of AI at the Societal Level

At the societal level, Du and Xie (2020) discuss issues such as autonomy, well-being,
and job replacement. Relatedly, Banker and Khetani (2019) suggest that citizens frequently
depend too much on algorithm-generated recommendations and that this poses potential harm
to their own well-being and leads them to play a role in propagating systemic biases that can

influence other users. In addition, citizens might have different levels of access to data and Al
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technologies, which introduces the risk of power asymmetries (Murtarelli et al. 2021). In this
regard, Letheren et al. (2020) imagine a dystopic, utopic and “dualopian” future of society due
to Al. On the one hand, the pessimistic dystopic dimension of this view stems from the
increasing anxiety related to Al and robotics, highlighting their risks; on the other hand, the
utopic dimension of this view counterbalances this anxiety and mistrust with its vision of a
transformative Al, which will improve society through its benefits. Finally, the authors
discuss what they suspect will be the reality: Al will be a form of gray or ‘shapeshifting’
magic (Letheren et al. 2020 p. 5). This technology and its consequences on society will
change depending on the circumstances and relevant influences, potentially producing

positive or negative outcomes and engendering both benefits and risks.

4.3.5. Ethics of AI at the Company Level

In addition to investigating Al at the societal, consumer and product levels, researchers
have started to point out the need to address Al and technology-related ethical issues at the
company level. For instance, Vargo and Lusch (2016) suggest the need to effectively address
technology-related ethical challenges, particularly those concerning the growing application
of Al in business environments. In fact, the authors suggest that this provides opportunities
for companies to develop core competences in the emerging field of Al, enhancing the
relationships between firms and central actors in the service ecosystem and society (Du and
Xie 2020; Vargo and Lush 2016). Vallaster et al. (2019) point out the need to investigate the
conditions that enable entrepreneurs and organizations to implement new Al technologies that
might involve questionable ethical practices. The authors suggest that to function properly,
companies need to define a code of ethics and be transparent in terms of how they use Al
applications. For instance, companies should clarify how they use consumer data and build

algorithms to predict consumer behaviors (Fernandez-Rovira et al. 2021). In addition,
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Makarius et al. (2020) investigate the ways in which employees and Al can collaborate to
establish different levels of sociotechnical capital. These authors suggest that the effective
socialization and integration of Al allows organizations to rise with machines rather than
against them; this includes adopting, adapting and assimilating these technologies while
ensuring that ethical and legal boundaries are not crossed. In this regard, Huang and Rust
(2018) suggest that augmentation-automation duality should be considered when deciding
which tasks should be delegated to Al and which tasks should be done by employees alone. In
the same vein, Davenport et al. (2020) and Guha et al. (2021) suggest that Al will be more
effective if it augments humans rather than replacing them. Thus, as shown in Figure 7, we
propose that a company-level layer should be integrated into Du and Xie’s (2020)

categorization of the ethical challenges of Al.

Figure 7 Ethical challenges of AI (Adapted from Xu and Die 2020)

Society-level
Autonomy and well-being
Power asymmetries
Human replacement

Company-level
Augmentation-automation
Transparency and code of ethics

Consumer-level
Privacy
Cybersecurity

Product-level
Al biases
Ethical design
Transparency
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4.4. Cluster 4: Consumer Behaviors and Psychology in the Era of Al

In this cluster, we review 26 papers following the TCCM protocol. Nineteen percent of
these papers investigate consumers’ decision-making when they use and interact with Al by
applying Theories of Choice Architecture (Kahneman and Tversky 2014). In contrast, 11.5 %
of the papers apply Stimulus-Organism-Response Theory (Mehrabian and Russell 1974). In
addition, the papers in this cluster tend to investigate the psychological factors that drive Al
adoption by applying Behavioral Reasoning Theory (Ajzen 1991) and Technology Adoption
Models (TAM, Davis 1989; TRAM, Parasuraman 2000). Other theories refer to psychological
concepts such as self-efficacy (Bandura 1986), self-construal (Trope and Liberman 2010),
psychological power (Anderson and Galinsky 2006), subjective well-being (Diener 1999;
Diener and Chan 2011) and self-determination (Ryan and Deci 2000). Many of the papers in
this category investigate consumer behaviors online (e.g. Banker and Khetani 2019; Perez-
Vega et al. 2021; Smith 2020) and in contexts such as healthcare (e.g. Dai and Singh 2020;
Longoni and Cian 2020; Mele et al. 2021), food and beverage services (e.g. Longoni and Cian
2020; Mele et al. 2021; Weihrauch and Huang 2021) and transportation services, particularly
those involving autonomous cars (Huang and Qian 2021; Mele et al. 2021). These papers
mainly adopt traditional quantitative approaches (61.5%), which primarily feature
experimental designs (38.8%, e.g. Longoni and Cian, 2020; Tassiello et al. 2021; Weihrauch
and Huang 2021) and surveys (26.9%, e.g. Brill et al. 2019; Pillai et al. 2020; Smith, 2020),
and they exhibit a preference for declarative data (65.5%). Moreover, 30.8% of the papers
conduct studies in the United States, again highlighting a preference for conducting research

in this country.

Next, we describe this cluster according to its recurrent research topics: 1) the intention
to use and adopt Al 2) consumer decision-making, and 3) consumer engagement and

satisfaction.
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Table 7 TCCM for cluster 4

No. of %0 Exemplary studies
studies

THEORIES

Choice Architecture (Kahneman and 5 19.2  Banker and Khetani 2019; Klaus

Tversky, 2014) and Zaichkowsky 2020; Steckel
et al. 2005

Stimulus-Organism-Response Theory 3 11.5  Githke 2020; Perez-Vega et al.

(Mehrabian and Russell 1974) 2021; Rodgers et al. 2021

Behavioral Reasoning Theory (BRT) 2 7.7  Huang and Qian 2021; Lalicic

(Ajzen 1991) and Weismayer 2021

Technology Adoption Models (TAM, 2 7.7 Butt et al. 2021; Pillai et al. 2020

Davis 1989; TRAM, Parasuraman, 2000)

Service-Dominant (S-D) Logic (Lusch and 2 7.7 Lalicic and Weismayer 2021;

Vargo 2014) Mele et al. 2021

Self-Efficacy Theory (Bandura 1986) 1 3.8 Weihrauch and Huang 2021

Construal Level Theory (Trope and 1 3.8 Hamilton et al. 2021

Liberman 2010)

Social Comparison Theory (Kruger and 1 3.8  Longoni et al. 2019

Dunning 1999)

Theory of Psychological Power (Anderson 1 3.8  Tassiello et al. 2021

and Galinsky 2006)

Self-Determination Theory 1 3.8  Dellaert et al. 2020

(Ryan and Deci 2000)

Social Cognition Theory (Abramova and 1 3.8  Pou