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Abstract 

 Improve the service quality of tourism actors by conducting sentiment analysis on 

digital platforms owned by tourism businesses and collecting negative sentiments to improve the 

quality of services from companies owned by tourism businesses. The growth of the hospitality 

industry in Indonesia is experiencing rapid growth every year. The tourism industry, part of the 

hospitality industry, also does not escape the influence of positive and negative sentiments. One 

method to perform accurate sentiment analysis is Backpropagation Neural Network. Based on 

the results of tests on the neural network, the best accuracy is obtained when using one hidden 

layer with the first layer of 10 neurons. The learning rate is 0.000002, where the accuracy is 

71.630%. More epochs do not guarantee better accuracy. Based on the results of the research 

that has been done, suggestions for further researchers are to analyze the review dataset 

processing method so that it gets a cleaner dataset and is expected to improve better accuracy. 
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1. INTRODUCTION 

 

Currently, the growth of the tourism industry in Indonesia is experiencing rapid growth 

every year. Data released by the Center for Data and Information of the Ministry of Tourism 

and Creative Economy and the Central Statistics Agency (BPS) states that until the end of 2018, 

the total number of foreign tourists visiting Indonesia was 15,810,305 people with foreign 

exchange earnings of 16.4 billion USD, up 25% from the previous year. 

This rapid growth in the tourism industry in Indonesia also significantly impacts 

hoteliers because hotels are the primary choice of places to stay and rest for tourists. To 

maintain the experience experienced by visitors and are expected to make their next visit, hotel 

management must know soon if there are customers. Who has complaints while staying at the 

hotel so they can be handled directly to prevent losing customers? To be able to handle 

complaints submitted by customers immediately, an artificial intelligence program is needed 

that can detect negative sentiments on the digital platform owned by the company so that 

hoteliers can immediately follow up on complaints submitted by their customers so that no 

customers are reluctant to visit because of an incident [1], [2].  

One method to create a program that can perform accurate sentiment analysis is 

Backpropagation Neural Network [3], [4]. Several studies have been produced regarding the use 

of backpropagation neural networks for research related to backpropagation neural networks, 

namely in research conducted regarding sentiment analysis on the Job Creation Law, the best 

accuracy when classification is 98% [5]. Another study on backpropagation neural networks 

was carried out, analyzing public figures' sentiment using backpropagation neural networks 

obtained an accuracy rate of 62.3% with five epochs and two hidden layer nodes [6]. 
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2. METHODS 

2.1 Sentiment Analysis 

Sentiment analysis is a classification task that classifies a text into a positive or negative 

orientation. Sentiment analysis is a reasonably complex research, sentiment analysis is the 

process of using text analytics to obtain various data sources from the internet and social media 

platforms to determine the emotional tone or opinion of users on the platform [7], [8]. Sentiment 

analysis is also often referred to as opinion mining because it is often used to explore the 

emotions behind every user's words when using the internet or in conversations on social media 

[8], [9]. 

2. 1.1 Text Preprocessing 

Text preprocessing is a method to reduce text complexity before doing sentiment 

analysis. Text Preprocessing aims to produce higher accuracy when conducting sentiment 

analysis [10], [11]. Term weighting is a method to perform feature extraction on text data by 

assigning a value/weight. The weight of the term represents the extent to which a term 

represents the contents of the document. The greater the weight of a term, the more effective the 

term is in representing the document's contents [12]–[14]. 

One method of term weighting is Term Frequency – Inverse Document Frequency (TF-

IDF). TF-IDF is a word weighting algorithm that multiplies two-term weighting concepts, 

namely the frequency of occurrence of terms in a document (term frequency) and the 

distribution of terms in document collections (inverse document frequency). Term Frequency is 

defined in Equation (1). 
 

 

 

Inverse Document Frequency defined in Equation (2) 

 

 
 

Term Frequency - Inverse Document Frequency defined in Equation  (3) 
 

 

2. 1.2 Backpropagation Neural Network 

Backpropagation Backpropagation is a supervised machine-learning algorithm. 

Backpropagation performs two stages of calculation, namely forward propagation and backward 

propagation. Backpropagation works by updating the weights and biases continuously to 

produce a minimum error value. The smaller the error value, the higher the accuracy generated 

by the neural network [15]–[17]. The steps for calculating the Backpropagation algorithm are as 

follows: 

1. Initialize the Neural Network parameters (input layer, hidden layer, output layer, 

and learning rate). 

2. Initialize weights and biases with random numbers. 

3. Each node in the input layer receives the input signal and is forwarded to each 

node in the hidden layer by applying Equation (4), 

(1) 

(2) 

(3) 
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1. , 

 
2. After getting the hi value, apply the binary sigmoid activation function to each value 

with Equation (5), 

 
3. Each value in the hidden node is forwarded to each node in the output layer using 

Equation (4). 

4. After getting the value at the output node, apply the binary sigmoid activation function 

to each value with Equation (5) to get the output value. 

5. Calculate the derivative of the error value at yi using the binary cross entropy method 

with Equation (6), 

 
 

6. Calculate the derivative of the error value at each output (yi) using Equation (7), 

 
7. Calculate the derivative of each oi using the binary sigmoid derivative equation with 

Equation (8), 

 
8. Calculate the change in weight vho and bias boi using Equation (9) for weight calculation 

and Equation (10) for bias calculation: 

 

 

 
9. Calculate the value of the new vho weight and bias boi 

10. Calculate the derivative of each hidden node using the binary sigmoid derivative 

Equation with Equation (8). 

11. Calculate the error value for each hidden node  

12.  Calculate the change in weight and bias connecting the input layer with the hidden layer 

by multiplying the results obtained from steps 12 and 13 using Equation (9) for weight 

calculation and Equation (10) for bias calculation 

After all the weights have been updated, the algorithm will return to the forward propagation 

stage and stop at the maximum epoch value. Epoch is a condition where the entire training 

dataset has gone through the training process and is returned to the initial stage for the next 

round (one epoch is equal to one training dataset being trained on the neural network) [18]. The 

common condition as the epoch increases is the reduction in the error value from the training 

process until the error value has reached convergence. 

2. 1.3 Confusion Matrix 

Evaluation is carried out to test the results and classifications obtained by measuring the 

performance value of the already created. The test parameter used for evaluation is accuracy, 

whose calculation is based on the confusion matrix table. The confusion Matrix works by 

comparing the original class with the predicted class [5]. The form of the Confusion Matrix is 

depicted in Table 1. 

(4) 

(5) 

(6) 

(7) 

(8) 

(9) 

(10) 
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Table 1 Confusion Matrix 

Actual 

Value 

Prediction 

Positive Negative 
Positive True Positive (TP) False Negative (FN) 

Negative False Positive (FP) True Negative (TN) 

 

Accuracy, is the ratio of correct predictions (TP+TN) to the overall data. 

 

3. RESULTS AND DISCUSSION 

 

This section will explain text preprocessing, model training, model testing, and the final 

results. 

3.1 Data collection technique 

Training the neural network in this study using 515,739 rows of data consisting of 

seventeen columns, while the value of each column consists of variables;  

 

[Hotel_Address, Additional_Number_of_Scoring, Review_Date, Average_Score, 

Hotel_Name, Reviewer_Nationality, 

Negative_Review,Review_Total_Negative_Word_Counts, 

Total_Number_of_Reviews, Positive_Review, 

Review_Total_Positive_Word_Counts, Tota l_Number_of_Reviews Reviewer_Has 

Given, Reviewer Score, Tags, days_since_review, lat, lng]. 

 

The aim is to be used as training data to identify positive or negative sentiments in a 

review. The data used is hotel review data in English, obtained from the website 

www.kaggle.com. Data training must then convert the data obtained from .csv into a data frame 

form. This Neural Network Backpropagation model uses a flowchart diagram to illustrate how 

the model will be designed to carry out the data analysis process. The model will be trained first 

using raw data from a Comma Separated Values (.csv) file with a predetermined sentiment. An 

overview of model-making can be seen in Figure 1 below. 

 

 
Figure 1 Overview of Modeling  

The dataset used in this study is English hotel review data. The data used is Comma 

Separated Values (.csv) which consists of 515,739 positive and negative review data that have 
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not been normalized; the data will be divided into 80% as training data and the remaining 20% 

as testing data. 

3.2 Text Preprocessing 

Stages of doing. Text preprocessing aims to reduce word complexity and increase 

model training accuracy. An overview of Text preprocessing can be seen in Figure 2, and the 

results of Text preprocessing can be seen in Table 2 below. 

Start

Dataset

Case Folding

EndTokenization

Normalization

Stemming

Stopword Removal

 
Figure 2 Text Preprocessing Architecture 

 

Table 2 Dataset table after text preprocessing 

raw_review review 

Only the park outside of the hotel was beauti. [park, outsid, hotel, beauti] 

I am so angry that i made this post available. [angri, made, post, avail, via, 
possibl, site, 

No real complaints the hotel was great great  [real, complaint, hotel, great, 
great, locat,  

Location was good and staff were ok It is cut [locat, good, staff, ok, cute, 
hotel, breakfas 

Rooms are nice but for elderly a bit difficul [room, nice, elderli, bit, 
difficult, room, tw 

3.2 TF-IDF Weighting 

Sentences that have passed the Text Preprocessing stage will be separated into words or 

tokens. Then the TF-IDF weighting is carried out as many as the selected and processed 

vocabulary so that each vocabulary has its own weight.  

Table 3 Dataset after weighting 

review review_tokenize 

[park, outsid, hotel, beauti] [0.9321194954489584, 

1.0611754323328455, 0.422 

[angri, made, post, avail, via, possibl, site, [0.08917177914660462, 

0.08568871610029234, 0.0 

[real, complaint, hotel, great, great, locat,  [0.13682031779472786, 

0.190730913523471, 0.128 

[locat, good, staff, ok, cute, hotel, breakfas [0.15910871043526187, 

0.10750167826728615, 0.3 

[room, nice, elderli, bit, difficult, room, tw... [0.761461127222173, 

0.3010046991484013, 0.8981... 
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At this stage, all the words in the dataset will be weighted, utilizing each word represented by a 

numerical value for the needs of the model training process. An overview of the dataset after the 

weighting process can be seen in Table 3. 

3.2 Neural Network Backpropagation 

After the weighting is done, then the data is entered into the Backpropagation algorithm 

for training on the data. This algorithm is used in the process of classifying positive and 

negative sentiments. Neural Network Backpropagation has two parts, Propagation and Weigh 

update, where propagation consists of forward and backward. With these two propagations, 

pattern recognition will obtain optimal results with a tiny epoch. After each word is weighted, 

the process of equalizing the number of words in each sentence is carried out. A process is 

carried out to find the average number of words contained in one sentence and find the number 

of 110 words per sentence.  

 
Figure 3 Architecture backpropagation 

At this stage, the dataset will be divided into two parts where 80% of the dataset will be 

used as training data, and the remaining 20% will be used as testing data. Training data consists 

of 50% positive sentiment and 50% negative sentiment. After the weighting is done, then the 

data is entered into the Neural Network for training on the data. Neural Network 

Backpropagation is used to classify positive and negative sentiments. The following are details 

of the architectural design of the network used. 
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1. The first layer created is the Input Layer with a length of 110 neurons 

2. Second layer, a hidden layer with 40 neurons 

3. Third layer, a hidden layer with five neurons 

4. The last layer is output with one neuron 

5. Learning rate 0.000001 

Testing the Number of Neurons on Hidden layer 1, The number of neurons in each layer affects 

the accuracy value when training the dataset. Initial testing was carried out using one hidden 

layer with the number of neurons tested as many as 10 to 100. The selected model is the model 

that has the highest accuracy value. Then the model chosen will be used in the classification 

trial using two hidden layers. The test results of hidden layer one neurons can be seen in Table 

4. 

Table 4 The results of testing the value of neurons on the curation of two 

Neuron Epoch TP TN FP FN curation 

10 

20 13052 75651 1650 64249 57,375% 

40 33251 71059 6242 44050 67,470% 

60 46674 63831 13470 30627 71,477% 

80 51110 59209 18092 26191 71,357% 

100 52451 57662 19639 24850 71,224% 

15 

20 14107 75426 1875 63194 57,912% 

40 32491 70993 6308 44810 66,936% 

60 44386 64897 12404 32915 70,687% 

80 49554 60657 16644 27747 71,287% 

100 51424 58760 18541 25877 71,269% 

 

Table 4 shows that the best accuracy is 71.477% in the number of neurons from 10 to 60 

epochs, with activation in the hidden layer and sigmoid for the output layer. Accuracy changes 

from the 1st epoch to the 100th epoch on neuron 

 

3.2.1 Testing Total Learning Rate 

When the 2nd test with two hidden layers found the highest accuracy of 54.067% on ten 

hidden layers with one neuron and seven hidden layers with two neurons, but the results are still 

below the accuracy of using only one hidden layer, the third test can be seen in Table 5 where 

Dataset will test the architecture with the best precision by making changes to the learning rate. 

From the test results in Table 5 above, the best accuracy results are obtained when the learning 

rate is 0.000002 with an accuracy of 71.624%. 

  

3.2.2 Testing the Number of input layers 

The learning rate value has found the highest accuracy of 71.624% on ten hidden layers 

of one neuron. With a learning rate of 0.000002, in the fourth test, it can be seen in Table 5, 

where the architecture with the best accuracy will be re-tested its accuracy by making changes 

to the number of input layers. From the test results, the best accuracy results obtained based on 

changes in the number of input layers are 71.630% in the input layer 200 or 150 neurons and ten 

hidden layers, one neuron and with a learning rate of 0.000002. 

 

Final Result Structure, showing the final structure of the neural network model with the 

best accuracy obtained at 71.630%. The input layer consists of 200 nodes with activation, the 

hidden layer consists of 10 nodes with sigmoid activation, and the output layer consists of 1 

node with a learning rate of 0.000002. The final architecture shown in figure 4. 
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Table 5 The results of testing the value of learning rate on accuracy 

learning-rate epoch TP TN FP FN curation 

0,000001 20 13052 75651 1650 64249 57,375% 

40 33251 71059 6242 44050 67,470% 

60 46674 63831 13470 30627 71,477% 

80 51110 59209 18092 26191 71,357% 

100 52451 57662 19639 24850 71,224% 

0,000002 20 34153 70948 6353 43148 67,982% 

30 47272 63460 13841 30029 71,624% 

40 51317 58997 18304 25984 71,354% 

60 52973 56999 20302 24328 71,132% 

80 53451 56410 20891 23850 71,061% 

100 60195 41823 35478 17106 65,988% 

0,00001 20 77301 0 77301 0 50,000% 

40 77301 0 77301 0 50,000% 

60 77301 0 77301 0 50,000% 

80 77301 0 77301 0 50,000% 

100 77301 0 77301 0 50,000% 

 

 
Figure 4 Final Overview of Neural Network Structure 
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4. CONCLUSIONS 

 

Based on the results of tests that have been carried out on neural networks using several 

different architectures ranging from the number of hidden layers, the number of neurons, the 

number of epochs, and the learning rate value, there are several conclusions, including with the 

existing dataset the best accuracy is obtained when using one hidden layer. With the first ten 

neurons' hidden layer, the learning rate is 0.000002, where the accuracy is 71.630%. More 

epochs than guaranteed will get better accuracy. The effect of iteration duration by the tested 

momentum is not directly proportional to the value of the momentum. 
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