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Abstract 
Surfactants are chemicals that increase solubility and dispersion of hydrocarbons and oils, 
and they are widely used in detergents and other cleaning products. After use they are 
discharged into sewage systems or directly into surface waters, ending up dispersed in the 
environment polluting the water, the soil and other sediments. The toxic effects of surfactants 
on various aquatic organisms are known. The vital role surfactants play in modern society 
means there is no option to stop using them. Thus, non-toxic and biodegradable surfactants 
are required to decrease their final impact on current water resources. 

In this thesis, the approach chosen to discover novel surfactants is to create a computational 
method, which could act as a screening stage to ensure only the most promising non-toxic 
and/or biodegradable product formulations make it to experimental testing. This would have 
the effect of reducing the number of necessary experiments, leading to savings in associated 
time and costs. Molecular Dynamics (MD) simulations underline the computational method, 
which represent the system as a collection of particles interacting by mathematical relations 
termed force fields. This permits the calculation of structural, thermodynamic, and dynamical 
properties. Therefore, it is an ideal tool for the study of surfactant-water-oil ternary mixtures 
because the molecular structure is known to strongly influence the surfactant behaviour. Whilst 
this concept is not new, there has been little progress in applying it to the discovery of non-
toxic and biodegradable surfactants.     

To simulate surfactants at the molecular scale requires large system sizes that must be run 
for long durations of time. This demand will be difficult to meet by accounting for all atoms in 
a molecule. It is for this reason it is chosen to work with models of lower resolution, termed 
‘coarse-grained’ (CG) models. Here multiple atoms are grouped into one bead which interacts 
via an effective force field. The parameterisation of a CG model is an important step, impacting 
the model accuracy. In this work recent incarnations of the Statistical Associating Fluid Theory 
(SAFT) were used to develop the CG force fields used in MD simulations. Here the versatile 
Mie force field is used to represent the intermolecular interactions with a Coulombic relation 
used to account for electrostatic interactions in explicitly charged beads. The SAFT approach 
is a top-down CG method where the force field parameters are determined via a molecular-
based equation-of-state. In this thesis a corresponding states version of the equation-of-state 
was used to find force field parameters for the like-like interactions of the uncharged beads. 
The SAFT approach allows for faster model parameterisation compared to solely optimising 
parameters via iterative simulation. There has also been extensive progress in extending 
SAFT force fields to surfactant-water systems. Despite this, CG MD simulations of surfactant 
ternary mixtures have not yet been performed using force fields obtained by the SAFT route. 
Therefore, another key challenge of this thesis is to move the research line forward.  

In this thesis SAFT-derived force fields were used to study two different ternary ionic surfactant 
mixtures: sodium bis (2-ethylhexyl) sulphosuccinate (AOT) in water and cyclohexane, and 
sodium bis (3-(trimethylsilyl)-1-propanol) sulphosuccinate (AOTSiC) in water and supercritical 
(sc) CO2. Derivation of the surfactant models required the study of a variety of fluid systems, 
including pure esters and binary mixtures comprising methyl acetate and water, AOT and 
water, and scCO2 and water. The described systems contain sufficient experimental data to 
test the SAFT approach. This is a necessary preliminary step which would give more 
confidence in using SAFT to study properties of promising novel environmentally friendly 
surfactants for which data may be limited. This could shed light on the impact of structure on 
product/process performance whilst reducing the number of necessary experiments.      

The development of a SAFT model for AOT and its aqueous mixtures was the first objective 
of this thesis, since a previous one did not exist. The surfactant model is represented in a 
group contribution manner, where each chemical moiety is represented by a unique bead.  By 
optimising the surfactant-surfactant and surfactant-water intermolecular interactions this 
allowed the study of phase behaviour and structural properties. MD simulations using these 
force field parameters showed the formation of a lamellar phase at ambient conditions. At high 
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temperature a transition to an isotropic phase occurs. The MD simulations do not indicate a 
structural transition in the middle of the lamellar phase region, instead there is a transition from 
flexible to rigid bilayers. These observations, as well as the calculated bilayer thickness at 
room temperature, are in agreement with experimental data. This is encouraging, since only 
thermodynamic data was included in the force field parameterisation.    

Studying the AOT-water-cyclohexane system allowed for the assessment of the SAFT force 
field to model ternary surfactant mixtures. Due to the group contribution nature of SAFT-𝛾 Mie, 
many of the intermolecular interactions were simply transferred from the AOT-water model. 
This model is able to capture both phase morphologies and structural properties. The MD 
simulations reveal a transition from phase-separated systems to isotropic reversed micelle 
(RM) phases at low water content. The calculated average cluster size is in good agreement 
with experimental findings. The relationship between water content and RM morphology was 
studied. The reduction of water content results in a sharp reduction in average cluster size, 
highlighting its importance when considering RM stability. When considering the relationship 
between water content and RM shape, there appears to be little impact since a predominant 
spherical shape exists for all systems investigated. This has implications for RM experimental 
investigations, where there are still many differing views regarding the shape of RMs, and 
where incorrect shape assumptions can affect the accuracy of the results. The advantage of 
this MD methodology is that no such assumptions about the RM shape must be made for 
analysis.  

Preliminary steps have been completed to study the AOTSiC-water-scCO2 system using the 
SAFT-based MD methodology. Due to the similarity in structure to AOT, many of the force 
field parameters were carried over from the previous model. A model for the water – scCO2 
binary mixture has been created. A single binary interaction parameter was used to optimise 
the fit to the liquid-liquid equilibrium. These interactions can be transferred to create a 
preliminary AOTSiC-water-scCO2 model, which can be tested by comparing to experimental 
data. Once validated, this would allow the study of the effect of surfactant tail structure and 
functional groups on the resultant properties of the water-in-scCO2 RMs. The results of this 
investigation could then guide the discovery of alternative surfactants to replace expensive 
and environmentally unfriendly fluorinated surfactants.  

Despite their simplicity, the CG models created in this work possess a level of transferability, 
robustness, and representability. They can be used to predict properties not included in the 
original parameterisation strategy, with good levels of accuracy. The SAFT theory is hence a 
suitable approach to parameterise the force fields that could be used in a computational 
screening method. As has been shown in this work, the methodology requires the prior 
knowledge of experimental data in order to assess the surfactant structure-performance 
relationship. This could be obtained from literature or via collaborations with experimentalists 
both in industry and academia. This approach can be used for the discovery of non-toxic 
surfactants for a wide range of applications, including drug delivery, food, cleaning products 
and enhanced oil recovery.  
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Nomenclature 
Symbol Definition (units) 
𝑎0 Minimum interfacial area occupied by surfactant head group (m2).  

𝑎 Chemical activity (mol m-3).  

𝒂 Acceleration (m s-2) vector 

𝐴 Helmholtz free energy (J) 

𝐴𝑐𝑚𝑐  Area of the surfactant headgroup at the critical micelle concentration (m2) 

𝐴𝑠 Interfacial area (m2).  

𝐴𝑚𝑖𝑛 Minimum area (m2) 

𝑏 Asphericity (-) 

𝐛 Periodic box vector matrix (-) 

𝐵 Nosé-Hoover mass parameter (K s2)  

𝑐 Acylindricity (-) 

𝑐𝑖 Centre of mass (m) 

𝑑 Solvent-dependent dielectric parameter (m3 kg-1). In the context of dimensions it 
refers to diameter (m). In the context of small angle scattering it refers to the 
separation of lattice planes.  

𝑑𝑊 Wiener process 

𝑑𝑇 Solvent-dependent temperature fitting parameter (K) 

𝑑𝑉 Solvent-dependent volume fitting parameter (m3 kg-1)  

𝑒 Elementary charge (C) 

𝐸 Energy (J) 

𝒇 Atomistic force (N) vector 

𝐹 Force (N) 

𝑭 Force (N) vector  

𝑔 Acceleration due to gravity (m s-2) 

𝑔𝑖 Fitting parameter 

𝑔(𝑟) Radial distribution function (-) 

𝐺 Gibbs free energy (J) 

𝐻 Hamiltonian (-) 

ℎ Planck’s Constant (kg m2 s-1) 

𝐼 Ionisation potential (eV) 

𝐼2 Moment of inertia (m2) 

𝑘𝑖𝑗 Binary interaction parameter (-) 

𝑘𝑎𝑛𝑔𝑙𝑒 Angle bending constant (J mol-1 rad-2) 

𝑘𝑏𝑜𝑛𝑑 Bond stretching constant (J mol-1 m-2) 

𝑘𝑑𝑖ℎ𝑒𝑑𝑟𝑎𝑙 Dihedral angle bending constant (J mol-1) 

kB Boltzmann constant (J K-1) 
𝐾 Kinetic energy (J) 

𝐾0 Kinetic energy at set temperature (J) 

𝐾𝑜𝑤 Octanol-water partition coefficient (-) 

𝑙𝑐 Maximum extended chain length of surfactant tail in micelle core (m) 

𝐿 Length (m). In the context of Force-based methods it refers to the number of 
reference frames 

𝐿𝑡𝑎𝑖𝑙 Surfactant tail length (-) 

𝑚  Mass (kg). In the context of SAFT models it refers to the number of coarse-grained 
beads (-)  

𝑀 Mechanical property (-). In the context of relative shape anisotropy it refers to total 
mass (kg) 

𝑴 Coordinate mapping (-) 

𝑛 Number of moles (mol). In the context of dihedrals it refers to the multiplicity (-)  

𝒏 Molecular director (-) 
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𝑁 Number of molecules (-). In the context of error analysis it refers to number of data 
points (-). In the context of Particle Mesh Ewald method it refers to number of charge 
sites (-).  

𝑁𝑎𝑣 Avogadro number (mol-1) 

𝑁𝑐 Number of components (-) 

𝑁𝑓  Number of degrees of freedom (-) 

𝑁𝑝 Number of phases (-) 

𝑃 Pressure (Pa). In the context of statistical mechanics it refers to the probability (-) 

𝑃𝑐 Critical Packing Parameter of a surfactant (-) 

𝑝 Momentum (kg m s-1) 

𝐏 Pressure (Pa) matrix 

𝐏𝑟𝑒𝑓 Reference pressure (Pa) matrix 

𝒑 Set of momenta for all particles in a system 

𝑞 Charge (C) 

𝒒 Set of co-ordinates of all particles in a system 

𝑄 Partition function for the NVT ensemble (-).  

𝑸 Saupe order tensor (-) 

𝑟 Position (m) 

𝑟0 Equilibrium bond length (m) 

𝑟𝑐 Molecular cut-off radius (m) 

𝒓 Position (m) vector 

𝑅 Universal gas constant (J mol-1 K-1) 

𝑅𝑔 Radius of gyration (m) 

𝑆 Entropy (J K-1) 

𝑆2 Nematic order parameter (-) 

𝑇 Temperature (K) 

𝑇𝑐 Critical temperature (K) 

𝑇𝑟 Reduced temperature (K) 

𝑡 Time (s)  

𝒖 Unit vector 

𝑈 Internal energy (J). In the context of molecular simulations it refers to the 
intermolecular or intramolecular interaction energy (J mol-1) 

𝑣 Volume of surfactant hydrophobic tail (m3) 

𝒗 Velocity (m s-1) vector  

𝑉 Volume (m3). In the context of intermolecular force fields it refers to potential energy 
(J) 

𝑉𝑡𝑎𝑖𝑙 Surfactant tail volume (m3) 

𝑤0 Molar water to surfactant ratio  

𝑊 Mechanical work (J) 

𝐖−1 Inverse mass parameter matrix in Parrinello-Rahman algorithm (bar-1 s-2 m-1) 

x Mole fraction (-) 
𝑥 Distance (m) 

𝑥́ Salt-free mole fraction (-) 

𝑋 Property e.g. surface tension  

𝑧 Ionic valence (-) 

𝛼 Van-der-waals constant (-). In the context of Cartesian coordinates it refers to an 
index of Cartesian components (-)  

𝛼0 Electronic polarisability (cm-3) 

𝛽 Reciprocal temperature (J-1). In the context of molecular simulations refers to the 
isothermal compressibility (Pa-1)  

𝛾 Surface/interfacial tension (N m-1) 

𝛤 Gibbs Surface excess (mol m-2) 

𝛿 Kronecker delta function (-) 
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𝛿𝑡 Time step (s) 

∆ Partition function for the NPT ensemble (-) 

∆𝐺𝑎𝑑𝑠
0  Gibbs free energy of adsorption (J) 

𝜀 Well-depth (J) 

𝜀0 Dielectric permittivity of a vacuum (F m-1) 

𝜀𝑟 Dielectric constant (-) 

𝜃 Bond angle (rad). In the context of small angle scattering it refers to angle of 
diffraction 

𝜃0 Equilibrium bond angle (rad) 

𝜅2 Shape anisotropy (-) 

𝛬 Thermal de Broglie Wavelength (m) 

𝜆 Eigenvalue (-). In the context of small angle scattering it refers to wavelength (m) 

𝜆𝑖𝑗 Square-well attractive range (-) 

𝜆𝑖𝑗
𝑎  Attractive exponent in Mie force field (-) 

𝜆𝑖𝑗
𝑟  Repulsive exponent in Mie force field (-) 

𝜇 Chemical potential (J mol-1) 

𝜉 Friction parameter (-) 

𝜌 Density (kg m-3). In the context of statistical mechanics refers to probability density. In 
the context of Particle Mesh Ewald it refers to the charge density (J mol-1 m-2)  

𝜎 Interaction parameter (m). In the context of interfaces refers to the interfacial layer 

𝜏𝑇 Temperature coupling time constant (s) 

𝜏𝑃 Pressure coupling time constant (s) 

𝜙 Dihedral angle (rad) 

𝜙0 Equilibrium dihedral angle (rad) 

𝜙(𝐱) Reciprocal space potential (J mol-1) 

𝜔 Acentric factor (-) 

  

 

Abbreviation Definition 
AA All-atomistic  
AAD Absolute average deviation 
AOT sodium bis(2-ethyl 1-hexyl) sulphosuccinate 
AOTSiC Sodium bis (3-(trimethylsilyl)-1-propanol) sulphosuccinate 
C16EO8 Octaethylene glycol monohexadecyl ether 
CG Coarse-grained 
CMC Critical Micelle Concentration 
DPD Dissipative Particle Dynamics 
EoS Equation of State  
FFV Fraction Free Volume 
HS Hard sphere 
IBI Iterative Boltzmann Inversion 
IMC Inverse Monte Carlo 
LJ Lennard-Jones 
LLE Liquid liquid equilibrium 
M&M Mejía and Müller 
MD Molecular Dynamics 
MC Monte Carlo 
PMF Potential of Mean Force 
RDF Radial Distribution Function 
RM Reverse Micelle  
SAFT Statistical Associating Fluid Theory 
SANS Small Angle Neutron Scattering 
SAXS Small Angle X-ray Scattering 



xvi 
 

SW Square-well 
TMS Trimethylsilyl 
UA United atom 
VLE Vapour liquid equilibrium 
VOC Volatile Organic Compounds  
VR Variable range 
VRE Variable range electrolyte 
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Chapter 1 Introduction 
1.1 Project motivation 
Surfactants are used in a variety of products, spanning from everyday consumer usage 
encompassing household cleaning (e.g. laundry detergents, hard surface cleaners and 
window cleaners) and personal care (e.g. shampoo, shaving creams and toothpaste) to 
various industries including pulp and paper, oil and gas, agrochemicals and pharmaceuticals 
(1). Indeed, many products mankind takes for granted would not exist if not for the presence of 
surfactants. Even products necessary for human development such as milk exist due to 
surfactants, in this case the surfactant is the milk protein casein (2). The necessity of 
surfactants is further proved by the global market size which was estimated to be $41.3 billion 
in 2019. The market is expected to grow to $58.5 billion by 2027, and the main factors cited 
include low prices and easy availability of surfactants (3). It should be noted that the ongoing 
Covid-19 Pandemic has had significant impact on the market. Whilst hygiene products have 
been performing well due to public information campaigns, industrial sectors have been 
negatively affected due to restrictions such as national lockdowns. However, as the economy 
recovers, it is expected these sectors will rebound strongly (4).   

After use, surfactants are sent to wastewater treatment plants, where the removal efficiency 
can vary. One study (5) reported average values of 95-99 % based on removal of alcohol 
ethoxysulphates, alkyl sulphates, and alcohol ethoxylates in various sites within the EU. 
However, another study (6) carried out in Poland found that removal efficiencies ranged from 
88-98 % and 56-76 %, dependent on the type of surfactant. Despite the disparities it is 
guaranteed that a fraction of surfactants, due to their high volume of consumption, will enter 
the natural environment including surface waters and sludge disposals. A consequence of 
further unrestricted market growth could be significant concentrations of surfactants in aquatic 
environments in the future. Many surfactants are toxic to aquatic organisms above a certain 
concentration. For example, linear alkyl benzene sulphonate surfactants, commonly used in 
detergent formulation and personal care products, can cause biochemical, pathological and 
physiological effects on aquatic and terrestrial environments (7) (8) (9). This has caused a shift 
in global regulations to favour more environmentally friendly surfactant formulations, with the 
environmental profile of surfactant chemistries at the forefront of product formulation and 
design (10). Indeed, recognition of the economic and ecological importance of the marine 
environment and its sensitivity toward anthropogenic impacts is growing, which further 
increases the emphasis being placed on their protection. This is particularly relevant to 
surfactants, as the marine environments are considered the ultimate disposal sites of 
surfactants (5). It is for this reason that the design of new environmentally friendly surfactants 
is the key goal of this work. 

An accurate understanding of how the surfactant structure is related to properties including 
binary and ternary phase behaviour is a pre-requisite for the design of new products and 
processes. If a new non-toxic surfactant structure is found or proposed, it is important to 
investigate the phase behaviour as this will have an effect on the product/process 
performance. This is a non-trivial activity. Experimental techniques used to study the structure-
performance relationship include small angle neutron scattering (SANS) (11), nuclear magnetic 
resonance (NMR) (12) and tensiometry (13). These methods may yield useful information, but 
they are not without complications nor limitations. A purely experimental route can become 
time-consuming and expensive and may be limited by safety and feasibility aspects. This can 
be due to the product/process containing toxic chemicals or requiring extreme operating 
temperatures/pressure. An approach that has established itself alongside theory (14) and 
experiment (15) and is popular in the field of soft matter is molecular dynamics (MD) simulation 
(16). In this technique molecules are described as particles which interact via a mathematical 
equation to model the underlying physics which in MD is called a force field. This work aims 
to use MD simulations as the basis of a screening stage so that only the most promising 
surfactant mixtures make it to experimental testing. The improvements in intermolecular force 
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fields, increases in computer speed and memory, and more efficient algorithms are some of 
the reasons molecular simulations have become widespread (17). Furthermore, MD simulations 
can be used to calculate structural, interfacial, and dynamic properties which can then be 
compared to experimental findings for further analysis (18). The application of MD simulations 
to surfactant structure analysis studies is a logical step, as the structure can be altered by 
simply changing the number of the specific groups in the molecule. The investigation of new 
functional groups in the surfactant molecular structure can also be achieved in a trivial manner 
in molecular modelling. Whilst MD simulations on ternary surfactant-water-oil mixtures are not 
new (19), there is not much direct work on the discovery of non-toxic surfactants.  

To gain insight into the molecular-scale behaviour of surfactants via simulation, large time and 
length scales need to be explored. Should the atomistic detail of the molecules be fully 
represented,  system sizes and simulation times are limited (20, 21). The alternative is to work 
on the coarse-grained (CG) scale, where multiple heavy atoms are incorporated into one 
super-atom or ‘bead’. The next big decision is about how the force field parameters are 
assigned, to ensure the model is accurate and can represent the underlying physics. This can 
be a challenging task, especially if the required data is not available or complex interactions 
are present e.g. hydrogen bonding present in water which results in it’s unique behaviour (22). 
One approach is to start with a more detailed atomistic model, and integrate out irrelevant 
degrees of freedom, termed ‘bottom up’ CG methods (23). The main issue with these methods 
is the lack of transferability to other state points. The force field parameters can instead be 
found by fitting to macroscopically observed thermophysical properties in a ‘top-down’ 
approach. This can be achieved by employing an equation of state (EoS), an analytical 
representation of the free energy, to link the intermolecular potential and macroscopic 
experimental data (24). These methods are limited by the strength of the link between the EoS 
and intermolecular potential. 

In this work the Statistical associating fluid theory (SAFT) (25), in particular the SAFT-𝛾 Mie 
group contribution (26) and the SAFT VRE Mie version (27) which extends to electrolytes, is the 
parameterisation method. This is a top-down CG route which uses a free energy perturbation 
method to provide a strong link between force field parameters and macroscopic data. This 
allows for a fast model parameterisation where the CG force field can be fit to multiple state 
points and properties simultaneously. The SAFT-𝛾 Mie equation of state has been expressed 
in a reduced form using a corresponding states correlation. This approach is called the M&M 
correlation (28), and it has been ported to an online webpage called Bottled SAFT (29). This 
streamlines the model parameterisation process further, as only three parameters of the target 
molecule need to be specified: the critical temperature, a characteristic liquid density and the 
acentric factor. More detail is provided on the relevant SAFT theory, the M&M correlation and 
Bottled SAFT in section 2.3. 

Despite SAFT force fields showing an ability to capture binary surfactant-water properties (30) 
(15) (31) they have not yet been extended to ternary surfactant mixtures. It is hence important to 
assess the capability which is accomplished by studying a system for which there exists 
experimental data to parameterise the model. The sodium bis (2-ethylhexyl) sulphosuccinate 
(AOT)-water-cyclohexane system at ambient conditions is chosen as a case study. This 
system is of relevance in applications such as nanoparticle synthesis (32), where controlling 
phase morphology can influence particle size and shape. 

The second ternary system considered in this work was that of sodium bis (3-(trimethylsilyl)-
1-propanol) sulphosuccinate (AOTSiC) in water and supercritical (sc) CO2. This system has 
been investigated as an approach to improve the physicochemical properties of scCO2 (33), 
without having to resort to expensive and environmentally unfriendly fluorinated surfactants. 
A valid model could assist the discovery process by acting as a screening step to identify 
promising surfactant structures.  
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Surfactant phase behaviour is due to a delicate interplay between attractive and repulsive 
interactions. Before studying these ternary mixtures, it is important to ensure the force field 
parameters are fine-tuned. In this work this is achieved by simulating the constituent binary 
mixtures and comparing against available macroscopic data.          

1.2 Fundamentals of surfactants 

1.2.1 Definition of a surfactant 

The term surfactant is an abbreviation of ‘surface-active agent’. Surfactants represent a 
diverse range of amphiphilic molecules, meaning they contain both a hydrophilic and 
hydrophobic moiety. These are usually referred to as the surfactant ‘head’ and ‘tail’ 
respectively (34), and an example is shown in Figure 1.1. The simplest classification of 
surfactants is based on the nature of the hydrophilic head. Surfactants with ionic heads belong 
to either the anionic or cationic group if the head group is negatively or positively charged 
respectively. Surfactants with non-charged heads are simply termed nonionic, and those that 
contain both a negative and positively charged group in the main surfactant structure are 
zwitterionic.  

 

 

 
 

 
                     
                    hydrophilic head                     hydrophobic tail 

 
 

Figure 1.1 General structure of a surfactant.  

1.2.2 Aqueous phase behaviour of surfactants 

Surfactants when dissolved at dilute concentrations in a solvent will adsorb at the interface 
altering the physical properties of that interface. The term interface refers to the boundary 
between liquid/liquid, liquid/solid and liquid/gas systems. In the latter case, the term surface 
can be used instead. If the air-water surface is considered, this adsorption behaviour can be 
attributed to the nature of the water and the amphiphilic nature of the surfactant. Water 
molecules interact with each other via hydrogen bonding, the distortion of this solvent structure 
by hydrophobic groups in dissolved surfactants is believed to increase the free energy of the 
system (35), despite the dipolar attraction between the headgroup and water. Less work is 
required to bring a surfactant molecule to the surface than a water molecule, so the migration 
of the surfactant to the surface is a spontaneous process, i.e. it results in a reduction in free 
energy. Surfactants will therefore ‘sit’ at interfaces so the hydrophilic part is in contact with the 
water, and the hydrophobic part is in contact with the non-aqueous phase. The surfactants will 
self-assemble at the interface in the form of a monolayer, which will be in equilibrium with 
single surfactants (termed ‘unimers’ (36)) in the bulk solution. 

Adsorption is associated with significant energetic changes since the free energy of a 
surfactant molecule located at the interface is lower than that of a molecule solubilised in either 
bulk phase. Accumulation of amphiphiles at the interface is therefore a spontaneous process 
and results in a reduction of interfacial tension. Whilst this definition may apply to other 
chemicals that are surface active, such as medium or long-chain alcohols (37), they are not 
considered true surfactants. In addition to forming oriented interfacial monolayers, true 
surfactants aggregate to form micelles, provided their concentration is above a critical 
concentration, termed the CMC. 
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At a certain concentration of free unimers in solution, when all the interfaces are saturated 
with surfactant, surfactant molecules will self-assemble in the bulk forming aggregates of a 
specific size. These aggregates are called micelles (38), and the self-assembly process is called 
micellisation. The CMC is the concentration at which the first micelle is formed. Further 
addition of surfactant beyond the CMC will result in more micellisation. The concentration of 
unimers will remain approximately close to the value of the CMC (36).  

The shape of micelles can vary from spherical (Figure 1.2 A) to rod-like (Figure 1.2 B). Another 
classification is whether they are of ‘normal’ or ‘reverse’ type. If the micelle is of the former 
type (Figure 1.2 A and B), then the hydrophilic headgroups form the outer layer of the structure, 
in contact with water. For a reverse micelle (Figure 1.2 C), the headgroups form the inner 
layer, in contact with a water core. The number of surfactants constituting a micelle is termed 
the aggregation number. For a normal spherical micelle, a typical aggregation number is 60-
70 (39). The micelles formed by the surfactant are a function of the geometry (40), which can be 
described using the critical packing parameter 𝑃𝑐: 

 
𝑃𝑐 =

𝑣

𝑎0𝑙𝑐
 

 
(1.1) 

 

where 𝑎0 is the minimum interfacial area occupied by the head group, 𝑣 is the volume of the 

hydrophobic tail(s), and 𝑙𝑐 is the maximum extended chain length of the tail in the micelle core. 
The parameter 𝑣 is a function of the number of hydrophobic groups, chain branching, and 

chain penetration by other compatible hydrophobic groups. The parameter 𝑎0 is a function of 
the electrostatic interactions and head group hydration. For example, reverse micelles are 
formed by surfactants where the tail volume is larger than the headgroup volume, which is 
usually the case with double-tail surfactants. The surfactant concentration is also a 
determining factor, normally at low concentrations spherical micelles form which grow and 
extend as surfactant concentration increases, resulting in an increase of viscosity. 

 
Figure 1.2 Images of various micelle shapes: A) Spherical micelle, B) Rod-like micelle, C) 
Reverse micelle. Taken from (39) 

Surfactants with two hydrophobic tails will not tend to form micelles, instead self-assembling 
to form vesicles (also called liposomes) in aqueous solution. These are spherical bilayer 
structures with two distinct compartments, one forming the core and the other the surrounding 
medium, as illustrated in Figure 1.3. 

The CMC yields important information about the surfactant: a low value indicates that micelles 
self-assemble in bulk at low concentration, which is relevant because less surfactant will be 
required for a specific task, for example emulsification, compared to a surfactant with a higher 
CMC. The CMC is dependent on structure of the surfactant, for example anionic and cationic 
surfactants will have CMCs about two orders of magnitude higher than those of nonionic or 
zwitterionic surfactants. This is related to the presence of counter-ions, for which the 
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accumulation just below the surface involves a non-favourable entropy penalty. Ion-water 
interactions will lead to counter-ion solvation, which will attract surfactants via Coulombic 
interactions away from the surface layer. Hence the accumulation of ionic surfactants on the 
air-water surface is less favourable compared to nonionics.    

 
Figure 1.3 Image of a vesicle formed by surfactants. Taken from (39) 

The CMC of a surfactant occurs at concentrations >1 wt % surfactant. Further addition of 
surfactant far beyond the CMC, usually at 15-20 wt % surfactant (39), will eventually result in 
the formation of liquid crystalline phases. These systems consist of extended aggregation of 
surfactant molecules into large, organised structures. The formation of liquid crystalline 
phases is due to the repulsive interactions between micellar surfaces, either due to 
electrostatic or hydration forces. There will also be an entropic contribution, as close contact 
will lead to limitations in rotational and translational motion. These factors are in addition to 
avoiding contacts between hydrophobic groups and water. The increase in number of 
aggregates will mean micelles will become closer to each other, and the subsequent changes 
in size and shape are thus to maximise the separation. Liquid crystals are characterised by 
having physical properties between crystalline and fluid structures: the degree of molecular 
ordering is between that of a liquid and a crystal. In terms of rheology the systems are neither 
simple viscous liquids nor crystalline elastic solids. Liquid crystals will have at least one 
direction that is highly ordered, and hence show birefringence. This allows the study of these 
systems by using scattering techniques such as SANS (34). Liquid crystals can be divided into 
two different types: lyotropic and thermotropic. In the former class the structure and properties 
are influenced by temperature, whereas in the latter the main influencing factor is 
concentration. Most surfactants will typically fall into the lyotropic category. 

There are three main types of structures associated with surfactant-water systems: hexagonal, 
lamellar and cubic. Illustrations of these are provided in Figure 1.4. The hexagonal phase is 
described as a close-packed array of long cylindrical micelles, arranged in a hexagonal 
pattern. If the surfactant hydrophilic head groups are located at the outer surface of the 
cylinder, the term normal hexagonal phase (H1) is used. If the head groups form the interior, 
then it is a reverse hexagonal phase (H2). The lamellar phase (Lα) consists of alternating water-
surfactant bilayers. The hydrophobic chains possess a significant degree of randomness and 
mobility, and the bilayer can range from being stiff and planar to being very flexible and 
undulating (34). Dependent on the system, the level of disorder may vary strongly or not at all, 
so that several distinct lamellar phases may occur as the surfactant concentration is varied. 
The cubic phase consists of a variety of structures, and two examples of these are the micellar 
cubic phase and the bicontinuous cubic phase. The former is built up of regular packing of 
small micelles (I1) or reverse micelles (I2). The latter are formed by either connected rod-like 
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micelles or bilayer structures, as before there is a distinction between normal (V1) and reverse 
(V2) structures.  

 
Figure 1.4 Common surfactant liquid crystalline phases. Taken from (34) 

 
Figure 1.5 Phase diagram of the C16EO8 – water binary system. L1 and L2 refer to the normal 
and reverse micelle phase respectively. Taken from (34) 

The sequence of mesophases of a surfactant-water system is described via a phase diagram. 
An example is given in Figure 1.5 for the nonionic surfactant C16EO8 (octaethylene glycol 
monohexadecyl ether). Boundaries are denoted by either solid or dotted lines, where the latter 
indicates boundaries not determined accurately (41). A phase diagram is usually created from 
experiments where a polarising microscope is used to identify the different phases via an 
isothermal technique called a phase cut (42). Starting from a small amount of surfactant, a 
concentration gradient is created by adding water. There will hence be a region of pure 
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surfactant, and a region of pure water. It is because some liquid crystalline phases are 
birefringent that they can be identified by polar microscopy. The boundaries between the 
different mesophases are controlled by the molecular geometry and the inter-aggregate 
forces, hence the nature and amount of solvent plays an important role. Typically, the phase 
diagram is reported as a binary temperature-composition diagram.  

1.2.3 Surfactant microemulsion behaviour 

A microemulsion is defined as a system of water, oil and an amphiphile which is a single 
optically isotropic and thermodynamically stable liquid solution (43). They can be considered, 
to some extent, small-scale emulsions because they consist of droplet type dispersions either 
of oil-in-water or water-in-oil with a size range of 5-50 nm in droplet radius (44). However, as 
opposed to emulsions, microemulsion droplets form spontaneously. The surfactant will reduce 
the interfacial tension between the oil and water phases to a sufficiently low level, lowering the 
energy required to increase the interfacial area. This allows spontaneous dispersion of either 
water or oil droplets and ensures the system is thermodynamically stable. Microemulsions are 
typically classified using the notation of Windsor (45), who identified four general types of phase 
equilibria: Type I, Type II, Type III and Type IV. The first three are shown in Figure 1.6. 

 

   
 
 
 

  
Figure 1.6 Winsor classification of microemulsions. Taken from (44) 

In Type I microemulsions, the surfactant is preferentially soluble in water and oil-in-water 
microemulsions form. The surfactant-rich phase co-exists with the oil phase where the 
surfactant is only present as monomers at small concentration. In Type II microemulsions the 
surfactant is mainly in the oil phase and water-in-oil microemulsions form. The surfactant-rich 
oil phase coexists with the surfactant-poor water phase. In Type III microemulsions a three-
phase system is present where a surfactant-rich middle phase co-exists with both excess 
water and oil phases where the surfactant is present at low concentrations. In Type IV 
microemulsions a single-phase isotropic micellar solution is present that forms upon addition 
of sufficient quantity of amphiphiles. As with aqueous systems, the surfactant type and 
structure will determine the microemulsion formation. The packing parameter 𝑃𝑐 (40) can also 
be used to predict microemulsion type by comparing the relative areas of the headgroup (𝑎0) 

and the tail group (𝑣/𝑙𝑐). For example, double tail ionic surfactants such as AOT, where 𝑎𝑜 <
𝑣/𝑙𝑐 will preferentially stabilise water-oil microemulsions without the need for co-surfactants 
(46). 

The phase behaviour of microemulsions depends on the pressure, temperature as well as the 
nature and concentration of the components. As with binary systems, the determination of 
phase diagrams and location of the different structures is very important when characterising 
a system. Several types of phase diagram can be created depending on the number of 
variables involved (39). If the temperature and pressure are held constant, the ternary phase 
diagram of a three-component microemulsion can be divided into two or four regions and is 
represented by a triangle as shown in Figure 1.7:  
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Figure 1.7 Ternary diagram representations of two- and three-phase regions formed by simple 
water-oil-surfactant systems at constant temperature and pressure. Taken from (44) 

Every composition point within the single phase region above the demixing line corresponds 
to a microemulsion. Composition points below this line refer to multi-phase regions containing 
general microemulsions in equilibrium with either an aqueous or organic phase, or both, 
corresponding to Winsor systems. Any system with composition lying within the two-phase 
region (e.g. point o in (a) and (c) of Figure 1.7) will exist as two phases whose compositions 
are represented by the ends of ‘the tie-line’ (points m and n in the case of point o). Every point 
on a tie line will have the identical corresponding phases m and n but of different relative 
volumes. When these two conjugate phases have the same relative volume, this is called the 
plait (or critical point) p. 

1.2.4 Environmental aspects of surfactants 

There are four potential factors that can be considered to describe the environmental profile 
of a surfactant: the biodegradability, aquatic toxicity, the bioaccumulation, and the source of 
the surfactant raw material. The latter factor can be described in two ways: surfactants 
synthesised via a renewable route are termed ‘bio-based’ or ‘green’ surfactants. Raw materials 
are from plant-based triglycerides, such as palm, coconut, soy bean, sunflower and rapeseed 
(47). The other, more common type of raw materials are derived from petroleum, for example 
ethylene obtained from naptha cracking. There is no guarantee however that a green 
surfactant will necessarily be non-toxic or biodegrade readily, the preference for these mostly 
lies in the lower CO2 emissions related to production. Indeed, green surfactants can also be 
viewed more preferably by domestic product customers (47).   

Most surfactants will be sent to a wastewater treatment plant after use, where the surfactant 
concentration in the water is reduced by a process called biodegradation. Microorganisms are 
employed to treat the surfactants by biological action, which can involve metabolism of the 
complex organic substances, converting them to less complex structures via a series of 
enzymatic reactions (39). The products of these reactions vary depending on whether it is 
performed under aerobic or anaerobic conditions. In the former case CO2, water and biomass 
are produced. On the other hand, anaerobic reactions can proceed through a variety of routes. 
A substance that will not biodegrade readily in the environment will persist, resulting in 
concerns about pollution.  
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Biodegradability of a surfactant can be classified in two ways: primary degradation, which 
results in the loss of surface activity, and ultimate degradation, defined as the level of 
degradation achieved when the test compound is totally utilised by microorganisms. The latter 
can be measured via the closed bottle test. Two bottles are used to which a small amount of 
sludge has been added. The surfactant to be tested is added into one of the bottles and the 
difference in amount of CO2 gas evolved in the bottles is recorded as a function of time. If 60 
% of the theoretical amount of CO2 evolves within 28 days under aerobic conditions, it is 
considered readily biodegradable according to OECD standards (48).   

The surfactant tail structure is reported to influence biodegradability, however the relationship 
is still not understood well. A common case study considered is that of linear alkylbenzene 
sulphonate surfactants which replaced their branched isomers as it was discovered that the 
latter did not biodegrade readily (39). However, an emerging view is that the biodegradability is 
likely to be more determined by the enzyme in question (49). To improve biodegradability a 
cleaveable bond can be incorporated in the surfactant structure. This bond consists of a group 
that is susceptible to enzymatic hydrolysis, for example an ester bond is catalysed by lipases 
(50). Particular branching patterns have been found to be less harmful than others, for example 
it is claimed that positioning of the branched groups can affect whether or not the resultant 
surfactant is more biodegradable or not (39).   

The aquatic toxicity of a surfactant relates to the dose that enacts a certain effect on a target 
organism. The effect can range from death, in which case the metric is the lethal dose, or an 
inactivation of a function of the species, for example the reproduction rate (51) termed the 
effective dose. The organisms studied in toxicity tests can include fish, algae and daphnia (52). 
Typically, a surfactant is considered environmentally benign if the toxic dose is above 10 mg 
L-1 after 96 hours testing on fish and 48 hours testing on algae or daphnia (53). Toxic 
compounds are usually defined as those with values below 1 mg L-1 (54).  

For a homologous series of surfactants there exists a correlation between aquatic toxicity and 

the expression ∆𝐺𝑎𝑑𝑠
0 /𝐴𝑚𝑖𝑛, where ∆𝐺𝑎𝑑𝑠

0  is the Gibbs free energy of adsorption of the 

surfactant and 𝐴𝑚𝑖𝑛 is the minimum area the surfactant occupies when adsorbed at a surface 
(39). Surfactants adsorb at cell membranes due to their amphiphilic nature, affecting their 
function due to the presence of xenobiotics (55). So, a surfactant with a strong driving force for 

adsorption (high ∆𝐺𝑎𝑑𝑠
0 )  and that packs tightly at an interface (low 𝐴𝑚𝑖𝑛) will be toxic to aquatic 

organisms. Therefore, the more efficiently the surfactant packs at an interface, the higher the 
aquatic toxicity will be. It is noted however that attempts to create structure-toxicity 
relationships are still in early stages, with issues arising due to limited data, wide variation in 
readings across different testing sites, and technical difficulties associated with analytical 
measurements (5).  

The bioaccumulation of a surfactant refers to how it accumulates in a living organism over 
time. It is commonly assumed that most surfactants have enough water solubility not to 
accumulate in lipid compartments of living organisms. The exceptions to this rule include 
certain hydrophobic fluorocarbon and silicone surfactants as well as regular hydrocarbon 
surfactants with exceptionally strongly hydrophobic tails and weak polar headgroups (39). 
Bioaccumulation is commonly determined using a partitioning experiment. The most common 
procedure is to use octanol and water, and the logarithm of the partition coefficient, log 𝐾𝑜𝑤 is 

calculated. A surfactant is considered to be bioaccumulate if , log 𝐾𝑜𝑤 > 3 (56). There are 
concerns recently about the applicability of log 𝐾𝑜𝑤 methods that they have not been fully 
validated for surfactants and they may not be applicable for due to surfactant phase behaviour 
(57). Hodges et al. recommended in their report that new alternative experimental methods 
should be sought to avoid these issues (57).     

It is a common practice to use a matrix, such as in Figure 1.8, where the biodegradability is 
on one axis and the aquatic toxicity on the other. This allows definition of the minimum criteria 
for desired properties of new surfactants. 
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Figure 1.8 Example of a matrix showing the environmental impact of surfactants. An approved 
surfactant should lie in the dashed areas. Taken from (39) 

1.3 Research objectives 
The specific objectives of this thesis are: 

1. Create a SAFT force field for the AOT-water system that is accurate and can capture 
the underlying physics, as this does not currently exist. The surfactant AOT has been 
found in an experimental study to be toxic toward aquatic organisms (52). A model that 
can capture the underlying physics could be used to evaluate the performance of less 
toxic AOT-derived surfactants. The phase diagram for this system is well established 
(58) and provides target data to reproduce for the SAFT model.     

2. By establishing the AOT-water interactions, this will give more confidence to study the 
more complex ternary system AOT-water-cyclohexane. This system is well-
characterised, and this section will assess the ability of the SAFT force fields to study 
microemulsions at ambient conditions. In particular the phase diagram (59) and effect 
of water contents on reverse micelle morphology (11) will be investigated.   

3. Once this SAFT MD methodology has been validated for microemulsions, it can be 
applied to another industrially relevant ternary system, AOTSiC-water-supercritical 
CO2 (33). This will assess the ability of SAFT force fields to study microemulsions at 
high pressure. Whilst toxicity data could not be found for AOTSiC, it has been 
considered in the replacement of fluorinated surfactants which are associated with 
high costs and negative environmental impacts (60). The ability of the model to 
reproduce the reported phase behaviour (33) will be assessed.    

4. The method can then be used to study the effect of varying the AOTSiC structure on 
the effectiveness of stabilising water-in-supercritical CO2 microemulsions. This could 
lead to the discovery of effective non-fluorinated CO2-philic surfactants.  

1.4 Thesis outline 
The layout of the thesis is organised as such: first a background of the methodology is given 
in Chapter 2. The molecular simulation methods are covered, including intermolecular force 
fields, and how they are linked to macroscopic properties via statistical mechanics. The 
different simulation ensembles are then described, followed by an overview of the SAFT theory 
and in particular the M&M correlation used to find most of the force field parameters. The 
various analysis methods are described afterwards, including the surface tension, nematic 
phase order parameter and relative shape anisotropy. A discussion on coarse-graining 
techniques then follows, highlighting the advantages of using equation-of-state theory to 
obtain force field parameters in a top-down way. The following chapters cover the 
development of the MD simulation method and its application to industrial microemulsion 
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systems, in Chapter 3 the outcomes of objective 1 are presented, namely the development of 
the SAFT force field for the AOT-water system, including the simulation of pure ester vapour-
liquid equilibria and binary ester-water liquid-liquid equilibria. The resultant force fields are 
then combined with existing force fields in a heteronuclear fashion to simulate the aqueous 
surfactant mixtures and the simulation results are compared to both phase diagram and bilayer 
properties to assess how well they match. The results of objective 2 are reported in Chapter 
4: the AOT-water-cyclohexane SAFT model predictions are compared to the experimental 
ternary phase diagram and reverse micelle properties. It is then used to study the effect of 
water content on the microemulsion properties at the molecular scale, allowing for a 
comparison to be made with current experimental understanding. The main conclusions of the 
thesis and recommended future work are presented in Chapter 5.  In Chapter 6 the preliminary 
progress achieved with objectives 3 and 4 are given: the established methodology is used to 
create a SAFT model that can be used to study surfactant structure effects on the 
effectiveness of stabilising water-in-supercritical CO2 microemulsions, as well as the future 
work required to develop it as a surfactant screening method.  
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Chapter 2 Methodology 

2.1 Chapter overview 
The purpose of this chapter is to cover the underlying theory behind the various methodologies 
encountered in this study. To accomplish this, first an overview of molecular simulations is 
given which highlights the relationship between simulation, theory, and experiment, and then 
the theory behind molecular simulation methods is described. This is followed by the basics 
of statistical mechanics, which provides the link between molecular simulation and 
macroscopic properties. The statistical associating fluid theory (SAFT) provides the route to 
obtain the force fields in this study, and so a quick history of SAFT and specifically the M&M 
corresponding states correlation method is covered. The theory behind the various analysis 
methods is then presented, including the nematic phase order parameter and the relative 
shape anisotropy. Since coarse-grained (CG) scale simulations are used in this study, this 
chapter ends with a section covering the philosophy and various CG procedures employed by 
researchers. 

2.2 Molecular simulations and modelling 

2.2.1 Intermolecular force fields 

The macroscopically observed thermophysical properties of a system are determined by the 
intermolecular forces between the constituent molecules (61). In molecular modelling the 
purpose of a force field, which is a series of mathematical expressions, is to represent a 
molecule and its interactions with other molecules (62). The development of a model is a pre-
requisite for any molecular simulation and is usually done by using data obtained from 
experiment or theory. Experiments are measurements of nature which quantify the behaviour 
of the system. Assuming they are carried out carefully, experiments are considered free of 
significant error. Theories are mathematical models of the underlying physics which relates 
the force field parameters to macroscopic thermodynamic properties. There is a link between 
these three concepts which is visualised in Figure 2.1: 

 

 
Figure 2.1 The connection between simulation, experiment and theory. 

Molecular simulations enable calculation of thermodynamic properties as well as dynamic and 
structural properties. A molecular model developed from theory can be tested using molecular 
simulations, and if the theory is accurate the results of both approaches should be consistent. 
If results from the simulation and theory are not consistent, the theory may not fully capture 
the underlying physics which can suggest areas for improvement. Simulations can also be 
used to predict properties not obtainable from the theory, providing further validation of the 
model by comparison to experiment. Whilst it is possible to fine-tune a molecular model 
directly to experimental data, this is more time-consuming and expensive due to computational 
costs of running simulations; it is only a resort when a theoretical approach is not easily 
available. A simulation with a validated model can then be used to guide experiments, by 
studying phenomena at the molecular scale experimental phenomena can be interpreted, 
expanding the research knowledge base.  

Simulation 

Theory 

Experiment 
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Understanding the nature of intermolecular force fields is important when interpreting a 
system’s phase behaviour and choosing a molecular model. In simulation methods molecules 
are described as a set of particles and the Hamiltonian mathematical formulation is used to 
describe the system (63): 

 
𝐻(𝒒, 𝒑) = 𝐾(𝒑) + 𝑉(𝒒) 

 
(2.1) 

where 𝐻 is the Hamiltonian of the system, 𝐾 is the kinetic energy, 𝑉 is the potential energy, 𝒒 

is the set of co-ordinates of all particles 𝑖 = 1 to 𝑁, and  𝒑 is the set of momenta for all particles. 
Usually, the kinetic energy is evaluated by the following (63): 

 𝐾 = ∑ ∑
𝑝𝑖𝛼

2

2𝑚𝑖
𝛼

𝑁

𝑖=1

 

 

(2.2) 

where 𝛼 is an index that includes the different Cartesian (𝑥, 𝑦, 𝑧) components of momentum 𝑝 
of particle 𝑖, 𝑚𝑖 is the mass of particle 𝑖. It is important to note that equation (2.2) is valid only 
for point particles, and so does not take into account rotational or vibrational contributions. It 
is written in this form for illustrative properties. The potential energy 𝑉 contains information 
about the intermolecular interactions and is usually the function that must be specified by the 
user in a molecular simulation. By doing this, the Hamiltonian of the system is fully defined. 
The full expression of 𝑉 includes multiple terms including pairs and triplets (63): 

 𝑉 = ∑ 𝑈1 (𝒓𝑖)

𝑖

+ ∑ ∑ 𝑈2 (𝒓𝑖, 𝒓𝑗)

𝑗>𝑖𝑖

+ ∑ ∑ ∑ 𝑈3 (𝒓𝑖 , 𝒓𝑗, 𝒓𝑘)

𝑘>𝑗>𝑖𝑗>𝑖𝑖

 

 

(2.3) 

where 𝒓𝑖 is the three-dimensional position of particle 𝑖; 𝑖, 𝑗, 𝑘 refer to different particles. No pair 
is counted twice (i.e. 𝑖𝑗 and 𝑗𝑖), and triplets are treated the same way. 𝑈1 represents the effect 
of an external field, such as the container walls on the system. The remaining terms represent 
the particle interactions, where 𝑈2, the pair potential, is the most important and is dependent 
on the magnitude of pair separation (63): 

 𝑟𝑖𝑗 = |𝒓𝑖 − 𝒓𝑗| 

 

(2.4) 

The term 𝑈3 involves triplets of molecules but is only rarely included in computational studies 
due to it being very time-consuming to compute. It is usually included as average three-body 
effects in pairwise approximation. This is done by defining an effective pair potential and so 
equation (2.3) becomes (63): 

 𝑉 ≈ ∑ 𝑈1 (𝒓𝑖)

𝑖

+ ∑ ∑ 𝑈2,𝑒𝑓𝑓 (𝒓𝑖𝑗)

𝑗>𝑖𝑖

 

 

(2.5) 

The above terms model the non-bonded interactions, so termed because they are not 
associated with the internal bonding of the molecule. These interactions encompass the short-
range repulsive, short-range attractive dispersion and electrostatic interactions. The bonded 
interactions are the ones that constrain the internal structure of the molecule: the bond 
stretching, bending and torsion. Whilst effective pair potentials are used for the non-bonded 
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potentials, the bonded potentials can include up to four-body effects. The bonded potentials 
are usually expressed in terms of a single variable: the bond length, bond angle, or dihedral 
angle. The total potential energy is then a sum of the bonded and non-bonded terms: 

 𝑉 = 𝑉𝑛𝑏 + 𝑉𝑏 
 

(2.6) 

If the potentials due to an external field are negligible, the non-bonded part of equation (2.6) 
is then represented as: 

 𝑉𝑛𝑏 = ∑ ∑ 𝑈2,𝑒𝑓𝑓 (𝒓𝑖𝑗)

𝑗>𝑖𝑖

 

 

(2.7) 

There are multiple ways to express the effective pair potentials for the non-bonded interactions 
and the two-body to four-body bonded potentials. These are described in the remainder of this 
section. 

Non-bonded interactions 

The non-bonded interactions describe the force field to capture the short-range repulsive, 
short-range dispersion and electrostatic interactions between atoms (or CG beads in the case 
of this study). Common examples of these effective pair potentials are shown in Figure 2.2 
and described below (64) (65).  

The Hard-Sphere potential (Figure 2.2a) is described below (64): 

 

𝑈𝐻𝑆,𝑖𝑗 = ∞   𝑖𝑓   𝑟𝑖𝑗 < 𝜎𝑖𝑗 

𝑈𝐻𝑆,𝑖𝑗 = 0 𝑖𝑓 𝑟𝑖𝑗 > 𝜎𝑖𝑗 

 

(2.8) 

where 𝑈𝐻𝑆,𝑖𝑗 is the non-bonded potential energy between particles 𝑖 and 𝑗. The hard-sphere 

potential consists of a purely repulsive core of size 𝜎𝑖𝑗. The square-well potential (Figure 2.2b) 

expands on this by adding a uniform short-range attractive region as shown below: (64): 

 

𝑈𝑆𝑊,𝑖𝑗 = ∞   𝑖𝑓   𝑟𝑖𝑗 < 𝜎𝑖𝑗 

𝑈𝑆𝑊,𝑖𝑗 = −𝜀𝑖𝑗 𝑖𝑓 𝜎𝑖𝑗 ≤ 𝑟𝑖𝑗 < 𝜆𝑖𝑗𝜎𝑖𝑗 

𝑈𝑆𝑊,𝑖𝑗 = 0 𝑖𝑓 𝑟𝑖𝑗 ≥ 𝜆𝑖𝑗𝜎𝑖𝑗 

 
 

(2.9) 

where 𝜀𝑖𝑗 is the depth of the square-well and 𝜆𝑖𝑗 determines the square-well attractive range 

relative to 𝜎𝑖𝑗. The discontinuous nature of equations (2.8) and (2.9) makes these potentials 

difficult to implement in molecular dynamics simulations. As such it is more common to use 
continuous potentials such as the Mie potential (66) (Figure 2.2d) as put forward by Gustav Mie 
(67).  
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Figure 2.2 Common effective pair potentials used in molecular simulations: (a) the Hard-
Sphere (HS), (b) Square-well (SW), (c) Lennard-Jones (LJ) and (d) Mie potentials. Taken 
from (65). 

 

 𝑈𝑀𝑖𝑒,𝑖𝑗 = 𝐶𝑖𝑗𝜀𝑖𝑗 [(
𝜎𝑖𝑗

𝑟𝑖𝑗
)

𝜆𝑖𝑗
𝑟

− (
𝜎𝑖𝑗

𝑟𝑖𝑗
)

𝜆𝑖𝑗
𝑎

] 

 

(2.10) 

where 𝜆𝑖𝑗
𝑟  controls the softness/hardness of the sphere, and 𝜆𝑖𝑗

𝑎  controls the attractive range. 

𝐶𝑖𝑗 is a parameter that depends on 𝜆𝑖𝑗
𝑟  and 𝜆𝑖𝑗

𝑎  and is defined as: 

 𝐶𝑖𝑗 =
𝜆𝑖𝑗

𝑟

𝜆𝑖𝑗
𝑟 − 𝜆𝑖𝑗

𝑎 (
𝜆𝑖𝑗

𝑟

𝜆𝑖𝑗
𝑎 )

𝜆𝑖𝑗
𝑎

𝜆𝑖𝑗
𝑟 −𝜆𝑖𝑗

𝑎

 

 

(2.11) 

The value of 𝜆𝑖𝑗
𝑎  is typically set at 6 as this gives a good representation of London dispersion 

forces. Indeed, it was the work of London and Eisenschitz (68) which confirmed that, when 
treated at the quantum mechanical level, the attractive interactions between two non-polar 
spherical molecules are the result of fluctuating electric dipoles, and give rise to a contribution 

proportional to 𝑟−6. The repulsive exponent value is set to reflect the behaviour of the 
atom/pair of atoms. Note that if  𝜆𝑖𝑗

𝑟  is set to 12, equation (2.10) then becomes the Lennard 

Jones potential (69) (Figure 2.2c).   
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The potentials described in equations (2.8)-(2.10) represent short-range interactions, and as 
such are not sufficient to represent long-range interactions which are important when 
modelling ions. Instead, the approach is to supplement with the Coulomb charge-charge 
interaction (70): 

 𝑈𝐶𝑜𝑢𝑙,𝑖𝑗(𝑟𝑖𝑗) =
𝑞𝑖𝑞𝑗

4𝜋𝜀0𝜀𝑟𝑟𝑖𝑗
 

 

(2.12) 

where 𝑞𝑖 and 𝑞𝑗 are charges on particles 𝑖 and 𝑗 respectively. By definition 𝑞 = 𝑧𝑒 where 𝑧 is 

the ionic valence and 𝑒 is the elementary charge. 𝜀0 is the permittivity of free space, and 𝜀𝑟 is 
the dielectric constant of the medium. In this work, only the electrostatic contribution of the 
solvent intermolecular potential is treated implicitly. Mie potentials are used to represent the 
remaining intermolecular interactions. The total non-bonded potential energy for a Mie fluid 
with point charges can then be described using the following: 

 𝑉𝑛𝑏 = ∑ ∑ (
𝑞𝑖𝑞𝑗

4𝜋𝜀0𝜀𝑟𝑟𝑖𝑗
+ 𝐶𝑖𝑗𝜀𝑖𝑗 [(

𝜎𝑖𝑗

𝑟𝑖𝑗
)

𝜆𝑖𝑗
𝑟

− (
𝜎𝑖𝑗

𝑟𝑖𝑗
)

𝜆𝑖𝑗
𝑎

])

𝑗>𝑖𝑖

 

 

(2.13) 

Bonded interactions 

The bonded interactions refer to those of an atom (or CG bead in this study) in a molecule 
with its closest neighbours (up to three bonds apart) that constrain the internal structure of the 
molecule. The bonded terms include two-body bond stretching (as a function of inter-particle 
distance 𝑟), three-body bond bending (as a function of the bond angle 𝜃), and four-body torsion 

(as a function of dihedral angle 𝜙), as shown in Figure 2.3.   

 

 
Figure 2.3 Illustration of the types of bonded interactions. Taken from (65). 

The relative energy (or stiffness) of different types of bonded interactions (71) is shown below: 
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 𝑈𝑏𝑜𝑛𝑑,𝑖𝑗 > 𝑈𝑎𝑛𝑔𝑙𝑒,𝑖𝑗𝑘 > 𝑈𝑑𝑖ℎ𝑒𝑑𝑟𝑎𝑙,𝑖𝑗𝑘𝑙 

 

(2.14) 

where 𝑈𝑏𝑜𝑛𝑑,𝑖𝑗 is the bond stretching potential, 𝑈𝑎𝑛𝑔𝑙𝑒,𝑖𝑗𝑘 is the bond bending potential and 

𝑈𝑑𝑖ℎ𝑒𝑑𝑟𝑎𝑙,𝑖𝑗𝑘𝑙 is the torsion potential. The bond stretching is typically the most rigid and the 

torsion is the most flexible of the terms. There are a variety of functional forms to represent 
bonded terms. In this work the bond stretching is approximated using a harmonic potential: 

 𝑈𝑏𝑜𝑛𝑑,𝑖𝑗(𝑟𝑖𝑗) =
𝑘𝑏𝑜𝑛𝑑,𝑖𝑗

2
(𝑟𝑖𝑗 − 𝑟0,𝑖𝑗)

2
 

 

(2.15) 

where 𝑘𝑏𝑜𝑛𝑑,𝑖𝑗 is the bond constant and 𝑟0,𝑖𝑗 is the equilibrium bond length. The bond bending 

is approximated as a harmonic oscillator, but as a function of the bond angle 𝜃𝑖𝑗𝑘: 

 𝑈𝑎𝑛𝑔𝑙𝑒,𝑖𝑗𝑘(𝜃𝑖𝑗𝑘) =
𝑘𝑎𝑛𝑔𝑙𝑒,𝑖𝑗𝑘

2
(𝜃𝑖𝑗𝑘 − 𝜃0,𝑖𝑗𝑘)

2
 

 

(2.16) 

where 𝑘𝑎𝑛𝑔𝑙𝑒,𝑖𝑗𝑘 is the angle constant, 𝜃𝑖𝑗𝑘 is the angle between particles 𝑖, 𝑗 and 𝑘, and 𝜃0,𝑖𝑗𝑘 

is the equilibrium bond angle. In this work the dihedral potential is approximated using a 
periodic function: 

 
𝑈𝑑𝑖ℎ𝑒𝑑𝑟𝑎𝑙,𝑖𝑗𝑘𝑙(𝜙) = 𝑘𝑑𝑖ℎ𝑒𝑑𝑟𝑎𝑙,𝑖𝑗𝑘𝑙(1 + cos(𝑛𝜙𝑖𝑗𝑘𝑙 − 𝜙0,𝑖𝑗𝑘𝑙)) 

 
(2.17) 

 

where 𝑘𝑑𝑖ℎ𝑒𝑑𝑟𝑎𝑙,𝑖𝑗𝑘𝑙 is the dihedral angle constant, 𝜙𝑖𝑗𝑘𝑙 is the dihedral angle between particles 

𝑖, 𝑗, 𝑘, 𝑙, 𝜙0,𝑖𝑗𝑘𝑙 is the equilibrium dihedral angle, and 𝑛 is the multiplicity. The total potential 

energy contribution due to the bonded interactions is then the sum of the individual two-body, 
three-body, and four-body interactions: 

 

𝑉𝑏 = ∑
𝑘𝑏𝑜𝑛𝑑,𝑖𝑗

2
(𝑟𝑖𝑗 − 𝑟0,𝑖𝑗)

2

𝑖,𝑗𝜖𝐼𝑏𝑜𝑛𝑑𝑠

+ ∑
𝑘𝑎𝑛𝑔𝑙𝑒,𝑖𝑗𝑘

2
(𝜃𝑖𝑗𝑘 − 𝜃0,𝑖𝑗𝑘)

2

𝑖,𝑗,𝑘𝜖𝐼𝑎𝑛𝑔𝑙𝑒𝑠

+ ∑ 𝑘𝑑𝑖ℎ𝑒𝑑𝑟𝑎𝑙,𝑖𝑗𝑘𝑙  (1 + cos(𝑛𝜙𝑖𝑗𝑘𝑙 − 𝜙0,𝑖𝑗𝑘𝑙))

𝑖,𝑗,𝑘,𝑙𝜖𝐼𝑑𝑖ℎ𝑒𝑑𝑟𝑎𝑙𝑠

 

 

(2.18) 

 

where 𝐼𝑏𝑜𝑛𝑑𝑠 is the set of all pairs of 𝑖𝑗 involved in the bonds, 𝐼𝑎𝑛𝑔𝑙𝑒𝑠 is the set of all triplets of 

𝑖𝑗𝑘 involved in the bond angles, and 𝐼𝑑𝑖ℎ𝑒𝑑𝑟𝑎𝑙𝑠 is the set of all quartets of 𝑖𝑗𝑘𝑙 involved in the 
dihedral angles. The MD simulation code Gromacs 2019.2 (72) is used in this study, where the 
above bonded potentials, equations (2.15)-(2.17) are all available.   

2.2.2 Statistical mechanics 

An output of molecular simulations is the calculation of the intermolecular potential using the 
equations listed in section 2.2.1. This gives information of the system at the microscopic level 
e.g. positions and momenta. In this work the macroscopic description of the system, for 
example the pressure and temperature, is of interest. This can be obtained by using the 
concepts of statistical mechanics, as developed by Gibbs, Maxwell, and Boltzmann. These 
principles are covered in the work of Frenkel and Smit (73). Statistical mechanics is the bridge 
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between intermolecular potentials calculated by molecular simulation and the macroscopic 
properties that are measured in experiments.  

Core to the understanding of statistical mechanics is the concept of the ‘ensemble’ (73). This is 
defined as a virtual collection of systems, each one under the same thermodynamic 
conditions, yet not necessarily the same microscopic properties. The Ergodic hypothesis 
postulates that a system in thermodynamic equilibrium has visited all the accessible micro-
states. Under this assumption, the average of a property 𝑋𝑚𝑖𝑐𝑟𝑜 over a big number of systems 

(an ensemble) with all the possible micro-states is identical to the time average 𝑋̅𝑚𝑖𝑐𝑟𝑜 (73): 

 
< 𝑋𝑚𝑖𝑐𝑟𝑜 > = 𝑋̅𝑚𝑖𝑐𝑟𝑜 

 
(2.19) 

where the angular brackets represent an ensemble average, and the horizontal upper line 
represents a time average.  

For an isolated system, one that does not exchange heat or material with its surroundings, 
statistical mechanics also postulates that there is no information to consider any of the micro-
states to be more important than any other, so the ensemble can be restricted to follow the 
principle of equal a priori probabilities. This implies the system can be found in any one of its 
micro-states with the same probability.  

The type of ensemble is differentiated by the thermodynamic conditions that are kept constant. 
If the number of molecules 𝑁, the volume of the system 𝑉 and the total energy 𝐸 are chosen 
then the ensemble is a microcanonical one. The canonical ensemble is described by constant 
𝑁, 𝑉 and temperature 𝑇. The isobaric-isothermal ensemble is described by constant 𝑁, 
pressure 𝑃, and 𝑇.  

The bridge to macroscopic properties is established by postulating that the average 
mechanical property corresponds to an average thermodynamic property. For a given 
ensemble, the average mechanical property 𝑀 is defined (73) as: 

 < 𝑀 > =  ∑ 𝑀𝑖𝑃𝑖

𝑖

 

 

(2.20) 

Where 𝑃𝑖 is the probability that a system is in the 𝑖th micro state, given as the fraction of 
members of the ensemble in the 𝑖th state. The entropy of the system 𝑆 from this point of view 
is defined (73) as: 

 𝑆 ≡ −𝑘𝐵 ∑ 𝑃𝑖ln𝑃𝑖

𝑖

 

 

(2.21) 

where 𝑘𝐵 is the Boltzmann constant. Explicit expressions for the probability can be obtained 
by entropy maximisation subject to the constraints in each ensemble using the Lagrange 
method with non-linear constraints. This probability can be written in terms of the partition 
function, which is expressed differently for each ensemble (73). In practice, thermodynamic 
potentials and the mechanical properties derived from them are given in terms of the partition 
function. The expressions for the canonical and isothermal-isobaric ensembles are given in 
Sections 2.2.3 and 2.2.4 respectively, as these were the ensembles used in this study.  
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2.2.3 NVT ensemble 

If the number of states is large enough, the partition function in the canonical ensemble 

𝑄(𝑁, 𝑉, 𝑇) can be written in continuous variables as a function of the particles positions 𝒓𝑁 (73): 

 𝑄(𝑁, 𝑉, 𝑇) =
1

𝛬3𝑁𝑁!
∫ 𝑑𝒓𝑁 exp[−𝛽𝑈(𝒓𝑁)] 

 

(2.22) 

where 𝛬 = √ℎ2/(2𝜋𝑚𝑘𝐵𝑇) is the thermal de Broglie wavelength, ℎ is Planck’s constant, 𝑚 is 

the mass of a particle, 𝛽 is defined as  
1

𝑘𝐵𝑇
 , and 𝑈(𝒓𝑁) is the potential energy of the system. 

In equation (2.22), the 
1

𝛬3𝑁𝑁!
 term accounts for the ideal gas contribution, this is the energy 

distribution due to absence of interactions i.e translational, rotational and vibrational 
contributions. The remaining integral takes into account the presence of interactions in the 
system. The average mechanical property can then be represented as: 

 
< 𝑀 > =  ∫ 𝑑𝒓𝑁𝑀(𝒓N)𝜌𝑁𝑉𝑇(𝒓𝑁) 

 
(2.23) 

 

where 𝜌𝑁𝑉𝑇 is the probability density of the NVT ensemble, and is defined as: 

 
𝜌𝑁𝑉𝑇 =

exp[−𝛽𝑈(𝒓𝑁)]

∫ 𝑑𝒓𝑵 exp[−𝛽𝑈(𝒓𝑁)]
 

 

(2.24) 

 

The entropy in the NVT ensemble is defined in terms of 𝑄 = 𝑄(𝑁, 𝑉, 𝑇) as: 

 
𝑆 = 𝑘𝐵 ln 𝑄 + 𝑘𝐵T (

𝜕 ln 𝑄

𝜕T
)

𝑁,𝑉
 

 

(2.25) 

 

The Helmholtz free energy 𝐴(𝑁, 𝑉, 𝑇) is the potential whose natural independent variables are 

those of the canonical ensemble, and is proportional to ln 𝑄: 

 𝐴 = −𝑘𝐵𝑇 ln 𝑄 (2.26) 
 

This represents the connection between thermodynamics and the canonical partition function. 
From the purely thermodynamic relation (74): 

 
𝑑𝐴 = −𝑆𝑑𝑇 − P𝑑𝑉 + 𝜇𝑑𝑁 

 
(2.27) 

 

it is possible to obtain the thermodynamic properties, including pressure, chemical potential 
and internal energy (74) as described in equations (2.28)-(2.30): 

 
P = 𝑘𝐵T (

𝜕 ln 𝑄

𝜕𝑉
)

N,T
 

 

(2.28) 
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𝜇 = −𝑘𝐵T (
𝜕 ln 𝑄

𝜕𝑁
)

V,T
 

 
 

(2.29) 

 

 𝑈 = 𝑘𝐵T2 (
𝜕 ln 𝑄

𝜕T
)

N,V
 (2.30)  

 

2.2.4 NPT ensemble 

The isothermal-isotropic ensemble is characterised by the partition function ∆(𝑁, 𝑃, 𝑇) (73): 

 
∆(𝑁, 𝑃, 𝑇) =

𝛽𝑃

𝛬3N𝑁!
∫ 𝑑𝑉𝑉𝑁 exp(−𝛽𝑃𝑉) ∫ 𝑑𝒔𝑁 exp[−𝛽𝑈(𝒔𝑁 , 𝐿)] 

 

(2.31) 

 

where the positions are scaled as 𝒔 = 𝒓/𝐿, where 𝑉 = 𝐿3 assuming a cubic system. The 
average of a variable 𝑀: 

 
< 𝑀 > = ∫ 𝑑𝒔𝑁𝑀(𝒔𝑁, 𝐿)𝜌𝑁𝑃𝑇(𝒔𝑁, 𝑉) 

 
(2.32) 

where 𝜌𝑁𝑃𝑇 is the probability density of the NPT ensemble expressed as: 

 
𝜌𝑁𝑃𝑇 =

𝑉𝑁 exp{−𝛽[𝑈(𝒔𝑁 , 𝑉) + 𝑃𝑉]}

∫ 𝑑𝑉𝑉𝑁 exp(−𝛽𝑃𝑉) ∫ 𝑑𝒔𝑁 exp[−𝛽𝑈(𝒔𝑁 , 𝐿)]
 

 

(2.33) 

 

The entropy in the NPT ensemble in terms of Δ = ∆(𝑁, 𝑃, 𝑇) is defined as: 

 
𝑆 = 𝑘𝐵 ln ∆ + 𝑘𝐵𝑇 (

𝜕 ln ∆

𝜕𝑇
)

𝑁,𝑃
 

 

(2.34) 

The Gibbs free energy 𝐺(𝑁, 𝑃, 𝑇) is the potential whose natural independent variables are 
those of the NPT ensemble, and is proportional to ln ∆: 

 
𝐺 = −𝑘𝐵𝑇 ln ∆ 

 
(2.35) 

This is the connection between thermodynamics and the isothermal-isobaric partition function. 
From the purely thermodynamic relation (74): 

 
𝑑𝐺 = −𝑆𝑑𝑇 + V𝑑𝑃 + 𝜇𝑑𝑁 

 
(2.36) 

The volume and chemical potential of the system can then be obtained from (74) equations 
(2.37) and (2.38) respectively: 

 
𝑉 = −𝑘𝐵𝑇 (

𝜕 ln ∆

𝜕𝑃
)

𝑁,𝑇
 

 

(2.37) 
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 𝜇 = −𝑘𝐵𝑇 (
𝜕 ln ∆

𝜕𝑁
)

𝑃,𝑇
 

 

(2.38) 

 

2.2.5 Molecular simulations 

The background to molecular simulations has been covered from sections 2.2.1 to 2.2.4, and 
in this section the more practical elements are described. In the application of molecular 
simulations, a series of molecular configurations are generated under constant conditions 
such as temperature, pressure or total number of molecules, which are known as ‘ensembles’. 
The average properties of this ensemble are then calculated. There are two techniques 
associated with molecular simulations: Molecular Dynamics (MD) and Monte Carlo (MC). Both 
methods originated in the 1950s (73) (62), and in both techniques the configuration space is 
sampled to observe molecular behaviour and calculation of average properties. As is the case 
in experiments, molecular simulation data contains statistical uncertainties and require time to 
equilibrate when starting from an initial metastable configuration (62). In the MC method new 
configurations are generated from a starting configuration using probabilistic rules (73). Unlike 
MD, there is no concept of time so dynamical properties cannot be calculated. It is for this 
reason MD techniques are used in this study. In MD Newton’s Equations of Motion are 
numerically solved with specified particle interactions and at set conditions (63): 

 
𝒓𝑖 = 𝒓𝑖(𝑡) 

 
(2.39) 

 

 
𝒗𝑖 =

𝑑𝒓𝑖

𝑑𝑡
 

 
(2.40) 

 

 𝑭𝑖 = 𝑚𝑖𝒂𝑖 = 𝑚𝑖

𝑑2𝒓𝑖

𝑑𝑡2
= −∇𝒓𝑖

𝑉(𝒓N) 

 

(2.41) 

 

where 𝑭𝑖 is the force vector acting on particle 𝑖, 𝒗𝑖 is the velocity vector of particle 𝑖, 𝑚𝑖 is the 

mass of particle 𝑖, and 𝒂𝑖 is the acceleration vector of particle 𝑖. It should be noted that 
equations (2.39)-(2.41) are valid for point particles only. It is written this way for illustrative 
purposes. The simulation can start from a random or ordered configuration, where a 
configuration close to the equilibrated state is preferable. The initial particle velocities are 
usually assigned by a Maxwell-Boltzmann distribution set at the desired temperature. The 
equations of motion are solved numerically using finite difference methods: a small step 𝛿𝑡 is 
used which is usually of the order 0.001-0.01 ps, dependent on the force field used (62). In this 
work the numerical algorithm used is the leap-frog algorithm (75), which is described below (73): 

 
𝒓𝑖(𝑡 + 𝛿𝑡) = 𝒓𝑖(𝑡) + 𝒗𝑖 (𝑡 +

1

2
𝛿𝑡) 𝛿𝑡 

 
(2.42) 

 

 
𝒗𝑖(𝑡 + 𝛿𝑡) = 𝒗𝑖 (𝑡 −

1

2
𝛿𝑡) + 𝒂𝑖(𝑡)𝛿𝑡 

 
(2.43) 
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where 𝒂𝑖 is obtained by evaluating equation (2.41), knowing that the forces are the derivative 

of the potential energy. The velocity at time 𝑡 is expressed as: 

 𝒗𝑖(𝑡) =
𝒗𝑖 (𝑡 +

1
2 𝛿𝑡) + 𝒗𝑖 (𝑡 −

1
2 𝛿𝑡)

2
 

 

(2.44) 

In a molecular simulation, a few computational techniques are employed to deal with the 
practical issues of running a simulation program. The first refers to the use of periodic 
boundary conditions, where the simulation box is replicated throughout space to form an 
infinite lattice. As a molecule moves in the original box, it’s periodic image in each of the 
neighbouring boxes moves in the same way. As a molecule leaves one box, it’s periodic image 
will enter through the opposite side. There are no walls at the boundary of the box and no 
surface molecules. This mimics the presence of an infinite bulk surrounding the system of 
interest, without having to resort to system sizes that are unpractically large (62). It is important 
to note that the simulation box must be a specific size, as the periodic boundary conditions 
may artificially stabilise certain phase behaviour leading to results not representative of bulk 
phase behaviour (63).  

It is the knowledge of all the velocities and positions in the system that allows the Hamiltonian 
to be evaluated, and subsequently the properties of the system. The evaluation of the forces 
from the potential is the most computationally expensive step. If one considers the force 
calculation of a single molecule in a 𝑁 molecule system, one will need to include the 
interactions between this molecule and every other molecule in the system. The summation 
would include (𝑁-1) terms, but when taking into account all the interactions between this 
molecule and it’s periodic images in the surrounding boxes this results in an infinite number of 
terms, and the calculation becomes impractical. In practice, this summation is restricted by 
making the minimum image convention approximation (73). This states that if a single molecule 
lies at the centre of a region with same size and shape as the basic simulation box, then it 
interacts with all molecules whose centres lie within this region, including the closest periodic 
images of the (𝑁 -1) molecules.  

Even with the minimum image convention, the calculation of potential energy due to pairwise-
additive interactions involves ½ 𝑁 (𝑁 -1) terms, which is still a very substantial calculation for 
systems of even 1000 particles. To improve this situation, a molecular cut-off radius is 
implemented (73). The largest contribution to the potential energy and force comes from 
neighbours close to the molecule of interest. For short-range forces a spherical cut-off is 
normally applied where the 𝑈(𝑟) is equal to 0 when 𝑟 is greater than 𝑟𝑐, hence all interaction 
beyond the cut-off is ignored. The cut-off must be no greater than ½ the simulation box length 
to ensure consistency with the minimum image convention (62).    

As mentioned in Section 2.2.1, a Coulombic expression, equation (2.12), is used in molecular 
simulations to model long range ionic interactions. The long-range nature means these 

interactions decay very slowly with distance as 𝑟−1. This adds two complications to the 
calculation of non-bonded interactions. First, to calculate all Coulomb interactions over a 
periodic system results in needing to compute a sum which is conditionally convergent (76). 
This means the value of the sum depends on the order in which it is evaluated, otherwise the 
result will be ambiguous. The second issue is that determining pairwise distances is an 
expensive computation that grows with the square of the number of atoms involved, despite 
the importance of long-range interactions. A simple truncation at a particular cut-off radius 
cannot be applied to electrostatic interactions, as this neglects long-range interaction and can 
create artificial boundary problems (63). In this work the Particle Mesh Ewald (PME) method (77) 
is used to handle long-range electrostatic interactions. In this method the charges are 
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interpolated onto a grid, then a Fast Fourier Transform is used to convert the charges on the 
grid to their equivalent Fourier space structure factors. The reciprocal space potential is 
calculated by solving the Poisson equation in Fourier space: 

 ∇2𝜙(𝐱) = −
1

𝜀𝑟
𝜌(𝐱) 

 

(2.45) 

where 𝜙(𝐱) is the potential at point 𝐱, and 𝜌(𝐱) is the charge density at point 𝐱. The reciprocal 
space potential is then stored on the grid. An inverse Fast Fourier Transform is used to convert 
the reciprocal space potential back to the real space. The force is then calculated from the 
gradient of the potential. The PME algorithm computational cost increases with 𝑁 log 𝑁, where 

𝑁 is the number of charge sites. This makes it suitable for medium to large systems (72). In 
these methods a cut-off is still applied, except in this case it relates only to direct space 
calculations. It is typically kept at the same value as the short-range cut-off (62). The grid 
dimensions can be specified by the user, where a finer grid can improve accuracy but increase 
simulation time. Despite this it is usually recommended to use default settings, and only 
deviate after extensive performance testing (62).     

In this work the Gromacs 2019.2 (72) simulation package is used for all simulations. During the 
simulation, the state variables of the desired ensemble must be maintained at the specified 
values in a manner that correctly samples the ensemble by capturing the underlying physics. 
The NVT and NPT ensembles are the ones studied using MD simulations in this work. 
Variables such as the particle number N and the volume V are trivial to constrain, but variables 
such as temperature and pressure must be controlled dynamically because they are 
dependent on the interactions between the system and the surroundings. It is also non-trivial 
to set the initial velocities and positions to produce a particular temperature or pressure. This 
necessitates the use of a thermostat and barostat, not to just maintain the desired temperature 
and pressure, but to bring the system to these desired conditions at the beginning of the 
simulation. The time necessary to bring the system from its metastable initial state to a stable 
state is called the equilibration period. In this work, the V-rescale (78) (79) thermostat is used in 
the first simulation where the initial configuration is random, to relax the system and assign 
velocities. This thermostat brings the system to the desired temperature by rescaling the 
particle velocities to ensure a correct kinetic energy distribution: 

 𝑑𝐾 = (𝐾0 − 𝐾)
𝑑𝑡

𝜏𝑇
+ 2√

𝐾𝐾0

𝑁𝑓

𝑑𝑊

√𝜏𝑇
 

 

(2.46) 

where 𝐾 is the kinetic energy, 𝐾0 the kinetic energy corresponding to the set temperature, 𝑡 is 

the time, 𝜏𝑇 is the temperature coupling time constant, 𝑁𝑓 is the number of degrees of freedom, 

and 𝑑𝑊 is a Wiener process. The Nosé-Hoover (80) (81) thermostat is then used for the rest of 
the equilibration and then the production run. This thermostat extends the system Hamiltonian 
by adding a thermal reservoir and a friction term in the equations of motion. The friction force 
is proportional to the product of each particle’s velocity and a friction parameter 𝜉. This friction 
parameter can be referred to as the heat bath parameter and is a fully dynamic quantity with 
its own momentum (𝑝𝜉) and equation of motion. The particle equation of motion is then 

expressed as: 

 
𝑭𝑖 = 𝑚𝑖 (

𝑑2𝒓𝑖

𝑑𝑡2
+

𝑝𝜉

𝐵

𝑑𝒓𝑖

𝑑𝑡
) 

(2.47) 
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where the equation of motion for the heat bath parameter 𝜉 is expressed as: 

 
𝑑𝑝𝜉

𝑑𝑡
= (𝑇 − 𝑇0) 

 

(2.48) 

where 𝑇0 is the reference temperature, 𝑇 is the instantaneous temperature and 𝐵 is the mass 
parameter of the reservoir which is used to determine the strength of the temperature coupling. 
In practice, a more intuitive way is to specify 𝜏𝑇 which describes the period of oscillations of 

kinetic energy between the system and the reservoir. Unlike 𝐵, it is not dependent on system 
size and temperature either. It is directly related to 𝐵 and 𝑇0: 

 𝐵 =
𝜏𝑇

2𝑇0

4𝜋2
 

 

(2.49) 

The barostat used for the NPT sampling was Parrinello-Rahman (82) and was implemented 
after the temperature had been equilibrated in a previous NVT run. This barostat can capture 
the true NPT ensemble and works in a similar fashion to the Nosé-Hoover thermostat. The 
simulation box vectors as represented by a matrix obeying the matrix equation of motion: 

 
𝑑𝐛2

𝑑𝑡2
= 𝑉𝐖−1𝐛′−1

(𝐏 − 𝐏𝑟𝑒𝑓) 

 

(2.50) 

where 𝑉 is the box volume, 𝐖 is a matrix parameter that determines the strength of the 

coupling, 𝐛 is a matrix that represents the three basis vectors of the periodic box. The matrix 
𝐏𝑟𝑒𝑓 refers to the reference pressure, and the other matrices are at the instantaneous 

pressure. The particle equation of motion is then expressed as: 

 𝑭𝑖 = 𝑚𝑖 (
𝑑2𝒓𝑖

𝑑𝑡2
+ 𝐌

𝑑𝒓𝑖

𝑑𝑡
) 

 

(2.51) 

 

 𝐌 = 𝐛−1 [𝐛
d𝐛′

dt
+

𝑑𝐛

dt
𝐛′] 𝐛′−1 

 

(2.52) 

The extra term is an effect of the Parrinello-Rahman equations of motion being defined with 
all particle co-ordinates represented relative to the box vectors. The inverse mass parameter 
matrix determines the strength of the coupling and how the box can be deformed: 

 

 (𝐖−1)𝑖𝑗 =
4π2𝛽𝑖𝑗

3𝜏𝑃
2𝐿

 

 

(2.53) 
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where 𝛽 is the isothermal compressibility which in most cases will be a diagonal matrix with 
equal elements across the diagonal, the value of which is usually not known. It is common to 
use the value for water at 300 K and 1 atm so that 𝛽 = 4.6 x 10-5 bar-1 (72). 𝐿 is the largest box 
matrix element, and 𝜏𝑃 is the pressure time constant. For simplitude, the values of 𝜏𝑃 and 𝛽 
are the necessary inputs. Both isotropic and semi-isotropic NPT simulations are employed in 
this work. In the latter the pressure coupling is isotropic in the 𝑥 and 𝑦 directions, but different 

in the 𝑧 direction. Hence two different values of  𝛽 and 𝜏𝑃 each are required. Another variation 
used in this work is the isothermal-isobaric constant area ensemble NPzzAT. In this ensemble 
only the 𝑧 dimension fluctuates to maintain the target pressure, hence the value of 𝛽 for the 
𝑥/𝑦 coupling will be equal to zero.  

Once the system has equilibrated, the particle positions and momenta reflect the ensemble 
conditions, allowing collection of meaningful data and ensemble averages to be calculated. 
Like with experiments, taking averages over longer time periods will improve the accuracy of 
the results. In this study, the averages are collected over a time period that is equal to the 
equilibration period to ensure accuracy, i.e. the production simulation run time is twice the time 
it takes for the simulation to equilibrate.    

2.3 Statistical associating fluid theory (SAFT) 

2.3.1 A brief history of SAFT 

The SAFT equation of state (EoS) is based on the first order thermodynamic perturbation 
theory (TPT1) proposed by Wertheim (83), who developed TPT1 to model molecules with 
strongly anisotropic interactions. Thermodynamic perturbation theories are an approximate 
solution to the physical description of the system. Perturbation theories take the dominant 
contribution, the reference state, from a simpler system with an exact solution, such as a hard 
sphere equation of state. Other behaviour is then captured by adding small perturbations, such 
as attractive interactions. The SAFT EoS is one such perturbation theory and is firmly rooted 
in statistical mechanics. Development of the SAFT EoS involved performing molecular 
simulations to verify the theoretical results (14). The development of SAFT theory can be 
described in three generations: the first used the purely repulsive hard-sphere model as the 
reference system (84), the second generation looked at adding more realistic reference systems 
including square-well (85), Lennard-Jones (86) and Mie potentials (87). See section 2.2.1, ‘non-
bonded interactions’, for a description of these potentials.  The third generation is distinguished 
by employing a group-contribution approach with the continuous Mie potential, called SAFT-𝛾 
Mie (26). This has expanded the modelling capacity to more complex systems, including 
refrigerant gases (88), fluoroalkanes (89) and non-ionic surfactants (90). The general form for the 
SAFT-𝛾 Mie EoS is given in terms of the Helmholtz free energy 𝐴 (26): 

 
𝐴

N𝑘𝐵T
=

𝐴𝑖𝑑𝑒𝑎𝑙

N𝑘𝐵T
+

𝐴𝑚𝑜𝑛𝑜

N𝑘𝐵T
+

𝐴𝑐ℎ𝑎𝑖𝑛

N𝑘𝐵T
+

𝐴𝑎𝑠𝑠𝑜𝑐

N𝑘𝐵T
 

 

(2.54) 

where 𝐴𝑖𝑑𝑒𝑎𝑙 is the free energy contribution from an ideal gas system, 𝐴𝑚𝑜𝑛𝑜 refers to the free 
energy due to the short-range repulsion and dispersion attractive interactions, and 𝐴𝑐ℎ𝑎𝑖𝑛 

refers to the free energy of the monomers bonding into chain molecules. The 𝐴𝑎𝑠𝑠𝑜𝑐 term refers 
to the contribution from short-range anisotropic interactions, for example hydrogen bonding. 
Force field parameters are estimated to macroscopic properties of the underlying chemicals 
via the SAFT EoS using an optimisation procedure, for example minimisation of the squares 
of the residuals via an objective function (91). This process can be streamlined by expressing 
the EoS in reduced units (28). This procedure is sometimes light-heartedly referred to as the 
‘M&M’ correlation due to the names of the authors. It is described in the next section.    
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2.3.2 The M&M correlation 

The corresponding states principle postulates that the behaviour of most common fluids may 
be described in a general way if the variables that describe their thermodynamic states are 
scaled accordingly. This principle is used in engineering, for example in EoS modelling where 
the fluid phase properties can be described in terms of the critical properties, such as the 
critical temperature and the critical pressure (92). This allows for the development of EoS that 
can be applied to multiple fluids.  

The SAFT formalism permits the modelling of chain fluids as a series of tangentially bonded 
spherical segments. This introduces another parameter, 𝑚, which quantifies the number of 
segments in a chain molecule (24). The first step of the M&M correlation is to decide the number 
of CG beads per molecule 𝑚, dependent on the desired level of representation. It should be 

noted that in the SAFT formalism 𝑚 can be a non-integer, but in CG modelling it is constrained 
to be an integer. Hence 𝑚 is the number of tangential CG beads of a molecular model. In 
SAFT typically a mapping of 3:1 heavy atoms per CG bead is employed. A proportional 
relationship was noted to exist between the acentric factor 𝜔 and the repulsive exponent 𝜆𝑟, 
by using a Padé series: 

 𝜆𝑟 =
∑ 𝑎𝑖𝜔𝑖

𝑖=0

1 + ∑ 𝑏𝑖𝜔𝑖
𝑖=0

 

 

(2.55) 

where 𝑎𝑖 and 𝑏𝑖 are fitting coefficients, which are unique for each value of 𝑚. The van-der-
Waals constant 𝛼 is a function of the Mie exponents (85): 

 𝛼 = 𝐶𝑖𝑗 [(
1

𝜆𝑎
− 3) − (

1

𝜆𝑟
− 3)] 

 

(2.56) 

Upon fixing 𝜆𝑟, a value for the van-der-Waals constant can be determined through the relation: 

 𝛼 = (
𝜆𝑟

𝜆𝑟 − 6
) (

𝜆𝑟

6
)

6
𝜆𝑟−6

 [(
1

3
) − (

1

𝜆𝑟 − 3
 )] 

 

(2.57) 

Note that in this case, 𝜆𝑎 = 6, which takes into account the dispersion scaling of most fluids. It 

should be noted that other values for 𝜆𝑎 have led to satisfactory reproduction of macroscopic 
properties, for example with the CO2 model found in (93),  𝜆𝑎 = 6.66. Nevertheless, the resulting 

fluid with (𝜆𝑟 – 6) representation will have a unique critical point, if expressed in reduced units. 
This reduced critical temperature 𝑇𝑐

∗ and the van-der-Waals constant 𝛼 are also related in a 
linear fashion, and so a Padé expression can be made: 

 𝑇c
∗ =

∑ 𝑐𝑖𝑖=0 𝛼𝑖

1 + ∑ 𝑑𝑖𝛼𝑖
𝑖=0

 

 

(2.58) 

where 𝑐𝑖 and 𝑑𝑖 are fitting coefficients which are unique for each value of 𝑚. This relation 

allows the calculation of the corresponding energy scale 𝜀 through the knowledge of the critical 
temperature of the real chemical 𝑇𝑐, which are related by the following: 
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 𝑇c
∗ =

𝑘𝐵𝑇c

𝜀
 

 

(2.59) 

where 𝑘𝐵 is the Boltzmann constant. A similar correlation can be determined for the length 

scale 𝜎 and the saturated liquid density at a reduced temperature 𝑇𝑟 =
𝑇

𝑇𝑐
= 0.7. This property 

is chosen because the 𝜎 values obtained from other critical properties either underestimate 
(in the case of critical pressure) or overestimate (in the case of critical density) the saturated 
liquid densities. The size parameter has a relationship to the liquid density in reduced terms: 

 𝜌∗ = 𝜌𝜎3𝑁𝑎𝑣 
 

(2.60) 

where 𝑁𝑎𝑣 represents the Avogadro number. As before, the reduced density 𝜌∗ follows a 

relationship with the van-der-Waals constant 𝛼 which can be expressed in terms of a Padé 
expression: 

 𝜌∗|Tr=0.7 =
∑ 𝑗𝑖𝛼𝑖

𝑖=0

1 + ∑ 𝑘𝑖𝛼𝑖
𝑖=0

 

 

(2.61) 

where 𝑗𝑖 and 𝑘𝑖 are the fitting coefficients and 𝜌∗|Tr=0.7 refers to the saturated liquid density at 

𝑇𝑟 = 0.7.  

The macroscopic properties required for this method, 𝜔, 𝑇𝑐 and 𝜌∗|𝑇𝑟=0.7 are reported for many 

chemicals in common databases for example Yaws book of thermodynamical properties (94). 
This has allowed for the method to be applied to over 7800 chemicals (29). It should be noted 
that the correlation so far has only been developed for non-ionic species, so in this case the 
SAFT-𝛾 Mie EoS is the underlying theory. Nevertheless, force field parameters obtained from 
this correlation have been employed in molecular simulation, and quantitative accuracy in the 
prediction of vapour-liquid and interfacial properties has been reported (95) (15) (96).  

The main advantage of this approach is that the correlation has been ported to an online 
database called ‘Bottled SAFT’ (29). This database contains force field parameters for over 
6000 chemicals, and so it is just a case of entering the details of the desired chemical. In this 
database the value of 𝑚 is constrained to be an integer. No simulations nor trial and error 
procedures are required to obtain parameters for pure fluids.  This strategy therefore offers a 
way to further streamline the force field parameterisation process.  

It should be noted that Bottled SAFT only provides the pure fluid interactions. The final step in 
creating a CG model is to ensure the interactions between beads of different identity are valid. 
These are often called the cross-interactions. The SAFT formalism includes combining rules 
shown in equations (2.62)-(2.64) (87) to act as a first approximation for interactions between 
two different Mie fluids, denoted as ii and jj. The unlike size parameters are obtained from a 
Lorentz combining rule (97): 

 𝜎𝑖𝑗 =
(𝜎𝑖𝑖 + 𝜎𝑗𝑗)

2
 (2.62) 
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The combining rule for repulsive exponent of the unlike interactions is obtained by invoking 

the geometric mean for the integrated van der Waals energy of a fluid with Sutherland potential 
(26), and by imposing the Berthelot condition (98):  

 (𝜆𝑖𝑗
𝑟  − 3) = √(𝜆𝑖𝑖

𝑟 − 3)(𝜆𝑗𝑗
𝑟 − 3) (2.63) 

 

To satisfy these conditions, a specific geometric relation for the unlike dispersion energy is 

used, which also accounts for the asymmetry in size: 

 
𝜀𝑖𝑗 = (1 − 𝑘𝑖𝑗)

√𝜎𝑖𝑖
3 𝜎𝑗𝑗

3

𝜎𝑖𝑗
3 √𝜀𝑖𝑖𝜀𝑗𝑗 

 
 

(2.64) 

 

where 𝑘𝑖𝑗 is the binary interaction parameter used to fine-tune the cross-interactions of a 

mixture. The form of equation (2.64) is a Berthelot (98) form relation. This can be obtained by 
relating the London dispersion potential (99) to the Lennard-Jones potential (100), invoking the 
Lorentz combining rule (97) and assuming that the sizes and ionisation potentials of molecules 
𝑖𝑖 and 𝑗𝑗 are the same. This is justified by the assertion that this is commonly true, at least of 
the ionisation potentials. More details on this topic can be found in the work of Haslam et al 
(101) and Hudson and McCoubrey (102).  

If data for the mixture does not exist, an alternative is to model the two different beads as one 
whole molecule and match the simulation results to the relevant experimental data. An 
example of this can be found for the parameterisation of a n-dodecylbenzene model (103). In 
this case because not only the energetic parameters are varied, 𝑘𝑖𝑗 is not an appropriate 

indicator of how non-ideal the system is and is not used to describe the interactions. In this 
work all cross-interaction parameterisation is carried out by MD simulations, unless a previous 
study has already been carried out.   

2.3.3 SAFT VRE Mie 

When representing ionic systems at the CG scale one of the most difficult tasks is accounting 
for the electrostatic interactions. In the SAFT-𝛾 Mie approach, Mie potentials are found that 
represent the effective interaction between CG beads, including the net Coulombic interaction. 
This is not so straightforward for ionic species such as electrolytes and ionic surfactants. 
Therefore, in many CG approaches the ion-ion interactions are considered separately. 
Examples include the MARTINI force field (104) and that of Klein et al (105). The SAFT-VRE Mie 
EoS (27) (106) was created to model aqueous electrolyte solutions. This EoS adds two additional 
terms: 𝐴𝑖𝑜𝑛 and 𝐴𝐵𝑜𝑟𝑛 to equation (2.54). The first term takes into account the Coulombic 
interactions between ions, calculated using the primitive implementation of the mean spherical 
approximation (107) (108). Here ions are treated as spherical charged particles which have a 
distinct size, as the unrestricted model is used. The primitive implementation means the 
solvent is represented by a continuous medium with a dielectric constant 𝜀𝑟. In this work, only 
the electrostatic contribution of  the solvent intermolecular potentials are treated implicitly. This 
treatment simplifies the description of the Coulomb potential between charged ions, while still 
retaining an accurate description of electrolytes. The 𝐴𝐵𝑜𝑟𝑛 term accounts for the 
thermodynamic effects of ion solvation via the Born model (109) for the free energy of the 
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solvation of ions, which describes the change in the free energy of the system due to the 
transfer of ions into a continuous dielectric medium at infinite dilution.  

By imposing certain conditions (detailed in Section 2.5.2 ‘Optimisation by SAFT theory’), the 
EoS parameters can be related to a corresponding intermolecular potential that can be used 
in an MD simulation. Taking into consideration the SAFT VRE Mie EoS, the intermolecular 
potential contains both a Mie, equation (2.10), and a Coulombic, equation (2.12), contribution: 

 𝑈𝑖𝑗,𝑡𝑜𝑡(𝑟𝑖𝑗) = 𝑈𝑀𝑖𝑒,𝑖𝑗(𝑟𝑖𝑗) +
𝑞𝑖𝑞𝑗

4𝜋𝜀0𝜀𝑟𝑟𝑖𝑗
 

 

(2.65) 

To determine the dielectric constant, the SAFT VRE Mie theory (27) (106) uses the following 
relationship to take into account the change with temperature and density of the solvent, which 
follows the work of Uemetsu and Frank (110): 

 𝜀𝑟 = 1 + 𝜌𝑠𝑜𝑙𝑣𝑑 (2.66) 
 

where 𝑑 is a solvent-dependent parameter and 𝜌𝑠𝑜𝑙𝑣 is the density of the solvent. The 
parameter 𝑑 can be expressed as a function of temperature, an accurate description is then 
expressed as (27): 

 
𝑑 = 𝑑𝑉 (

𝑑𝑇

𝑇
− 1) 

 
(2.67) 

where 𝑑𝑉 and 𝑑𝑇 are component specific parameters in units of dm3 mol-1 and K respectively. 

For a mixed solvent, as in the case of a microemulsion, mixing rules are employed to calculate 
the 𝑑 parameter. This is accomplished by using a van-der-Waals one-fluid mixing rule (27): 

 𝑑(𝑥́𝑖) = ∑ ∑ 𝑥́𝑖=1𝑥́𝑗𝑑𝑖𝑗

𝑛𝑠𝑜𝑙𝑣

𝑗=1

𝑛𝑠𝑜𝑙𝑣

𝑖=1

 (2.68) 

 

where the prime refers to salt-free mole fractions, 𝑥́𝑖 =
𝑁𝑖

𝑁𝑡𝑜𝑡𝑎𝑙
, 𝑖 and 𝑗 refer to the solvent 

molecules, 𝑁 is the number of molecules, 𝑛𝑠𝑜𝑙𝑣 is the number of different types of solvent 
present, and 𝑑𝑖𝑗 refers to the unlike parameter. The latter can be calculated using the 

arithmetic mean of the pure component parameters 𝑑𝑖𝑖 and 𝑑𝑗𝑗 (27): 

 𝑑𝑖𝑗 =
𝑑𝑖𝑖 + 𝑑𝑗𝑗

2
 (2.69) 

 

This definition of 𝑑𝑖𝑗 then allows the simplification of equation (2.68) to a one summation (111) 

expression: 

 𝑑(𝑥́𝑖) = ∑ 𝑥́𝑖

𝑛𝑠𝑜𝑙𝑣

𝑖

𝑑𝑖𝑖 (2.70) 

 

Calculation of 𝑑(𝑥́𝑖) allows determination of 𝜀𝑟 using equation (2.66). This relation requires 
knowledge of the density of the mixed solvent. Whilst this can be accomplished by using the 
equation of state, in this work MD simulations are used to calculate the mixed solvent density. 
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The work of Schreckenberg et al (27) and Eriksen et al (106) sets out the approach to obtain the 
Mie force field parameters. It should be noted that this procedure was not carried for the 
systems studied in the thesis but it is covered here for the sake of completion. The like-like ion 
segment diameters can be selected from the experimentally derived ionic diameters (112) (113). 
These values usually correspond to the ions with a co-ordination number of six in a crystal 
lattice. The unlike ion-ion and ion-water diameters 𝜎𝑖𝑗 are calculated using equation (2.62).  

The dispersion energy 𝜀𝑖𝑗 between any two unlike ions, and 𝜀𝑖𝑖 between two identical ions, is 

obtained by analogy to the work of Hudson and McCoubrey (102) and Haslam et al (101). It is 
obtained by relating the London dispersion interaction potential (99) with the Mie potential 
model, which was found by following Haslam et al (101). The value for the cross-interaction 
parameter for any pair of interacting ions can be obtained using: 

 𝜀𝑖𝑗 =
3

2

1

2𝜎𝑖𝑗
6 (𝜆𝑖𝑗

𝑟 3
− 1)

 
 𝐼𝑖𝐼𝑗

𝐼𝑖 + 𝐼𝑗

𝛼0,𝑖𝛼0,𝑗

(4𝜋𝜖0)2
 (2.71) 

 

where 𝐼 is the ionisation potential, and 𝛼0 is the electronic polarizability of the ionic species. 
These values can be obtained from the literature (for example references (114) (115) (116)).  The 
remaining interactions to parameterise are the energetic cross-interactions 𝜀𝑖𝑗 between the 

ions and water. This can be accomplished by optimising the fit to relevant macroscopic data 
using the SAFT VRE Mie EoS with a least squares objective function.  

2.4 Analysis methods 

2.4.1 Surfactant synthesis 

The aim of this section is to give a contrast between the experimental and simulation approach 
to making a surfactant. First the experimental approach is described, where the example 
surfactant is AOT (Aerosol OT). It’s full chemical name is sodium (bis-2-ethylhexyl) 
sulphosuccinate, and it is synthesised via two reactions. The first is an esterification reaction 
between 2-ethyl hexanol and maleic anhydride in a 2:1 molar ratio: 

 
  
                             
 
     2 
 
 
 
 
            2-ethylhexanol               Maleic anhydride                         Bis(2-ethylhexyl) maleate 
 

 

The double bond of this intermediate is then sulphonated by reacting with sodium 

metabisulfite: 

 

+ 
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Sodium metabisulfite  Bis(2-ethylhexyl)  maleate     Sodium bis(2-ethylhexyl) 
sulphosuccinate 
 

 

After the two reactions, the product must be purified which can involve Soxhlet extraction, 
washing, recrystallisation and foam fractionation (13). By contrast, the creation of a molecule in 
a CG simulation simply involves creating a structure file. The positions of each CG bead and 
the box vectors are specified, taking into account the overall structure. To explore variation in 
structure (e.g. hydrocarbon tail length) this is simply a case of adding another line in the 
structure file. The impact of different functional groups is achieved by changing the identity of 
the specific bead. To do this by experiment would require a separate set of reactions for each 
structural variant. The more time-consuming activity in CG molecular simulation is assigning 
the force field parameters so that the model captures the desired phenomena. The relevant 
techniques are discussed in detail in section 2.5.    

2.4.2 Density 

The density of a substance is conventionally defined as the amount of that substance divided 
by it’s volume. This amount can be in terms of mass, number of moles, number of electrons, 
or number of particles. The mass density is used in this work to parameterise force fields. An 
example of an experimental technique to measure the density of a liquid is the use of a 
pycnometer, which is a glass beaker of defined volume. The pycnometer, pictured in Figure 
2.4, is first weighed empty and then again full of the liquid sample. The difference in mass 
divided by the pycnometer volume is the density of the sample: 

 
𝜌𝑠𝑎𝑚 =

𝑚𝑝𝑦𝑐+𝑠𝑎𝑚 − 𝑚𝑝𝑦𝑐

𝑉𝑝𝑦𝑐
 

 

(2.72) 

where 𝜌𝑠𝑎𝑚 is the sample density, 𝑚𝑝𝑦𝑐+𝑠𝑎𝑚 is the total mass of the sample and the 

pycnometer, 𝑚𝑝𝑦𝑐 is the mass of the pycnometer and 𝑉𝑝𝑦𝑐 is the volume of the pycnometer. In 

Gromacs (72), there are two ways to calculate density. To calculate the density of a bead/ 
molecule as a function of box length (the density profile) the sub-routine gmx density can be 
used. The simulation box is divided into equidistant sections, and the density is calculated in 
each section: 

 𝜌𝑖 =
< 𝑋𝑖 >

𝑉𝑗
 (2.73)  

where 𝑋𝑖 refers to the amount of component 𝑖, which in Gromacs can be in terms of mass, 
electron, particle number or charge.  The mass, charge and the number of electrons of an 
atom can be defined by the user. If using particle number, the number of CG beads per 
molecule must be accounted for when reporting density of a molecule. 𝜌𝑖 is the density, and 

𝑉𝑗 is the volume of slab 𝑗. This approach is adopted in this work to determine density of 

components in either vapour-liquid or liquid-liquid systems. The density can be determined 
from the values of the corresponding bulk regions.  

+ 
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The other option is to calculate the whole box density via the subroutine gmx energy, which 
will report the time-averaged mass density. This route is used in this work for calculating 
density of a fluid mixture.  

 

 
 

Figure 2.4 Image of a pycnometer. Taken from (117) 

2.4.3 Surface tension 

The surface tension is relevant in this work as again it is another parameter used to develop 
force fields in this work. To understand surface tension a few concepts need to be described 
first. The term ‘interface’ is commonly employed to describe the boundary in liquid/liquid, 
solid/liquid, and gas/liquid systems, although in the latter case the term ‘surface’ (hence 
surface tension) can also be used (55). Molecules located at an interface experience an 
imbalance of forces compared to those in bulk solution, and so an interface is associated with 
a surface free energy (118). Taking the air-water surface as an example, the imbalance of forces 
is because water is polar, and air is non-polar. Water molecules at the surface are thus 
subjected to unequal short-range attraction forces, and undergo a net inward pull to the bulk 
phase (119). Minimisation of the contact area with the gas phase is therefore a spontaneous 
process, which is why drops and bubbles are round (118).  

The surface energy per unit area, defined as surface tension (𝛾) is then the minimum amount 

of work, 𝑊, required to create new unit area, 𝐴𝑠, of that interface (118). Another definition of 
surface tension is given as the force 𝐹 acting normal to the liquid-gas interface per unit length 

𝐿 of the resulting thin film on the surface (118). This can be expressed as:  

 𝐹 = 𝛾𝐿 (2.74) 
 

An illustration of this concept is given in Figure 2.5. The work done by the force 𝐹 in moving 
the liquid by distance 𝑑𝑥 can be calculated as 𝑑𝑊 = 𝐹𝑑𝑥, and the total area of the film 

increases by 𝑑𝐴𝑠 = 𝐿𝑑𝑥, and so by multiplying both sides of equation (2.74) by 𝑑𝑥, the following 
relation is derived: 

 𝑑𝑊 = 𝛾𝑑𝐴𝑠 (2.75) 
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Figure 2.5 Illustration of the liquid-air surface and the force necessary to increase the 
surface area. This force is proportional to the surface tension. 

The surface tension is related to the Helmholtz free energy of the system 𝐴 (120). The Helmholtz 
free energy is defined as the maximum amount of work that can be performed by a closed 
system. Therefore, the system is one that can exchange heat and work energy with its 
surroundings, but not matter, as shown in Figure 2.6. 

At constant temperature, volume and number of molecules, the surface tension is the variation 
in Helmholtz free energy per variation in surface area (120):  

 (
𝜕𝐴

𝜕𝐴𝑠
)

𝑁,𝑉,𝑇

= 𝛾 (2.76) 

 

 

 
Figure 2.6 Illustrative description of a closed system 

In experiments surface tension can be determined by a variety of methods, such as Drop 
Volume tensiometry. In this method, a liquid (the light phase) is introduced into a bulk phase 
(the heavy phase) through a capillary. A drop, which tries to move upwards due to buoyancy, 
forms at the tip of the capillary. As a result of the interfacial tension the drop tries to keep the 
interface with the bulk phase as small as possible. As a new interface comes into being when 
the drop detaches from the capillary outlet, it is necessary to overcome the corresponding 
interfacial tension. The drop does not detach until the lifting force or weight compensates for 
the force resulting from the interfacial tension on the wetted length of the capillary, which is 
the circumference. The formula for this relationship is: 

 𝛾 =
𝑉𝐷𝑟𝑜𝑝(𝜌H − 𝜌L)𝑔

𝜋𝑑
 

 
(2.77) 

 

where 𝑔 is the acceleration due to gravity, 𝑉 is the drop volume,  𝑑 is the inside diameter of 

the capillary, 𝜌𝐻 and 𝜌𝐿 represent the density of the heavy phase and the light phase 
respectively. This concept is summarised in Figure 2.7, and a picture of an apparatus is given 
in Figure 2.8.  

System 

Surroundings 

energy 
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Figure 2.7 Schematic diagram of the Drop Volume method. Taken from (121) 

 

 
 

Figure 2.8  Image of a Drop Volume tensiometer. Taken from (122) 

The vapour-liquid surface tension is a direct output of an NVT MD simulation. The  Gromacs 
sub-routine gmx energy employs the mechanical method (123), which requires knowledge of 
the Cartesian components of the pressure tensor: 

 𝛾 =
1

𝐿
∫ (𝑃𝑧𝑧 −

𝑃𝑥𝑥 + 𝑃𝑦𝑦

2
)  𝑑𝑧 

𝑧

0

 (2.78) 

 

where the pre-factor with 𝐿 = 2 refers to the presence of two interfaces in these simulations. 
The surface tension of a pure fluid is an ideal property to include in model parameterisation, 
as surface tension reduction is a key description of surfactant behaviour (34).  

The capacity of surfactants for lowering the surface tensions of aqueous solutions can be 
described in two ways: the concentration required to produce a given reduction in surface 
tension (surfactant efficiency) and the maximum reduction in surface tension that can be 
achieved regardless of concentration (surfactant effectiveness). A good measure of the 
efficiency is the concentration required to produce a reduction of 20 mN m-1. At this value, the 
surfactant concentration is close to the minimum concentration required to produce maximum 
adsorption at the interface. The surfactant effectiveness is typically measured by either the 
minimum surface tension or the maximum surface excess (see Section 2.4.4). The 
effectiveness is determined by the relative size of the surfactant head and tail, therefore 
surfactant films can either be loosely or tightly packed resulting in different interfacial 
properties. 
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2.4.4 Surface excess 

A description of the oriented surfactant monolayer at the air-water interface can be obtained 
by calculating the surface excess, allowing for more in-depth study of the surfactant structure-
property relationship (13) (124). This is defined as the concentration of surfactant molecules in a 
surface plane, relative to a similar plane in the bulk. It was Gibbs who derived a thermodynamic 
treatment of the variation of surface tension with composition (118).   

An important approximation in the Gibbs adsorption isotherm is the exact location of the 
interface. If a surfactant aqueous phase 𝛼 in equilibrium with a vapour phase 𝛽 is considered, 
then the interface σ is a region of indeterminate thickness 𝜏 across which the properties of the 

system vary from values specific to phase 𝛼 to those characteristic of phase 𝛽. Since 
properties within this interface cannot be well defined, a convenient assumption is to consider 
a mathematical plane with zero thickness so that the properties of both phases apply right up 
to that dividing plane positioned at some specific value X (125). The definition of the Gibbs 
dividing surface X X/ is arbitrarily chosen such that the surface excess adsorption of the solvent 
is zero. This concept is illustrated in Figure 2.9, the Gibbs dividing surface is defined as the 
plane in which the solvent excess becomes zero i.e. the shaded area on each side of the plane 
is equal as in (a). The surface excess of component 𝑖 will then be the difference in the 
concentrations of that component on either side of that plane (b). 

The surface excess concentration of component 𝑖 is given by (118): 

 𝛤𝑖
𝜎 =

𝑛𝑖
𝜎

𝐴𝑠
 (2.79) 

 

where 𝑛𝑖
𝜎 is the amount of component 𝑖 in the surface phase 𝜎 over and above that which 

would have been in the phase if the bulk phases 𝛼 and 𝛽 had extended to the dividing surface. 
Depending on the position of the dividing surface XX/, the value of 𝛤𝑖

𝜎 can either be positive or 

negative.  

If the internal energy 𝑈 of the total system consisting of bulk phases 𝛼 and 𝛽 is considered: 

 
𝑈 = 𝑈𝛼 + 𝑈𝛽 + 𝑈𝜎 

 
(2.80) 

 

 
𝑈𝛼 = 𝑇𝑆𝛼 − 𝑃𝑉𝛼 + ∑ 𝜇𝑖𝑛𝑖

𝛼

𝑖

 

 

(2.81) 

 

 𝑈𝛽 = 𝑇𝑆𝛽 − 𝑃𝑉𝛽 + ∑ 𝜇𝑖𝑛𝑖
𝛽

𝑖

 (2.82) 
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Figure 2.9 The Gibbs approach to defining surface excess 𝛤. Taken from (34). 

In thermodynamics, the internal energy 𝑈 is the total energy of a system, in particular the total 
kinetic and potential energy of the molecules in the system (126). It is related to the Gibbs free 
energy via the following equation (118): 

 𝐺 = 𝑈 + 𝑃𝑉 − 𝑇𝑆 (2.83) 
 

In the case of the bulk phases 𝛼 and 𝛽 in equation (2.81) and (2.82) respectively, the first 
terms (from left to right) is the energy change due to heat transfer. The second term is work 
done on the bulk volume 𝑉 of the phase. The energy change due to change in chemical 

composition of the phase is the third term, where 𝜇𝑖 is the energy that can be absorbed or 
released due to a change in particle number during phase transition (the chemical potential) 
of component 𝑖. The chemical potential is related to the Gibbs free energy for an isothermal-
isobaric system (118): 

 (
𝜕𝐺

𝜕𝑁𝑖
)

𝑇,𝑃

= 𝜇𝑖 (2.84) 

 

The corresponding expression for the thermodynamic energy of the interfacial region 𝜎 is: 

 𝑈𝜎 = T𝑆𝜎 + 𝛾𝐴𝑠 + ∑ 𝜇𝑖𝑛𝑖
𝜎

𝑖

 (2.85) 

The interfacial region is considered infinitely thin compared to either bulk phase, so the 𝑃𝑉 
term can be considered negligible. However, it is replaced by the work required to expand the 
interface, which is expressed in equation (2.75)   

For any infinitesimal change in 𝑇, 𝑆, 𝐴𝑠, 𝜇, 𝑛, differentiation of the interfacial region 𝑈 equation 
(2.85) gives: 
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 𝑑𝑈𝜎 = 𝑇𝑑𝑆𝜎 + 𝑆𝜎𝑑𝑇 + 𝛾𝑑𝐴𝑠 + 𝐴𝑠𝑑𝛾 + ∑ 𝑛𝑖
𝜎𝑑𝜇𝑖

𝑖

+ ∑ 𝜇𝑖𝑑𝑛𝑖
𝜎

𝑖

 (2.86) 

 

For a small, isobaric, isothermal, reversible change the differential total internal energy in any 
bulk phase is: 

 𝑑𝑈 = 𝑇𝑑𝑆 − 𝑃𝑑𝑉 + ∑ 𝜇𝑖𝑑𝑛𝑖

𝑖

 (2.87) 

 

The equivalent for the interfacial region becomes: 

 𝑑𝑈𝜎 = 𝑇𝑑𝑆𝜎 + 𝛾𝑑𝐴𝑠 + ∑ 𝜇𝑖𝑑𝑛𝑖
𝜎

𝑖

 (2.88) 

 

Subtracting equations (2.86) and (2.88) leads to: 

 𝑆𝜎𝑑𝑇 + 𝐴𝑠𝑑𝛾 + ∑ 𝑛𝑖
𝜎𝑑𝜇𝑖

𝑖

= 0 (2.89) 

 

At constant temperature, and considering the definition of the surface excess of component 𝑖 
as in equation (2.79) the general form of the Gibbs equation is: 

 𝑑𝛾 = − ∑ 𝛤𝑖
𝜎𝑑𝜇𝑖

𝑖

 (2.90) 

 

If a simple system consisting of a solvent and surfactant is considered, denoted by subscripts 
1 and 2 respectively, then equation (2.90) reduces to: 

 𝑑𝛾 = −𝛤1
𝜎𝑑𝜇1 − 𝛤2

𝜎𝑑𝜇2 (2.91) 
 

Assuming the choice of the Gibbs dividing surface is such that 𝛤1
𝜎 = 0, then equation (2.91) 

further simplifies to: 

 𝑑𝛾 = −𝛤2
𝜎𝑑𝜇2 (2.92) 

 

where 𝛤2
𝜎

 is the surfactant surface excess concentration. The chemical potential is given by 

𝜇𝑖 = 𝜇𝑖
0 + 𝑅𝑇 ln 𝑎𝑖 so at constant temperature (118): 

 𝑑𝜇𝑖 = 𝑐𝑜𝑛𝑠𝑡 + 𝑅𝑇 𝑑 ln 𝑎𝑖 (2.93) 
 

where 𝜇𝑖
0

 is the standard chemical potential of component 𝑖, and 𝑎𝑖 is the chemical activity of 

component 𝑖.  Applying this relation to the surface excess equation gives the common form of 
the Gibbs equation for non-ionic surfactants, which are non-dissociating in solution: 

 𝑑𝛾 = −𝛤2
𝜎 𝑅𝑇 𝑑 ln 𝑎2 (2.94) 

 

Or: 
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 𝛤2
𝜎 = −

1

𝑅𝑇
 

𝑑𝛾

𝑑 ln 𝑎2
 (2.95) 

 

For ionic surfactants, which are fully dissociating solutes of the form 𝑅− 𝑀+, and assuming 
ideal behaviour below the CMC, the equation takes the form: 

 
𝑑𝛾 = −𝛤𝑅

𝜎𝑑𝜇𝑅 − 𝛤𝑀
𝜎𝑑𝜇𝑀 

 
(2.96) 

 

If no electrolyte is added, electroneutrality of the interface requires that 𝛤𝑅
𝜎 = 𝛤𝑀

𝜎. Using the 

mean ionic activities so that 𝑎2 = (𝑎𝑅𝑎𝑀)
1

2 and substituting in equation (2.93) gives the Gibbs 
equation for 1:1 dissociating compounds (125): 

 𝛤2
𝜎 = −

1

2𝑅𝑇

𝑑𝛾

𝑑 ln 𝑎2
 (2.97) 

 

If swamping electrolyte is introduced (i.e. enough salt to make electrostatic effects 
unimportant) and the same counter-ion 𝑀+ is present, then the activity of 𝑀+ is constant and 
the pre-factor becomes unity, so equation (2.95) becomes valid (34). For materials that are 
strongly adsorbed at an interface, e.g. surfactants, a dramatic reduction in interfacial (surface) 
tension is observed with small changes in bulk phase concentration (125). The practical 
applicability of this relationship is that the relative adsorption of a material at an interface, its 
surface activity, can be determined from the measurement of the interfacial tension as a 
function of solute concentration. It is important to note that for dilute surfactant systems, the 
concentration can be substituted for activity in equations (2.95) and (2.97) without loss of 
generality.  

A molecular simulation method was developed by Herdes et al (15) in which the surface excess 
– surface tension relationship is modelled to study the pre-CMC region of aqueous surfactant 
mixtures. It follows from the relationship between surface tension and surface excess, as 
illustrated in Figure 2.10. The direct study of the pre-CMC region is unfeasible for the 
foreseeable future, as the dilute surfactant concentrations involved mean prohibitively large 
numbers of water molecules, and hence system sizes, would be needed. A key assumption 
of the method, which is referred to as the 𝛤 − 𝛾 method, is that the contribution to the system 
energetics by the surfactants in the bulk phase are negligible compared to the surfactants 
accumulated at the free surface. The method was of interest in this work as a potential way to 
parameterise the molecular models developed more quickly. Whilst this method is applicable 
to non-ionic surfactants (90) (127), it is currently not for ionic surfactants as the presence of 
counterions results in an entropy penalty, meaning there is significant surfactant concentration 
in the bulk phase even at pre-CMC conditions. Indeed, an effort during this project was made 
to adapt the method but more work still needs to be carried out, as discussed in Section 5.2. 
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 Figure 2.10 Schematic representation of a surface tension-concentration plot and its 
transformation into a surface tension-surface excess plot. Taken from (15).  

2.4.5 Liquid-liquid equilibrium 

This property is used to parameterise the cross-interactions between binary fluid mixtures. 
When two liquids are mixed together, the equilibrated state is dependent on the miscibility 
between them. If they are partially miscible, the result will be two co-existing liquid mixtures of 
different compositions (termed conjugate phases). This difference is referred to as the 
solubility gap. Despite some liquid mixtures described as such, the state of complete 
immiscibility is never truly obtained. As an example, if cyclohexane and water are mixed at 
room temperature, there will be residual amounts of one component in the other phase. 
Specifically, the mole fraction of cyclohexane in the water-rich phase will be 1.25 x 10-5, and 
the mole fraction of water in the cyclohexane-rich phase will be 3.50 x 10-4 (128).    

The Gibbs phase rule is expressed below (74): 

 
𝑁𝑓 = 2 + 𝑁𝑐 − 𝑁𝑝 

 
(2.98) 

where 𝑁𝑓 is the number of degrees of freedom, 𝑁𝑐 is the number of components in the mixture, 

and 𝑁𝑝 is the number of different phases. For a two-component, two-phase system the above 

rule shows that there are only two degrees of freedom. Thus, when the temperature and 
pressure are fixed, the compositions (usually expressed in mole fraction) are fixed as well. 

Experimentally, the liquid-liquid equilibrium can be determined by preparing mixtures of known 
overall compositions via intense stirring. The phases are then allowed to settle to achieve 
separation at constant temperature. Samples are then taken from both phases and analytical 
techniques, for example gas chromatography (129), can be used to determine the composition 
of each phase. 

For an MD simulation of the liquid-liquid equilibrium, the initial configuration is a phase-
separated one, and when the system reaches equilibrium, the composition of both phases are 
calculated using the Gromacs (72) subroutine gmx density to obtain the density profiles. This 
then allows the determination of mutual solubility, which in this work is reported in terms of 
mole fraction.  

2.4.6 Nematic order parameter 

When a system comprises molecules with one axis of rotational symmetry, an orientational 
ordered phase can emerge (63). A nematic phase is characterised by a preferred direction for 
the system alignment. An order parameter is thus the quantification of such organisation, 
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allowing it to characterise a phase transition. In this work the nematic order parameter is used 
to determine phase transitions that are observed in surfactant binary and ternary mixtures. To 
calculate the nematic order parameter, the first step is to define the Saupe order tensor (130): 

 
𝑸𝛼𝛽 =

1

𝑁
∑

3

2
𝒖𝑖𝛼  .  𝒖𝑖𝛽 −

1

2
𝛿𝛼𝛽

𝑁

𝑖=1

 

 

(2.99) 

where 𝒖𝑖 is the unit vector that points along the axis of symmetry of the molecule 𝑖. In this 

work 𝒖𝑖 is defined as the end-to-end vector, i.e. the one connecting the hydrophilic head and 
the end of the hydrophobic tail. 𝑁 is the number of molecules and 𝛿 is the Kronecker delta 

function. 𝛼 and 𝛽 can be equal to 𝑥, 𝑦, or 𝑧 positions. Diagonalisation of 𝑸𝛼𝛽 gives three 

eigenvalues 𝜆+, 𝜆0 and 𝜆− which sum to zero, with 𝜆+ > 𝜆0 ≥ 𝜆−, and the corresponding 
eigenvectors. For a uniaxial system the eigenvalues are related by: 

 𝜆− = 𝜆0 = −
1

2
𝜆+ (2.100)  

 

The largest eigenvalue 𝜆+ is the nematic order parameter, termed as 𝑆2. The corresponding 

eigenvector is 𝒏, the system director, which denotes the preferred direction of the molecules. 
In this work, the python package MDtraj (131) is used to calculate 𝑆2 using the 
compute_nematic_order subroutine. The required input files are the trajectory and structure 
files of the CG beads that represent the unit vector, which are obtained from Gromacs (72) 
using the gmx trjconv subroutine.  

An alternative definition of 𝑆2 is given in terms of the second Legendre’s polynomial as: 

 𝑆2 = 〈𝑃2(𝒏 . 𝒖)〉 (2.101) 

 

 = 〈𝑃2(cos 𝜃)〉 (2.102) 
 

 = 〈
3

2
cos2 𝜃 −

1

2
〉 (2.103) 

 

where 𝜃 = 𝒏 . 𝒖 is the angle between the molecular axis and the director and 𝑃2(𝑥) is the 
second Legendre polynomial: 

 𝑃2(𝑥) = 3𝑥2 − 1 (2.104) 
 

From equation (2.103) it is seen that, with the condition cos2 𝜃 can vary from 0 to 1, the nematic 
order parameter can vary from -1/2 to 1. A value of -1/2 indicates anti-alignment with the 
director. If the nematic order parameter is 1, this is indicative of perfect alignment with the 
director. A value of 0 indicates an isotropic system. An example of such a system is a liquid 
e.g. pure water, where the molecules have no preferred orientation.   

Experimental techniques exist to calculate nematic order parameters; however, they are 
defined differently from the simulation-based method used in this study. Deuterium order 
parameters are calculated using deuterium Nuclear Magnetic Resonance (2H NMR), which is 
a spectroscopic technique used to observe magnetic fields around atomic nuclei. Certain 
sections of a molecule can be studied by replacing hydrogen atoms with the isotope 
deuterium. In this case the order parameter values reflect the average orientations of 
internuclear carbon-deuterium vectors with respect to an external magnetic field (132). This is 
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not to say that other simulation studies do not use this definition, for example simulations of 
lipid membranes (104).    

2.4.7 Relative shape anisotropy 

Flexible-chain molecules can assume a large number of conformations and shapes due to the 
many internal degrees of freedom (133). The average shape of a molecule/aggregate is of 
importance to understand a variety of phenomena. In this work the surfactant micelle 
morphology, which has been shown to vary with solvent concentration (134), is of interest. In 
this work the principal moments of inertia are used to determine micelle shape. The inertia 
tensor is defined in this work by: 

 𝑰𝛼𝛽
2 =

1

𝑀
∑ 𝑚𝑖(𝒓𝑖

2𝛿𝛼𝛽 − 𝒓𝑖𝛼𝒓𝑖𝛽)

𝑁

𝑖=1

 (2.105) 

 

where 𝒓𝑖 is the position relative to the center of molecular mass, 𝑚𝑖 is the mass of atom 𝑖, and 
𝑀 is the total mass. Transformation to a principal axis system diagonalises the inertia tensor 
and the principal axis system is chosen so that (133): 

 𝑰 = diag (𝐼1
2, 𝐼2

2, 𝐼3
2) (2.106) 

 

These diagonal elements are the principal moments of inertia. In this work the eigenvalues of 

𝑰 are sorted in descending order, so that  𝐼1
2 ≥ 𝐼2

2  ≥  𝐼3
2. Knowing these values permits the 

calculation of the radius of gyration (133): 

 𝑅𝑔
2 = 𝐼1

2 +  𝐼2
2 + 𝐼3

2 (2.107) 

 

which is a measure of the average size of the particular conformation. The asphericity, 𝑏, can 
be calculated (133): 

 𝑏 = 𝐼1
2 −

1

2
(𝐼2

2 + 𝐼3
2), 𝑏 ≥ 0 (2.108) 

 

As well as the acylindricity 𝑐, defined as (133): 

 𝑐 = 𝐼2
2 − 𝐼3

2, 𝑐 ≥ 0 (2.109) 

 

These quantities are useful for characterisation of shape: for shapes of tetrahedral or higher 
symmetry 𝑏 = 𝑐 = 0, and for shapes of cylindrical shape 𝑐 = 0. An overall measure of shape 

anisotropy is the relative shape anisotropy 𝜅2 (133): 

 𝜅2 =
(𝑏2 +

3
4 𝑐2)

𝑅𝑔
4  (2.110) 

 

The relative shape anisotropy can assume values between 0 and 1. A linear array of skeletal 

atoms (i.e. a rigid rod molecule) is characterised by 𝜅2 = 1; for a regular planar array such as 

masses at the vertices of a regular polygon or a homogeneously filled polygon 𝜅2 = 0.25; for 

structures of tetrahedral or higher symmetry  𝜅2 = 0.  

In Gromacs (72) the principle moments of inertia can be calculated as a function of time from 
the trajectory by using the gmx gyrate sub-routine. In this case the routine is used to analyse 
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single aggregate systems. These values can be used to calculate the various shape factors 
described above via the relevant equations.  

2.4.8 Small angle scattering techniques 

These methods are important in this study as some of the experimental data included in 
analysis is generated using these methods. Therefore, a brief description of these techniques 
will be provided. Scattering techniques in general are based on interactions between incident 
radiations (e.g. light, X-ray or neutrons) and particles. The desired output of scattering 
techniques is to determine molecular organisation which allows the relationship between 
physical properties (size, shape and structure) and molecular structure to be studied. The size 
range of micelles, microemulsions and liquid crystals is approximately 1 – 103 nm, so valuable 
information can be obtained if the incident wavelength, 𝜆, falls within this range (135). As such, 

X-rays (𝜆 = 0.05 – 0.23 nm) and neutrons (𝜆 = 0.01 – 0.3 nm) can characterise these systems. 
The Bragg equation defines the angle of diffraction 𝜃 of radiation of wavelength 𝜆 for a 
separation of lattice planes 𝑑 (136): 

 𝜆 = 2𝑑 sin 𝜃 (2.111) 
 

It is clear that small particles, such as microemulsion droplets, will scatter at small angles, 
which is why small-angle scattering techniques are appropriate (137).  

Scattering events arise from radiation-matter interactions and produce interference patterns 
that give information about the spatial and/or temporal correlations within the sample. In small 
angle neutron scattering (SANS) experiments, a beam of neutrons is directed at a sample. 
These neutrons interact with the atomic radius via strong nuclear forces operating at very short 
range (ca. 10-15 m) which is much shorter than the incident neutron wavelength (ca. 10-10 m). 
Different nuclei will show different neutron scattering patterns, which allows the identification 
of the different structural regions. The aggregation number of a surfactant micelle can then be 
approximated using SANS results by estimating the micellar volume (11) (33). This can be 
accomplished by treating the micelle as monodisperse geometric objects, for example a 
sphere. The shape itself can be approximated by fitting the neutron scattering pattern to a 
geometric model.  

Small angle x-ray scattering (SAXS) experiments involve a beam of x-rays interacting with the 
sample, causing scattering of x-rays due to differences in electron density. A fraction of the x-
rays will pass through the sample, and a fraction are absorbed and transmitted into other forms 
of energy such as heat or fluorescence, and a fraction will be scattered in other directions. As 
observed scattering patterns are due to inhomogeneities in the distribution of electrons in the 
sample and these differences can be between types of atoms, individual molecules or 
molecular assemblies, the ability of SAXS to probe distances in the nm range makes it suitable 
for the analysis of order within the liquid crystal microstructure, for example bilayer repeat 
distances in surfactant lamellar phases (138). This permits the calculation of bilayer thickness, 
which can be calculated from normalised electron density profiles, obtained from Fourier 
transformation of scattering amplitudes (139) (140).        

2.5 Coarse-graining 
In CG models multiple atoms are grouped into one super-atom or ‘bead’ modelled by an 
effective force field to capture the behaviour of this group. The opposite approach is to fully 
model the atomistic detail of a molecule, these models are termed ‘all-atomistic’ (AA). 
Examples of such approaches include CHARMM (141) (142), AMBER (143) (144), and OPLS-AA (145) 
(146). There also exist united atom (UA) models, where hydrogen atoms are grouped with the 
heavy atom they are bonded to, examples include AMBER UA (147) and CHARMM36 UA (148) 
and GROMOS (149) yet these are still considered to be at the atomistic scale. With atomistic-
scale modelling, system sizes can be up to the nm length scale and simulation times on the 
order of 10 ns (24). The level of information included in these models means they are of limited 
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use when it comes to simulation of self-assembly processes (150) which can occur on the 𝜇s 
scale and require on the order of 10 nm (151). Replacing multiple atoms with a single effective 
potential is a solution to access the required spatio-temporal scales. 

When writing about CG techniques, it is important to acknowledge the dissipative particle 
dynamics (DPD) (152) technique, which can be viewed as a more aggressive approach to CG. 
In this case droplets or clusters of fluid molecules are regarded as soft particles interacting via 
Newton’s Equations of motion (see equation (2.41)). The force between each pair of particles 
contains three terms: conservative, dissipative and random. The main advantage over MD is 
that larger time scales (ms) and length scales (100 nm) (151) can be accessed. However, such 
aggressive techniques will ultimately run the risk of losing the connection to the microscopic 
scale, indeed it has been reported that DPD is appropriate for qualitative studies, but as a 
predictive tool requires significant refinement (153). It is for this reason that the standard CG 
scale is used in this work.    

For a true CG representation, multiple heavy atoms must be grouped into a bead. The level 
of detail is referred to as the CG mapping and is represented as the heavy atoms:bead ratio. 
In this work, the mapping is set so that is no more than 3:1. Small solvent molecules can also 
be represented in the CG scale, usually as a single bead.  

The advantages of CG models are numerous, for example the computational costs to run 
simulations of systems are reduced. This can be related to the reduction in resolution: fewer 
interaction sites mean fewer positions and momenta need to be calculated, and so the number 
of degrees of freedom of the system are reduced (154). CG models reduce the stiffest degrees 
of freedom, for example the hydrogen-carbon bonds, which allows for the use of larger time 
steps (155). In the case of non-ionic CG models, the long-range electrostatic interactions are 
neglected, leaving only simplified short-range potentials to calculate (150). In contrast, AA 
models will include all of this detail (154). By integrating out the atomistic detail, the potential 
energy surface is smoothed (150), which accelerates dynamics allowing for larger time steps to 
be used and shorter equilibration times.  

The potential benefit of CG simulation is that simulation speed may be increased by two orders 
of magnitude compared to AA simulation (150). This should mean that longer time scales can 
be explored with the same computational resources. The actual gains in simulation speed will 
be system dependent, with the simulation conditions, CG models, and settings playing a role 
(150). Another option to reduce simulation time is using implicit solvent models, where the force 
fields of the solute represent the effective presence of the solvent (156). This can be especially 
beneficial for systems where the solvent makes up the bulk of the system (as can be the case 
in surfactant-water binary mixtures). However, implicit solvent models are disadvantaged in 
that they cannot be transferred to multicomponent systems (157). 

CG models are not without their limitations and disadvantages. Integrating out atomistic detail 
inevitably leads to loss of information, rendering CG models unable to capture certain 
behaviour or properties (158). The smoothing of the potential landscape can result in properties 
such as the diffusion coefficient being orders of magnitude higher than AA or experimental 
determination (18). As such, CG models are a compromise between reducing simulation time 
and reduction in accuracy in prediction of system properties or behaviour (23). The method 
used to parameterise the CG model will also play a big role in how accurate it will be. Overall, 
the model must capture the underlying physics, otherwise any results obtained will lack 
meaning and will not provide insight into the physical nature of the system. Indeed, CG models 
can be used as a research tool to assess how much molecular information must be kept in 
order to observe certain properties (154).  

There are three attributes to judge the quality of CG models: representability, robustness, and 
transferability (24). Representability is a measure of how well the model describes state points 
outside the range used in the model development. Robustness is the force field’s ability to 
predict structural, thermodynamical and transport properties not usually included in 
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parameterisation with high accuracy. Transferability is used within a group contribution force 
field to describe the ability to use a single group in different molecules and maintain accuracy. 
Therefore, the goal of CG models is to design ones that are accurate over a wide range of 
state points (representable), for a wide range of properties (robust), and whose groups can be 
applied to a wide range of molecules (transferable). 

Multiple methods exist to obtain CG potentials, and they are categorised into two groups: 
bottom-up and top-down approaches. The former uses atomistic simulations (150) as the input 
and the latter requires macroscopic data.  

2.5.1 Bottom-up approaches 

The bottom-up approaches can sub-divided into two main groups, structure-based and force-
based methods (23).  

Structure-based methods 

These methods use potentials that are constructed to reproduce the structural characteristics 
in a CG simulation. The target functions are usually obtained from atomistic simulations but 
can also be experimentally derived (150). A common structure-based method is the iterative 
Boltzmann inversion (IBI) (159) where the radial distribution function (RDF) is the target 
reference function. It is commonly used because of the straightforward implementation and 
the robustness of the algorithm. This method uses a tabulated potential that is able to 
reproduce a target radial distribution function 𝑔𝑟𝑒𝑓(𝑟) from an atomistic simulation through a 

simple Boltzmann inversion (159): 

 𝑉𝑃𝑀𝐹(𝑟) = 𝑘𝐵𝑇 ln[𝑔𝑟𝑒𝑓(𝑟)] (2.112) 

 

where 𝑉𝑃𝑀𝐹(𝑟) is the potential of mean force (PMF) between pairs of CG beads which can be 
obtained as a function of their distance 𝑟. However, the PMF cannot be obtained by using a 
pair potential for a CG model, as there are multi-body contributions from all the particles in the 

system. An iterative procedure is thus used to extract the inter-molecular potential 𝑉𝐶𝐺 (154): 

 𝑉𝑖+1
𝐶𝐺(𝑟) = 𝑉𝑖

𝐶𝐺(𝑟) + 𝑘𝐵𝑇 ln [
𝑔𝑖(𝑟)

𝑔𝑟𝑒𝑓(𝑟)
] (2.113) 

 

The procedure is initiated and the 𝑉𝑃𝑀𝐹 is extracted from the simple Boltzmann inversion. The 
subscript 𝑖 refers to the iteration number. This method relies on the Henderson uniqueness 
theorem (160), which states there is only one pair potential that can exactly reproduce a given 
RDF, thus the IBI method guarantees the theoretical uniqueness of the two-body CG 
interaction potential for the given 𝑔𝑟𝑒𝑓.  

There exist a number of other structure-based approaches, including the Inverse Monte Carlo 
(IMC) method (161). This method again involves an iterative procedure to reproduce the RDF. 
However, IMC is non-local i.e. by updating the pair potential at the given distance, one 
considers the RDF at all distances, hence the number of iterative steps can be reduced. 
Compared to the IBI method, each step in IMC is more computationally demanding. The 
structure-based methods can be computationally demanding since they require a simulation 
at every iteration. Since atomistic simulations are used as the target functions, the accuracy 
of the resultant model will only be up to this level. The range of properties that can be obtained 
may only be limited to the radial distribution function that was used to determine the potential. 
These methods are therefore state dependent and will also suffer from transferability to other 
molecules and representability across different states unless many states and molecules are 
optimised together. This will inevitably lead to higher computational cost.  
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Force-based methods 

These methods do not rely on pair-correlation functions, but instead on matching the forces at 
the atomistic level to the CG interaction sites as closely as possible (162). The aim is then to 
reproduce the many-body PMF with a set of CG interaction functions. The reference forces 

𝑭𝑖
𝑟𝑒𝑓

 on the CG beads need to be calculated as a sum of the associated atomistic forces 𝒇𝛾 
(154): 

 𝑭𝑖
𝑟𝑒𝑓

= ∑ 𝒇𝛾

𝛾

 (2.114) 

 

A model is then constructed in which the CG force field depends linearly on a number of fitting 
parameters. The fitting procedure is performed by calculating solutions to the following set of 
𝑁 × 𝐿 equations (154): 

 𝑭𝑖𝑙
𝐶𝐺(𝑔1 … 𝑔𝑚) = 𝑭𝑖𝑙

𝑟𝑒𝑓
 (2.115) 

 

where 𝑖 = 1, … , 𝑁, 𝑙 = 1, … , 𝐿,  𝑔1 … 𝑔𝑚 are the fitting parameters, 𝑁 is the number of CG beads, 
and 𝐿 is the number of reference frames used for CG. This calculation is repeated for a number 
of smaller parts of the trajectory and the final result is constructed as an average over the set 
of solutions.  

Relative entropy 

In this approach, put forward by Shell et al (163) the relative entropy 𝑆𝑟𝑒𝑙 is obtained by 

minimising the discrepancy between the atomistic and CG distribution functions. 𝑆𝑟𝑒𝑙 can be 
considered as the amount of information lost in the CG procedure (164): 

 𝑆𝑟𝑒𝑙 = ∫ 𝑃𝐴𝐴(𝐫) ln
𝑃𝐴𝐴(𝐫)

𝑃𝐶𝐺(𝑴(𝐫))
𝑑𝐫 + 𝑆𝑚𝑎𝑝 (2.116) 

 

where 𝑃𝐴𝐴 and 𝑃𝐶𝐺 are probability distributions in AA and CG ensembles respectively, 𝑴 is the 
coordinate mapping which determines the configuration of the CG model (𝐑) as a linear 

combination of coordinates of the underlying atomistic model (𝐫) along with constants 
corresponding to the centre of mass 𝑐𝑖: 

  

 𝐑𝐢 = 𝑴𝒊(𝐫) = ∑ 𝑐𝑖𝐫𝒊

𝒊

 (2.117) 

 

𝑆𝑚𝑎𝑝 is a measure of the degeneracy of mapping and is given as a logarithm of the average 

number of AA configurations that can be mapped into a single CG configuration. 𝑆𝑟𝑒𝑙 is either 
positive or 0, the latter of which would imply the CG model perfectly reproduces the target 
model. A high value of 𝑆𝑟𝑒𝑙 would indicate a poor correspondence between the CG and AA 

models. If 𝑆𝑟𝑒𝑙 is at a minimum, then the CG model optimally (but not exactly) represents the 
underlying model. The IBI and IMC methods described previously can be considered as a 
subset of this framework.    

2.5.2 Top-down approaches 

Methods in this category rely on the availability of macroscopic data. There are multiple ways 
to obtain the necessary data, commonly experimental measurements, equations of state (165), 
and atomistic simulations (166) are employed to this end. Thermodynamic data such as density 
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(165), vapour pressure (165), surface tension (15), and free energy of transfer between two different 
solvents (166) can be used as reference data to match the force field parameters to. Top-down 
approaches are usually employed to parameterise the non-bonded interactions, as they do 
not usually yield information on the bonded interactions. To obtain the intramolecular 
interactions, a bottom-up method is used in conjunction with a top-down method (167). The top-
down methods can be grouped into two types: methods that optimise the force field 
parameters via iterative simulation, and optimisation by using theories that directly relate the 
force field parameters to the free energy or macroscopic properties of the system. 

Optimisation through iterative simulation 

This methodology can be used for both atomistic and CG potentials, and because it requires 
manual iterative adjustment of force field parameters it can become computationally intensive. 
In terms of CG potentials, the most common examples that use this method are the MARTINI 
force field (168) and those of Klein et al (167). The former method employs a 4:1 mapping and the 
non-bonded interactions are matched to partitioning free energies in water and organic 
phases. The estimation is performed systematically by varying the LJ 𝜎𝑖𝑗 and 𝜀𝑖𝑗 through a set 

of pre-determined combinations (104), which drastically reduces the parameter space. The 
bonded parameters were obtained from matching the CG structure to the all-atomistic 
simulations using a bottom-up approach (104).  

In a similar fashion, the models of Klein et al are parameterised using a top-down method for 
the non-bonded interactions and a bottom-up method for the bonded interactions. In their 
models a mapping of 3:1 is often used. Experimental density, surface tension, compressibility, 
free energy of hydration, and/or free energy of transfer data were used to parameterise the 
non-bonded interactions. These parameters were further optimised by running single phase 
and vapour-liquid equilibrium simulations (167). The bonded interactions were matched to the 
bond length and angle distributions obtained from atomistic simulations (169). Klein et al use 
Mie potentials in various forms (9-6, 8-4, 10-4, and 12-4) and the 𝜀𝑖𝑗 and 𝜎𝑖𝑗 were optimised 

after selecting the exponent pair (167). The form of the potential was validated by comparing 
CG radial distributions to those from atomistic simulations.  

The above methods suffer from high computational cost since each trial set of parameters 
requires a simulation. The MARTINI model only allows several combinations of the LJ 𝜎𝑖𝑗 and 

𝜀𝑖𝑗, which can reduce the parameter precision. Despite the simplicity of the MARTINI model, 

it has been shown to capture biologically important structures like lipid bilayers and membrane 
protein assemblies (170). The focus of the MARTINI model is in the transferability of groups to 
other compounds, and this leads to limited robustness of the model: only the liquid phase 
properties are captured, the accurate simulation of liquid-vapour interfaces is not possible (170). 
The models of Klein et al are found to be transferable, and the ability to reproduce protein 
structural data not included in model parameterisation shows some degree of robustness (171). 
However, whilst the water model is parameterised to be in the liquid state between 273 K and 
373 K, the surface tension and density are fit to a single temperature point of 303.15 K (172). 
The representability of this model is therefore not guaranteed. The general advantage of the 
iterative simulation approach is that it allows flexibility of the form of potential. This contrasts 
with theory-based approaches, which typically are designed to work with one form only. 
Despite this, the MARTINI and Klein et al models limit themselves to the LJ and Mie potentials 
respectively.  

Optimisation by SAFT theory 

It has been established in section 2.3 that the SAFT equation of state provides an analytical 
relation between the non-bonded potential and the thermodynamic parameters. This places it 
well as a CG tool since it can be used alongside optimisation algorithms to optimise the 
intermolecular parameters to macroscopic thermodynamic data (24) (93) (88) (103) (18) (165) (173) (30) 
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(89). The optimisation using the SAFT equation of state is less computationally expensive than 
a purely iterative simulation route.  

There are practical considerations when using the SAFT EoS as a CG methodology, since 
certain factors cannot be accounted for in molecular simulation. The association contribution 
𝐴𝑎𝑠𝑠𝑜𝑐 is set to 0, see equation (2.54), because the short-range potentials used to represent 
hydrogen bonding cannot be implemented easily in molecular simulations. The Born term 
𝐴𝐵𝑜𝑟𝑛 is also set to 0 as an implicit representation of solvent polarity is taken in SAFT MD 
approaches for example the water models (18) are represented with non-polar effective Mie 
potentials. To ensure consistency with simulations the segments are treated as tangentially 
bonded. There is no distinction in the SAFT theory between branched and linear molecules, 
and so it provides no information about the bonded potentials. The approach then should be 
using SAFT for the non-bonded interactions, and a bottom-up method for the bonded 
interactions.  

The SAFT equation of state is firmly rooted in statistical mechanics and attempts to create an 
accurate molecular description. This should improve the ability of the model to accurately 
predict state points and properties beyond those included in the parameterisation strategy (24). 
The fast model parameterisation possible with the SAFT approach means that it is feasible to 
include data over a wide range of conditions, for multiple molecules, and of multiple properties 
simultaneously. This should improve the model’s representability, robustness and 
transferability. The parameterisation process has been streamlined further through the 
implementation of a corresponding states correlation (28), which as mentioned before has been 
ported to an online website (29). This effectively reduces the number of necessary simulations 
in model development.  

There are limitations with the SAFT theory, it is a fluid model and can only be used to study 
vapour, liquid and supercritical conditions. The SAFT equation of state typically over-estimates 
the critical point when the parameters are fit up to temperatures of 0.9 Tc, hence the 
representation in the critical region may be limited as a result. The SAFT EoS is a 
homogeneous model, which means it cannot be directly applied to systems of strong 
heterogeneous character, for example the formation of lamella by amphiphilic molecules. This 
can be circumvented by fitting the polar and non-polar groups making up the amphiphilic 
molecules independently to systems with no heterogeneous character (e.g. liquid mixtures) 
(90). These can then be combined to study the phase behaviour via simulation. The SAFT EoS 
describes molecules as fully-flexible tangentially bonded chains, which may not be applicable 
to molecules where local structuring is important, such as branched surfactants. The inclusion 
of bonded potentials should help to model these complex molecules more accurately (165). The 
lack of explicit modelling of hydrogen bonding is a challenge for all CG models. This can 
severely impact the representability of these models, especially those for molecules where 
these interactions are important such as water. The robustness will also be impacted as many 
liquid-liquid equilibria and transport properties are strongly related to these short-ranged 
anisotropic interactions. Using spherical Mie beads to represent these interactions is not 
possible, but along small temperature ranges where the hydrogen bonding behaviour does 
not change significantly can these models capture properties of the system, such as the 
CGW2-bio model presented in (18). Another approach is to use temperature-dependent 
parameters such as the CGW1-ift and CGW1-vle models (18).     
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Chapter 3 Modelling the aqueous behaviour of AOT 

3.1 Chapter overview 
The combined SAFT-𝛾 Mie and SAFT-VRE Mie force fields are used to develop a model for 
the aqueous mixtures of AOT in this chapter. The AOT surfactant is coarse-grained in a group-
contribution fashion. Pre-existing models were used to represent water and the charged 
surfactant beads. Bottled SAFT is used to obtain the pure parameters of the uncharged 
surfactant beads. The unlike bead interactions are parameterised to reproduce either the 
vapour-liquid equilibria of a pure molecule that can be modelled by both beads, or the liquid-
liquid equilibrium of the corresponding mixture. This allowed for the study of phase behaviour 
and structural properties of the surfactant-water mixture. MD simulations using these force 
field parameters showed the formation of a lamellar phase at ambient conditions. At high 
temperature a transition to an isotropic phase occurs. The MD simulations do not indicate a 
structural transition in the middle of the lamellar phase region, instead there is a transition from 
flexible to rigid bilayers. These observations, as well as the calculated bilayer thickness at 
room temperature, are in agreement with recent experimental data.  

3.2 Introduction 
Docusate sodium (Molar mass: 444.56 g/mol, CAS number: 577-11-7), also known as Sodium 
dioctyl sulphosuccinate, sodium bis(2-ethyl 1-hexyl) sulphosuccinate, and more commonly as 
AOT (Aerosol® OT brand), is an anionic surfactant with two hydrocarbon tails. Each tail is 
further branched with an additional ethyl chain. The general aqueous behaviour of AOT has 
been studied extensively and the phase diagram is well-established (58). At 25 0C, the CMC of 
AOT occurs at ca. 0.12 wt % AOT, and a micellar phase extends to 2.5 wt %. A two-phase 
region extends to 17.5 wt %, where the aqueous solution is in equilibrium with dispersed 
lamellar bilayers. The lamellar phase is the predominant phase that exists until 77 wt %, where 
reverse structures form. At the region 78-82 wt % AOT, a bicontinuous cubic phase occurs, 
and at 82 wt % and above a reverse hexagonal phase is present. The experimental phase 
diagram is illustrated in Figure 3.1: 
 

 
 

Figure 3.1 Experimental phase diagram of the AOT-water binary mixture. Taken from (58). 

The preferential formation of lamellar and reverse phases with little or no interfacial curvature 
is related to the shape of the AOT molecule, which has a slightly bulkier hydrophobic region 
compared to the hydrophilic region. The liquid crystalline phases are of interest in research, 
with AOT-water formulations being some of the first experimental studies into such systems 
(139, 174, 175). There is also interest in practical applications of AOT liquid crystalline phases, such 
as templating of functional materials including flat panel displays (176) and nanowires (177). The 
structures of the liquid crystalline phases can also be used to improve the delivery of drugs, 
and there are examples in the literature where the lamellar and cubic phase have enhanced 
the solubility of drugs used in anticancer, antibiotic and hypertension treatment purposes (178, 

179).      
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There have been multiple experimental investigations of the AOT-water system. Nave et al (13) 
produced a series of surfactants analogous to AOT and studied the properties of dilute 
aqueous systems using drop volume tensiometry and neutron reflection. Interestingly no 
special effects were noted due to the 2-ethyl 1-hexyl chain structure found in AOT. Fontell (139) 
studied the entire lamellar phase via X-ray diffraction, and identified a structural re-
arrangement in the intermediate AOT concentration. This has been debated in the work of 
Fairweather (138), who related the anomalous result to an incorrect assumption in the 
experimental procedure, that when corrected shows a lamellar phase exists over the expected 
concentration range.  AOT has been found in an experimental study to be toxic toward aquatic 
organisms (52), the measured toxicity for three aquatic organisms was higher compared to four 
perfluorinated surfactants. This study also found that when AOT is in mixtures with chlorinated 
compounds often used in water purification, the toxicity is higher than the individual molecules 
(synergism), highlighting the potential toxicological risk of co-occurrence. It is important to note 
that surfactant toxicity data is limited, indeed the authors noted that literature data for technical 
surfactants are scarce (52).  
 
The number of molecular simulation studies of the AOT-water system are relatively few. Yang 
et al (180) studied the phase diagram of this system using the DPD (dissipative particle 
dynamics) method (152). In total 4 spherical particles were used to model the system, the AOT 
molecule was represented with 1 hydrophilic bead and 1 hydrophobic bead for each 
hydrocarbon tail, and the water was represented with 1 bead. The simulations contained AOT 
at 30 – 90 wt % in 10 wt % intervals. Overall, the structures observed were consistent with the 
experimental phase diagram, the lamellar, cubic, and reverse hexagonal phases observed 
were within the correct boundaries. The authors noted that at 40 wt % however there was a 
shift from the normal lamellar structure, which they deduced was due to a structural transition 
resulting in a new ‘pseudo – reversed hexagonal phase’ composed of rod – like micelles. 
 
To study the micellar (1 wt% AOT), biphasic (7.2 wt% AOT) and bilayer (20 wt%) phases, Bhat 
et al (181) used AA simulations, and hypothesised that the observed rod-like micelle structure 
in the biphasic system is a pre-cursor to lamellar microdomains found experimentally in 
biphasic dispersions. This is the only MD study which has attempted to investigate this phase 
region. The likely reason behind this is the required simulation size and time length required 
to achieve adequate statistics. In the work mentioned, the smallest initial cubic box length was 
12 nm. The corresponding time for that system was 1500 ns. Even the authors note that the 
large number of water molecules required to simulate the dilute solutions led systems to be 
significantly larger compared to previous AA MD simulations.   
 
Another simulation study by Poghosyan et al (20) used all-atomistic (AA) and united atom (UA) 
scale molecular dynamics (MD) simulations on a single AOT bilayer containing 50 wt % 
surfactant. Large undulation effects were observed in the AA representation alongside 
diffusion of single surfactants across the water space, forming curved barriers. It was noted 
by the investigators that larger systems would need to be simulated to validate the existence 
of these defects. The study of this system using AA and UA representation is limited in terms 
of simulation size. However, when using more aggressive CG methods such as DPD, the 
influence of tail structure on the AOT molecular and liquid crystalline behaviour, which is 
reported to be of strong influence (138), can be neglected. CG modelling should be used to 
model this system instead.   
 
The overall aim of the work in this chapter is to develop the AOT-water model using force 
fields obtained via the SAFT route. To the author’s knowledge, this has not been done before. 
The developed model will be applied to study the experimental phase diagram of the system, 
in order to assess the model’s capability to capture the underlying physics. The advantage of 
using SAFT-based force fields combines the rapidity of obtaining parameters that are directly 
usable in molecular simulations and the ability to study properties of the AOT-water system 
not accessible to the SAFT theory, for example structural properties. The rest of the chapter 
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is set out as follows: the development of the model for the AOT-water system is covered in 
section 3.3. The details of the MD simulation method are given in section 3.4. The methods 
used to analyse the simulations are presented in section 3.5. The results of the validation 
simulations are given in section 3.6 and the main simulation results are discussed in section 
3.7. Finally, the conclusions are presented in section 3.8.     

3.3 Model parameterisation strategy 
The AOT surfactant molecule is recast to a CG representation by employing a 3:1 mapping. 
The CG model for water already exists (details are given below) and is presented alongside 
the recast AOT in Figure 3.2. It is important to note that the atomistic structure presented is 
just a guide to the eye, the parameterisation does not follow the geometry or energetics of any 
atomistic model.  

 

 
 
 
 

 

 
Figure 3.2 CG representations of the molecules used in this study: AOT (left) and water (right). 
The underlying atomistic structure is included as a guide to the eye. The hydrogens have been 
removed from the AOT model for clarity. These images are not to scale. 

The resultant structure of AOT is composed of 12 beads of five different moieties: a grey bead 
CP comprising the terminal propyl group, 2 x purple beads CB representing a butyl group 
which includes the ethyl branch, 2 x green beads ES which represent a single ester group, an 
orange SO bead which represents the sulphonate ion, and a yellow bead NA which represents 
the sodium counter-ion, which is modelled as fully dissociated. It is acknowledged that this is 
not the only way of representing AOT, no attempt was made to optimise the mapping and the 
following approach is chosen without prejudice to the others. 

The Bottled SAFT database (29) is used to obtain pure-fluid force field parameters for the all 
the uncharged beads in the AOT model. It is acknowledged that assigning small molecules to 
the CG beads neglects connectivity for example the propyl group C3H7 is represented by 
propane C3H8. It is assumed the difference in H atoms does not affect the energetics 
significantly. The force field parameters for the water model are taken from a previous study 
(18), wherein a single bead incorporates 2 water molecules and is parameterised to reproduce 
the liquid density and surface tension of pure water. This model was chosen because it allows 
for the simulation of larger systems with lower computational cost. 

The force field parameters for the charged beads in the surfactant model are taken directly 
from a previous study of sodium chloride and sodium bisulphate in water (31), where the SAFT 
VRE Mie force field is used. Both salts were modelled as fully dissociated. Whilst the 
parameterisation process was not carried out in this study it will be included here for the sake 
of completion. Ionic species are not volatile, and so Rahman developed the force fields in the 
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presence of water. The water models (18) used in their study included the one used in this work. 
The need for mixture data, as well as the large number of parameters that need to be 
determined will cause degeneracy in the parameter space. To overcome this, a number of 
assumptions were made by Rahman. The first is that the repulsive and attractive exponents 
are the same as the water models. The remaining steps followed the procedure set out in 
Section 2.3.3. To optimise the ion-water cross-energetic interactions, the target macroscopic 
data for sodium chloride was liquid density (182) and osmotic coefficient (183). For the sodium 
bisulphate system, the liquid density was the target data (184).  

The SO and NA beads are assigned charges of -1 and +1 respectively, in keeping with the 
model of Rahman. Whilst the charges are the same, there are obvious differences in structure 
between the bisulphate ion (HSO4

-) and sulphonate ion (SO3
-). As no experimental data for 

the SO3
- ion could be found, it was decided to take the HSO4

- model as an initial approach to 
get an idea of the accuracy of the method. Indeed the bisulphate ion parameters have 
reproduced the behaviour of aqueous mixtures of sodium dodecyl sulphate (SO4

-), including  
micelle aggregation number and bilayer thickness, with accuracy (31). The different CG beads 
are summarised in Table 3.1. There remain cross-interactions that need to be validated before 
studying the surfactant-water system, and this is accomplished by optimising the fit between 
MD simulations and macroscopic data.  

The intramolecular interaction parameters are not provided within the SAFT formalism since 
they are averaged out in the coarse-graining procedure. The bond-stretching potentials are 
chosen so that the beads are bonded at a distance equal to 𝜎 and are rigid. The angle and 
dihedral potentials are adapted from an AOT model of a previous study where the 4:1 
MARTINI model was employed (19). In this paper the parameters were obtained by matching 
the structural properties of an atomistic model, so it is a structure-based bottom-up method. 
Figure 3.3 gives a representation of the whole parameterisation strategy.  

Table 3.1 List of the names of the CG beads used in the system, with the corresponding 

underlying chemical, number of CG beads 𝑚 and the bead colour. 

Bead name Bead chemical 𝑚 Colour  

CP Propane 1 Grey 

CB Butane 2 Purple 

ES Methyl acetate 2 Green 

SO Bisulphate ion 1 Orange 

NA Sodium ion 1 Yellow 

W Water 1 Blue 
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Figure 3.3 Flowchart of the coarse-graining methodology used in this work. 

3.4 Molecular simulation details 
All MD simulations in this study were performed using Gromacs 2019.2 (72).  

3.4.1 Alkane-ester simulations 

The first cross-interaction to validate is that between both alkane beads in the AOT 
hydrophobic tail (CP and CB) with the methyl acetate bead ES in the intermediate section 
between surfactant head and tail. This is accomplished by parameterising the cross-
interactions to reproduce macroscopic properties of molecules that contain both beads, in this 
case esters of varying alkyl chain length. Since the condensed phase of the binary system is 
to be studied, the target properties are the liquid density and surface tension of the pure esters. 
To ensure transferability, 4 different temperature points and 3 esters are included in the 
parameterisation strategy. Both the values of the bead bond distance 𝑏0,𝑖𝑗 and 𝜀𝑖𝑗 are varied 

to optimise the fit to experimental data. 

NVT simulations are used to model the vapour-liquid equilibria of the selected esters. The 
number of butyl acetate (ES-ES-CP,), pentyl acetate (ES-ES-CB-CB) and octyl acetate (ES-
ES-CB-CB-CP) molecules were 4,000, 3,400 and 2,600 respectively. The molecules are 
abbreviated as BAC, PAC and OAC for butyl acetate, pentyl acetate and octyl acetate 
respectively. The molecular cut-off was set at 2.0 nm, as it is an aim that the resultant ester 
model can be used in conjunction with a water model for which this is the pre-requisite value 
(18). Periodic boundary conditions are applied in all directions. The box dimensions for each 
system are chosen such that 𝐿𝑥 = 𝐿𝑦 and 𝐿𝑧 > 12 𝐿𝑥. This volume is too large for a pure liquid 

phase and so it coexists with a vapour phase, where there are two vapour-liquid interfaces. 
The temperature is varied from 293.15 K to 313.15 K, and the thermostat used is Nosé-Hoover 
with a time constant of 1.0 ps. The time step used is 0.01 ps, and the total simulation time is 
40 ns. The averages are taken from the last half of the configurations. The liquid density is 
calculated from the corresponding density profile using the gmx density subroutine. The 
surface tension is calculated using the gmx energy subroutine, which employs the mechanical 
method which requires knowledge of the pressure tensor, as described in equation (2.78). 
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3.4.2 Ester-water simulations 

The second cross-interaction to validate is between the ester bead ES and the water bead W. 
The same strategy as above is applied, except that the system property to compare with is 
the mutual solubility of the binary methyl acetate-water mixture across 4 different temperatures 
using NVT MD simulations. Prior to these simulations, an 80 ns NPzzAT simulation was carried 
out to ensure the density was equilibrated. The pressure was set at 1 bar for all simulations. 
The barostat was Parrinello-Rahman with a time constant of 10.0 ps. The thermostat used is 
Nosé-Hoover with a time constant of 1.0 ps. The thermostat conditions are the same in the 
NVT simulations. The number of molecules for methyl acetate (ES-ES) and water (W) were 
6,000 and 24,000 respectively. Note the 2:1 mapping for the water model (18). This was chosen 
to ensure the initial volume fractions of both components were equal. The molecular cut-off 
was set at 2.0 nm, which is the pre-requisite value for using the water model (18). Periodic 
boundary conditions are applied in all directions. The box dimensions for each system are 
chosen such that 𝐿𝑥 = 𝐿𝑦 and 𝐿𝑧 > 7 𝐿𝑥. The initial configuration was a phase-separated 

system. The temperature is varied from 293.15 K to 313.15 K. The time step used is 0.01 ps, 
and the total simulation time is at least 240 ns, where the averages are taken from the last 
half of the configurations. The solubility, measured in mole fraction, is taken from the 
corresponding density profile of both components using gmx density.  

3.4.3 AOT-water simulations 

Table 3.2 lays out all the simulations carried out to study this binary system. The ambient 
temperature isotropic and 2-phase regions contain very small fractions of AOT. As mentioned 
in Section 3.2, this would require excessively large simulation sizes and time lengths to 
capture. This was deemed beyond the scope of this work, and so the focus was drawn to the 
AOT concentration range above 25 wt %.  

Table 3.2 List of the systems studied in this chapter. Note that the water model contains two 
molecules per bead.  

AOT molecules Water molecules AOT content (wt %) 

337 20,000 29.39 

385 20,000 32.22 

443 20,000 35.36 

650 20,000 44.53 

920 20,000 53.19 

1,320 20,000 61.98 

2,000 20,000 71.18 

2,000 12,000 80.45 

2,000 6,000 89.17 

 

The initial simulation point was at 71.18 wt % AOT where the initial molecular configuration is 
randomly inserted molecules. Periodic boundary conditions are applied in all directions for all 
simulations. The NPT ensemble with semi-isotropic barostat is the ensemble, where the 
pressure in the x/y and z dimensions are controlled independently. The thermostat is Nosé-
Hoover and the barostat is Parrinello-Rahman. In all simulations the temperature is 298.15 K, 
and the pressure is 1 bar. The time step is set to 0.01 ps and the molecular cut-off is set to 
2.0 nm, because this is a pre-requisite of using the water model (18). The electrostatic 
interactions are calculated using the Particle Mesh Ewald method with a grid spacing of 0.29 
nm. Only the ionic beads are modelled with explicit charge. The dielectric constant is 
determined using the approach described in section 3.3.1. For a solvent composed of only 
water at 298.15 K, 𝑑𝑉 = 0.3777 dm3 mol-1 and 𝑑𝑇 = 1403.0 K, which obtain an absolute average 
deviation (AAD%) of 0.97 % when compared to experimental values of 𝜀𝑟 in a temperature 
range 273 – 423 K. When considering a wider temperature range 273 – 773 K, the AAD% 
rises to an acceptable 5% (27).  Inserting the 𝑑𝑉 and 𝑑𝑇 parameters into equation (2.67) results 
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in 𝑑 = 1.4 dm3 mol-1. The density of water predicted by the water model used in this work is 
55.50 mol dm-3 (18), these values are substituted into equation (2.66), which yields a dielectric 
constant equal to 78.68. The simulations are run for 200 ns, and the last half of the 
configurations are used to calculate averages. The systems with 29.39 – 61.98 wt % AOT are 
simulated by reducing the number of AOT molecules from 71.18 wt % AOT, and the systems 
80.45 wt % and 89.17 wt % AOT are simulated by reducing the number of water beads from 
the 71.18 wt % AOT system. All simulation images are produced using the VMD package (185). 

3.5 Analysis methods 
To characterise the surfactant-water systems analytical methods are employed. The phase 
morphologies of each system are studied by analysing the molecular organisation using the 
second rank orientational order parameter S2. The calculation procedure is described in 
Section 2.4.6. In this work 𝒖𝒊 is defined as the end-to-end vector connecting the beads SO 
and CP, meaning an average is taken over both hydrocarbon tails in an AOT molecule.  

The bilayer phase is characterised by calculating the bilayer thickness, which can be estimated 
from the electron density profile of the sulphonate headgroup bead SO along the direction 
perpendicular to the bilayer surface. This distribution is calculated using the gmx density sub-
routine. The distance between the distribution peaks is equal to the bilayer thickness. In 
systems where multiple bilayers exists an arithmetic average of the thickness is calculated. 

3.6 Validation and model creation 

3.6.1 Alkane-ester interactions 

The optimum force field parameters are defined as those that achieve the minimum absolute 
average deviation (%AAD) from the target data (94). This is defined in equation (3.1). The liquid 
density is matched by varying the equilibrium bond length 𝑏0,𝑖𝑗 between the beads of different 

nature. The surface tension is matched by varying the cross energetic parameter 𝜀𝑖𝑗. The 

optimum fit is found when 𝑏0,𝐶𝑃𝐶𝐵 = 0.6 𝜎𝐶𝑃𝐶𝐵, and 𝑏0,𝐶𝑃𝐸𝑆 = 0.6 𝜎𝐶𝑃𝐸𝑆 and 𝑏0,𝐶𝐵𝐸𝑆 = 0.6 𝜎𝐶𝐵𝐸𝑆, 

and when 𝜀𝐶𝑃𝐸𝑆 = 302.09 K and 𝜀𝐶𝐵𝐸𝑆 = 239.25 K. This was accomplished through extensive 
optimisation by MD simulation. In total 60 MD simulations were performed to find the optimised 
force field parameters.      

As shown in Tables 3.3-3.5, by adjusting the cross-interactions to the same extent an accurate 
representation of the target properties is obtained for all esters. The system equilibrium is 
determined by monitoring the time evolution of the Mie potential energy between the ES and 
alkane beads. An example is presented in Figure 3.4 for the BAC system at 298.15 K. The 
energetics between the CP and ES bead fluctuate around a constant value of 5.62 kJ mol-1 
(standard deviation 0.02 kJ mol-1) indicating equilibrium. The density profile and time evolution 
of the surface tension for the BAC system at 298.15 K are shown in Figures 3.5 and 3.6 
respectively. These are taken from the final 20 ns of MD simulation.  

The surface tension time evolution contains large fluctuations, which is explained by virtue of 
the method employed. The average pressure tensor elements are required to determine 
surface tension. In MD codes, the most common implementation of this method is to calculate 
over the whole volume of the simulation box. It has been suggested the reason behind this is 
to follow the pressure calculation of homogeneous systems (186). Despite this, an accurate 
value for surface tension can be calculated, 25.56 mN m-1 (compared to the experimental 
value of 24.78 mN m-1), which is a consequence of correlation between fluctuations in the 
different directions. The density profile clearly illustrates two bulk regions of the liquid and 
vapour, with sharp continuous changes along the interfacial regions. The vapour-liquid 
equilibrium simulation image is displayed for each system at 298.15 K in Figure 3.7. 

 %𝐴𝐴𝐷 = ∑ (
|𝑋𝑒𝑥𝑝,𝑖 − 𝑋𝑠𝑖𝑚,𝑖|

𝑋𝑒𝑥𝑝,𝑖
)

𝑛

𝑖=1

× 100 (3.1) 
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It should be noted that no long-range corrections are included in the surface tension 
calculation. These are not recommended for MD simulations of simple inhomogeneous 
systems, particularly in applications to molecules in the vicinity of the interfacial region, where 
different environments are present at either end of the interface (186). Taking this into account, 
it has been recommended that the cut-off for accurate surface tension be kept at 6𝜎 of the 
largest CG bead. However, in this work, the cut-off must be kept at 2.0 nm, as this is a pre-
requisite of the water model (18). The limitations of this approach are noted; the ideal cut-off 
would be 2.93 nm based on the size of the CP bead. Indeed, future work will focus on finding 
a water model that does not have a pre-determined cut-off radius.  

 

 
 

Figure 3.4 Plot of the potential energy between CP and ES beads for the BAC system at 
298.15 K. The black line corresponds to the raw (unaveraged data), whilst the red line refers 
to the running average, every 100 configurations.  
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Figure 3.5 Plot of surface tension for the BAC system at 298.15 K over the last 20 ns of 
simulation. The black line corresponds to the raw (unaveraged data), whilst the red line refers 
to the running average, every 50 configurations. 

 

 
 

Figure 3.6 Equilibrated density profile of BAC at 298.15 K. 
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     i)                                        ii)                                           iii)  
 
 
 

 
Figure 3.7 Equilibrated MD simulation images at 298.15 K for i) BAC, ii) PAC, and iii) OAC. 
The colour code is given in Table 3.1 

Table 3.3 Comparison of experimental and optimised simulation values of liquid density (in kg 
m-3) and surface tension (mN m-1) for BAC. 

 Experimental Simulation 

Temperature (K) Liquid density  Surface tension Liquid density  Surface tension 

293.15  881.16 25.31 894.81 26.36 

298.15 876.00 24.78 889.24 25.56 

303.15 870.81 24.24 883.54 25.45 

313.15 860.32 23.18 872.18 24.01 

%AAD  1.48 3.97 

 

Table 3.4 Comparison of experimental and optimised simulation values of liquid density (in kg 
m-3) and surface tension (mN m-1) for PAC. 

 Experimental Simulation 

Temperature (K) Liquid density  Surface tension Liquid density  Surface tension 

293.15  876.62 25.61 875.13 25.50 

298.15 872.01 25.10 869.40 27.08 

303.15 867.31 24.60 863.79 23.68 

313.15 858.80 23.61 852.32 22.45 

%AAD  0.41 4.25 
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Table 3.5 Comparison of experimental and optimised simulation values of liquid density (in kg 
m-3) and surface tension (mN m-1) for OAC. 

 Experimental Simulation 

Temperature (K) Liquid density   Surface tension Liquid density  Surface tension 

293.15  866.91 29.35 894.22 30.52 

298.15 863.00 28.86 889.13 30.08 

303.15 859.07 28.38 883.90 30.25 

313.15 851.15 27.42 874.20 29.62 

%AAD  2.94 5.71 

 

3.6.2 Ester-water interactions 

In these simulations a binary interaction parameter 𝑘𝑖𝑗 is used to adjust the cross energetic 

interactions to minimise %AAD between the experiment and MD simulations. The time 
evolution of the average interaction energy between the ES and W beads at 298.15 K is shown 
in Figure 3.8. After 175 ns the energetics reaches a steady value of -4.76 kJ mol-1 (standard 
deviation 0.08 kJ mol-1). The density profile for this system is presented in Figure 3.9, where 
two distinct bulk liquid phases can be observed, separated by an interfacial region. The best 
fit is obtained when 𝑘𝑖𝑗 = 0.05, for which the MD results are shown in Figure 3.10.  

To fine-tune the 𝑘𝑖𝑗 parameter, the initial target data was the mutual solubility of the methyl 

acetate (1) – water (2) binary system at 298.15 K and 1 bar. The simulation settings were the 
same as in Section 3.4.2. The first simulation used 𝑘𝑖𝑗 = 0, to establish the magnitude of a 

needed binary interaction parameter. This simulation yielded a one-phase system, indicating 
that the 𝑘𝑖𝑗 should be positive. An initial guess was taken with 𝑘𝑖𝑗 = 0.1. Whilst this value 

provided a good estimate of x1 in the methyl acetate-rich phase, the corresponding water-rich 
phase is represented poorly. To improve the representation of this phase, the simulations were 
repeated with 𝑘𝑖𝑗 in the range 0.04 – 0.07. For 𝑘𝑖𝑗 < 0.04, a one-phase system was generated. 

All the results are provided in Table 3.6, where the percentage absolute deviation (AD%) is 
reported.  

Table 3.6 Absolute deviation from the mutual solubility data (129) at 298.15 K and 1 bar 

𝑘𝑖𝑗 %AD for x1, Water-rich %AD for x1, Methyl acetate-rich 

0.04 59.07 47.43 

0.05 75.65 34.69 

0.06 82.79 24.34 

0.07 88.77 14.26 

0.10 95.94 4.63 

 

As shown, reducing 𝑘𝑖𝑗 leads to improved representation of the water-rich phase. Whilst 𝑘𝑖𝑗 = 

0.04 yields the minimum %AD, the representation of the corresponding methyl acetate-rich 
phase is deemed too poor. Indeed, for this system the corresponding x1, Methyl acetate-rich is nearly 
half of the experimental value. Since it is desired to use this model in both water-rich and low-
water systems,  𝑘𝑖𝑗 = 0.05 is taken as a compromise and used for all other simulations.  

Before optimisation, the initial force field parameters would over-estimate the interactions 
between water and methyl acetate. Whilst the ester group would favour interactions with water 
due to the formation of hydrogen bonding, the presence of the alkyl groups would reduce this 
due to weaker dispersion forces. Hence a repulsive 𝑘𝑖𝑗 is not unexpected. Simulation images 

of each system are presented in Figure 3.11.   
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To the knowledge of the author, Feria et al (187) reported the only other MD simulation study of 
the methyl acetate – water system, using a United Atom (UA) model. A contrast is provided 
between the SAFT CG model, the experimental data (129) and the UA model in Figure 3.10. 
Compared to the UA model the CG model provides a better agreement with experimental 
data. The behaviour predicted by the UA model is similar to that exhibited by aqueous mixtures 
of CO2 and methane (173). These mixtures are dominated by large regions of immiscibility, and 
as such are categorised as Type III mixtures according to the classification of Scott and Van 
Konynenberg (188) (189). This is in contrast with experimental findings (129), which would indicate 
Type II behaviour. The extent to which the intermolecular interactions differ between methyl 
acetate and water are less compared to the CO2-water or methane-water systems. Whilst 
esters cannot form hydrogen bonds with themselves, the oxygen atom bonded to the carbonyl 
group allows hydrogen bonds with water. Compared to longer carbon-chain esters, this 
interaction will be quite prevalent in the methyl acetate-water mixture. This can also indicate 
why the system behaviour is difficult to capture quantitatively when using an isotropic Mie 
potential. Future work could investigate the explicit accounting of association sites in the CG 
model. Despite this, the model captures the Type II behaviour in a qualitative manner, as the 
solubility of water in the methyl acetate-rich phase does increase with increasing temperature. 
The SAFT CG model parameters therefore show some improvement compared to the UA 
model.  

 

 
 

Figure 3.8 Plot of potential energy between ES and W beads for the system at 298.15 K. The 
black line corresponds to the raw (unaveraged data), whilst the red line refers to the running 
average, every 800 configurations. 
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Figure 3.9 The particle number density profile of the MAC (black line) and water (red line) 
system at 298.15 K taken from the last 175 ns of simulation. 

 
 

Figure 3.10 T-x liquid-liquid phase diagram at 1 bar for the binary mixture methyl acetate (x1) 
and water. The SAFT CG model is shown as solid circles while the UA model by Feria et al 
(187) is shown as solid squares. Experimental data (129) is shown as dashed lines.  
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    i)                               ii)                               iii)                                 iv)  
  
 
 
 
  

 
Figure 3.11 Equilibrated MD simulation images for the methyl acetate – water system at i) 
293.15 K, ii) 298.15 K, iii) 303.15 K and iv) 313.15 K. The colour code is provided in Table 3.1.  

3.6.3 Remaining cross-interactions 

The cross-interactions between water (W) and the alkane beads propane (CP), and butane 
(CB) are parameterised by incorporating the 𝑘𝑖𝑗 value of 0.3205, which is taken from a 

previous study where the interfacial tension between water and a series of alkanes was the 
target property (190). In following with the work of Rahman (31), the interactions between the 
charged beads (SO and NA) and the uncharged beads are expected to be few and of little 
relevance to the outcome of the binary interaction parameters. Therefore as an initial 
approach, the combining rules set out in equations (2.62)-(2.64) are used with no further 
parameterisation (𝑘𝑖𝑗 = 0). The list of all intermolecular interaction parameters is provided in 

Table 3.7, and Table 3.8 summarises how each interaction was derived. ‘M&M’ refers to the 
M&M correlation, ‘Lafitte’ refers to the Lafitte combining rules, ‘VLE’ refers to vapour-liquid 
equilibrium data, ‘VRE Mie’ refers to the SAFT VRE Mie equation of state, ‘IFT’ refers to the 
interfacial tension, and ‘LLE’ refers to the liquid-liquid equilibrium. The development of the 
validated model permits application to the main AOT-water simulations.  
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Table 3.7 List of non-bonded intermolecular interaction parameters 

Bead – Bead 
interaction 

𝜎𝑖𝑗 (nm) 𝜀𝑖𝑗/𝑘𝐵 (K) 𝜆𝑖𝑗
𝑟  (-) 𝑘𝑖𝑗 (-) 

CP – CP 0.4871 426.08 34.29 - 

CP – CB* 0.4416 325.25 20.94 - 

CP – ES* 0.4355 302.09 27.39 - 

CP – SO  0.4346 174.18 15.51 - 

CP – NA  0.3596 50.39 15.51 - 

CP – W  0.4311 273.44 15.51 0.3205 

CB – CB  0.3961 256.36 13.29 - 

CB – ES*  0.3900 239.25 16.99 - 

CB – SO  0.3891 138.06 10.17 - 

CB – NA 0.3141 43.01 10.17 - 

CB – W  0.3856 217.35 10.17 0.3205 

ES – ES  0.3839 397.25 22.01 - 

ES – SO 0.3830 171.94 12.75 - 

ES – NA  0.3080 54.18 12.75 - 

ES – W  0.3795 378.61 12.75 0.0500 

SO – SO  0.3820 74.42 8.00 - 

SO – NA  0.3070 12.11 8.00 - 

SO – W  0.3785 600.00 8.00 - 

NA – NA  0.2320 8.92 8.00 - 

NA – W  0.3035 179.76 8.00 - 

W – W  0.3750 400.00 8.00 - 

* The bead bond length is constrained to a constant value so that 𝑏0,𝑖𝑗 = 0.6𝜎𝑖𝑗 

Table 3.8 Parameter matrix indicating how each intermolecular interaction was derived.  

  CP CB ES SO NA W 

CP M&M Lafitte VLE Lafitte Lafitte IFT 

CB   M&M VLE Lafitte Lafitte IFT 

ES     M&M Lafitte Lafitte LLE 

SO       VRE Mie VRE Mie VRE Mie 

NA         VRE Mie VRE Mie 

W           VLE 

3.7 Results and discussion 

3.7.1 AOT-water phase diagram at room temperature 

The energetics between the surfactant head bead SO and the W beads for the system with 
29.39 wt% AOT is shown in Figures 3.12. The equilibrium value is -1.85 kJ mol-1 (standard 
deviation 0.01 kJ mol-1. One of the main pre-requisites of an accurate AOT-water model is the 
ability to reproduce the phase boundaries and the mesostructures of the binary system. A high 
S2 value would indicate the presence of an ordered phase. In particular the simulation value 
of S2 has been reported to range between 0.3 – 0.5 (168, 191) for a bilayer. The time variation for 
the 29.39 wt% system is shown in Figure 3.13. The value reported is the average of both CP-
SO vectors for each AOT molecule, and the time-average value is 0.5, indicative of a 
surfactant bilayer. 
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Figure 3.12 Potential energy between the SO and W beads at 29.39 wt % AOT. The black line 
corresponds to the raw (unaveraged data), whilst the red line refers to the running average, 
every 500 configurations 

The variation of S2, averaged across both AOT tails, for all systems is shown in Figure 3.14. 
For systems with AOT content from 29.39 – 61.98 wt%, the average S2 value increases from 
0.47 to 0.57, before falling to 0.43 at 71.18 wt% AOT. Overall, the average S2 values indicate 
the presence of a lamellar phase across this concentration range, which is confirmed by the 
final simulation snapshot images shown in Figure 3.15. The final simulation image at 71.18 
wt% AOT reveals the developed lamellar phase forms curved domains which restrict the water 
layers. This is a consequence of the thin water layer thickness encountered at high AOT 
concentration, resulting in strong short-range steric hydration forces preventing close 
approach of the bilayers. This effect has been observed experimentally (138) at AOT 
concentration above 60 wt %, and is reported to likely be a factor behind the cubic phase 
formation.   
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Figure 3.13 Time variation of tail-averaged S2 for the 29.39 wt % system over the last 100 ns 
of simulation. The black line corresponds to the raw (unaveraged data), whilst the red line 
refers to the running average, every 300 configurations 

 

 
 
 

Figure 3.14 Variation of nematic order parameter S2 for each system studied. The line is 
added as a guide to the eye. 

 

 



Modelling the aqueous behaviour of AOT 

65 
 

 

i)  ii)  iii)  iv)  

 
 

   

v) vi) vii)   
 
 
 

 
 

  

 

 

 

Figure 3.15 Equilibrated MD simulation images at AOT content of i) 29.39 wt%, ii) 32.22 wt %, 
iii) 35.36 wt % , iv) 44.53 wt %, v) 53.19 wt %, vi) 61.98 wt %, and vii) 71.18 wt %. The colour 
code is provided in Table 3.1. Water beads have been removed for clarity. 

The reduction of S2 that starts at 71.18 wt% continues until 89.17 wt%, indicating a change in 
phase morphology which is in agreement with the simulation images presented in Figure 3.16, 
where a reverse hexagonal and isotropic structures are present at 80.45 wt% and 89.17 wt% 
respectively. This is not in agreement with the experimental phase diagram, the reverse 
hexagonal phase is expected at system 89.17 wt%, and at 80.45 wt% the structure should 
consist of a bicontinuous cubic phase. The reason for this difference is likely due to system 
size, at such concentrations the ratio of surfactant to water molecules is very high. The amount 
of water present in these simulations may not be enough to lead to the assembly of these 
complicated structures. A similar issue was encountered in the work of Lindeboom (65) who 
tried to recreate similar phase morphologies for monoglycerides in aqueous solution using the 
SAFT-𝛾 Mie force field. Larger system sizes would need to be simulated to investigate this 
further. Another issue may arise because of the nature of the water model: the polar 
interactions are not accounted for explicitly. These interactions may indeed be necessary to 
capture both the reverse phases and work would need to be carried out to create such a CG 
water model. To address these issues is deemed beyond the scope of this work.  
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i) ii)  
  

 
Figure 3.16 Equilibrated MD simulation images for systems with AOT content of i) 80.45 wt% 
and ii) 89.17 wt%. The colour code is provided in Table 3.1. Water beads have been removed 
for clarity. 

3.7.2 Influence of AOT concentration on bilayer properties 

The reproduction of the experimentally observed lamellar phase within the correct phase 
boundaries is an encouraging output of this methodology. Clearly the simulation images do 
not match with the X-ray scattering findings of Fontell (139), which indicated a structural 
transition within the concentration range of 33 – 45 wt % AOT. This finding led Fontell to 
characterise this phase in terms of 3 distinct regions, the low concentration (17.5 – 32 wt %, 
LCR), intermediate concentration (33 – 45 wt %, ICR) and high concentration (46 – 77 wt %, 
HCR) regions to take this into account. Going by the above convention, two systems (29.39 
wt% and 32.22 wt%) are approximately in the LCR, two (35.36 wt% and 44.53 wt%) are in the 
ICR and three (53.19 – 71.18 wt%) are in the HCR. As the simulation images show in Figure 
3.15, a lamellar phase exists in all regimes, which is not in agreement with the findings of 
Fontell (139) and DPD simulation studies (180) (140). The results in this work indicate there is no 
utility to describing the lamellar phase in this three – regime way. Indeed the findings by Fontell 
(139) were reported in the thesis of Fairweather (138) to be due to the mis-identification of the 
first-order Bragg peak, when performing the SAXS experiments no such anomalous behaviour 
is found when this procedural error is not repeated. Instead Fairweather (138) noted there to be 
a transition in lamellar phase structure: below 43 wt % the bilayers experience significant 
undulation due to dominant Helfrich forces related to large water layer thickness. Above 43 wt 
% bilayers become more rigid as the energy cost associated with deformation increases. The 
effect of concentration on the lamellar phase structure indicated by the results in this work can 
be analysed by exploring the S2 value of each tail in an AOT molecule, which is presented in 
Figure 3.17. 

It is observed that there is a difference between the S2 value for Tail 1, which is defined as the 
shorter tail of the AOT molecule, as it contains the CP bead that is 3 beads away from the SO 
head bead, and Tail 2 which is longer (the CP bead is 4 beads away from the SO bead). This 
difference is more pronounced in the systems with 29.39 – 44.53 wt% AOT. After this, the 
individual S2 values become closer in value, for example at 53 wt % the difference in value is 
0.04. This contrasts with the values for system with 29.39 wt %, where the difference is 0.07. 
The increase in Tail 2 S2 values indicates a closer alignment with the molecular director, which 
can be interpreted as a more upright tail orientation on average. The observed reduction in 
Tail1-Tail2 S2 difference indicates both tails display the same extent of alignment as well at 
high concentration. As such these findings are in close agreement with the experimental 
findings (138) discussed above, with the MD simulations predicting the transition from flexible 
to rigid bilayer at 45 wt % compared to the experimental finding of 43 wt %.   
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Figure 3.17 Variation of nematic order parameter S2 for Tail 1 (black circles) and Tail 2 (red 
squares) for all bilayer systems. The lines are added as a guide to the eye. 

The electron density distribution along the z dimension of the simulation box for systems at 
29.39 wt% and 61.98 wt% are presented in Figures 3.18 and 3.19 respectively. The different 
number of peaks are due to the number of bilayers present in each system. The different 
magnitudes of the distribution peaks indicate an uneven distribution of surfactants in each 
bilayer. In Figure 3.19 the discontinuity is because, of the four bilayers present, the top bilayer 
is split across the periodic boundary. The average bilayer thickness for each simulation is 
presented in Figure 3.20, where there is very little change in the values across the systems 
studied. This analysis does not include the 71.18 wt % AOT system, due to the curved domains 
present which would influence the thickness calculation. The average value from the MD 
simulations is 2.05 nm, which is in reasonable agreement with experimental findings that the 
AOT bilayer thickness remains approximately within the range 1.8 – 2.0 nm in the lamellar 
phase (138). It is encouraging that the model can capture this property, because it was not 
included in the parameterisation strategy. 
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Figure 3.18 Average electron density distribution of the SO bead across the z dimension of 
the simulation box at 29.39 wt % AOT. 

 
 

Figure 3.19 Average electron density distribution of the SO bead across the z dimension of 
the simulation box at 61.98 wt % AOT. 
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Figure 3.20 Average bilayer thickness as a function of AOT weight percentage. The MD 
simulations are represented by black circles and the experimental data by Fontell (139) (red 
squares) is included for comparison. The lines are added as a guide to the eye. 

3.7.3 Ordered-isotropic transition 

A further test for the model is the simulation of these systems at 433.15 K, as this is within the 
temperature region where for all concentration points there is a transition to an isotropic phase 
according to the experimental phase diagram (58). In these simulations the pressure control is 
isotropic, and the dielectric is set to 42.26 to account for the change in temperature. All other 
MD simulation conditions are the same. Whilst the water model used in this work has been 
parameterised to match water density and surface tension within the temperature range 293 
– 313 K (18), an investigation into aqueous solutions of polyethylene glycol found it performs 
well outside of this temperature range (65). Indeed, at 433.15 K, the density of water calculated 
by NPT MD simulation using these parameters is 48.79 mol dm-3, in close agreement with the 
NIST value of 50.41 mol dm-3 (192). The final simulation images for systems of 29.39 wt% and 
71.18 wt% AOT are shown below, showcasing the transition to isotropic from the lamellar 
phase. The corresponding average S2 values are 0.048 (29.39 wt%) and 0.019 (71.18 wt%), 
which are indicative of the absence of an ordered phase. Therefore, the model presented in 
this work is able to capture some of the phase boundaries and morphologies specified by the 
experimental phase diagram.  
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i) ii) 

 

 

 
Figure 3.21 Equilibrated MD simulation images for systems with AOT wt% of i) 29.39 wt% and 
ii) 71.18 wt% at 433.15 K. The colour code is given in Table 3.1. Water beads have been 
removed for clarity. 

 

3.8 Conclusions and outlook 
A SAFT model for the aqueous mixtures of the ionic surfactant AOT is presented in this 
chapter. The surfactant molecule is represented in a group contribution manner, consisting of 
alkyl, ester and charged moieties. The force field parameters for the water and charged beads 
are taken from previous studies (18) (31). The remaining pure interactions and bonded 
interactions are obtained from Bottled SAFT. The other intramolecular parameters were 
assigned based on a previous CG MD study of AOT (19), which used a bottom-up structural-
based method. The surfactant-surfactant and surfactant-water unlike interactions were 
validated by considering models of systems that contain both individual beads. The ester-
water cross-interactions were scaled to the corresponding liquid-liquid equilibria data, where 
a qualitative fit was achieved via a single binary interaction parameter. Good agreement was 
achieved with the vapour-liquid equilibria data of 3 different esters of varying hydrocarbon 
chain length, with the maximum absolute average deviation being 5.71 % and 2.94 % for pure 
ester surface tension and density respectively.  

The resultant AOT-water model was used to study the phase behaviour and structural 
properties. Figure 3.22 shows the experimental phase diagram with equilibrated MD 
simulation images super-imposed. MD simulations using these force field parameters showed 
the formation of a lamellar phase at ambient conditions from 29.39 wt% to 71.18 wt% AOT. 
The average calculated bilayer thickness at these conditions is 2.05 nm. By increasing the 
temperature to 433.15 K, a transition from lamellar to isotropic phase was observed. At 71.18 
wt% the bilayers form curved domains due to the thin water layer thickness encountered at 
these conditions.  These observations are in agreement with experimental data (138) (58). The 
room temperature transition from lamellar to reverse structures at high AOT content is not 
captured, which can be either due to system size limitations or the implicit modelling of the 
polarity of water. The MD simulations do not indicate a structural transition from 34 to 42 wt% 
AOT, instead there is a transition to more rigid bilayers at 45 wt %, as indicated by S2 values. 
The data supporting structural realignment (139) is then likely to be based on incorrect 
experimental procedure (138).  
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The SAFT model has shown levels of representability, robustness and transferability. This is 
illustrated by the ability to capture information not included in the parameterisation strategy. 
The use of CG approaches with a strong link to the molecular theory, such as the SAFT 
approach, allow for the exploration of meaningful system sizes and times. This gives 
confidence in the use of the model to study surfactant systems, in particular incorporation of 
the model to study ternary systems. This is further encouraged by the CG nature of the force 
fields, which can overcome the computational limitations encountered by atomistic-scale 
simulations in studying surfactant self-assembly. A further benefit of the work completed in 
this chapter is that it reduces the number of necessary simulations to validate more complex 
ternary systems. This is because the cross-interactions between the surfactant hydrophilic 
sections and the hydrocarbon phase can be modelled in the same way as the interactions 
between the surfactant hydrophilic and hydrophobic sections. The creation and application of 
the AOT ternary system is presented in Chapter 4. 

 
Figure 3.22 The experimental phase diagram for the AOT-water system (58), with equilibrated 
MD simulation images for 29.39 wt% and 71.18 wt% at 298.15 K and 433.15 K super-imposed. 
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Chapter 4 Water effect in the reverse micellar formation of AOT 

4.1 Chapter overview 
In this chapter the ternary AOT-water-cyclohexane system is studied using the combined 
SAFT-𝛾 Mie and SAFT VRE Mie force field. The model parameters for the AOT-water 
interactions have already been validated in Chapter 3. The cyclohexane model is obtained 
from Bottled SAFT. Due to the group contribution nature of the SAFT force fields, many of the 
intermolecular interactions were simply transferred from the AOT-water model. The resultant 
model is able to capture both phase morphologies and structural properties. The MD 
simulations reveal a transition from phase-separated systems to isotropic reversed micelle 
(RM) phases at low water content. The calculated average cluster size is in good agreement 
with experimental findings. The relationship between water content and RM morphology was 
studied. The reduction of water content results in a sharp reduction in average cluster size, 
highlighting its importance when considering RM stability. The water content does not 
significantly impact RM shape, since a predominant spherical shape exists for all RM systems 
investigated. The gained molecular insights can be further exploited for the design of more 
efficient, effective and non-toxic surfactants.  

4.2 Introduction 
AOT is commonly used as a stabiliser of water and hydrocarbon emulsions (13). This is because 
it does not require a co-surfactant to be present to form stable emulsions. At low water 
fractions, the AOT surfactants spontaneously self-assemble around water droplets in such a 
way that the hydrophilic part surrounds the aqueous core, and the hydrophobic part forms the 
outer layer. The structure of these aggregates is the reverse of a normal micelle structure, and 
so it is termed a ‘reverse micelle’ (RM).  

These aggregates find use in many industrial applications, for example the aqueous core can 
be a reaction medium for the synthesis of nanoparticles (32). Added polar or ionic components 
will become compartmentalised into the central cores. Due to the dynamic nature of these 
systems, the RMs will frequently collide via random Brownian motion and coalesce, allowing 
for the exchange of contents before breaking up again. This results in the mixture of any 
inorganic reagents resulting in reaction. RMs hence provide a suitable environment for 
controlled nanoparticle nucleation and growth, as steric stabilisation provided by the surfactant 
layer prevents separate nanoparticles from aggregating. Nanoparticles synthesised by this 
method are used in biocatalyst, food, biotechnology and pharmaceutical industries (193) (194). 
Control parameters have been identified that influence the nanoparticle size and shape, 
including the water to surfactant molar ratio (𝑤0 = [𝑤𝑎𝑡𝑒𝑟]/[𝑠𝑢𝑟𝑓𝑎𝑐𝑡𝑎𝑛𝑡]) (195), solvent type (196) 
and surfactant structure (195) (197).   

RMs can also be used to control the distribution of charged particles in non-polar fluids (198), 
where separation can be necessary for both stabilising components (199) and preventing 
explosions (200) as is the case in the petroleum industry. Applications that rely on charges in 
non-polar fluids include the development of toner for printers and photocopiers (201), as well as 
measuring the activity of enzymes (202). A more recent application is the electrophoretic 
displays found in e-Reader devices (203), which can have the appearance of paper but can be 
refreshed to display different images, providing the benefits of both books and electronic 
displays. Non-polar fluids, such as cyclohexane, are characterised with low dielectric 
constants (𝜀𝑟  ~ 2) (204). The inclusion of a charge in a non-polar fluid has a much longer-range 
effect compared to an aqueous medium (𝜀𝑟  ~ 80), as captured by the Bjerrum length (205) which 
is the distance between two charges where the Coulombic energy is equal to the thermal 
energy, and is inversely proportional to 𝜀𝑟. It has been noted (198) that expanding understanding 
of RM formation will enable improvement of surfactant ability to stabilise charge and find use 
in applications.  

RMs can also be used in liquid-liquid extraction to separate bio-molecules from aqueous 
solution. In this process (206) an aqueous phase containing the target molecules are brought 
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into contact with an organic phase containing RMs. Phase mixing is achieved by external 
agitation, during which the target molecule is solubilised in the water cores of the RMs, after 
which the phases are left to separate. The RM-rich phase is then mixed with a new aqueous 
phase which may contain salts or co-solvents to either destabilise the RMs or salt out the 
target molecules. Example target bio-molecules obtained by this route include: amoxicillin (207), 
𝛽-glucosidase (208), chitosanases (209), laccase (210), lipase (211) and penicillin G (212). The 
advantages of this route include high selectivity, mild thermal operating conditions, low energy 
consumption and potential for large scale continuous operation (206). Multiple factors affect 
extraction efficiency, including the pH of the aqueous phase (213), concentration (214) and choice 
of surfactant(s) (215), as well as salt concentration (216).  

Experimental techniques employed to study microemulsions include small angle neutron 
scattering (SANS) (11) (46), small angle x-ray scattering (SAXS) (19) and conductivity (19). With 
regards to AOT, Nave et al (46) studied the effect of changing the AOT structure on the packing 
in curved interfacial films at the oil-water interface. Both single-tailed and double-tailed 
analogues were investigated, and it was found that only double-tailed surfactants could form 
stable microemulsions without the presence of a co-surfactant. No special properties were 
noticed with AOT, but it was confirmed that the unique hydrocarbon tail structure gives 
optimum aqueous phase solubility at room temperature (46). Smith et al (11) investigated using 
SANS the effect of water content on the RM morphology at water to surfactant molar ratio 𝑤0 
= 0.8) and reported a monomer-to-aggregate transition, which indicates a critical micelle 
concentration exists for AOT in non-polar solvents.    

There have been multiple investigations to study surfactant-water-hydrocarbon ternary 
systems using molecular simulation. Industrially-relevant systems studied include AOT-n-
heptane-water (19) using CG molecular dynamics (MD) simulation, where the non-bonded 
interactions were obtained from the MARTINI force field, and the bonded interactions were 
matched to geometry results from atomistic simulations. Water content was varied at a 
constant surfactant:oil mass ratio, and averaged diffusion coefficients calculated for all 
charged species were used to rationalise experimental conductivity data. The C10E4-n-decane-
water system has been studied using the dissipative particle dynamics (DPD) (152) method and 
was able to capture the phase transition from 3-phase to 1-phase microemulsion at a constant 
water:oil ratio (217). The effect of 3 different-length alkanes on the phase structure of C12E6 in 
water which showcase the destabilisation of phases with non-zero surface curvature (218) has 
been studied using DPD simulation. It was also identified that the longer the alkane, the more 
pronounced the effect. All mentioned studies report a high level of accuracy with respect to 
the experimental data. It is of interest to note that all mentioned examples employ either CG 
or DPD-level modelling. 

The reverse micellar phase is a subject of great interest in molecular simulation. The first study 
to develop a full molecular model for AOT reverse micelles in non-polar solvent was claimed 
by Abel and co-workers (219). They studied the shape of single RMs with water-to-surfactant 
molar ratios of 3, 5 and 7 and found the equilibrated structures to be nonspherical with elliptical 
shape. Other papers which have explored single AOT RMs in non-polar solvent have 
investigated additional factors such as the influence of polar phase composition (21), different 
force fields (220) and the presence of metal salt ions (221) on RM systems. In the previous 
investigations mentioned, either all-atomistic or united atom scale descriptions have been 
used to model the relevant systems. These studies are thus limited to single monodisperse 
RMs when experimental results suggest that RMs of AOT-water-oil systems should be 
polydisperse (11). To study a system with multiple RMs, Khoshnood and Firoozabadi used a 
simplified CG model to study a theoretical surfactant-water-oil system (222). Here two different 
particles, hydrophobic and hydrophilic, were used to represent the different components. The 
authors were able to study the influence of water content and surfactant tail length on the RM 
properties, identifying that RM shape depends on the size of the polar core: for large cores it 
is spherical and for small cores it is ellipsoidal. However, models such as these are too simple 
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and more accurate CG models are required to allow for direct quantitative comparison with 
experimental data. 

The underlying aim of this chapter is to create a molecular model for the AOT-water-
cyclohexane ternary system using the SAFT force field. To the author’s knowledge, this is the 
first attempt to use SAFT to model not only this system, but microemulsion systems in general. 
The model’s accuracy is assessed by its ability to predict the experimental phase diagram. It 
is then used to study the effect of varying water content on RM properties to improve 
understanding of this system. The parameters from the AOT-water interactions have been 
validated in Chapter 3, and so the only new interactions to parameterise relate to cyclohexane. 
The rest of this Chapter is set out as follows: the cyclohexane model development is covered 
in section 4.3. The details of the MD simulations are set out in section 4.4. The methods used 
to analyse the simulations are given in section 4.5. In section 4.6, the results of this Chapter 
are discussed. Finally, in section 4.7 the conclusions of this Chapter are presented.  

4.3 Cyclohexane model parameterisation strategy 

4.3.1 Pure interactions 

The SAFT-𝛾 Mie and the SAFT VRE-Mie models and force fields for the AOT and water 
interactions have already been validated in Chapter 3. The remaining model to create is thus 
that for cyclohexane. In keeping with the 3:1 CG mapping, it is chosen to model cyclohexane 
as a dimer (𝑚 = 2), illustrated in Figure 4.1. The pure fluid interactions for cyclohexane are 
obtained from Bottled SAFT (29). The beads are illustrated by a red colour.  

                                                                                                
 
 
 
 
  
 
  
 

Figure 4.1 CG representation of cyclohexane. The underlying atomistic representation is 
included for comparison purposes. The hydrogen atoms have been removed for clarity. This 
image is not to scale. 

4.3.2 Cross-interactions  

Due to cyclohexane (CH) belonging to the same homologous series as propane (CP) and 
butane (CB), i.e. alkanes, the cross-interactions regarding cyclohexane are treated in the 
same way. The cross-interactions between water (W) and cyclohexane are parameterised by 
incorporating the 𝑘𝑖𝑗 value of 0.3205. The interactions between the ionic beads (SO and NA) 

and cyclohexane are calculated using the combining rules set out in equations (2.68-2.70) 
with no further parameterisation (𝑘𝑖𝑗 = 0). The 𝜀𝑖𝑗 between the methyl acetate (ES) beads in 

the surfactant intermediate section and the cyclohexane beads (CH) is adjusted to the same 
extent as the ES-CP and ES-CB cross-interactions, and so 𝜀𝐸𝑆𝐶𝐻 = 277.03 K. The optimised 
intermolecular interaction parameters are shown in Table 4.1 and a summary of where each 
interaction was derived is provided in Table 4.2. Please refer to Section 3.6.3 for the meaning 
of each term.  
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Table 4.1 List of cyclohexane non-bonded intermolecular interaction parameters 

Bead-Bead 
interaction 

𝜎𝑖𝑗 (nm) 𝜀𝑖𝑗/𝑘𝐵 (K) 𝜆𝑖𝑗
𝑟  (-) 𝑘𝑖𝑗 (-) 

CP – CH   0.4553 381.11 21.59 - 

CB – CH  0.4098 297.31 13.66 - 

ES – CH  0.4037 277.03 17.49 - 

SO – CH  0.4027 159.82 10.43 - 

NA – CH  0.3277 48.60 10.43 - 

W – CH  0.3992 251.37 10.43 0.3205 

CH – CH  0.4234 345.94 14.05 - 

 

Table 4.2 Parameter matrix indicating how each cyclohexane intermolecular interaction was 
derived  

  CP CB ES SO NA W CH 

CH Lafitte Lafitte VLE Lafitte Lafitte IFT M&M 

 

This validated model is subsequently applied alongside the AOT and water models to simulate 
the ternary system.  

4.4 Molecular simulation details 
Table 4.3 presents all the simulations carried out in this study. Included is the dielectric 
constant 𝜀𝑟, which is determined using the methodology included in the SAFT VRE Mie theory 
described in Section 2.3.3. This requires an estimation of the mixture density, which in this 
work is determined by MD simulation. The methodology is described in Section 4.4.1. The 
experimental phase diagram (59) in Figure 4.2 shows the phase boundaries and which phase 
structure should be expected. The approximate positions of each simulation are included as 
a guide. The phase diagram shows that there are two distinct regions, separated by a phase 
boundary. Near the cyclohexane-rich region there exists the reverse micellar L2 phase, and it 
is reported that at equimolar amounts of cyclohexane and water ordered phases such as 
bicontinuous phases predominantly exist. 

4.4.1 Water-cyclohexane density simulations 

NPT simulations were performed with water and cyclohexane in the same proportion as 
described for each system. The thermostat used is Nosé-Hoover and the barostat is Parrinello-
Rahman. In all simulations the temperature is 298.15 K and the pressure is 1 bar. The time 
step is set to 0.01 ps and the molecular cut-off is set to 2.0 nm, because this is a pre-requisite 
of using the water model (18). Periodic boundary conditions are applied in all directions. The 
binary systems are run for 40 ns, and the last half of the configurations are used to calculate 
the average density, using the sub-routine gmx density. The initial system contained 25,600 
water molecules and 5,600 cyclohexane molecules, which matches the cyclohexane:water 
molar ratio for system f. The number of water and cyclohexane molecules are then adjusted 
to achieve the desired composition, and the simulation procedure repeated. The density of 
pure cyclohexane is obtained by this procedure by removing all water molecules from the 
system. This permits the calculation of the 𝑑 parameter for cyclohexane to substitute into 
equation (2.70). The 𝑑𝑉 and 𝑑𝑇 parameters for cyclohexane (see equation (2.67)) have not 

been published, in this work an estimate of 𝑑 for cyclohexane was obtained based on the 
experimental dielectric constant at 298.15 K (223), so 𝜀𝑟 = 1.98. By re-arranging equation (2.66) 
and knowing that the density of cyclohexane predicted by MD simulation is 9.17 mol dm-3, it is 
obtained that for cyclohexane, 𝑑 = 0.11 dm3 mol-1 at this temperature. The density predicted 
by MD simulation is close to the NIST value of 9.20 mol dm-3 (192).   
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4.4.2 AOT-water-cyclohexane ternary simulations  

The initial simulation point for the ternary simulations is system f where the initial molecular 
configuration is random. The MD simulation conditions are similar to the mixed solvents, with 
a few exceptions. The ionic beads (SO and NA) are modelled with explicit charge. The 
dielectric constant is determined using the method described in the previous section. The 
electrostatic interactions are calculated using the Particle Mesh Ewald method with a grid 
spacing of 0.29 nm. The simulations are run for at least 60 ns, and the last half of the 
configurations are used to calculate averages. The systems a-e are simulated by reducing the 
number of cyclohexane beads from system f, and the systems g-p are simulated by reducing 
the number of water beads from system f.  

 

 
  

Figure 4.2  Phase diagram of the AOT-water-cyclohexane ternary system (59). The solid 
continuous curve denotes the phase boundary, obtained by experiment. Included are the 
approximate positions of each system studied. Compositions are given in weight percentage.  

4.5 Analysis methods 
The nematic phase order parameter S2 is used to characterise the phase, for the specific 
procedure please refer to Section 3.5.   

The RM systems are studied by calculating the cluster size distribution, using the gmx 
clustsize subroutine. RM cluster size is defined as the number of AOT molecules per RM. A 
cluster cut-off method is used where two or more surfactant molecules are identified as 
belonging to the same aggregate if they are found within a cut-off distance of each other. 
Instead of the whole AOT molecule, the sulphonate bead SO is used as the reference point 
considering the structure of RMs. This also avoids accidently counting the hydrocarbon tail-
tail contacts which will occur in highly concentrated AOT systems. Since the aqueous core, 
and not the surfactant head groups, is the centre of the RM, the assignment of the cluster cut-
off distance is not simple. In this work it is determined based on the final simulation snapshot 
for each system. For example, if the snapshot shows four distinct RMs, then a range of cut-
off distances are trialled to ensure the resulting analysis does produce the same number of 
clusters at the final time step. To study the RM morphologies, a single RM is extracted from 
the corresponding bulk simulation and a variety of properties are calculated. The shape of the 

RMs is obtained from the principal moments of inertia 𝐼1
2, 𝐼2

2, 𝐼3
2 and the relative shape 

anisotropy 𝜅2, which are defined Section 2.4.7. The subroutine gmx gyrate is used to calculate 
these properties. 
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Table 4.3 AOT-water-cyclohexane systems, number of molecules, and estimated dielectric 
constant 𝜀𝑟, calculated using equation (2.66). 

System  AOT  Water* Cyclohexane 𝜀𝑟 (-) 

a 400 25,600 1,600 57.09 

b 400 25,600 2,400 50.47 

c 400 25,600 3,200 45.28 

d 400 25,600 4,000 41.08 

e 400 25,600 4,800 37.63 

f 400 25,600 5,600 34.77 

g 400 21,600 5,600 31.64 

h 400 17,600 5,600 28.03 

i 400 13,600 5,600 23.80 

j 400 9,600 5,600 18.80 

k 400 5,600 5,600 12.71 

l 400 2,800 5,600 7.75 

m 400 2,000 5,600 6.19 

n 400 1,200 5,600 4.56 

o 400 400 5,600 2.85 

p 400 320 5,600 2.69 

  *The water model contains two molecules per bead 

 

4.6 Results and discussion 

4.6.1 Ternary phase diagram 

The equilibrium is noted by observing the energetics between the surfactant head group SO 
and the water beads. An example is presented for system a in Figure 4.3. The equilibrium 
values of the SO-W, interaction energy is -1.69 kJ mol-1, with a standard deviation of 0.03 kJ 
mol-1. 

High S2 values are seen in Figure 4.4 for systems a – f, which range from ca. 0.15 – 0.45, 
indicating there is still some degree of nematic order even at the lowest content of cyclohexane 
explored in this work. The final simulation images for a and f confirm that the phases resemble 
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Figure 4.3 Plot of potential energy between the SO and W beads for system a. The black line 
corresponds to the raw (unaveraged data), whilst the red line refers to the running average, 
every 100 configurations 

a bicontinuous and lamellar phase respectively. The reduction of water leads to a similar 
reduction in S2, but across systems i, j and k there is a clear transition in the structure, which 
after system k remains stable just above S2 = 0.03, indicating isotropic systems. This transition 
is visualised in Figure 4.5 via the simulation images. 

Overall, the simulations reproduce to a degree of accuracy the experimental phase diagram 
in Figure 4.2, whilst the transition between ordered structures and RMs would be expected by 
system c, the MD simulations predict it occurs by system i. The intramolecular potential of a 
surfactant model has been reported to affect the oil-water interfacial tension in DPD simulation 
(224). Hence it was decided to see if there was any such effect in this work. The bond constant 
𝑘𝑏𝑜𝑛𝑑,𝑖𝑗 was increased from 20,000 to 70,000 kJ mol-1 nm-2, to observe any changes in phase 

behaviour in system c. The impact was minimal, with S2 varying from 0.221 to 0.225. This is 
in agreement with the work of Rahman et al (165), who carried out a detailed assessment of the 
impact of the intramolecular potential in the SAFT-𝛾 Mie force field. Intramolecular interactions 
described by harmonic potentials were compared to rigid and fully flexible models. It was found 
that whilst the reproduction of thermodynamic properties was comparable, the former 
approach is better at capturing structural properties.    

It should be considered that the reported experimental error with the phase boundaries is ±5 
%. It should also be noted that systems c to h are very close to the phase boundary and there 
may occur coexistence between the RM and ordered phases. Unfortunately the experimental 
phase diagram does not provide in-depth information of the ordered phases, nor of the 
transition region (59). Despite this, the simulations are likely not to be able to capture phase 
coexistence easily due to finite size effects of the simulation box, which may explain the 
discrepancy between the MD simulations and experiment. The capturing of RM formation at 
low water content is still in qualitative agreement with experimental findings. 
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Figure 4.4 Variation of the average nematic order parameter, S2, with each system studied. 
The line is added to guide the eye. The experimental phase diagram (59) is included for 
reference. 

4.6.2 Influence of water content on RM properties 

RM size 

The attention for the rest of this Chapter is turned to analysing the simulations where RMs are 
present (systems k – p). The RM cluster size distributions are presented below for systems k 
(Figure 4.6) and p (Figure 4.7). It is clear to see the amount of water in the system plays a 
significant role in the morphology of the resultant RMs. At system k the average water to 
surfactant molar ratio 𝑤0 is 14 and the average size distribution is narrow, indicating that there 

are large swollen RMs present in the system. At system p however the 𝑤0 is 0.8 and the RM 
aggregation number on average varies from 7 to 23. It is of note that for all RM systems there 
are no single-dispersed AOTs in the solution. The concentration of surfactant monomers is 
sharply reduced by the most moderate of increases in water content (222). This also links to the 
broadening of size distributions seen from systems k-p, increasing the amount of water also 
reduces the average number of smaller aggregate sizes since the reduced number of free 
surfactants reduces the probability of exchange between the RM and the solution. This 
relationship has been investigated by Hirai et al (225), who identified by synchrotron radiation 
small angle x-ray scattering that AOT RMs form a distinct monomeric (narrow size distribution) 
phase when w0 > 16. The hydrocarbon phases included in this study were n-hexane, n-
heptane and n-octane. In comparison, the MD simulations predict a monomeric phase by w0 
= 14 for a cyclohexane continuous phase.  
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Figure 4.5 Equilibrated MD simulation images, from left to right, for the systems a, f, i, j, and 
k. The cyclohexane beads have been removed for clarity. The colour code is given in Table 
3.1. 
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The cluster cut-off method permits the calculation of the average RM cluster size, which is 
presented for all RM systems in Table 4.4. At system k the average RM cluster size is 102 
(standard deviation 8) despite the average size distribution reported. Fluctuations in average 
RM cluster size are to be expected due to Ostwald ripening where larger aggregates form due 
to being more energetically favourable. The time variation of average RM cluster size in 
system k, shown in Figure 4.8, confirms this. The narrow size distribution of this system means 
the average is more sensitive to fluctuations. This effect is not so significant for the other 
systems with broader size distributions, as evidenced by the difference in standard deviation. 
It is noted that the experimental aggregation number obtained using SANS for system p (w0 = 
0.8), is 23 (11). This value is obtained by fitting the SANS curves for various AOT concentration 
points to a non-interacting polydisperse sphere model. The aggregation number is then 
obtained from an estimate of the micellar volume assuming it is of spherical shape. It is 
encouraging that the MD simulation of system p predicts a value that is close, 16.7 (standard 
deviation 0.1), as this was not a property included in the force field parameterisation strategy.  

 

 
 

Figure 4.6 The average cluster size distribution for system k. 

As indicated by Table 4.4, the reduction of water content results in a sharp reduction of the 
average RM cluster size. This agrees with the findings of Day et al (226) who determined 
aggregation number at a range of w0 from 1 to 8 for the same system at 293.3 K. In this 
investigation it was assumed that the AOT-water-cyclohexane system was an ideal solution 
of non-interacting dispersed spherical RMs, allowing aggregation number to be determined 
using the intrinsic viscosity. The aggregation numbers obtained by experiment ranged from 
27 (w0 = 1) to 114 (w0 = 8). Whilst the difference in temperature prevents a direct comparison, 
it is still encouraging that the RM aggregation numbers in Table 4.4 are of the same magnitude 
for a similar w0 range (0.8 – 14). The results hence support the finding that the w0 ratio is the 
primary factor when considering RM stability, as opposed to total concentration.  
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Figure 4.7 The average cluster size distribution for system p. 

Table 4.4. Average cluster size, taken over the last half of the simulations. 

System Cluster size (-) Standard deviation (-) 

k 102.0 8.0 

l 44.4 0.1 

m 33.3 0.1 

n 22.2 0.1 

o 16.7 0.2 

p 16.7 0.1 

 

RM shape 

It is of interest to explore the shape of RMs at these conditions, on the basis that analysis of 
the experimental data mentioned above requires a prior assumption of geometry. In the shape 
analysis, it was chosen to study single RMs with aggregation numbers representative of the 
corresponding bulk simulation distribution. For example, to resemble the aggregates found in 
system k, the single RM system contains 100 AOT molecules. The w0 ratio is kept the same 
as the corresponding bulk simulation. It is noted here that in previous RM MD investigations 
(219) the polar phase is constrained to stay within a spherical shell during the simulation. Here 
no constraint is imposed, and it is assumed that most of the water molecules in the simulations 
remain in the RM core. The initial single RM system is obtained by removing the appropriate 
number of AOT and water molecules from the final configuration of system k. The number of 
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Figure 4.8 Variation of the average cluster size over the last 30 ns for system k 

cyclohexane molecules are kept the same to ensure the system remains in the L2 phase. The 
dielectric constant is calculated using the method described previously. Compositions of the 
single RM systems are given in Table 4.5. The other single RM systems are obtained by 
deleting the appropriate number of water and AOT molecules from the RM100 system.  The 
single RM simulations are run for at least 400 ns, and average properties are taken from the 
last 100 ns of the trajectory. Equilibrated simulation snapshots are presented alongside the 

average 𝜅2 value in Table 4.6, which are calculated with respect to the surfactant layer only. 

The time variation of the SO-W Mie potential energy and 𝜅2 for system RM100 is provided in 
Figure 4.9 and 4.10 respectively. The average of the SO-W Mie potential energy over the last 

100 ns is -5.50 kJ mol-1 (standard deviation 0.09 kJ mol-1). Despite the  𝜅2 fluctuations, with 
lower and upper limits of 0.001 and 0.006, the results indicate that across the range of w0 

investigated the RMs have a predominant spherical shape, as the average 𝜅2 value is 0.003.  

Table 4.5 List of all single RM systems studied and estimated dielectric constant 𝜀𝑟, calculated 

using equation (2.66). 

System AOT Water Cyclohexane 𝜀𝑟 (-) 

RM17 17 16 5,600 2.02 

RM22 22 66 5,600 2.13 

RM33 33 166 5,600 2.35 

RM44 44 310 5,600 2.67 

RM100 100 1,400 5,600 5.00 

*The water model contains two molecules per bead 
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Table 4.6 The average anisotropic shape factor for a variety of RM sizes, with the 
corresponding simulation image. 

RM aggregation 
size (-) 

17 22 33 44 100 

𝑤0 (-) 1 3 5 7 14 

κ2 (-) 0.002 ±0.001 0.003 ±0.002 
 

0.003 ±0.003 
 

0.003 ±0.002 0.003 ±0.002 

  
 
 
 
 
 

    

 

 

 

 
Figure 4.9 Plot of potential energy between the SO and W beads for the RM100 system. 
The black line corresponds to the raw (unaveraged data), whilst the red line refers to the 
running average, every 500 configurations  

Previous atomistic MD simulations of RMs start with a pre-assembled spherical shape for AOT 
RMs. Multiple investigations have revealed that when constraints are removed, deviations 
from the original shape occur and the equilibrated RM is nonspherical at low water content;(21, 

219) in those works the 𝑤0 was less than 10. However, both references assume an overall 
ellipsoidal geometry in their shape analysis, making comparisons to the results presented here 
difficult, as no such assumption is made. Salanwai et al. noted using molecular simulation of 
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Figure 4.10 Variation of the relative shape anisotropy over the last 100 ns for the RM100 
system. The black line corresponds to the raw (unaveraged data), whilst the red line refers 
to the running average, every 100 configurations 

dichain surfactant-water-CO2 RMs when 𝑤0 is changed from 4 to 35, the departure from 
sphericity of the whole RM reduces at higher 𝑤0.(227) They put forward that larger water core 
volumes afforded by higher water fractions facilitate a low packing density of surfactants 
around the aqueous core. Whilst another molecular simulation study of AOT-water-
cyclohexane RM shape could not be found, a similar pattern was reported by Gardner et al.(221) 
for RMs in the AOT-water-isooctane system at a 𝑤0 range of 3-20. They attributed this to the 
dispersion of surfactant Coulombic interactions with the water molecules. They also noted 
significant oscillations in the geometry of the RMs at low 𝑤0 values, causing uncertainty in 

knowing whether these systems converged to a well-defined geometry. Oscillations of 𝜅2 in 
the present work are evident looking at the order of standard deviation for each system in 
Table 4.6, as well as in Figure 4.10. This is despite simulations being run on the order of 500 
ns, as recommended in Vasquez et al (228).  

The experimental studies previously mentioned in the RM size distribution analysis(11) (226)  
assumed a spherical aggregate geometry exists even at very dry conditions (average 𝑤0 as 
low as 0.8). The assumption of spherical geometry is common in AOT RM experimental 
studies. Kotlarchyk et al (229) found close agreement between the radius of an AOT RM in n-
decane estimated via SANS, with that extracted from the measured radius of gyration, both 
approaches assuming a spherical geometry. The corresponding 𝑤0 of that experiment was 

0.7± 0.2. Kotlarchyk et al concluded that AOT RMs are only slightly aspherical in shape at 
these conditions. Other investigations that have reported similar findings used techniques 
such as light and x-ray scattering (230) (174). In the previous two references, the nonaqueous 
solvents ranged from n-hydrocarbons, benzene, toluene, carbon tetrachloride and p-xylene. 
Despite this, in a dynamic light scattering study by Vasquez et al (228) it was found that AOT 
RMs in iso-octane adopt non-spherical shapes at low 𝑤0. Another study using the same 
experimental technique concluded that deformation in the spherical shape only occurs at 𝑤0 
> 20 (231). Despite extensive use in research, there is still continued debate on the shape of 
AOT RMs (232), which makes comparison to experiment difficult.          

Accurate knowledge of the RM shape is beneficial in product design. In a nanoparticle 
synthesis context, the shape of the RM template has been argued to influence the nanoparticle 
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shape,(32) which in turn will affect the mechanical, chemical and biochemical properties.(233) 
When biological systems are considered, nanoparticle shape directly influences uptake into 
cells, with rods showing greater uptake than spheres, cylinders and cubes.(234)The advantage 
of this MD methodology is that no assumptions must be made about the RM shape for 
analysis. 

4.7 Conclusions and outlook 
A molecular model has been successfully created for the AOT-water-cyclohexane ternary 
system and has been applied in MD simulations to study RM formation. This has used the 
models for AOT and water developed in Chapter 3 and reference (18) respectively. The model 
for cyclohexane was obtained from Bottled SAFT (29), and the cross-interactions were 
transferred from Chapter 3.  

The resultant model was used to study both phase morphologies and structural properties. 
This was to test the model capability to capture the balance between energetic and entropic 
contributions. Figure 4.11 shows the experimental phase diagram with equilibrated MD 
simulation images super-imposed The MD simulations reveal a transition from phase-
separated systems to isotropic reversed micelle (RM) phases when the water content is 
reduced to 27 wt%. The relationship between water content and RM morphology was studied. 
The reduction of water content results in a sharp reduction in average cluster size, from 102 
surfactants per RM to 16.7 surfactants per RM when the 𝑤0 ratio is reduced from 14 to 0.8. 

This highlights the importance of 𝑤0 when considering RM stability. The RM cluster size value 
obtained at 𝑤0 = 0.8, 16.7 is in close agreement with the value obtained by SANS experiment, 

23 (11). The results suggest there is little influence on the RM shape and 𝑤0 since a 

predominant spherical shape exists over the systems studied, with the average 𝜅2 being 

0.003. Significant oscillations are reported in the 𝜅2 values however, despite the systems 
being run for long simulation periods. The presence of spherical RMs, even at low water 
content, is in agreement with assumptions of some experimental investigations (11) (226) (229).  
The advantage of this MD methodology is that no assumptions must be made about the RM 
shape for analysis. 

Despite the acknowledged limitations, the agreement that is achieved between the model 
predictions and some experimental investigations is encouraging. It gives confidence in the 
use of SAFT force fields to be used in the discovery of non-toxic microemulsion formulations. 
The benefits of integral design include better tuning of the structures formed and enablement 
of efficient use of surfactants. This is further encouraged by the CG nature of the force fields, 
which can overcome the computational limitations encountered by atomistic-scale simulations 
in studying RMs. The mechanical, chemical and biochemical properties of nanoparticles can 
be tuned by adjusting the microemulsion composition. The MD simulations could hence be 
used to screen different compositions to ensure the optimal RM morphology is achieved. In 
this thesis the focus is turned to using the presented methodology i) to explore the effect of 
changing the surfactant hydrophobic tail structure on the resultant properties of the water-in-
supercritical CO2 RMs, and ii) to study the influence of adding groups that reduce the free 
volume between surfactant tails, which should affect the ability of the surfactant to separate 
the dispersed and continuous phase, towards the discovery of non-fluorinated CO2-philic 
surfactants. The preliminary progress of this work is presented in Chapter 6. 
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Figure 4.11 The experimental phase diagram for the AOT-water-cyclohexane system (59), 
with equilibrated MD simulation images for systems a, f and p super-imposed.   
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Chapter 5 Conclusions 

5.1 Conclusions 
In this thesis a methodology to study surfactant-stabilised microemulsions has been created, 
that can aid in the design of more efficient and environmentally friendly surfactants. MD 
simulations using a combination of the SAFT-𝛾 Mie (26) and SAFT VRE Mie (27) force fields 
underline the method. All models are coarse-grained since atomistic details have been 
removed, allowing system sizes and times relevant to surfactant self-assembly to be studied. 
The approach exploits the previous progress made in extending SAFT force fields to various 
systems of industrial interest (93) (88) (103) (18) (165) (173) (30) (89). The parameterisation strategy uses 
the SAFT M&M correlation (28) to derive the pure fluid intermolecular interactions. This has the 
effect of reduction in force field development time, as many of the force fields have already 
been recorded in the Bottled SAFT database (29). As such, the initial parameterisation stage 
involves using open-source software. If the force field for the desired chemical is not already 
in the online database, then it can be created by substituting the acentric factor, critical 
temperature and characteristic liquid density. The first two properties can be readily found in 
common databases, for example Yaws book of thermodynamical properties (235). If the liquid 
density cannot be found, the Bottled SAFT database can provide an approximation using a 
Rackett-type equation (236). This has an advantage over the SAFT EoS route, where the vapour 
liquid equilibria data is the target, and may not be readily available for all chemicals. The focus 
in this work is on using the MD method to assess how well the SAFT force fields can represent 
the phase behaviour, structure and interfacial properties of surfactant ternary systems.  

The first system studied with this route was the binary mixtures of AOT and water. AOT is an 
industrially-relevant surfactant as it can form oil/water emulsions without the presence of a co-
surfactant (46). Establishing a SAFT AOT-water model that can reproduce the underlying 
physics is a necessary first step to studying the relevant microemulsions. The corresponding 
states correlation was used to obtain the intermolecular and bond parameters for the 
uncharged beads of the AOT model. The charged bead intermolecular parameters were 
obtained from a previous SAFT study (31). The remaining intramolecular parameters were 
assigned based on a previous CG MD study of AOT (19), which used a bottom-up structural-
based method. It was chosen to use a pre-existing SAFT model for water that employs a 2:1 
mapping (18), because this allows for the simulation of larger systems with lower computational 
cost. Further parameterisation was performed by optimising the interaction parameters 
between beads of different nature to reproduce macroscopic properties of either heteronuclear 
chain molecules that contain both beads, or binary mixtures of the constituent molecules, 
using MD simulation. Good agreement was achieved with a variety of experimental data 
including liquid density, surface tension and mutual solubility. MD simulations of the AOT-
water system using the optimised force field can capture some of the binary phase behaviour. 
The room temperature transition from lamellar to reverse structures at high AOT content is not 
captured, which can be either due to system size limitations or the implicit modelling of the 
polarity of water. The lamellar phase is captured well, and the bilayer thicknesses estimated 
by MD simulation show quantitative agreement with the experimental values. Interestingly, the 
results do not show AOT molecules undergoing structural re-alignment in the intermediate 
lamellar concentration region. Instead, a lamellar phase is present throughout the expected 
region, which at low concentration is slightly less ordered than at high concentration. The data 
supporting structural realignment (139) is then likely to be based on incorrect experimental 
procedure (138). The transition from lamellar to isotropic phase at high temperature is also 
captured by this model, which is encouraging as this was outside the temperature range the 
surfactant-water model is parameterised for. The model hence shows some level of 
transferability, robustness and representability.  

The ternary mixture AOT-water-cyclohexane at room temperature has been studied which 
allowed the performance of the SAFT force fields in modelling microemulsions to be assessed. 
The cyclohexane model was obtained from Bottled SAFT (29), and the cross-interactions 
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between the surfactant hydrophilic groups and cyclohexane are treated the same way as those 
between the surfactant hydrophilic and hydrophobic groups. The cyclohexane-related cross-
interactions have been optimised either by transferring from the AOT-water system or in a 
previous study (90), and so no further validation work was required for this system. MD 
simulations of the phase diagram showed the model was able to predict the transition from 
ordered phases to RM phases with some agreement to experiment. Further analysis on the 
RM systems revealed quantitative agreement with experimental aggregation number, and 
simulations predict that a predominant spherical shape exists even at low water content in 
agreement to the shape assumed in some experimental SANS (11) (229) investigations. 
Significant oscillations in the RM shape are reported in the MD simulations. The disagreement 
between experimental studies means the shape of AOT RMs remains a subject of continued 
debate, despite their extensive use in research. This microemulsion system can be used as 
the template in the synthesis of nanoparticles. The mechanical, chemical and biochemical 
properties of the nanoparticle can be tuned by adjusting the microemulsion composition. The 
MD simulations could hence be used to screen different compositions to ensure the optimal 
RM morphology is achieved. This work is, to the authors knowledge, the first time SAFT 
models have been used to study surfactant ternary systems. 

Overall, the work presented in this thesis has achieved objectives 1 and 2 set out in Section 
1.3. Preliminary progress has been achieved for objective 3, which is presented in Chapter 6. 
The results accomplished in this thesis allow progress to be made in achieving objective 4. 
Through additional tuning, the SAFT force fields obtained by Bottled SAFT and previous SAFT 
work have demonstrated accuracy in reproducing macroscopic properties for binary and 
ternary ionic surfactant systems. Simulation at the molecular scale with an accurate model will 
allow a more rigorous understanding of the role of structure on phase behaviour. The SAFT 
MD-based methodology that has been created can hence be used as a screening tool in the 
design of tailor-made surfactant products for a variety of industrial applications. This 
methodology can hence be expanded to other microemulsion systems to discover non-toxic 
and/or biodegradable surfactants.  

5.2 Future work 
Despite the progress made in this work, there are still many areas to expand on and areas not 
yet explored. Firstly, the surfactant-water interactions can be optimised in a more rapid fashion 
by using the 𝛤 − 𝛾 method described in Section 2.4.4. However, this method assumes that 
bulk surfactant concentration is negligible, which is not applicable to ionic surfactants. Whilst 
attempts were made during this study to adapt the 𝛤 – 𝛾 method to accurately represent the 
AOT-water surface tension isotherm (13), certain practical issues were also revealed. The 
sodium counter-ions diffuse across the entire simulation box when they are expected to mostly 
remain solvated in the bulk water. Above the reported maximum surface excess, the AOT 
molecules do not form micelles, but instead assemble into a bilayer. It is believed that the 
second problem is likely due to the first one. In these simulations a dielectric constant is 
applied throughout the box, but it is questionable if this is truly an accurate representation of 
the underlying physics. The low density of air means that in these MD simulations it is not 
modelled explicitly, so using a mixed dielectric as is the approach in the ternary systems is not 
a viable option. One way to overcome this could be to create an MD code where the dielectric 
constant is shifted so that it is the value of air within the vapour regions, and the value of water 
within the liquid slab. There will likely be issues regarding the discontinuity of the dielectric 
constant at each phase, which will need to be overcome. The ionic bead parameters could 
also be re-adjusted to take into account the vapour pressure of the corresponding aqueous 
electrolyte as well, which will likely help to recreate a more accurate counter-ion distribution. 
Another, more challenging route, would be to develop ion models without explicit charge. This 
would have the benefit of reducing simulation time, due to no Coulombic interactions and 
hence no reciprocal space calculations. The challenge would lie in representing strong 
anisotropic forces with a simple isotropic Mie potential and would give insight into how coarse 
the CG models can go without losing the ability to describe a range of properties. The 
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representation of like-like charge repulsion at short-range would be one of the main challenges 
of this work.   

The water model that is used in the 𝛤 – 𝛾 method must be able to reproduce the surface 
tension. Unfortunately, the two SAFT models (18) (CGW1-ift and CGW2-bio) that can do this 
also over-estimate the vapour pressure of water. Note that the CGW2-bio model is the one 
used in this work. This can be explained by considering the strong anisotropic hydrogen bonds 
that give water it’s unique properties. As such, a purely isotropic Mie potential cannot 
accurately reproduce all the thermodynamic properties. The restriction of the cut-off potential 
to 2.0 nm, as is the case of the water model, can restrict the accuracy of simulating molecules 
with beads of certain size. A study by Duque and Vega (237) found when calculating surface 
tension, the cut-off should be at least six times the size of the largest CG bead. Taking the 
AOT-water system as an example, the largest bead is CP (𝜎 = 0.4871 nm), the cut-off radius 
should then be no less than 2.93 nm. When this is considered, the ability of the CGW2-bio 
model-enforced cut-off radius to provide an accurate representation of the intermolecular 
interactions may not be optimal. There is hence a need to develop a more robust water model 
with no cut-off specifications. One potential route to do this is incorporating association sites 
to represent more accurately hydrogen bonding, which has been done on a theoretical level 
using the SAFT VR SW equation of state (238). The limitation here is that discontinuous square-
well potentials are difficult to represent in MD simulations, due to complications in solving the 
equations of motion. It should be noted that adding association sites will likely significantly 
increase the computational expense, especially for large-scale surfactant simulations. A Mie 
potential with an appropriately deep 𝜀 could be used to model a single water molecule instead. 
Alternatively, a two-site CG model formed from beads with very different energetic interactions 
to model more explicitly the dipolar-like directional interactions could be used. This would 
again incur a higher computational cost, especially when compared to the CGW2-bio model. 

The development of the ester models can be expanded by considering longer chain 
molecules, where it can be assessed if the current cross-interactions are still transferable. For 
longer chain molecules the torsion potential is an important factor, and so this can be studied. 
This will allow the simulation of the equivalent aqueous binary mixtures, where again the 
transferability of the ester-water cross interactions can also be studied.  

Transport properties of the AOT binary and ternary systems can be studied using MD 
simulation. These can include diffusivity of the counter-ion and water beads, as well as the 
conductivity of the mixtures. The CG nature of these models means that transport properties 
will likely be over-estimated, due to many interactions being integrated out. However, this 
would be a good test of the robustness of the CG models, and further optimisation could lead 
to improved representation of the experimental phenomena.  

The use of GPUs (graphic processing units) to study large-scale surfactant systems can 
reduce the simulation time but will usually incur an additional cost. Studies can be carried out 
to benchmark the use of GPUs in future systems and improve understanding of how the 
performance scales with cost.  

The MD methodology can also be applied to other industrial systems where microemulsions 
are present. Their stability makes them promising tools as drug targeting and controlled drug 
release (239). Whilst hydrophilic drugs can be carried in the aqueous phase of a water-in-oil 
microemulsion, hydrophobic drugs can be solubilised within the oil cores of an oil-in-water 
microemulsion, giving them a wide range of applicability. In the food industry, microemulsion 
technology can be used for delivery of poorly soluble and/or sensitive compounds and 
bioactives such as natural oils (240). Here it is necessary to use only food-safe surfactants in 
product formulation. In the oil and gas industry, microemulsion flooding is one technique used 
in the latter stages of oil recovery, used to reduce interfacial tension between water and oil, 
which decreases capillary pressure, removing the trapped oil (241). Collaborations between 
academic/industrial organisations working in these areas can be sought and identified non-
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toxic surfactants could be studied using the simulation method to assess performance and 
compare to the current standards. The simulations can also be used to identify potential 
surfactants that can then be validated by experimental techniques. 

The list of potential future applications using knowledge gained from this work is by no means 
exhaustive. It instead gives an idea of what is necessary to move the research field forward. 
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Chapter 6 Toward design of non-toxic surfactants for enhancing scCO2 

as a green solvent 

6.1 Chapter overview 
The MD simulation methodology developed and tested in Chapters 3 and 4 can be applied 
further to study water-in-supercritical CO2 (water-in-scCO2) microemulsions. This is a growing 
area of microemulsion technology and is attractive since CO2 is non-toxic and naturally 
abundant in the environment, making it a green solvent that could replace petroleum-derived 
organic solvents. In this case the methodology can be used as a screening tool to discover 
new surfactants with improved microemulsion stabiliser properties whilst avoiding the need for 
fluorinated groups in the structure, which are environmentally harmful. The preliminary 
AOTSiC-water-scCO2 model is presented in this Chapter. Bottled SAFT was used to obtain 
the new pure force field parameters. The interactions between water and scCO2 have been 
optimised by fitting to the liquid-liquid equilibrium, using a single binary interaction parameter. 
The future work necessary to apply the methodology is detailed at the end of this Chapter. 

6.2 Introduction 
Volatile organic compounds (VOCs) are organic chemicals that evaporate easily at room 
temperature. A wide range of chemicals fall into this class, including aromatic and aliphatic 
hydrocarbons, oxygenates such as alcohols, ketones, esters and chlorinated hydrocarbons 
(242). They are commonly used as solvents in the formulation of paints, inks and adhesives (243), 
extraction of vegetable oil from oil seeds (244), manufacture of pharmaceuticals (245), cleaning 
of metal and plastic components (245), dry cleaning of textiles (246) and formulation of consumer 
products such as aerosols, cosmetics, and household paints (245). The use of VOC solvents in 
industry are associated with waste emissions that are harmful to the environment (247). These 
include contributing to climate change and carcinogenic effects to humans (248).   

The philosophy of green chemistry sets out guidance regarding the reduction/elimination of 
toxic and hazardous reagents/products, minimising the energy required for chemical 
processes, and avoiding the use or production of waste where possible (249) (250). These steps 
also form part of the Chemical Engineering Inherent Safety Principles (251) first put forward by 
Trevor Kletz (252). It is in accordance with these principles that viable alternatives to VOCs 
should be found. Supercritical fluids are an attractive option because of the ease of removal, 
recyclability and tuneability of fluid properties such as density and solvent quality by controlling 
temperature and pressure (60). 

By definition, a supercritical fluid refers to any fluid above the critical temperature and pressure 
(termed the critical point) (253). The critical temperature of a substance is the temperature when 
heating a liquid and vapour in equilibrium, the surface between the two phases disappears as 
the densities are equal. The critical pressure is the pressure required to liquefy a gas at the 
critical temperature. The resultant supercritical fluid will have unique properties that can be 
exploited, including densities like a liquid, with the lower viscosity (and higher diffusivity) of a 
gas. The critical point of most common solvents is however too demanding, for example the 
critical point for water is around 647 K and 220 bar (254). In contrast the critical point of CO2 is 
more conveniently accessible at around 304 K and 72.8 bar (60) (254). Supercritical CO2 (sc-CO2) 
offers both green and energy-saving properties, and is cheap, non-toxic and non-flammable 
(60), placing it as a potential replacement of harmful VOC solvents.  

ScCO2 is routinely employed as a solvent for various commercial processes, for example 
coffee decaffeination which employs a liquid-liquid extraction between scCO2 and water to 
recover caffeine (molar mass 194.19 g mol-1) (255). It is has also been used as the continuous 
phase in nanomaterial synthesis (32) (256), where materials produced have included silver 
nanoparticles (257), and even drugs such as Ibuprofen and Naproxen (258). Another application 
of scCO2 is in cleaning, where the advantage over conventional aqueous-based systems 
include energy savings as no drying step is required, scCO2 has higher affinity for oils and 
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other lipophilic materials, and improved cleaning efficiency because of higher diffusivity and 
lower viscosity (259).    

The issue with scCO2 is that due to its non-polar nature, polar and high-molecular weight 
compounds are only sparingly soluble (255) (260). For example the non-steroidal inflammatory 
inhibitory drug ketoprofen (Molar mass 254.29 g mol-1) has a solubility of 7.98 x 10-5 by mole 
fraction in scCO2 at 312.5 K and 220 bar (261), which the authors claim is a ‘relatively high’ 
value. However, eflucimibe (Molar mass 469.73 g mol-1), a drug that has shown anti-
atherosclerotic properties, has a lower solubility of 5.71 x 10-7 by mole fraction at 308.15 K 
and 274 bar (262). A key research goal is thus to broaden the universality of scCO2 as an 
industrial solvent. One route is to incorporate surfactants in a continuous scCO2 phase to form 
water-in-scCO2 (W/scCO2) microemulsions (260). The advantages of this approach include 
enhanced flexibility for modification of CO2 properties such as wettability, viscosity and 
interfacial tension (263) (264) (265). Hence much research has been performed to design CO2-philic 
surfactants which are efficient stabilisers of W/CO2 microemulsions (60). Surfactant molecular 
design has revealed that surfactants which achieve low surface tension at the air-water 
interface (high surfactant effectiveness) are also efficient stabilisers for W/scCO2 
microemulsions (266). Surfactants with high levels of fluorination have demonstrated strong 
affinity for scCO2 

(267)
 
(268) (269), however these are also associated with high expense and 

negative environmental impacts, including persistence, bioaccumulation and toxicity (270). It 
has recently been reported that exposure to fluorinated chemicals may reduce the 
effectiveness of certain vaccines, which may have knock-on consequences for responding to 
the Covid-19 Pandemic (271). Attention in this field has therefore turned to the design of scCO2-
philic surfactants with little to no fluorination.  

Investigation into the compatibility of many commercially available hydrocarbon surfactants 
has revealed that the majority are not CO2-philic (272). Surfactant structure has been found to 
play a role in increasing CO2-philicity, for example increased tail branching and methylation 
have been shown to lead to formation of W/scCO2 microemulsions with increased stability (273). 
This can be explained by weaker interactions between surfactant tails as well as lower 
surfactant affinity for water. In the work of Pitt et al (274), it was noted that for hydrocarbon 
surfactants, those with tert-butyl tipped chains achieve the lowest surface energy. Following 
from this, Mohamed et al (275) studied two variations of AOT with tert-butyl tipped chains which 
were observed to have low water-CO2 interfacial tensions. By comparison, AOT cannot 
stabilise W/scCO2 microemulsions without co-surfactants (276). Surfactants with three 
hydrocarbon chains, each with extensive methylation have also been investigated with the aim 
to enhance CO2-philicity and reduce surface tension. TC14 (sodium 1,4-bis(neopentyloxy)-3-
(neopentyloxycarbonyl)-1,4-dioxobutane-2-sulphonate) was solubilised in water, heptane and 
scCO2 and the aggregates were characterised by SANS (277) (278). Tensiometry results showed 
a reduction in surface tension as the number of tails is increased. This is attributed to 
hydrocarbon tail packing efficiency balanced against head-group repulsions, alongside the 
increased number of low surface energy methyl groups per headgroup.  

In the work of Czajka et al (279), a novel class of hydrocarbon surfactants called trimethylsilane 
hedgehogs (TMS hedgehogs) was tested and showed good performance at reducing the 
surface tension at the air-water interface. The term ‘hedgehog’ refers to the spiky brush-like 
structure of the surfactant tails. Hill et al (33) investigated the ability of the best performing 
surfactant, AOTSiC (sodium bis (3-(trimethylsilyl)-1-propanol) sulphosuccinate), to stabilise 
W/scCO2 microemulsions. They recorded the maximum water to surfactant molar ratio (𝑤0) at 
which stable W/scCO2 microemulsions form, which in effect indicates the maximum water 
solubilisation capacity. By adding a third TMS tail to AOTSiC, the highest 𝑤0 obtained was 25, 
which they noted as ‘very rare for non-fluorinated surfactants’. However, they put forward that 
three-tail surfactants, due to the inherent tail bulkiness will not be able to form water/scCO2 
microemulsions with lower curvature (higher water content). This will limit their water 
solubilisation capacity, even with the appropriate CO2-philicity. It was concluded that the focus 
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should be shifted to finding double-tail surfactants which can solubilise larger amounts of 
water, with the sufficient scCO2-philicity easily found in three-tail surfactants.  

When trying to predict the CO2-philicity of a surfactant, one approach is to use the fraction free 
volume (FFV) of an adsorbed monolayer defined by Stone et al (280):  

 𝐹𝐹𝑉 = 1 −
V𝑡𝑎𝑖𝑙

𝐿𝑡𝑎𝑖𝑙𝐴𝑐𝑚𝑐
 (6.1) 

 

where V𝑡𝑎𝑖𝑙 is the surfactant tail volume, 𝐿𝑡𝑎𝑖𝑙 is the surfactant tail length, and 𝐴𝑐𝑚𝑐 is the area 
of the surfactant headgroup at the critical micelle concentration. Surfactants with lower 𝐹𝐹𝑉 
values are expected to be CO2-philic, corresponding to improved solubility of surfactants and 
therefore increased stability with the formation of W/scCO2 microemulsions. This is because 
when considering surfactants with hydrocarbon tails, the CO2-tail interactions are weaker than 
if an oil continuous phase is considered. scCO2 has a higher diffusivity than an oil phase, and 
so reducing the free volume between surfactants plays a greater role as this determines the 
efficiency of separation between scCO2 and water. Indeed, many factors that have been 
shown to increase scCO2-philicity also reduce 𝐹𝐹𝑉. Fluorinated surfactants which have a 
larger tail volume compared to an equivalent hydrocarbon, hydrocarbon surfactants with 
increased branching and surfactants with three tails compared to two have all been shown to 
be more CO2-philic (278) (277) (274). A reduced 𝐹𝐹𝑉 value leads to a more densely packed 
interfacial film and therefore a decrease in both CO2 and water penetration into the surfactant 
film, which can destabilise the aggregates.  

Salaniwal et al (281) used MD simulation to study the structural properties of a dichain 
surfactant-water-scCO2 system, where the surfactant formula was [(C7F15)(C7H15)CHSO4

- 
Na+], i.e. it contained both an alkane and perfluoroalkane tail. A combination of UA and AA 
models were used to represent the various moieties. It was identified that the two distinct tails 
exhibit different conformations indicating contrasting CO2-philicity. Particularly, the 
fluoroalkane tails assumed more extended conformations than the alkane tails. Mudzhikova 
and Brodskaya (282) carried out CG simulations of the AOT-water-scCO2 system, claiming it to 
be the first of its kind. It should be noted in this case a pre-arranged RM was the starting 
molecular configuration. They remarked that due to the mutual dissolution of water and scCO2, 
the surfactant layer is thicker compared to an aggregate formed in hexane (283), resulting in a 
reduced deviation from sphericity. Neither of the above studies investigated the impact of 
surfactant structure. Using AA simulations, Wang et al (284) explored the effect of changing the 
hydrocarbon chain length of hybrid surfactants, defined as containing hydrocarbon and 
fluorocarbon chains, on CO2 philicity. They noted there are two competing mechanisms with 
shortening the hydrocarbon chain length: first the tail volume is reduced, which decreases the 
efficiency to separate CO2 from water. However, this can also result in a broader distribution 
of fluorocarbon chain conformations, due to reduction of steric effects and resultant increase 
in free space, which could enhance the separation efficiency. All the simulations in their work 
contained 20 surfactant molecules, 100 water molecules and 3000 CO2 molecules, only single 
RMs were studied. 

In this Chapter the aim is to use CG MD simulations to design more efficient non-fluorinated 
scCO2-philic surfactants. This will be achieved by expanding the knowledge on TMS 
hedgehog surfactant architecture, in particular the AOTSiC surfactant at 318.15 K and 350 
bar (33). To the knowledge of the author, there have been no previous attempts to do this. 
Whilst King (127) carried out MD simulations to study the relationship between ethoxylated 
surfactant tail architecture and surfactant effectiveness to replace perfluorinated surfactants, 
their approach uses the 𝛤-𝛾 method (15) (c.f. Chapter 2.4.4) which is not appropriate for ionic 
surfactants. Instead, the ternary system will be simulated directly using the SAFT force field, 
which has been shown to be possible in Chapter 4. This will be accomplished by first creating 
the molecular models of the chemicals involved. The new CG pure-fluid force fields can be 
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obtained from Bottled SAFT (29), and the cross-interactions are parameterised to re-create 
selected experimental data. These include the water-scCO2 liquid-liquid equilibrium (285), as 
well as the maximum water solubilisation capacity of AOTSiC (33). The validated model can 
then be applied to find surfactants that can form more stable W/scCO2 microemulsions. An 
advantage of this approach is that due to the similarity of AOT and AOTSiC, some of the CG 
bead interactions used previously can simply be transferred over to the new surfactant. In MD 
simulations, structural variation can be carried out in a trivial manner, hence there is no limit 
to the number of different surfactants possible. The current progress of the AOTSiC-water-
scCO2 model parameterisation is presented in Section 6.3. The molecular simulation details 
are given in Section 6.4. The preliminary validation results and force field parameters are 
detailed in Section 6.5. The Chapter concludes with a report of the preliminary progress and 
potential future work in Section 6.6.  

6.3 Model parameterisation strategy 
The CG model for water is the same as used in Chapters 3 and 4.  CO2 is modelled as a dimer 
because it has been reported that the use of a geometry more closely aligned to the actual 
molecule helps to capture both thermophysical and transport properties with lower deviation 
to the experiment (31). It is presented alongside the recast AOTSiC in Figure 6.1.   

 
                                                                                                 

 
 
  
 
 

 
Figure 6.1 CG representations of the molecules used in this study:  AOTSiC and CO2. The 
underlying atomistic representation is included for comparison purposes. In the AOTSiC 
model the hydrogen atoms have been removed for clarity. These images are not to scale. 

The resultant CG structure of AOTSiC is composed of 15 beads of five different moieties: 4 x 
brown beads termed TMS comprising the terminal trimethyl silane group, 1 x pink CE bead 
representing an ethyl group in the tail. The remaining beads (ES, SO and NA) represent the 
same groups as in the AOT model in Chapters 3 and 4. It is acknowledged that this is not the 
only way of representing AOTSiC, no attempt was made to optimise the mapping and the 
following approach is chosen without prejudice to the others. 

The force field parameters for the groups ES, SO, NA and W are the same as in Chapters 3 
and 4. Bottled SAFT (29) is used to obtain pure-fluid force field parameters for the remaining 
non-ionic beads in the AOTSiC model, as well as the CO2 model. It is acknowledged that 
assigning small molecules to the CG beads neglects connectivity for example the ethyl group 
C2H5 is represented by ethane C2H6. It is assumed the difference in H atoms does not affect 
the energetics significantly. A summary of the system model is provided in Table 6.1. 
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Table 6.1 List of the new CG beads used in the study, with the corresponding chemical, 
number of segments 𝑚 and the colour. 

Bead name Bead chemical 𝑚 Colour id 

TMS Trimethyl silane 4 Brown 

CE Ethane 1 Pink  

CO CO2 2 Black 

 

The intramolecular parameters are obtained in the same fashion for AOT in Chapter 3. The 
solvent specific parameters necessary to calculate the dielectric constant, 𝑑𝑉 and 𝑑𝑇, for water 
have already been presented in Chapter 3. The equivalent parameters for CO2 are 𝑑𝑉 = -0.025 

dm3 mol-1 and 𝑑𝑇 = 0, as it was found that the dielectric constant is not dependent on the 
temperature (27). These parameters achieve an AAD% of 1.45 % when 107 data points are 
considered. The temperature and solvent composition would be varied in these simulations, 
and so the dielectric constant for the mixed scCO2 – water solvent could be calculated using 
the same method described in Chapter 4.  

6.4 Molecular simulation details 

6.4.1 Water – CO2 simulations 

The cross-interactions are parameterised by fitting to the mutual solubility data (285) of the 
binary mixture at 383.15 K and at four different pressure points: 200, 300, 400 and 500 bar. 
Simulations were first carried out in the NPzzAT ensemble to ensure the density was 
equilibrated. The thermostat is Nosé-Hoover with a time constant of 1.0 ps. The barostat used 
is Parrinello-Rahman with the time constant set at 10.0 ps. The barostat is used in a semi-
isotropic fashion such that 𝐿𝑥 and 𝐿𝑦 are constant, and so the box area A will remain constant. 

𝐿𝑧 will fluctuate to maintain the specified pressure, which corresponds to the diagonal 𝑧 
component of the pressure tensor 𝑃𝑧𝑧.  This was followed by an NVT simulation, using the 
same thermostat conditions. The number of molecules of CO2 were kept constant at 5,000, 
but the number of water molecules were adjusted at different pressures to ensure the initial 
volume fractions were the same. The molecular cut-off was set to 2.0 nm as this is a pre-
requisite of the water model (18). Periodic boundary conditions are applied in all directions. The 
initial box dimensions are chosen such that 𝐿𝑥 = 𝐿𝑦 and 𝐿𝑧 > 4 𝐿𝑥. The time step used is 0.005 

ps, and each simulation was run for 80 ns, with averages taken from the last half of the 
configurations. The system compositions are summarised in Table 6.2: 

Table 6.2 List of all the water-CO2 binary mixtures studied via MD simulation 

Pressure (bar) Number of CO2 molecules Number of Water molecules 

200 5,000 24,000 

300 5,000 20,000 

400 5,000 18,000 

500 5,000 16,000 

      

6.5 Validation and model creation 

6.5.1 Water – CO2 interactions 

The energetics between the W and CO beads were used to study the simulation progress, an 
example is shown in Figure 6.2 which is for the system at 200 bar. A stable value is found at 
around -0.44 kJ mol-1 (standard deviation 0.02 kJ mol-1). This value is indicative of the 
difference in intermolecular interactions between both water and CO2. The density profile of 
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this system is provided in Figure 6.3, where two distinct bulk liquid phases can be identified. 
The peaks at either end of the scCO2 phase (black line) are indicative of accumulation at the 
interface region, specifically adsorption. This is due to the differences in surface tension 
between water and CO2. At these conditions the surface tension of water will be around 54 
mN m-1 (286). For scCO2 the surface tension will be negligible (287) since the properties of the 
liquid and vapour phase are similar. Hence scCO2, the phase with lower surface tension will 
adsorb in the interfacial regions.   

 
 

Figure 6.2 Plot of potential energy between W and CO beads for the system at 200 bar. The 
black line corresponds to the raw (unaveraged data), whilst the red line refers to the running 
average, every 200 configurations 

 
 

Figure 6.3 The particle number density profile of the water (red line) and scCO2 (black line) 
system at 200 bar taken from the last 40 ns of the simulation. 
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The best fit to the mutual solubility is achieved when 𝑘𝑖𝑗 = 0.3, the results of this fitting are 

shown in Figure 6.4. The value implies that the cross-energetic parameters derived from the 
Lafitte combining rules would over-estimate the interaction energy between water and CO2. 
Both components contain different intermolecular forces, water interactions are dominated by 
hydrogen bonds whilst CO2 interactions result from a combination of both dispersion forces 
and permanent quadrupole forces. It is therefore not unexpected that a positive (i.e. repulsive) 
𝑘𝑖𝑗 improves the fit to experimental data. It is worth noting that Lobanova et al investigated the 

water-scCO2 binary system using the CGW1-vle model (18), and the monomer model for CO2 
(88). The optimum 𝑘𝑖𝑗 value was calculated as -0.07 (173). In this case both the equation of state 

and MD simulations were employed. The difference in 𝑘𝑖𝑗 can be explained in the different 

data used to parameterise the model: the CGW1-vle was created to reproduce the density 
and vapour pressure of water, whereas the model used in this work, (the ‘CGW2-bio’ model) 
reproduces the density and surface tension (18). Therefore, the reported difference is not 
unexpected. Despite this, the results are in agreement that both fluids are highly immiscible. 
The equilibrated MD snapshots for each system are shown in Figure 6.5.   

6.5.2 Remaining cross-interactions 

The cross-interactions established from Chapters 3 and 4 are carried over to this system. The 
cross-energetic parameter 𝜀𝑖𝑗 between the ES and CE beads are adjusted in the same way 

as the other hydrocarbon bead – ester bead interactions were in Chapter 3. The cross-
interactions between the CE beads and the CO2 beads is adjusted by using a 𝑘𝑖𝑗 of 0.08 which 

was found to reproduce the VLE data for a variety of CO2 – n-alkane binary mixtures (173). The 
list of all intermolecular interactions is provided in Table 6.3, with an accompanying Table 6.4 
which describes how each interaction was derived.  

 

 
 

Figure 6.4 P-x liquid-liquid phase diagram at 383.15 K for the binary mixture scCO2 (x1) and 
water. The SAFT CG model is shown as solid circles, while the experimental data (285) is shown 
as solid lines.    
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      i)                        ii)                               iii)                                   iv) 
    

 
Figure 6.5 Equilibrated MD simulation images for the scCO2 – water system at i) 200 bar, ii) 
300 bar, iii) 400 bar and iv) 500 bar. The temperature is 383.15 K for all systems. The colour 
code is provided in Table 5.1 and Table 3.1. 

Table 6.3 List of the new non-bonded intermolecular interaction parameters 

Bead – Bead 
interaction 

𝜎𝑖𝑗 (nm) 𝜀𝑖𝑗/𝑘𝐵 (K) 𝜆𝑖𝑗
𝑟  (-) 𝑘𝑖𝑗 (-) 

TMS – TMS 0.3327 134.05 8.55 - 

TMS – CE 0.3780 203.52 14.62 - 

TMS – ES 0.3533 228.17 13.27 - 

TMS – SO  0.3524 98.82 8.27 - 

TMS – NA  0.2774 33.20 8.27 - 

TMS – W  0.3489 229.61 8.27 - 

TMS – CO 0.3042 161.42 11.11 - 

CE – CE  0.4349 330.25 27.30 - 

CE – ES*  0.4094 270.07 24.49 - 

CE – SO  0.4085 155.79 14.02 - 

CE – NA 0.3335 46.92 14.02 - 

CE – W  0.4050 244.94 14.02 0.3205 

CE – CO  0.3603 219.47 19.97 0.0800 

ES – CO  0.3348 270.45 18.01 - 

SO – CO  0.3338 117.19 10.70 - 

NA – CO  0.2588 41.20 10.70 - 

W – CO  0.3303 190.92 10.70 0.3000 

CO – CO  0.2857 196.55 14.85 - 

* The bead bond length is constrained to a constant value so that 𝑏0,𝑖𝑗 = 0.6𝜎𝑖𝑗 
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Table 6.4 Parameter matrix indicating how each new intermolecular interaction was derived. 

  TMS CE ES SO NA W CO 

TMS M&M Lafitte Lafitte Lafitte Lafitte Lafitte Lafitte 

CE   M&M VLE Lafitte Lafitte IFT VLE 

CO   Lafitte Lafitte Lafitte LLE M&M 

 

6.6 Concluding remarks and future work 
Preliminary steps have been completed to study the AOTSiC-water-scCO2 system using the 
SAFT-based MD methodology. Due to the similarity in structure to AOT, many of the force 
field parameters were carried over from Chapters 3 and 4. The new CG beads created were 
assigned force field parameters using Bottled SAFT (29). The water-scCO2 cross-interactions 
were optimised by MD simulation to match the binary mixture solubility at various pressures 
using a single binary interaction parameter. The results show good agreement to experimental 
values. The benefits of molecular simulation include the ability to study systems which can be 
expensive and time-consuming via purely experimental routes. As shown with the W/scCO2 
microemulsions, high pressures (e.g. 350 bar) are encountered in these systems, which 
require access to specialist equipment (33). With molecular simulations, this is not an issue as 
changing pressure is just a case of changing a line in the MD code.  

This work provides an initial molecular model to study the ternary system, which can be 
compared to the experimental HP SANS data (33). The analytical techniques described in 
Chapters 3 and 4 can be used to calculate the equivalent MD values. For example, multiple 
MD simulations can be carried out where the water content is gradually reduced, and the 
nematic order parameter can establish the phase boundary between stable W/scCO2 
microemulsions (low S2 values), and bicontinuous/phase separated systems (high S2 values). 

The relative shape anisotropy 𝜅2 can be used to determine the shape of the resultant RMs.  

An accurate model can then be used to investigate the impact of surfactant structure on CO2-
philicity, to design more effective non-fluorinated microemulsion stabilisers, with higher 
maximum amounts of water that can be solubilised. It has been suggested in the work of Hill 
et al (33) that the substitution of silicon for carbon atoms has an effect of increasing the minimum 
area occupied by a surfactant at the water-scCO2 interface, which in turn has a positive effect 
on the maximum 𝑤0. One approach is then to study the effect of increasing the number of 
silicon atoms in the surfactant tail, by adding more silane CG groups. For example the CE 
bead can be replaced with a bead representing disilane (Si2H6). This will have the effect of 
increasing the tail volume resulting in a surfactant with a lower 𝐹𝐹𝑉. Other groups can be 
added to the structure, for example it has been shown that incorporating oxygen into the 
surfactant tails significantly improves CO2-philicity, for example by a carbonyl group (288). In 
the CG MD simulation this can be achieved by adding a formaldehyde CG bead to the tail. 
The number of methyl branches in the tail structure have been shown to affect CO2-philicity 
(289), and this can be explored by adding methane CG beads to varying positions on the 
surfactant tail. Tail length can impact CO2 philicity due to increased flexibility (279) allowing for 
a greater packing efficiency, and this can be explored by adding more alkyl beads to the main 
tail structure. Sagisaka et al (290) identified that changing counter-ions of TMS surfactants from 
Na+ to Mg2+ results in a reduction of minimum air-water surface tension, implying enhanced 
CO2-philicity. This can be tested using the MD simulation method, where the parameters for 
the Mg2+ counter-ion would be obtained from the SAFT VRE Mie equation of state (27) (106). The 
abundance of force field parameters in Bottled SAFT (29) means a variety of different functional 
groups can be investigated. The results of this study can point to new design approaches for 
CO2-philic surfactants, widening the potential of scCO2 as a green processing, cleaning, and 
separation medium.  
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Appendix A User-defined functions in Gromacs 
Gromacs allows the user to define their own potential functions. In this study the Mie potential, 
described in section 2.2.1, is the specific potential function. In Gromacs the intermolecular 
interaction parameters of two atoms 𝑖 and 𝑗 are split in three parts: the electrostatic, the 
dispersion and the short-range repulsion: 

 
𝑉(𝑟𝑖𝑗) =

𝑧𝑖𝑧𝑗

4𝜋𝜀0𝜀𝑟
𝑓(𝑟𝑖𝑗) + 𝐶𝑔(𝑟𝑖𝑗) + 𝐴ℎ(𝑟𝑖𝑗) 

 

(A.1) 

 

Where 𝑓(𝑟), 𝑔(𝑟) and ℎ(𝑟) are the so-called ‘user-defined functions’. In principle, for the Mie 
potential in Gromacs, only the last two functions are needed, however one must provide 
meaningful (non-zero) data for the electrostatic function.  

The user-defined functions to describe any Mie potential will be: 

 
𝑓(𝑟𝑖𝑗) =

1

𝑟𝑖𝑗
 

 

(A.2) 

 

 
𝑔(𝑟𝑖𝑗) = −

1

𝑟𝑖𝑗
𝜆𝑎 

 

(A.3) 

 

 
ℎ(𝑟𝑖𝑗) =

1

𝑟𝑖𝑗
𝜆𝑟 

 

(A.4) 

The constants 𝐴 and 𝐶 are defined as: 

 𝐴 = (
𝜆𝑖𝑗

𝑟

𝜆𝑖𝑗
𝑟 − 𝜆𝑖𝑗

𝑎 ) (
𝜆𝑖𝑗

𝑟

𝜆𝑖𝑗
𝑎 )

𝜆𝑖𝑗
𝑎

𝜆𝑖𝑗
𝑟 −𝜆𝑖𝑗

𝑎

𝜀𝑖𝑗𝜎
𝑖𝑗

𝜆𝑖𝑗
𝑟

 

 

(A.5) 

 

 𝐶 = (
𝜆𝑖𝑗

𝑟

𝜆𝑖𝑗
𝑟 − 𝜆𝑖𝑗

𝑎 ) (
𝜆𝑖𝑗

𝑟

𝜆𝑖𝑗
𝑎 )

𝜆𝑖𝑗
𝑎

𝜆𝑖𝑗
𝑟 −𝜆𝑖𝑗

𝑎

𝜀𝑖𝑗𝜎
𝑖𝑗

𝜆𝑖𝑗
𝑎

 

 

(A.6) 

With this knowledge, a tabulated potential that contains the evaluation of 𝑓(𝑟𝑖𝑗), 𝑔(𝑟𝑖𝑗), ℎ(𝑟𝑖𝑗) 

and their negative first derivatives at a series of values of 𝑟𝑖𝑗 must be constructed. This will be 

used by Gromacs to calculate the values of the functions for any values of 𝑟𝑖𝑗, using a cubic 

splines algorithm to interpolate the table. The format of this table should be the following: 

𝑟𝑖𝑗 𝑓(𝑟𝑖𝑗) −𝑓′(𝑟𝑖𝑗) 𝑔(𝑟𝑖𝑗) −𝑔′(𝑟𝑖𝑗) ℎ(𝑟𝑖𝑗) −ℎ′(𝑟𝑖𝑗) 

# 1

𝑟𝑖𝑗
 

1

𝑟𝑖𝑗
2 −

1

𝑟
𝑖𝑗

𝜆𝑖𝑗
𝑎  −

𝜆𝑖𝑗
𝑎

𝑟
𝑖𝑗

𝜆𝑖𝑗
𝑎 +1

 
1

𝑟
𝑖𝑗

𝜆𝑖𝑗
𝑟  

𝜆𝑖𝑗
𝑟

𝑟
𝑖𝑗

𝜆𝑖𝑗
𝑟 +1
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Where 𝑟𝑖𝑗 should range from 0 to 𝑟𝑐 + 1. A C++ code, mie2gmx.cpp, has been written by 

Herdes to create a tabulated potential upon specifying 𝜆𝑖𝑗
𝑟 , 𝜆𝑖𝑗

𝑎  and 𝑟𝑐. It should be noted in this 

script 𝜆𝑖𝑗
𝑟  and 𝜆𝑖𝑗

𝑎  are referred to as 𝑛 and 𝑚 respectively. The code is presented in Figure A.1.  

  

 
 

Figure A.1 C++ code lines for mie2gmx.cpp 

This can be compiled in Linux OS with the line: 

$ g++ mie2gmx.cpp -o mie2gmx.exe 

The resultant file can then be executed by the line: 

$ ./mie2gmx.exe 

Upon successful execution, a table will be generated in the current work directory called 
tableMIE_n_m.xvg. This must be renamed appropriately before using it in Gromacs. The 
comment lines at the header of each table will specify the used 𝜆𝑖𝑗

𝑟  and 𝜆𝑖𝑗
𝑎 , as well as the 

needed pre-factors to set 𝐴 and 𝐶 detailed in equations x and y: It should be noted that the 
same table can be used for different molecular species, provided 𝜆𝑖𝑗

𝑟  and 𝜆𝑖𝑗
𝑎  are the same. 

The units of 𝐴 and 𝐶 are kJ mol-1 nm, where nm is raised to the power of 𝜆𝑖𝑗
𝑟  and 𝜆𝑖𝑗

𝑎  (in this 

work it is set to 6) respectively. 
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Appendix B Input interaction parameters  
 

Butyl acetate 

Table B.1 Intermolecular interaction parameters for a butyl acetate molecule 

Interaction     
(𝑖 − 𝑗) 

𝜎𝑖𝑗 (nm) 𝜀𝑖𝑗/𝑘𝐵 (K) 𝜆𝑖𝑗
𝑟  𝐶 (kJ mol-1 nm6) 𝐴 (kJ mol-1 nm^𝜆𝑖𝑗

𝑟 ) 

CP – CP 0.4871 426.08 34.29 8.3009 x 10-2 1.2074 x 10-10 

CP – ES 0.4355 302.09 27.39 3.3594 x 10-2 6.3765 x 10-10 

ES – ES 0.3839 397.25 22.01 2.3658 x 10-2 5.2157 x 10-9 

 

Table B.2 Structure of a butyl acetate molecule 

Bead index Corresponding bead 

1 ES 

2 ES 

3 CP 

 

Table B.3 Intramolecular interaction parameters for a butyl acetate molecule 

Bonds 

Bond ( 𝑖 − 𝑗 ) 𝑏0,𝑖𝑗 (nm) 𝑘𝑏𝑜𝑛𝑑,𝑖𝑗 (kJ mol-1 nm-2) 

1 – 2 0.384 20,000 

2 – 3 0.261 20,000 

Angles 

Angle ( 𝑖 − 𝑗 − 𝑘 ) 𝜃0,𝑖𝑗𝑘 (deg) 𝑘𝑎𝑛𝑔𝑙𝑒,𝑖𝑗𝑘 (kJ mol-1 rad-2) 

1 – 2 – 3 157 22.18 

 

Pentyl acetate 

Table B.4 Intermolecular interaction parameters for a pentyl acetate molecule 

Interaction      
(𝑖 − 𝑗) 

𝜎𝑖𝑗 (nm) 𝜀𝑖𝑗/𝑘𝐵 (K) 𝜆𝑖𝑗
𝑟  𝐶 (kJ mol-1 nm6) 𝐴 (kJ mol-1 nm^𝜆𝑖𝑗

𝑟 ) 

CB – CB 0.3961 256.36 13.29 2.8878 x 10-2 3.3773 x 10-5 

CB – ES 0.3900 239.25 16.99 1.9105 x 10-2 6.1450 x 10-7 

ES – ES 0.3839 397.25 22.01 2.3658 x 10-2 5.2157 x 10-9 

 

Table B.5 Structure of a pentyl acetate molecule 

Bead index Corresponding bead 

1 ES 

2 ES 

3 CB 

4 CB 
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Table B.6 Intramolecular interaction parameters for a pentyl acetate molecule 

Bonds 

Bond ( 𝑖 − 𝑗 ) 𝑏0,𝑖𝑗 (nm) 𝑘𝑏𝑜𝑛𝑑,𝑖𝑗 (kJ mol-1 nm-2) 

1 – 2 0.384 20,000 

2 – 3 0.234 20,000 

3 – 4  0.396 20,000 

Angles 

Angle ( 𝑖 − 𝑗 − 𝑘 ) 𝜃0,𝑖𝑗𝑘 (deg) 𝑘𝑎𝑛𝑔𝑙𝑒,𝑖𝑗𝑘 (kJ mol-1 rad-2) 

1 – 2 – 3 157 22.18 

2 – 3 – 4  157  22.18  

 

Octyl acetate 

Table B.7 Intermolecular interaction parameters of an octyl acetate molecule 

Interaction      
(𝑖 − 𝑗) 

𝜎𝑖𝑗 (nm) 𝜀𝑖𝑗/𝑘𝐵 (K) 𝜆𝑖𝑗
𝑟  𝐶 (kJ mol-1 nm6) 𝐴 (kJ mol-1 nm^𝜆𝑖𝑗

𝑟 ) 

CP – CP 0.4871 426.08 34.29 8.3009 x 10-2 1.2074 x 10-10 

CP – CB 0.4416 325.25 20.94 4.6431 x 10-2 2.3028 x 10-7 

CP – ES 0.4355 302.09 27.39 3.3594 x 10-2 6.3765 x 10-10 

CB – CB 0.3961 256.36 13.29 2.8878 x 10-2 3.3773 x 10-5 

CB – ES 0.3900 239.25 16.99 1.9105 x 10-2 6.1450 x 10-7 

ES – ES 0.3839 397.25 22.01 2.3658 x 10-2 5.2157 x 10-9 

 

Table B.8 Structure of an octyl acetate molecule 

Bead index Corresponding bead 

1 ES 

2 ES 

3 CB 

4 CB 

5 CP 

 

Table B.9 Intramolecular interaction parameters of an octyl acetate molecule 

Bonds 

Bond ( 𝑖 − 𝑗 ) 𝑏0,𝑖𝑗 (nm) 𝑘𝑏𝑜𝑛𝑑,𝑖𝑗 (kJ mol-1 nm-2) 

1 – 2 0.384 20,000 

2 – 3 0.234 20,000 

3 – 4  0.396 20,000 

4 – 5 0.265 20,000 

Angles 

Angle ( 𝑖 − 𝑗 − 𝑘 ) 𝜃0,𝑖𝑗𝑘 (deg) 𝑘𝑎𝑛𝑔𝑙𝑒,𝑖𝑗𝑘 (kJ mol-1 rad-2) 

1 – 2 – 3 157 22.18 

2 – 3 – 4  157  22.18  

3 – 4 – 5  157  22.18  
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AOT – water – cyclohexane  

Table B.10 Intermolecular interaction parameters for the AOT-water-cyclohexane system. The 
SO and NA beads are assigned a charge of -1 and +1 respectively. 

Interaction      
(𝑖 − 𝑗) 

𝜎𝑖𝑗 (nm) 𝜀𝑖𝑗/𝑘𝐵 (K) 𝜆𝑖𝑗
𝑟  𝐶 (kJ mol-1 nm6) 𝐴 (kJ mol-1 nm^𝜆𝑖𝑗

𝑟 ) 

CP – CP 0.4871 426.08 34.29 8.3009 x 10-2 1.2074 x 10-10 

CP – CB 0.4416 325.25 20.94 4.6431 x 10-2 2.3028 x 10-7 

CP – ES 0.4355 302.09 27.39 3.3594 x 10-2 6.3765 x 10-10 

CP – SO 0.4346 174.18 15.51 2.8959 x 10-2 1.0478 x 10-5 

CP – NA  0.3596 50.39 15.51 2.6879 x 10-3 1.6054 x 10-7 

CP – W  0.4311 273.44 15.51 4.3308 x 10-2 1.4510 x10-5 

CP – CH 0.4553 381.11 21.59 6.3937 x 10-2   2.9946 x 10-7 

CB – CB 0.3961 256.36 13.29 2.8878 x 10-2 3.3773 x 10-5 

CB – ES 0.3900 239.25 16.99 1.9105 x 10-2 6.1450 x 10-7 

CB – SO 0.3891 138.06 10.17 2.0731 x 10-2    4.0343 x 10-4 

CB – NA  0.3141 43.01 10.17 1.7868 x 10-3   1.4227 x 10-5 

CB – W  0.3856 217.35 10.17 3.0916 x 10-2  5.7936 x 10-4 

CB – CH 0.4098 297.31 13.66 3.9731 x 10-2    4.2635 x 10-5 

ES – ES 0.3839 397.25 22.01 2.3658 x 10-2 5.2157 x 10-9 

ES – SO 0.3830 171.94 12.75 1.6645 x 10-2    2.5572 x 10-5 

ES – NA  0.3080 54.18 12.75 1.4183 x 10-3   5.0043 x 10-7 

ES – W  0.3795 378.61 12.75 3.4688 x 10-2   5.0089 x 10-5 

ES – CH 0.4037 277.03 17.49 2.6511 x 10-2    7.8534 x 10-7 

SO – SO  0.3820 74.42 8.00 1.8230 x 10-2     2.6602 x 10-3 

SO – NA  0.3070 12.11 8.00 7.9926 x 10-4    7.5329 x 10-5 

SO – W  0.3785 600.00 8.00 1.3908 x 10-1    1.9925 x 10-2 

SO – CH 0.4027 159.82 10.43 2.8200 x 10-2   5.0016 x 10-4 

NA – NA  0.2320 8.92 8.00 1.0965 x 10-4     5.9018 x 10-8 

NA – W  0.3035 179.76 8.00 1.1075 x 10-2    1.0202 x 10-3 

NA – CH  0.3277 48.60 10.43 2.4900 x 10-3   1.7713 x 10-5 

W – W  0.3750 400.00 8.00 8.7692 x 10-2    1.2332 x 10-2 

W – CH  0.3992 251.37 10.43 4.2092 x 10-2    7.1822 x 10-4 

CH – CH  0.4234 345.94 14.05 5.4531 x 10-2    5.3950 x 10-5 

 

Table B.11 Structure of an AOT molecule. The NA bead is modelled as fully dissociated. 

Bead index Corresponding bead  

1 CP 

2 CB 

3 ES 

4 ES 

5 ES 

6 ES 

7 CB 

8 CP 

9 CB 

10 SO 

11 CB 
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Table B.12 Intramolecular interaction parameters for an AOT molecule. 

Bonds  

Bond ( 𝑖 − 𝑗 ) 𝑏0,𝑖𝑗 (nm) 𝑘𝑏𝑜𝑛𝑑,𝑖𝑗 (kJ mol-1 nm-

2) 

1 – 2 0.265 20,000 

2 – 3 0.234 20,000 

3 – 4  0.384 20,000 

4 – 5 0.384 20,000 

4 – 10 0.383 20,000 

5 – 6  0.384 20,000 

6 – 7 0.234 20,000 

7 – 8  0.265 20,000 

2 – 9 0.396 20,000 

7 – 11 0.396 20,000 

Angles 

Angle ( 𝑖 − 𝑗 − 𝑘 ) 𝜃0,𝑖𝑗𝑘 (deg) 𝑘𝑎𝑛𝑔𝑙𝑒,𝑖𝑗𝑘 (kJ mol-1 

rad-2) 

1 – 2 – 3 100 65 

1 – 2 – 9  90  45 

2 – 3 – 4  60  45 

3 – 4 – 5 70 45 

10 – 4 – 3  60 45 

4 – 5 – 6  80 25 

5 – 6 – 7 70 45 

6 – 7 – 11  90 45 

6 – 7 – 8  100 45 

Dihedrals 

Dihedral (𝑖 − 𝑗 − 𝑘 −
𝑙) 

𝜙0,𝑖𝑗𝑘𝑙 (deg) 𝑘𝑑𝑖ℎ𝑒𝑑𝑟𝑎𝑙,𝑖𝑗𝑘𝑙 (kJ mol-1) 𝑛 (-) 

2 – 3 – 4 – 10  0 0.12 4 

7 – 6 – 5 – 4  0 0.12 4 

 

Table B.13 Structure of a cyclohexane molecule 

Bead index Corresponding bead 

1 CH 

2 CH 

 

Table B.14 Intramolecular interaction parameters for a cyclohexane molecule 

Bond (𝑖 − 𝑗) 𝑏0,𝑖𝑗 (nm) 𝑘𝑏𝑜𝑛𝑑,𝑖𝑗 (kJ mol-1 nm-2) 

1 – 2 0.423 20,000 

 

 

 

 

 

 



Input interaction parameters 

122 
 

AOTSiC – water – scCO2 

Table B.15 Intermolecular interaction parameters for the ternary AOTSiC – water – scCO2 
system. The SO and NA beads are assigned a charge of -1 and +1 respectively. 

Interaction      
(𝑖 − 𝑗) 

𝜎𝑖𝑗 (nm) 𝜀𝑖𝑗/𝑘𝐵 (K) 𝜆𝑖𝑗
𝑟  𝐶 (kJ mol-1 nm6) 𝐴 (kJ mol-1 nm^𝜆𝑖𝑗

𝑟 ) 

TMS – TMS 0.3227 134.05 8.55 9.7010 x 10-3 5.4048 x 10-4 

TMS – CE 0.3788 203.52 14.62 1.5765 x 10-2 3.6741 x 10-6 

TMS – ES 0.3533 228.17 13.27 1.2961 x 10-2 6.6936 x 10-6 

TMS – SO 0.3524 98.82 8.27 1.3380 x 10-2 1.2544 x 10-3 

TMS – NA  0.2774 33.20 8.27 1.0693 x 10-3 5.8237 x 10-5 

TMS – W  0.3489 229.61 8.27 2.9282 x 10-2 2.6837 x 10-3 

TMS – CO 0.3042 161.42 11.11 4.7645 x 10-3   1.0882 x 10-5 

CE – CE 0.4349 330.25 27.30 3.6488 x 10-2 7.2418 x 10-10 

CE – ES 0.4094 270.07 24.49 2.2103 x 10-2 1.4858 x 10-9 

CE – SO 0.4085 155.79 14.02 1.9835 x 10-2    1.5056 x 10-5 

CE – NA  0.3335 46.92 14.02 1.7864 x 10-3   2.6364 x 10-7 

CE – W  0.4050 244.94 14.02 2.9618 x 10-2  2.0982 x 10-5 

CE – CO 0.3603 219.47 19.97 9.5632 x 10-3    6.1488 x 10-9 

ES – ES 0.3839 397.25 22.01 2.3658 x 10-2 5.2157 x 10-9 

ES – SO 0.3830 171.94 12.75 1.6645 x 10-2    2.5572 x 10-5 

ES – NA  0.3080 54.18 12.75 1.4183 x 10-3   5.0043 x 10-7 

ES – W  0.3795 378.61 12.75 3.4688 x 10-2   5.0089 x 10-5 

ES – CO 0.3348 270.45 18.01 8.2228 x 10-3    1.6195 x 10-8 

SO – SO  0.3820 74.42 8.00 1.8230 x 10-2     2.6602 x 10-3 

SO – NA  0.3070 12.11 8.00 7.9926 x 10-4    7.5329 x 10-5 

SO – W  0.3785 600.00 8.00 1.3908 x 10-1    1.9925 x 10-2 

SO – CO 0.3338 117.19 10.70 6.4292 x 10-3   3.7217 x 10-5 

NA – NA  0.2320 8.92 8.00 1.0965 x 10-4     5.9018 x 10-8 

NA – W  0.3035 179.76 8.00 1.1075 x 10-2    1.0202 x 10-3 

NA – CO  0.2588 41.20 10.70 4.9102 x 10-4   8.6050 x 10-7 

W – W  0.3750 400.00 8.00 8.7692 x 10-2    1.2332 x 10-2 

W – CO 0.3303 190.92 10.70 4.2092 x 10-2    7.1822 x 10-4 

CO – CO  0.2857 196.55 14.85 2.7553 x 10-3    4.2380 x 10-8 
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Table B.16 Structure of an AOTSiC molecule. The NA bead is modelled as fully dissociated. 

Bead index Corresponding bead  

1 TMS 

2 TMS 

3 CE 

4 ES 

5 ES 

6 ES 

7 ES 

8 CE 

9 TMS 

10 TMS 

11 TMS 

12 SO 

13 TMS 

14 TMS 

15 TMS 
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Table B.17 Intramolecular interaction parameters for AOTSiC 

Bonds  

Bond ( 𝑖 − 𝑗 ) 𝑏0,𝑖𝑗 (nm) 𝑘𝑏𝑜𝑛𝑑,𝑖𝑗 (kJ mol-1 nm-2) 

1 – 2 0.323 20,000 

2 – 3 0.379 20,000 

3 – 4  0.246 20,000 

4 – 5 0.384 20,000 

5 – 6 0.384 20,000 

6 – 7  0.384 20,000 

7 – 8 0.246 20,000 

8 – 9  0.379 20,000 

9 – 10 0.323 20,000 

2 – 11 0.323 20,000 

2 – 14 0.323 20,000 

5 – 12 0.383 20,000 

9 – 13 0.323 20,000 

9 – 15  0.323 20,000 

Angles 

Angle ( 𝑖 − 𝑗 − 𝑘 ) 𝜃0,𝑖𝑗𝑘 (deg) 𝑘𝑎𝑛𝑔𝑙𝑒,𝑖𝑗𝑘 (kJ mol-1 

rad-2) 

1 – 2 – 3 100 65 

2 – 3 – 4  100 65 

3 – 4 – 5  60  45 

4 – 5 – 6 70 45 

5 – 6 – 7  70 45 

6 – 7 – 8  60 45 

7 – 8 – 9 100 65 

8 – 9 – 10  100 65 

1 – 2 – 11  90 45 

1 – 2 – 14 90 45 

12 – 4 – 5 60 45 

10 – 9 – 13 90 45 

10 – 9 – 15 90 45 

Dihedrals 

Dihedral (𝑖 − 𝑗 − 𝑘 −
𝑙) 

𝜙0,𝑖𝑗𝑘𝑙 (deg) 𝑘𝑑𝑖ℎ𝑒𝑑𝑟𝑎𝑙,𝑖𝑗𝑘𝑙 (kJ mol-1) 𝑛 (-) 

3 – 4 – 5 – 12  0 1.96 4 

3 – 4 – 5 – 6  0 1.96 4 

7 – 6 – 5 – 12  0 1.96 4 

8 – 7 – 6 – 5  0 1.96 4 

 

Table B.18 Structure of a CO2 molecule 

Bead index Corresponding bead 

1 CO 

2 CO 

 

Table B.19 Intramolecular interaction parameters for a CO2 molecule 

Bond (𝑖 − 𝑗) 𝑏0,𝑖𝑗 (nm) 𝑘𝑏𝑜𝑛𝑑,𝑖𝑗 (kJ mol-1 nm-2) 

1 – 2 0.286 20,000 



Example Gromacs input files 

125 
 

Appendix C Example Gromacs input files 

C.1 NVT simulations 
;VARIOUS PREPROCESSING OPTIONS =  

include                  =  

define                   = -DPOSRES 

 

;RUN CONTROL PARAMETERS =  

integrator               = md 

; start time and timestep in ps =  

tinit                    = 0 

dt                       = 0.01 

nsteps                = 4000000 

; For exact run continuation or redoing part of a run 

init_step                = 0 

; number of steps for center of mass motion removal =  

nstcomm                  = 1000 

comm_grps   = 

 

; OUTPUT CONTROL OPTIONS =  

; Output frequency for coords (x), velocities (v) and forces (f) =  

nstxout                  = 1000 

nstvout                  = 1000 

nstfout                  = 1000 

; Output frequency for energies to log file and energy file =  

nstlog                   = 1000 

nstenergy                = 1000  

; Output frequency and precision for xtc file =  

nstxtcout                = 1000 

xtc-precision            = 1000 

; This selects the subset of atoms for the xtc file. You can =  

; select multiple groups. By default all atoms will be written. =  

xtc-grps                 =  

; Selection of energy groups =  
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energygrps               = CP ES 

energygrp_table          = CP CP CP ES ES ES            

 

; NEIGHBORSEARCHING PARAMETERS =  

;cutoff-scheme = 

cutoff-scheme = group 

; nblist update frequency =  

nstlist                  = 5 

; ns algorithm (simple or grid) =  

ns-type                  = grid 

pbc    = xyz 

; nblist cut-off         =  

rlist                    = 2.0 

 

; OPTIONS FOR ELECTROSTATICS AND VDW =  

; Method for doing electrostatics =  

coulombtype              = cut-off 

rcoulomb-switch          = 0 

rcoulomb                 = 2.0 

; Dielectric constant (DC) for cut-off or DC of reaction field =  

epsilon-r                = 1 

; Method for doing Van der Waals =  

vdwtype                  = user 

; cut-off lengths        =  

rvdw-switch              = 0 

rvdw                     = 2.0 

; Apply long range dispersion corrections for Energy and Pressure =  

DispCorr                 = no  

; Spacing for the PME/PPPM FFT grid =  

fourierspacing           = 0.12 

; FFT grid size, when a value is 0 fourierspacing will be used =  

fourier_nx               = 0 
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fourier_ny               = 0 

fourier_nz               = 0 

; EWALD/PME/PPPM parameters =  

pme_order                = 4 

ewald_rtol               = 1e-05 

optimize_fft             = yes 

 

; OPTIONS FOR WEAK COUPLING ALGORITHMS =  

; Temperature coupling   =  

tcoupl                   = nose-hoover 

; Groups to couple separately =  

tc-grps                  = CP ES 

; Time constant (ps) and reference temperature (K) =  

tau-t                    = 1.0 1.0            

ref-t                    = 298.15 298.15    

; Pressure coupling      =  

pcoupl                   = no 

pcoupltype               = semiisotropic  

; Time constant (ps), compressibility (1/bar) and reference P (bar) =  

tau-p                    = 10.0          

compressibility          = 0 4.50E-5 

ref-p                    = 1.01325 1.01325  

 

; GENERATE VELOCITIES FOR STARTUP RUN =  

gen-vel                  = no 

gen-temp                 = 298.15 

gen-seed                 = 173539 

 

C.2 Isotropic NPT simulations 
;VARIOUS PREPROCESSING OPTIONS =  

;From surface excess to surface tension 

;old fashion entry cpp  = /lib/cpp 
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include                  =  

define                   = -DPOSRES 

 

;RUN CONTROL PARAMETERS =  

integrator               = md 

; start time and timestep in ps =  

tinit                    = 0 

dt                       = 0.01 

nsteps                   = 5000000 

; For exact run continuation or redoing part of a run 

init_step                = 0 

; number of steps for center of mass motion removal =  

nstcomm                  = 1000 

comm_grps   = 

 

; OUTPUT CONTROL OPTIONS =  

; Output frequency for coords (x), velocities (v) and forces (f) =  

nstxout                  = 1000 

nstvout                  = 1000 

nstfout                  = 1000 

; Output frequency for energies to log file and energy file =  

nstlog                   = 1000 

nstenergy                = 1000  

; Output frequency and precision for xtc file =  

nstxtcout                = 1000 

xtc-precision            = 1000 

; This selects the subset of atoms for the xtc file. You can =  

; select multiple groups. By default all atoms will be written. =  

xtc-grps                 =  

; Selection of energy groups =  

energygrps               = CP CB ES SO NA W CH    
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energygrp_table          = CP CP CP CB CP ES CP SO CP NA CP W CP CH CB CB CB ES 

CB SO CB NA CB W CB CH ES ES ES SO ES NA ES W ES CH SO SO SO NA SO W SO 

CH NA NA NA W NA CH W W W CH CH CH              

 

; NEIGHBORSEARCHING PARAMETERS =  

;cutoff-scheme = 

cutoff-scheme = group 

; nblist update frequency =  

nstlist                  = 5 

; ns algorithm (simple or grid) =  

ns-type                  = grid 

pbc    = xyz 

; nblist cut-off         =  

rlist                    = 2.0 

 

; OPTIONS FOR ELECTROSTATICS AND VDW =  

; Method for doing electrostatics =  

coulombtype              = PME 

rcoulomb-switch          = 0 

rcoulomb                 = 2.0 

; Dielectric constant (DC) for cut-off or DC of reaction field =  

epsilon-r                = 34.77 

; Method for doing Van der Waals =  

vdwtype                  = user 

; cut-off lengths        =  

rvdw-switch              = 0 

rvdw                     = 2.0 

; Apply long range dispersion corrections for Energy and Pressure =  

DispCorr                 = no  

; Spacing for the PME/PPPM FFT grid =  

fourierspacing           = 0.29 

; FFT grid size, when a value is 0 fourierspacing will be used =  

fourier_nx               = 0 
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fourier_ny               = 0 

fourier_nz               = 0 

; EWALD/PME/PPPM parameters =  

pme_order                = 4 

ewald_rtol               = 1e-05 

optimize_fft             = yes 

 

; OPTIONS FOR WEAK COUPLING ALGORITHMS =  

; Temperature coupling   =  

tcoupl                   = nose-hoover 

; Groups to couple separately =  

tc-grps                  = CP CB ES SO NA W CH  

; Time constant (ps) and reference temperature (K) =  

tau-t                    = 1.0 1.0 1.0 1.0 1.0 1.0 1.0           

ref-t                    = 298.15 298.15 298.15 298.15 298.15 298.15 298.15   

; Pressure coupling      =  

pcoupl                   = Parrinello-Rahman 

pcoupltype               = isotropic 

; Time constant (ps), compressibility (1/bar) and reference P (bar) =  

tau-p                    = 10.0          

compressibility          = 4.50E-5  

ref-p                    = 1.01325  

 

; GENERATE VELOCITIES FOR STARTUP RUN =  

gen-vel                  = no 

gen-temp                 = 298.15 

gen-seed                 = 173539 

 

C.3 Semi-isotropic NPT simulations 
;VARIOUS PREPROCESSING OPTIONS =  

;From surface excess to surface tension 

;old fashion entry cpp  = /lib/cpp 



Example Gromacs input files 

131 
 

include                  =  

define                   = -DPOSRES 

 

;RUN CONTROL PARAMETERS =  

integrator               = md 

; start time and timestep in ps =  

tinit                    = 0 

dt                       = 0.01 

nsteps                = 20000000 

; For exact run continuation or redoing part of a run 

init_step                = 0 

; number of steps for center of mass motion removal =  

nstcomm                  = 1000 

comm_grps   = 

 

; OUTPUT CONTROL OPTIONS =  

; Output frequency for coords (x), velocities (v) and forces (f) =  

nstxout                  = 1000 

nstvout                  = 1000 

nstfout                  = 1000 

; Output frequency for energies to log file and energy file =  

nstlog                   = 1000 

nstenergy                = 1000  

; Output frequency and precision for xtc file =  

nstxtcout                = 1000 

xtc-precision            = 1000 

; This selects the subset of atoms for the xtc file. You can =  

; select multiple groups. By default all atoms will be written. =  

xtc-grps                 =  

; Selection of energy groups =  

energygrps               = CP CB ES SO NA W   

energygrp_table          = CP CP CP CB CP ES CP SO CP NA CP W CB CB CB ES CB SO 

CB NA CB W ES ES ES SO ES NA ES W SO SO SO NA SO W NA NA NA W W W           
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; NEIGHBORSEARCHING PARAMETERS =  

;cutoff-scheme = 

cutoff-scheme = group 

; nblist update frequency =  

nstlist                  = 5 

; ns algorithm (simple or grid) =  

ns-type                  = grid 

pbc    = xyz 

; nblist cut-off         =  

rlist                    = 2.0 

 

; OPTIONS FOR ELECTROSTATICS AND VDW =  

; Method for doing electrostatics =  

coulombtype              = PME 

rcoulomb-switch          = 0 

rcoulomb                 = 2.0 

; Dielectric constant (DC) for cut-off or DC of reaction field =  

epsilon-r                = 78.68 

; Method for doing Van der Waals =  

vdwtype                  = user 

; cut-off lengths        =  

rvdw-switch              = 0 

rvdw                     = 2.0 

; Apply long range dispersion corrections for Energy and Pressure =  

DispCorr                 = no  

; Spacing for the PME/PPPM FFT grid =  

fourierspacing           = 0.29 

; FFT grid size, when a value is 0 fourierspacing will be used =  

fourier_nx               = 0 

fourier_ny               = 0 

fourier_nz               = 0 
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; EWALD/PME/PPPM parameters =  

pme_order                = 4 

ewald_rtol               = 1e-05 

optimize_fft             = yes 

 

; OPTIONS FOR WEAK COUPLING ALGORITHMS =  

; Temperature coupling   =  

tcoupl                   = nose-hoover 

; Groups to couple separately =  

tc-grps                  = CP CB ES SO NA W    

; Time constant (ps) and reference temperature (K) =  

tau-t                    = 1.0 1.0 1.0 1.0 1.0 1.0  

ref-t                    = 298.15 298.15 298.15 298.15 298.15 298.15  

; Pressure coupling      =  

pcoupl                   = Parrinello-Rahman 

pcoupltype               = semiisotropic  

; Time constant (ps), compressibility (1/bar) and reference P (bar) =  

tau-p                    = 10.0           

compressibility          = 4.50E-5 4.50E-5  

ref-p                    = 1.01325 1.01325  

 

; GENERATE VELOCITIES FOR STARTUP RUN =  

gen-vel                  = no 

gen-temp                 = 298.15 

gen-seed                 = 173539 

 

C.4 NPzzAT simulations 
;VARIOUS PREPROCESSING OPTIONS =  

include                  =  

define                   = -DPOSRES 

 

;RUN CONTROL PARAMETERS =  



Example Gromacs input files 

134 
 

integrator               = md 

; start time and timestep in ps =  

tinit                    = 0 

dt                       = 0.005 

nsteps                = 4000000 

; For exact run continuation or redoing part of a run 

init_step                = 0 

; number of steps for center of mass motion removal =  

nstcomm                  = 1000 

comm_grps   = 

 

; OUTPUT CONTROL OPTIONS =  

; Output frequency for coords (x), velocities (v) and forces (f) =  

nstxout                  = 1000 

nstvout                  = 1000 

nstfout                  = 1000 

; Output frequency for energies to log file and energy file =  

nstlog                   = 1000 

nstenergy                = 1000  

; Output frequency and precision for xtc file =  

nstxtcout                = 1000 

xtc-precision            = 1000 

; This selects the subset of atoms for the xtc file. You can =  

; select multiple groups. By default all atoms will be written. =  

xtc-grps                 =  

; Selection of energy groups =  

energygrps               = W CO 

energygrp_table          = W W W CO CO CO    

 

; NEIGHBORSEARCHING PARAMETERS =  

;cutoff-scheme = 

cutoff-scheme = group 
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; nblist update frequency =  

nstlist                  = 5 

; ns algorithm (simple or grid) =  

ns-type                  = grid 

pbc    = xyz 

; nblist cut-off         =  

rlist                    = 2.0 

 

; OPTIONS FOR ELECTROSTATICS AND VDW =  

; Method for doing electrostatics =  

coulombtype              = cut-off 

rcoulomb-switch          = 0 

rcoulomb                 = 2.0 

; Dielectric constant (DC) for cut-off or DC of reaction field =  

epsilon-r                = 1 

; Method for doing Van der Waals =  

vdwtype                  = user 

; cut-off lengths        =  

rvdw-switch              = 0 

rvdw                     = 2.0 

; Apply long range dispersion corrections for Energy and Pressure =  

DispCorr                 = no  

; Spacing for the PME/PPPM FFT grid =  

fourierspacing           = 0.12 

; FFT grid size, when a value is 0 fourierspacing will be used =  

fourier_nx               = 0 

fourier_ny               = 0 

fourier_nz               = 0 

; EWALD/PME/PPPM parameters =  

pme_order                = 4 

ewald_rtol               = 1e-05 

optimize_fft             = yes 
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; OPTIONS FOR WEAK COUPLING ALGORITHMS =  

; Temperature coupling   =  

tcoupl                   = nose-hoover 

; Groups to couple separately =  

tc-grps                  = W CO 

; Time constant (ps) and reference temperature (K) =  

tau-t                    = 1.0 1.0           

ref-t                    = 383.15 383.15   

; Pressure coupling      =  

pcoupl                   = Parrinello-Rahman 

pcoupltype               = semiisotropic 

; Time constant (ps), compressibility (1/bar) and reference P (bar) =  

tau-p                    = 10.0          

compressibility          = 0  4.50E-5  

ref-p                    = 200 200  

 

; GENERATE VELOCITIES FOR STARTUP RUN =  

gen-vel                  = no 

gen-temp                 = 248.15 

gen-seed                 = 173539 
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Appendix D Example MDTraj script 
This code is written in Python and requires two input files: the trajectory to compute the 
ordering in, and the structure file of the specific group to consider. The indices of the atoms in 
the group of interest, termed the ‘chain indices’ must also be specified. For example, if 400 
surfactant molecules, each with a chain consisting of 2 atoms are considered, then the chain 
indices must be specified from 1 to 800 (the total number of atoms). This code returns the 
nematic order parameter (termed S2 in this code) in each trajectory frame. To obtain each 
data point, the Python package pandas is used, and the resultant data is transferred to an 
Excel file. This code can be run in a Jupyter notebook, with the Anaconda Scientific Python 
package. 

>>>import mdtraj as md 

>>>from mdtraj.testing import get_fn 

>>>t = md.load('trajectory.xtc', top='structure.pdb') 

>>>chain_indices = [[n+x for x in range(‘number of atoms in a chain’)] for n in range(0, ‘total 

number of atoms’, ‘number of atoms in a chain’)] 

>>>S2 = md.compute_nematic_order(t, indices=chain_indices) 

>>>import matplotlib.pyplot as plt 

>>>plt.plot(S2) 

>>>import pandas as pd 

>>>pd.set_option("display.max_rows", None, "display.max_columns", None) 

>>>dataframe = pd.DataFrame(S2) 

>>>print(dataframe) 
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Appendix E SO electron density distributions for the AOT – water system at 

298.15 K and 1 bar  

 
  

Figure E.1 Average electron density distribution of the SO bead across the z dimension of the 
simulation box at 32.22 wt % AOT 

 
 

Figure E.2 Average electron density distribution of the SO bead across the z dimension of the 
simulation box at 35.36 wt % AOT 
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Figure E.3 Average electron density distribution of the SO bead across the z dimension of the 
simulation box at 44.53 wt % AOT 

 

 

  
Figure E.4 Average electron density distribution of the SO bead across the z dimension of the 
simulation box at 53.19 wt % AOT 
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Appendix F RM size distributions for the AOT – water – cyclohexane 

system at 298.15 K and 1 bar 

 
 

Figure F.1 The average cluster size distribution for system l  

 
 

Figure F.2 The average cluster size distribution for system m  
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Figure F.3 The average cluster size distribution for system n  

 
 

Figure F.4 The average cluster size distribution for system o  
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Appendix G Balena and Janus technical information  
High Performance Computing (HPC) refers to the practice of aggregating computing power in 
a way that delivers much higher performance than one could get out of a typical desktop 
computer or workstation in order to solve large-scale problems in science, engineering or 
business.  

The University of Bath has a High-Performance Computing facility, called Balena with 3,480 
general purpose Intel ‘Ivybridge’ and ‘Skylake’ compute cores, with 16 and 24 cores per node, 
respectively. There is over 23 TiB of distributed memory, with 4 or 8 GiB/core, and 2 nodes 
have 512 GiB each for large memory-intensive jobs. In addition there are a range of Nvidia 
P100 and K20x GPGPUs and Intel Xeon Phis (5110P) co-processors. The system has 0.7 
PBs of BeeGFS high-performance parallel file system. The entire system is connected by low-
latency Intel TrueScale Infiniband at 40 GB/sec. The service offers a dedicated development 
zone and high-end visualisation suite designed for interacting with workloads and models. It 
is classed as a Research Facility charged under the Directly Incurred model. 

The University has recently obtained a cloud HPC environment, Janus, which is hosted on the 
highly scalable Microsoft Azure program. Compute capacity ranges from the Fsv2 series 
offering from 2 to 72 cpus per node, to the HBv3 series which can offer from 12 to 120 AMD 
cpus per node. The cloud environment is still under development, before it can be made 
available to fully replace the Balena environment.   

  

 

 


