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Summary

A fundamental question concerning general spatial branching processes, both superprocesses
and branching Markov processes, pertains to their moments. Whilst the setting of first
and second moments has received quite some attention, limited information seems to be
known about higher moments, in particular, their asymptotic behaviour with time. Relevant
references that touch upon this topic include [I8, [14], 23] B3, 20]. In this work, we provide
general results that pertains to both superprocesses and spatial branching Markov processes

and which provides a very precise result for moment growth.

We show that, under the assumption that the first moment semigroup of the process ex-
hibits a natural Perron Frobenious type behaviour, the k-th moment functional of either a
superprocess or branching Markov process, when appropriately normalised, limits to a pre-
cise constant. The setting in which we work is remarkably general, even allowing for the
setting of nonlocal branching; that is, where mass is created at a different point in space
to the position of the parent. Moreover, the methodology we use appears to be extremely
robust and we show that the asymptotic k-th moments of the running occupation measure
are equally accessible using essentially the same approach. Our results will thus expand on
what is known for branching diffusions and superdiffusions e.g. in [10], [31], as well as giving

precise growth rates for the moments of occupations.
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Chapter 1
Introduction

A branching process is a mathematical object used to describe and study the development
of an asexual population, with members called individuals or particles, which independently

reproduce and behave the same way as their parents.

One of the simplest examples is the Galton-Watson process, named after Francis Galton
and Henry William Watson who studied the process in [47]. This process describes the
evolution of a population of individuals in discrete-time who reproduce themselves according
to a certain offspring distribution. The associated Galton Watson process is a Markov chain
(X, n > 0) with values in N such that

Xn
(1.1) Xpp1=> & n=0,
=1

where the random variables &; are independent and identically distributed. The continuous
analogue of the Galton-Watson branching process are known as continuous-state branching
processes (CSBP), which describe the evolution in continuous time of a population taking
values in a continuous space. For example, in a continuous time Galton Watson process
(X, t > 0), the initial particle waits an exponential time e with some parameter 5 > 0 at
which it splits and produces a random number of offspring, each of which behaves the same

way independently, and then, for s < t,

N
Xt - Z Xt(i)w
=1
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where Ny is the number of particles alive at time s, and the X% are independent copies of

the original process. If we look at the split times, the discrete GW process is embedded.

In this thesis we will consider a more general setting in which spatial dependence and move-
ment are considered, with some assumptions regarding the linear semigroup and the offspring
distribution, which we detail in the following sections. Let us begin providing the details of
the setting in which we wish to work. Let E be a Lusin E] space. Throughout, will write
B(E) for the Banach space of bounded measurable functions on F with norm ||-||, BT (E) for
non-negative bounded measurable functions on E and B; (E) for the subset of functions in
B*(F) which are uniformly bounded by unity. We are interested in spatial branching pro-
cesses that are defined in terms of a Markov process and a branching operator. The former
can be characterised by a semigroup on F, denoted by P = (P;,t > 0). We do not need P to
possess the Feller property, and it is not necessary that P is conservative. That said, if so
desired, we can append a cemetery state {t} to F, which is to be treated as an absorbing
state, and regard P as conservative on the extended space F'U{{}, which can also be treated
as a Lusin space. Equally, we can extend the branching operator to E' U {{} by defining it
to be zero on {1}, i.e. no branching activity on the cemetery state. Examples of this setting
include Polish spaces, bounded Euclidean spaces with cemetery state {f} on the boundary,
discrete spaces {1,...,n} U{t}, etc. Note that the event of killing does not happen only at
the boundary, the cemetery state {t} is also reached, for example, if the process dies in the

middle of the domain.

1.1 Branching Markov processes

Branching Markov processes enjoy a very long history in the literature, dating back as far as
the late 50’s early 60’s, cf. [42] [41], 43], with a broad base of literature that is arguably too
voluminous to give a fair summary of here. In this thesis we consider a spatial branching
process in which, given their point of creation, particles evolve independently according to
a P-Markov process. In an event which we refer to as ‘branching’, particles positioned at x
die at rate § € BT(F) and instantaneously, new particles are created in E according to a
point process. The configurations of these offspring are described by the random counting

measure

(1.2) Z(A) = Z%(A),

LA metrizable space is Lusin if it is the image of a Polish space under a bijective continuous map.
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for Borel A in E. The law of the aforementioned point process depends on zx, the point of
death of the parent, and we denote it by P,, x € E, with associated expectation operator

given by &,, € E. This information is captured in the so-called branching mechanism

(13 Clf)(@) = Bl)E, [H fla) - f(x)] . ael,

where we recall f € B (E) := {f € BY(E) : sup,cp f(z) < 1}. Without loss of generality
we can assume that P,(N = 1) = 0 for all z € E by viewing a branching event with one
offspring as an extra jump in the motion. On the other hand, we do allow for the possibility
that P,(N = 0) > 0 for some or all x € E, that is, we allow deaths of particles with no

offspring in addition to branching.

Henceforth we refer to this spatial branching process as a (P, G)-branching Markov process. It
is well known that if the configuration of particles at time ¢ is denoted by {z;(t), ..., xn,(t)},
then, on the event that the process has not become extinct or exploded, the branching
Markov process can be described as the co-ordinate process X = (X;,¢ > 0) in the space of

finite counting measures on F, denoted by N(FE), where

Ny
Xi() =Y bnw(),  t=0,
im1

and Ny is the number of particles alive at time 7. In particular, X is Markovian in N(FE).
Its probabilities will be denoted P := (P,,un € N(E)).

1.2 Semigroups

Branching Markov processes are strongly related to the theory of semigroups, and its study
conforms an important tool to understand these type of processes as well as giving a prob-
abilistic construction through their linear and non linear semigroups, see for example the
Branching Markov processes series |28, 29, 30] from Tkeda, Nagasawa and Watanabe. Some

of the evolution equations presented in this thesis can be found in the literature e.g. in [27].

1.2.1 Linear and Non linear semigroups

Throughout this work we will use the notation (f, u) for a function f and a measure p to

denote [, fdu. With this notation we define the linear semigroup of the process (X;,t > 0)
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as

(1.4) T, [f](2) == Es, [(f, X0)] = Es,

for f € B (F), z € E and t > 0, and the non linear semigroup as

(1.5) vi[fl(z) = Es,

Nt
i=1
For f € BT(E), it is well known that the mean semigroup evolution satisfies

(1.6) T,[f)(z) = Pilf) ) + / P,FT [f]()ds, 20,2 €F,

where
Flf](z) = B(z)E, [Z flws) — f(ﬂ?)] =: B(z)m[f](z) — f(z)), z€E.

To see this, we use a standard branching decomposition, conditioning the right-hand side of
(1.4)[ on the time of the first branching event to get that

(A (@) = By [e B )] + B, [e e, [7] (6] ds
(1.7 =B 160+ [ Bo[B6) @I (€]~ T 1) 6) ] s
=R @)+ [ P[] @)

where we have used Lemma of the Appendix to get the first equality in|(1.7)} For similar

calculations, see for example the calculations in [26] or Section 4 in [45].

It is worth noting that the independence that is manifest in the definition of branching events

and movement implies that, for p € N(E) given by p= >, 0,,, we have

(1.8) E,

1 st

ZHVt[f](?ﬁ)a t=>0.
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Moreover, for f € BY(F) and z € E,

(1.9) wlf](@) = Bilf)() + / P [Glvi /] (x)ds, ¢ >0,

where P, is a slight adjustment of P, which returns a value of 1 on the event of killing, that
is P, [0] = 1.This is needed as in this thesis we will consider the product over an empty set
to be equal to 1, that is [[, = 1, and use the definition of the non linear semigroup similar
to the one found for example in [28]. To see that holds we define

/) (@) = B2, [H f@-)]

then we write

= E;, ﬂf(xi(t))ll (N, > 0) + 1 (N, = 0)]

and use the usual branching decomposition along with Lemma to get that

o1 @) =B, [o B e)] + [ B for ) €] ds + B, (1 (3 = 0)
=E,[f(&)] + Es, [1 (N, =0)] +/0 E, [H[v; s] — fv;_s]ds
=P, [f] +/O Py [G[vi—s]] (x)ds.

Most literature focuses on the setting of local branching. This corresponds to the setting
that all offspring are positioned at their parent’s point of death (i.e. x; = x in the definition

of G). In that case, the branching mechanism reduces to

G[s]( [Zpk s —s], r € R,

where s € [0,1] and (pg(z),k > 0) is the offspring distribution when a parent branches at
site x € F. The branching mechanism G may otherwise be seen in general as a mixture of

local and nonlocal branching.

1.2.2 Perron Frobenius type assumption and Criticality condition

As we mentioned before, throughout this thesis we will make two main assumptions, the first

one of them being that the linear semigroup of the process exhibits a Perron-Frobenius type



CHAPTER 1. INTRODUCTION 10

asymptotic of the following form.

(H1): There exists an eigenvalue A € R and a corresponding right eigenfunction ¢ € BT (E)
and finite left eigenmeasure ¢ such that, for f € BT(FE),

(Tu[ep], 1) = (o, p) and (T,[f], @) = ™ (f, @),

for all 4 € N(FE). Further let us define

Ar= sup (@) e T [f] (@) = (£ @), t=0.

z€E,feB; (F)

We suppose that

(1.10) sup Ay < oo and tlim Ay =0.
—00

>0

For a lot of literature surrounding spatial branching processes, there has been emphasis on
results for which an underlying assumption of exponential ergodic growth in the first moment
is present as in the first assumption; see e.g. [40, 17, I, B8, 26, 22]. Due to this, we may

characterise the process as supercritical if A > 0, critical if A = 0 and subcritical if A < 0.

One way to understand |(1.10)] is through the martingale that comes hand-in-hand with the
eigenpair (A, ¢), i.e.

(1.11) MP =e M, X), t>0.

Normalising this martingale and using it as a change of measure results in the ubiquitous
spine decomposition; cf. |26, 23, 40]. Roughly speaking, under the change of measure,
the process is equal in law to a copy of the original process with a superimposed process
of immigration, which occurs both in space and time along the path of a single particle
trajectory in E, the spine. If the process is issued from e.g. p € M(E), then the semigroup
of the latter, is given by e (T:[fo], u) /{0, u), t > 0. We see then that an assumption of
the type implies that the spine has a stationary limit with stationary measure p.
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1.2.3 Moment condition
(H2):The second assumption is a moment condition on the offspring distribution. Suppose

k> 1. If (X,P) is a branching Markov process, then

(1.12) sup & ((1, 2)%) < oco.

zel

This assumption is natural to ensure that k-moments are well defined for all ¢ > 0. If not
explicitly stated in the literature, their need to ensure that the functional moments T'" [f](z)
are finite for all t > 0, f € BT(E) and = € F is certainly folklore, where

(1.13) T () (2) = Bs, [(£, X)"]

1.2.4 Examples of branching Markov processes

We now give some examples to illustrate our results and the generality of this setting.

Example 1: Branching Brownian motion

A Branching Brownian motion (BBM), is a spatial branching process in which the particles
move as Brownian motions, and, for each particle, after an independent and exponentially
distributed random time they split into an independent random number of new particles

that behaves stochastically in the same way as the previous ones.

More generally, we could take a branching diffusion in which particles move according to the
diffusion with generator L in a bounded domain D C R satisfying the uniform exterior cone

condition. For example, if 0D is Lipschitz, the condition is satisfied.
1 i
L=3 > 0,,(a"0,,),
i3

which is uniformly elliptic with coefficients a” = a’* € C1(D) for 1 < i,j < d. This means
there exist a constant § > 0 such that for all £ € R? and almost every € D

n

> al(@)&g; > 0)¢P.

1,7=1

An example of this is the model given in [39], in which the author considers a branching
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Brownian motion that lives on a compact domain D C R?, that is, those which particles are

killed upon exiting D.

Example 2: Branching Brownian motion on the sphere

The natural way to described BBM on a sphere is to describe the evolution of particles in
a regular BBM on R? and write their spatial positions in terms of a skew product. That
is to say, a particle at x € R? is identified as x = |z|arg(z). Roughly speaking, up to a
time change, considering only the component arg(z) of each particle z in the system thus
produces a BBM on S := {x € R? : || = 1}, the surface of a d dimensional sphere, for
example in dimension 3 as shown in Figure [I-1} Ito and McKean in [32] define what they
call the spherical Brownian motion, and then use it to give a skew product representation of

a d-dimensional Brownian motion.

The spherical Brownian motion BM(S?™!) is defined as the diffusion on the spherical surface

S?! with generator %Ad_l, the spherical Laplace operator defined recursively as

Adp = (sin qb)l_d%(sin gb)d_l% + (

for ¢ € (0,7), where ¢ is the colatitude, and Al = §%/9v.

sin ¢) T2AY

For example, BM(S!) is the projection modulo 27 of the standard 1-dimensional Brownian
motion onto the unit circle St. BM(S?71) is constructed as follows: given a BM(S%2) with
sample paths ¢ — 9¥(t) and an independent Legendre process LEG(d — 1) on [0, 7] with

generator
1. 40, . 420
3 (0 6) 5 (sing) 2 o,

and sample paths t — ¢(t), the additive functional

I(t):/O (sin ¢(s))?ds

converges if 0 < ¢(0) < 7 and the skew product (¢, (1)) is a diffusion.

Example 3: Neutron Branching process (NBP)

As introduced in [4], 26], neutrons evolve in the configuration space E = D x V', where
D C R? is a bounded, open set denoting the set of particle locations and V := {v € R? :

Viin < U] < Viax} With 0 < v < Viax < 00, denotes the set of velocities. From an
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Figure 1-1: A simulation of mass or a gas spreading over the surface of S?, based on a
branching Brownian motion.

initial space-velocity configuration (r, v), particles move according to piecewise deterministic
Markov processes characterised by ogms, where og(r,v), r € D,v € V denotes the rate at
which particles change velocity (also called scattering events) at (r,v), and ws(r, v, v")dv’
denotes the probability that such a scattering event results in a new outgoing velocity v’.
When at (r,v) € DXV, at rate o¢(r,v), a branching (or fission) event occurs, resulting in the
release of several new neutrons with configurations (r,vy), ..., (r,vx), say and particles are
absorbed at the boundary. The quantity m¢(r,v,v") gives the average number of neutrons
produced with outgoing velocity v from a fission event at (r,v). Thus, the NBP is an
example of a branching Markov process with nonlocal branching, where the motion is a

piecewise deterministic Markov process (see for example Figure [1-2]).

In [26], under the assumptions
(A1) og, 7s, 0s, m; are uniformly bounded from above.
(A2) inf,cpywev(os(r,v)ms(r,v,0") + o¢(r, v)me (r,v,0")) > 0,

it was shown that (H1) holds. Moreover, since only a finite number of neutrons can be
produced at a fission event, the number of offspring is uniformly bounded from above and
thus (H2) holds. Hence, the main results obtained in this work hold for the NBP.

Of particular interest in this setting is the notion of particle clustering that appears in
Monte Carlo criticality calculations [8] 44, @]. This phenomena occurs in critical reactors

where particles exhibit strong spatial correlations.
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Figure 1-2: Branching process in a bounded domain D

Example 4: CMJ processes

Consider a branching process in which particles live for a random amount of time L and
during their lifetime, give birth to a (possibly random) number of offspring at random times.
The offspring reproduce and die as independent copies of the parent particle. Although this
process is not covered in the present work, it is worth making some comparisons with the

results and methods used in the literature.

First let us consider the case where the number of offspring, /N, born to the initial individual
during its lifetime satisfies E[N| = 1, which [I1] identifies as the critical case. Further, let IV
denote the number of offspring produced by the initial individual by time ¢ and Z; denote
the number of individuals in the population at time ¢. Under the moment assumption that
E[N(N—1)---(N—k+1)] < oo for some k > 1, then [I1] showed that the factorial moments
m(t) == E[Z,(Z; — 1) -+ (Z; — k + 1)] satisfy

1

t
lim i (t) = klmqya™ !,

t—o00 tk_l

where m4(t) and a are known constants and assumed to be finite and positive. The proof
follows similar ideas as in this work, albeit in time rather than space with a lower order of
complexityﬂ Indeed, the author first presents the analogue of Lemma , i.e. a non-linear
integral equation that describes the evolution of my(t) in terms of the lower order moments,
cf. [T, Theorem 1|. An inductive argument along with this evolution equation is then used
to prove the above asymptotics. We must remark that the results presented in this thesis
cover a wider and more general class of branching processes, and they are consistent with

those found in the literature.

2We became aware of this paper during the writing up of the thesis.
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It is worth noting that E[N] = 1 is not the usual definition of critical for CMJ. If we
write p(du) for the intensity of offspring at time u into the lifetime of the parent, then the
assumption E [N] = 1 implies that

(1.14) 1 =E[N] = E [4(0, 00)] = / e (du),

(0,00)

with a = 0, that is, the Malthusian parameter corresponds to that of the critical setting.
Conversely, if the Malthusian parameter equals zero, then, from we equivalently see
that E[N] = 1.

1.2.5 Main results for branching Markov processes

With these assumptions, in this work we show that, for £ > 2 and any positive bounded

measurable function f on F,

Jim gr()Es, [(f, X)*] = Ci(z, f),

where the constant C(z, f) can be identified in terms of the principal right eigen-function
and left eigen-measure and ¢(t) is an appropriate deterministic normalisation, which can be
identified explicitly as either polynomial in ¢ or exponential in ¢, depending on whether X
is a critical, supercritical or subcritical process. More precisely, in this thesis we will show

the following asymptotic behaviour in each of the three cases:

e Critical case (A =0): Es, [(f, Xt>k} ~ tF=LOL(f).
e Supercritical case (A > 0): Es, [(f, Xt>k] ~ e MFCL(f).

e Subcritical case (A < 0): Es, [(f, Xt>k} ~ eMCOL(f).

Where f is a positive bounded measurable function on £ and C}, will vary depending on the

case.

1.2.6 Occupation moments

The method we employ is extremely robust and we are able to extract similarly precise
results that additionally give us the moment growth with time of f(f (g, X5)ds, for bounded

measurable g on E.

k
e Critical case (A =0): Eg, [(fot (g9, Xs) ds) } ~ 1210, (g).
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k
e Supercritical case (A > 0): E;, {(fg (g, Xs) ds) } ~ A*CL(g).

k
e Subcritical case (A < 0): Es, [(fot (g9, Xs) ds) } ~ Ci(g).

Here is worth mentioning some heuristics for the critical case. Theorems 1.2 and 1.3 in [21]
give us some insight to the reason for the polynomial behaviour. The first of them presents

a Kolmogorov limit in the following form
tPs, (¢ > t) — ¢,

where ¢ > 0, and the second is a Yaglom type limit that reads

s

By, [0 |C > 1]

_>A+6”

where ¢ := inf;>9{s > 0: Xy = 0} is the extinction time of the process (X;,¢t > 0) and A is

a special constant. Hence,

(1.15) {<f’ Xo)

t

(>t}fﬁlde,\, as t — 0o

with ey being an exponential random variable with parameter A. Next note that the

asymptotic |(1.15)

([ trxies)

(/Ot (f, Xs) ds) ~ O )Py, (¢ > t) = Ot 1),

in which case,

1.3 Superprocess setting

Superprocesses can be thought of as the high-density limit of a sequence of branching Markov
processes, resulting in a new family of measure-valued Markov processes; see e.g. [37, 6],
46, 13), [7]. Just as branching Markov processes are Markovian in N(FE), the former are
Markovian in the space of finite Borel measures on E denoted by M (E) topologised by weak
convergence. There is a large literature base for superprocesses, e.g. [37, 6], 46, [18] 16],
with so-called local branching mechanisms. Moreover this has been broadened to include

the more general setting of nonlocal branching mechanisms in [7, 37]. Let us now introduce
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these concepts more formally.

A Markov process X := (X, : t > 0) with state space M (FE) and probabilities P := (P,, u €
M(E)) is called a (P, 1), ¢)-superprocess if it has transition semigroup (Eq,t > 0) on M(E)
satisfying

(1.16)  E, [e"V*] = / VB, (u, dv) = eV e M(E), f € BY(E).
M(E)

Here, we work with the inner product on B*(E) x M(E) defined by (f, u) = [ f(z)p(dx)
and (V;,t > 0) is a semigroup evolution that is characterised via the unique bounded positive

solution to the evolution equation

(1.17) Vilf1(x) = Pi[f](x) —/0 Po [, Vies[£10)) + 00 Ve s [f])] (2)ds,
see for example Lemma 3.3 in [7]. In 1) denotes the local branching mechanism

(1.18) V(z,\) = —b(z)\ + c(z)\? +/ (e —1+\y)v(z,dy), A>0, z€E,
(0,00)

where b € B(E), ¢c € BT (E) and (x A 2%)v(x, dy) is a bounded kernel from E to (0, c0), and

¢ is the nonlocal branching mechanism

(1.19) ¢z, f) = B(x) (f(z) = ((x,f)), =€ E, feB(E),

where § € BT(E) and ( has representation

(1.20) (s f) = f) + / (1 - e Nz, dv),

M(E)°

such that (z, f) is a bounded function on E x B*(FE) and v(1)I'(z, dv) is a bounded kernel
from E to M(E)° := M(FE) \ {0} with

(1.21) v(z, f) + /M(E)° (L) T'(z,dv) < 1.

Lemma 3.1 in [7] tells us that the functional {(z, f) has the following equivalent representa-

tion

(1.22) C(z, f) = /M - {d(x,w) (f,m) + /000 (1- e_“<f’7r>) n(z,m,du)| G(z,dr),
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where My(E) denotes the set of probability measures on E, d > 0 is a bounded function on
E x My(E), un(x,m,du) is a bounded kernel from E x My(E) to (0,00) and G(z,dr) is a
probability kernel from E to My(FE) with

(1.23) d(x,m) + /OO un(x,m,du) < 1.

In the superprocess setting, we will have the analogue assumptions to (H1) and (H2), which

we will call the same way for simplicity as they will not cause confusion.

(H1): Assume that the mean semigroup exhibits a Perron-Frobenius type asymptotic of the

form

(1.24) T[fl(z) ~ eMo(a)(f, ),  t— oo,

uniformly on E in the same way as in the branching particle system setting, where A is
the lead eigenvalue of the mean the semigroup (T;,t > 0) and ¢, ¢ are the associated right
eigenfunction, left eigenmeasure respectively. The latter meaning (T[], u) = e* (¢, ), for
t >0, u€ M(E), and (T;[f], p) = eM(f, p), for f € BT(E), t > 0, respectively.

(H2): The analogue of in our superprocess setting is the assumption that

zel

(1.25) sup (/OOO |y|k1/(x,dy)—1—/M(E)o(1,u>kf‘(a7,dy)) < 00.

Whereas for superprocesses, it is usual to separate out the non-diffusive local branching
behaviour from nonlocal behaviour via the measures v(z,dy) and I'(z,dv), the analogous

behaviour is captured in the single point process Z for branching Markov processes, intro-

duced in [(1.2)]

1.3.1 Main results for superprocesses

Superprocesses exhibit the same asymptotic behaviour as branching Markov processes, albeit
with different constants Cj. This is an expected result, as superprocesses are limits of

branching particle systems.

The reader will notice that we have deliberately used some of the same notation for both
branching Markov processes and superprocesses. In the sequel there should be no confusion
over meaning. The motivation for this choice of repeated notation is that our main result is

indifferent to which of the two processes we are talking about.
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The robustness of our methods in the following sections means that the principal ideas used
to prove the main theorems are essentially the same for both branching particle systems
and superprocesses, regardless of the criticality. The main idea is to study the non-linear
semigroup, Es, [e"%/X0] 0.t > 0, f € B*(F), associated with (X, P). The relation

Es, [e7 0]

(1.26) T™[f)(z) = (-1) 905 L

rekF,

means that we can use knowledge of the non-linear semigroup |(1.5)| or [(1.16)| to study the

moments of (X, P). Indeed, the first step is to write an evolution equation for E;, [e~¢(/Xt)]
in terms of the linear semigroup T. We will show that differentiating this equation and using
(1.26)| means that we can write the k-th moment of the process in terms of the lower order

moments. An inductive argument will then yield the final results.

Despite this generic approach, the proof for each of the two processes requires slightly differ-
ent technicalities due to the fact that, on the one hand, superprocesses have Lévy-Khintchine
branching mechanisms but no particles, whereas, on the other hand, branching particle sys-
tems do have individual particles but less regular branching mechanisms. Due to these
discrepancies, we require a different toolbox to deal with the evolution equation of the k-th

moment.

To compute the derivatives in for branching particle systems, we use the product
Leibniz rule, however, in the case of superprocesses, we use Faa di Bruno’s rule. This yields
different equations for the k-th moment evolutions, resulting in slightly different combi-
natorial arguments when completing the proofs of the theorems. Moreover, the different
normalisation required in each of the three theorems, as well as the different limits requires

some care.

1.4 Outline of the thesis

This thesis is divided in six chapters, the first one being this introductory chapter. In the
next chapter, we present the first moments of a particular branching Markov process, with
a so-called Many-to-one formula and a Many-to-two formula, similar to the ones that can
be found in [24]. Its contents were part of an earlier stage of the research in this thesis and
they serve as warm-up calculations for the more general setting. In Chapter 3 we present
higher moments of a general class of branching Markov process as well as the main results

concerning the asymptotic behaviour of these moments. These Theorems are contained in
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[34], a joint work with Andreas Kyprianou and Emma Horton which has been accepted for
publication in Probability Theory and Related Fields. Chapter 4 presents the integrated
moments of branching Markov processes and the corresponding results for their limiting
behaviour. These results are also contained in [34]. The fifth Chapter serves as the analogue
of Chapter 2, as it presents the first moments of a particular class of superprocesses as well
as some related problems that helped to build up the main ideas used to work on the more
general case. The sixth and last chapter contains the main results for a general class of
superprocesses, both for the moments and the integrated moments. We decided to include
all the results concerning superprocesses in the same chapter to avoid too much repetition
as they use very similar ideas to the branching particle system setting. We finish the thesis

with an Appendix containing some key Lemmas used to prove the main results.



Chapter 2

First moments of branching Markov

processes

The setting of first and second moments has received more attention than higher moments
in the literature, see for example [18, [14, 23] B3] 20], but before exploring the properties
and asymptotic behaviour of higher moments, let us devote some time looking at the first
moments of a particular case of branching Markov process. The contents of this chapter
were part of the first stage of the research project, but we decided to include them as they
will serve us as warm-up calculations for a more general case and for higher moments in the

following chapters.

Consider a (P, 1) branching Markov process with local branching, which corresponds to the
setting that all offspring are positioned at their parent’s point of death (i.e. x; = x in the

definition of G), and constant rate of branching 5. In this case the branching mechanism

[(1.3)] reduces to
(2.1) G[f](x) =B (E[f(2)V] - f(z)),

and as we are not considering spatial dependence, setting f = s, is equal to

(2.2) G(s)=B(E[s"] —s) =8 (Zpksk - s) ,

where s € [0,1] and (px, k > 0) is the offspring distribution. In this scenario, the number

of particles that are created in F in a branching event is denoted by N, and we will define

21
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my = 8<N)

2.1 A many-to-one formula

We begin with a many-to-one formula for this particular case.

Proposition 1. (4 many-to-one formula) Let (X;,t > 0) be a (P,) branching Markov
process as the one described above and f € BT (E), then

(2.3) T, [f] (v) = Es,[(f, Xi)] = Es,

> f(xi(t))] = el DBy [f] @)

Proof. The proof consist on conditioning on the first time a branching occurs, denoted by e,

which is an exponential random variable with parameter 5. We have then, that

T[] (@) = / Be B[ (f,X,) e = 5]ds + / BB Es [ (£, X0) |e = 5] ds
— /0 t Be PE(N)P [Es [(f, Xi—s)]] ds + /t h Be PP, [f] (z)ds
_ /O Be PP, [T, [f]] (2)ds + e ', [f] (x)ds.

Let us define now T, [f] (z) = e™ =8P, [f] (x), that is, the right hand side of [(2.3). We

will show that T, is solves the equation

(2.4) %, 1) (x) = PP [f] (2) + / e, [T, [f]] (x)ds,

then Gronwall’s inequality will give us the uniqueness of the solution, and this will finish the
proof. Using the definition of T; on the right hand side of , this is equal to

0

= PR @) e D [, o (1) () ()

0
= e P, [f] () +miBe™ VPP, [f] (z) (1 — e ™)

e™ =P, [f] (x)
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so T satisfies . In order to see if this solution is unique, suppose that T, and T, solve
[(2.4)] then define w; [f] () := |T; [f] (x) — T+ [f] ()| and note that

we[f](x) < mlﬁ/o ™ |Py [Ty [f] ()] (2) = Py [Tes [f] ()] (2)]ds
< mlﬁ/o e PP, [wi_s [f]] (x)ds.

Using Gronwall’s lemma, we get that w; [f] () = 0 for each ¢ > 0 and then the solution is

unique. L]

2.2 Many-to-two formula

The following result is called many-to-two formula, and it comes from [24], and we prove it

here for our particular case.

Proposition 2. Suppose that (X;,t > 0) is a (P,%) branching Markov process with local

branching and constant branching rate 3, then

Es,[(f. X0) (9, X)) = "™ VP, [fg] (x)
(2.5) + (my —my) /0 o2 m=DIp [, [f] Py [g]] (w)ds,

where my is defined as above and my = E(N?)

Proof. We begin as we did in the previous result by conditioning on the first offspring time

as follows.
mwxm%m]zK&ﬁmniﬂmmiwmme:4@

*lwﬂgmmwﬂuma

where the second term of the sum simplifies because before the first splitting time there is
only one particle in the system, and then the second integral is equal to e #'P; [fg] (z). For
the first integral on the right hand side notice that when the particle splits at time s, it
generates a number N of particles from which there will be formed N new independent sub-
trees, so the terms in the sum inside the expectation can be grouped into two groups, one in

which the particles at positions x;(t) and x;(¢) come from the same sub-tree (there are N of
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these sums), and other in which the pair of particles come from two different, independent

sub-trees (there are N(N — 1) of those sums), so we get that the first integral is equal to

/0 Be PP, |Es | N i f(zi(t —s)) i g(z;(t — s))” (x)ds
t ow
+ [ e By [NV = 1) 3 (ol =) X aaste =) | | (@)

where the superindex in N and N® are to denote that this two quantities correspond to
different (and independent) copies of the process, starting at the position of the particle that

branched at time s. Then this is equal to

/0 mBe5, [Bs. [{f, Xo-s) (g, Xoo)]] (x)ds + / (o — m)Be 5P, [T,_y [f] Tr—s [g]) (2)ds,

where we split the second term as the product of expectations due to independence of the
two sums. Now, using the many-to-one formula for T, and putting the other term together

we get the following recursive equation for T, [f, g] (z) := Es, [(f, Xi) (g, Xi)]:

T, [f. 9] (x) = e 7P, [fg] () +mp /O t e PP, [T,—s [f, g]] (z)ds

(2,6) + (mg — m)ﬁ /Ot e_ﬁs+25(m—1)(t—S)Ps [Pt—s [f] P, [g]] (x)ds'

Now, if we define T, [f, g] as

T, [/, 9] (x) = ™ V%P, [fg] (2) + Blms — m) / A DCEIp (b [£]Py, [g]] (x)ds,

then using the identity in Lemma we obtain that T; [f, g] (z) satisfies the recursion in
(2.6)} so it is a solution. Uniqueness comes from a similar argument as the one given in the

proof of the many-to-one formula using Gronwall inequality. O

2.3 Limit behaviour of the first moments

In this section we will describe the asymptotic behaviour of the first moments T, [f] and

T§2) [f]. Recall that we have the Perron-Frobenius type assumption (H1) that gives us the
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asymptotic behaviour of the first moment. Besides that, also gives us that there exists

to and a constant v such that

(2.7) suplo(z) e T [f] (2) — (f, &) < e [|fllo -

zeD

for all t > t5. We are now ready to explore the asymptotic behaviour of the second moment

of the sum over the living particles at time ¢.

Proposition 3. Let (X;,t > 0) be a (P,%) branching Markov process described as above,
then for any f € B (E) we have the following asymptotic behaviour for the second moment

i the critical, supercritical and sub-critical case

i) If A =0,
(2) im S [(f, X)) = Blma — m) (¢, 8) {1, 6)° ().
ii) If A\ >0,

(2.9) lim e”*E, [(f, X\)?] = B(ma —m) (f,3)” / h e VT, [¢?] (x)ds.
t—o00 0
ii) If X <0,

(2.10) tlgcr}o e ME, [(/, Xt>2} = () <<f2, @) + B(ma —m) /000 e (T, /12, @) ds) :

Proof. For this proof, we will follow similar calculations as in [3]. First notice that from
(1.10)| we get that there exist a constant K such that

(2.11) sup |7, ] < K |1 f]L.

>0

Then, we recall that we can write the second moment of (f, X;) in terms of the linear semi
group T; [f] as
t

(2.12) E, [(f,X)?] = T, [/”] () + B(mg — m) / T, [T [f)] (2)ds.

0

In the critical case, note that the first term in the right hand side of |(2.12)|is o(t) because
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of [(2.11)| with A = 0, so it is enough to show that

= o(t).

(AunﬁﬂmM4wwwwwm

To do so, we split the integral in the right hand side of in two parts and look at the

dominant growth rate as t — oo
(2.13) /0 T, [T [f7] (2)ds = /0 UL [T [ (@)ds + /t T [ [P (@)

Looking at the second term in the right hand side, we notice that

[ nmedl@as < [ L)@ by

t

< E*||fllds by [21D)

t—to

= 1K’ fll%
= o(t).

On the other hand, for the first term we have that

/O E Ts [Tt—s [f]2] (ff)ds — A - <902795> <f, ()5>2(p(m)ds

< [ e U] @) = @) (T L ) s
+A_%@nmﬂm%@—«ﬁ@%%mms
1y < [ s [ ) (e P - 58 )

where the last inequality is given by |(2.7)| for the first integral, and this is bounded by
K2\ fI1%, ft_to e 7=%)ds by |(2.11)l To bound the difference inside the second integral, we

0
use that

(2.15) 12 =1 < I = gl (1fllo + llgllc)
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to get, for 0 < s <t — t; that

Tes [F1F = (£ 0% < ITees [] = (. 8) @l (ITems oo + 1LF D) N2l oc)
< e Fflle (K1 flle + £ D) Tell)

where the last inequality comes from by and |(2.11)| and then is less than or

equal to

(B2 12+ 1o G 1l 10F. 2] el ) (@) 1 (1, 2)1) / Y etgs,

which is of order o(t), so then the result follows in the critical case.

Now lets assume that A > 0 and note that the first term in the right hand side of |(2.12)[is of
order o(e*") because of [(2.11)l So we only need to focus on the integral in the second term
which we divide in two parts as in [(2.13)} in which we have for the second integral that

t t
[l ) @s < [ TR ds by [0
t—to t—to
t
< K3e2)\t||f||c2>o/ e—QAst by
t—to

— 0(62)\16)

Y

as t — oo. For the other integral we have that

| e U @ds = e [ e [ s

< / [T 1 — (@) 9] (2)ds
< [ T = @ B ol (1T Ul + €242 (2 8) ]| )] (2)ds
0
by [Z15]
< / T, [ K £l| (11l + 10 2] 1£]1.0)] (@)ds
by [(2.7)] and [[2.11)]
< K2fll (1o + 1 8] o ]l) e / e by [211)

O(GZM)

9
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as t — oo. This implies that

t—to [e%e]
e 2N / T, [Tos [f]°] (@)ds ~ (£, §)" / e T, [?] (x)ds,
0 0
from which the asymptotic behaviour follows for the super critical case.

Finally, in the sub-critical case (A < 0) we begin similarly as above by noticing for the first

term in the right hand side of (2.12)| that by [(2.7)]
lim =T, [f*] (z) = () (f*,©)

t—o00

which corresponds to the first term in the right hand side of |(2.10)} For the second one, we
begin with the following change of variable in the integral in

e ) @as = [ 1 07 @

then we proceed as before by splitting this integral two parts and noticing that

t t
[ e @ds < [ ne (K (@ds by (2T
t—to t—to
t
S/ K3 Hf“ier)\se/\(tfs)dS by
t—to
t

<KL [ evas

t—to

as t — 0o. On the other hand, for the second term we have that

t—t

/0 T [T P (@)ds — () / (1, [, 8) ds
S/0 T [T ] (2) — (@) (T, (£ 3)] ds
- /Ot—tO oA (t=5) o= (t=5) HTs [f]QHoo ds by

t—to
< QTR [ s by 2
0

/\t)

=o(e

Y
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as t — oo, which implies that

A / T [ UP] (@)ds = (o) /OOO e (T [, 5) ds.

t—o00

from which the asymptotic behaviour in the sub critical case follows, and then completes the

proof. O

This proposition gives us a first approach to the more general problem of moments of branch-
ing Markov processes. Here we can see the linear behaviour of the first moment in the critical

case, and the exponential scaling of the non-critical cases.

After looking at the first moments, we are ready to study the more general case, for higher

moments of branching Markov processes.



Chapter 3
Moments of branching Markov processes

This chapter contains the results presented in [34] regarding branching Markov processes.

Our main results concern understanding the growth of the k-th moment functional in time
T[f)@) = Bs, [(£. X0, ze B feBE)LE> 120
For convenience, we will write T in preference of T throughout.

Before stating our main theorem, recall the assumptions (HI) and (H2) from Chapter 1,

which will be crucial in analysing the moments defined above.

Theorem 1 (Critical, A = 0). Suppose that (H1) holds along with (H2) for some k > 2 and
A= 0. Define

AV = sup | V@) T f(x) — 270 (£, 8) (Ve @)Y

z€E,feB; (E)

where

Then, for all ¢ < k

(3.1) sup AE“ < o0 and tlim Al(f}) = 0.
—00

t>1

Remark: The choice t > 1 is arbitrary, and it could be any strictly positive number.

The novel contribution of Theorem [I| is the general and precise polynomial growth of the

30
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k-th moment. The only other comparable results are that of [21], which inspired this work
and deals with the special case of a general critical branching particle processes and that the
test function f is specifically taken to be the eigenfunction . During the writing up of this
work, we discovered some similar results in [I2] for the critical case with local and non space

dependant branching.

There are two facts that stand out in this result. The first is the polynomial scaling, which is
quite a delicate conclusion given that there is no exponential growth to rely on. The second
is that, for £ > 3, the scaled moment limit is expressed not in terms of the k-th moments in
, but rather the second order moments.

In some sense, however, both the polynomial growth and the nature of the limiting constant
are not entirely surprising given the folklore for the critical setting. More precisely, in at least
some settings (see e.g. [21]), one would expect to see a Yaglom-type result at criticality. The
latter would classically see convergence of t~1(f, X;) in law to an exponentially distributed
random variable as t — oo, whose parameter is entirely determined by the second moments
of X.

The next results present a significantly different picture for the supercritical and subcritical
cases. For those settings, the exponential behaviour of the first moment semigroup becomes

a dominant feature of the higher expected moments.

Theorem 2 (Supercritical, A > 0). Suppose that (H1) holds along with (H2) for some k > 2
and A > 0. Redefine

AP = sup e MTO)(@) - 0F, ) L)
2€E,feBY (E)

where Li(x) = p(z) and we define iteratively for k > 2

Li(x) = / e, [55[ S ] ij<wj>]]<x>ds,

k1,0 kN 2 j=1
[ Je k>0

where [ky, . .., ky]? is the set of all non-negative N-tuples (ky, ..., ky) such that S0 ki =k
and at least two of the k; are strictly positz’veﬂ. Then, for all ¢ < k holds.

As with the critical setting, we could not find any existing result of this kind in the literature.

'We interpret -5 =0 and [], = 1.
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The growth of the expected k-th moments appears to be entirely controlled by the growth

of the k-th moment of the linear semigroup. Jensen’s inequality easily shows that this is the
minimal rate of growth, it turns out that it is the exact rate of growth. If we again appeal
to folklore then this is again not necessarily surprising. In a number of settings, we would
expect X to obey a strong law of large numbers (cf. [22] 17, 1, 38|) in the sense that

lim ei)\t<f7 Xt) = <¢7 f>M§J7

t—00

where (M7,t > 0) was defined in and the limit holds either almost surely or in the

sense of L, moments, for p > 1.

Finally we turn to the decay of moments in the subcritical setting, which offers the heuris-
tically appealing result that the k-th moment decays slower than the k-th moment of the

linear semigroup.
Theorem 3 (Subcritical, A < 0). Suppose that (H1) holds along with (H2) for some k > 2
and A < 0. Redefine

k -1 — k
AP = s |ete 1)) - Ly
t€EB,feB) (B)

Y

where we define iteratively Ly = (f, ) and for k > 2,

L=ifhg)+ [ e <ﬁs.[ >~ (o0 I Tg’fﬂ[f]<xj>]@>ds.

k1o k]2

Then, for all ¢ < k holds.

As alluded to above, it is heuristically appealing that the the k-th moment does not grow
at the rate exp(—kAt). On the other hand the actual growth rate exp(—At) is slightly less
obvious but nonetheless the obvious candidate. The decay in mass to zero in the branching
system would suggest that the k-th moment similarly does so, but no slower that the first

moment.

First of all, we study the linear and non-linear evolution equations associated with (X, P).
The relation |(1.26)| then yields an evolution equation for the k-th moment in terms of the
lower order moments. Using this and an inductive argument, along with several crucial

results that we house in the appendix, yields the result of the three theorems.
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3.1 Linear and non-linear semigroup equations

Associated with every linear semigroup of a branching process is a so-called many-to-one
formula. Many-to-one formulae are not necessarily unique and the one we will develop here

is slightly different from the usual construction because of nonlocality.

Suppose that £ = (§,t > 0), with probabilities P = (P,,z € F), is the Markov process
corresponding to the semigroup P. Let us introduce a new Markov process é = (ét,t > 0)
which evolves as the process  but at rate 5(z)m[1](x) the process is sent to a new position in
E, such that for all Borel A C E, the new position is in A with probability m[14](z)/m[1](z).
We will refer to the latter as extra jumps. Note the law of the extra jumps is well defined
thanks to the assumption [(1.12)] which ensures that sup,cpm{1](z) = sup,cp E:((1, Z)) < o0
Accordingly we denote the probabilities of f by (IADI, r € F). We can now state our many-

to-one formula.

Lemma 1. Write B(z) = f(z)(m[1](x) — 1), € E. For f € BY(E) and t > 0, we have

(32) nlf)(e) = B oo ([ €005 s8]

Proof. From |(1.6), we have, for f € BT(E),

(3.3) T[f1(x) = Pu[f] () +/0 Ps [B@[Ti—s[f]] = Tis /D] (2)ds, 120,z € E,

At the same time, suppose we denote the right-hand side of by T,[f](z), t > 0. By
conditioning this expectation on the first extra jump, we get, for f € BT (F), z € E and
t>0,

T,[f](z) = E, [e— Iy BEII(Es)ds  Jy B(Es)ds f(&)}

+E, {/ B(&s)m B(€w)m{1] (Eu)du o f3 B(€w)du [T;[f][QS&)dS}
(3.4) e He +E{/ﬁ et [£]()as)

Now using Lemma we deduce that solves |(3.3)} Gronwall’s Lemma, the fact that
B € BT (E) and |[(1.12)| for & = 1 ensure that the relevant integral equations have unique

solutions. n
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We now define a variant of the non-linear evolution equation associated with X via

(3.5) wfl(z) = Es,

1— l_t[f(a:i(t))] : t>0,z€E, feBf(F).

For f € B (E), define
Mf() = B, [Hu SOREDY f<xi>] . weE

Our first preparatory result relates the two semigroups (us, ¢ > 0) and (T;, ¢ > 0).

Lemma 2. For all g € B (E), v € E and t > 0, the non-linear semigroup w[g|(z) satisfies

(3.6) wful(z) = Te[l — f](z) - /O T, [Alur—s[g]]] (z)ds.

Proof. By splitting the expectation in on the first branching event, we get, for g €
BY(E),t>0and x € E,

wlg)(x) = By [ 2@ (1 — g(cy))|
+Ez[ Bl 1 B[t — g (6] ds].

0

where

Hg](z) = &: (H g(fCi)) ., gEB(E)z€E

Using Lemma we can move the multiplicative potential with rate f to an additive

potential in the above evolution equation to obtain
t
w[g](z) = Pi[l — g)(x) +/ Py [B(1 — H[L — ue—s[g]] — ue—s[g])] (z)ds
0

(3.7) =Py[l —g](z) + /O P[(F — A)fu—[g]]](x)ds.

with
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Now define (4, > 0) via

(38)  lg)(x) = B, [P (1 - g(&)| ~ [ / ol iy [at_s[gﬂ(és)ds] ,

for z € E;t > 0 and g € B*(F) such that ||g]l« < 1. Note that for the moment we don’t
claim a solution to |(3.8)|exists. Our existing notation allows us to write

T,[1 - ¢|(z) = E, [efg B(és)ds(l B g(@)]

and, for convenience, we will define

Klg)(z) = B { / el ey [, [g] <és>ds] ,

so that w[g](z) = T¢[1 — g](z) — K¢[g](x). By conditioning the right-hand side of on the
first extra jump of é (bearing in mind the dynamics of é given just before Lemma|l)) we can

check with the help of the Markov property that
T~ g](x) =E, [ Sl AGE BN (1 — g 6)|

n e mtas ¢ eas Tl — gll(&0) | ]
/ o n[1](¢)

—B, [ehoe( —g<5t>>}+Ex [ / tﬁ(&)effﬂ(&s)dsm["ftz[l—g]](&)ﬁw}

and

K: [g] (v) = E, [e_ Io B(Es)m[l}(ﬁs)dS/O elo B §u)duA[ slg H (fs)dS}

/ 6 5@ fO B(Ew) m[l}(fu)

femu)du i PR TR Lo ) [(3)
(/0 Alde—s[gl] (&)ds + =) )dﬁ].
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Exchanging the order of integration in the double integral and simplifying terms we have
K [g] (l’) — E |: fo B(&s)m[1](€s)d / fo (bu dUA|: [ ]] (gs) :|

+E, {/ elo B éu)duA gs (/ B(&)m B(&u)m[1](€ dudg) ds }
0

E, / B(&e)e” s Pledemk,_[g]](&e)dl
0

=E, [/0 o™ Jo Petp [, [g]] (65)d3:| +E,; /Ot5(€e)e_f(f5(5“)d“m[Kt—e[g]](&)d€]

Gathering terms this simplifies to

algl) =B [o 591 — g(e)] + . | [ slee 7 aln @)
- [ e e g e

Finally, appealing to Lemma, we get

o)) =21 = gl(o) + [ Pl i fol) = Al lg] = Pl ()
21 =gl(w)+ [ Pe[(F W) L] ()

and hence (4;,t > 0) is a solution to Note that it is possible to reverse all these
arguments and calculations to show that solutions to|(3.7)| solve |(3.8)l Now that we know a
solution exist, using 8 € B*(F), the assumption for k£ = 1 and Gronwall’s Lemma on
the difference of two solutions of we get that has a unique solution. In conclusion,
(utlg],t > 0) and (@[g], ¢ > 0) agree, which gives us the statement of the Lemma. O

3.2 Evolution equation for the £th moment

Next we turn our attention to the evolution equation generated by the k-th moment func-
tional Tgk), t > 0. To this end, we start by observing that

(3.9) O[] (@) = (1)1 o] (a)



CHAPTER 3. MOMENTS OF BRANCHING MARKOV PROCESSES 37

The following result gives us an iterative approach to writing the k-th moment functional in

terms of lower order moment functionals.

Proposition 1. Fiz k > 2. Under the assumptions of Theorem with the additional

assumption that

(3.10) sup TO[f](z) < oo, (<k—-1,fe€BYE),t>0,

zeF s<t

it holds that

(3.11) @ =T+ [ 5 ] wds e

where
_ k Nk
- | S (0 ) )]

and [ki, ..., knl? is the set of all non-negative N-tuples (ky, ..., ky) such that SN  k; =k

and at least two of the k; are strictly positive.

Proof. Recall from that
(312)  wle)(z) = T,[1 — o~)(z) — /0 T, [Afadfe )] ()ds,  t>o0.

It is clear that differentiating the first term £ times and setting ¢ = 0 on the right-hand side

of |(3.12)| yields

(3.13) a—thu )

o = (~DIT ).

6=0

Thus it remains to differentiate the second term on the right-hand side of [(3.12)| k& times.

To this end, without concern for passing derivatives through expectations, using the product
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Leibniz rule in Lemma of the Appendix, we have

—WA[ut[ JI(2) o
* -
_ —6( th _ _ o 0{fiX0)
89k [1 HE(;T ZE‘S% [1 e ]
N N
k
— —Bl)E, [ > (" ) TP ) + 0 o) <xi>]
Fitthy=k N 1 j=1 i=1
(3.14)
N
kj k
= Bl [(—w'f“ > (" ) HT< fl(e) + (-1 D0 >[f1<xi>] .
ki+-+kn=k Lo =1
where the sum is taken over all non-negative integers ki, - -- , ky such that Zfil ki = k.

Next let us look in more detail at the sum/product term on the right hand |(3.14)} Consider

the terms where only one of the k; in the sum is positive, in which case k; = k£ and

g =1
Koy k)

There are N ways this can happen in the sum of the sum-product term and hence

> (i F ) T

ki-thn=k

) ;T(k)[f o+ 2 (k . km) 17" 11).

where [ky, ..., ky]? is the set of all non-negative N-tuples (ki, ..., ky) such that SV k; = k
and at least two of the k; are strictly positive. Substituting this back into|(3.14)| yields

ok 0
— A

e | S (0 TR

6=0 [k, k]2

Now let us return to the justification that we can pass the derivatives through the expectation
in the above calculation, we first note that derivatives are limits and so an ‘epsilon-delta’
argument will ultimately require dominated convergence. This is where the assumption
and come in. On the right-hand side of |[(3.14)}, each of the Tgkj) [f](x;) in the sum term
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are uniformly bounded by the assumption of the lemma as the collection [k, ..., ky]2 means
that 0 < k; < k —1 for each j = 1,--- ,N. Moreover, there can be at most k items in the
sum/product. Noting that

k
1 § = N*¥
(3 5) (kl,...,kn) ’
ki+-+kn=k

the assumption |(1.12)| allows us to use a domination argument with the k-th order moment.
Note that

Combining this with |(3.13)| and |(3.12)], using an easy dominated convergence argument to
pull the k derivatives through the integral in ¢, then dividing by (—1)**1 we get [(3.11)| as
required. O

3.3 Proof of Theorem [1I

We will prove Theorem 1| by induction, starting with the case & = 1. In this case, reads

supA; < oo and lim A; =0,
t>1 t—o00

which holds due to |(1.10)}

We now assume that the theorem holds true in the branching Markov process setting for

some k > 1 and proceed to show that holds for all ¢ < k + 1.

To this end, first note that the induction hypothesis implies that|(3.10) holds. Hence Propo-
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sition [ tells us that

()" TV ] ()

1
—i—go(:v)lt(kl)/ Tu | € >
0

[kl ----- kN]i+1

E+1 0\ 700
(kh e kN) jl;[th“—u) 1) | | (2)du,

where we have used the change of variables s = ut in the final equality.

We now make some observations that will simplify the expression on the right-hand side of
as t — oo. First note that due to , the first term on the right hand side of
will vanish as ¢ — oo. Next, note that, if more than two of the k; in the sum are
strictly positive, then the renormalising by t*~! will cause the associated summand to go to
zero as well. For example, suppose without loss of generality that k; and ko are both strictly
positive, we can write tF=1 = t(b+D=2 — ¢hi—Igha=lgks kv - Now the induction hypothesis
tells us that the correct normalisation of each of the terms in the product is %!, which

(kj)

means that the item T,q-

) for a third k; > 0 will be ‘over normalised to zero’ in the limit.

To make this heuristic rigorous, we can employ Theorem from the Appendix. To this

end, let us set

N
o 1 E+1 (k;)
(3.17) Flout) = —rsgte > (kl’ o kN) [T 1) |
k1,5 ]%+1 7j=1
for t > 1, where [ki, ..., kn]i,, is the subset of [ky, ..., kn|7 ,, for which at least three of the

k; are strictly positive (which can be an empty set). The condition ¢ > 1 comes in because
we cannot define F'(x, u,t) for t = 0, so it needs to be defined away from zero. We will show
that conditions [(A.5) and |(A.6)| are satisfied via

(3.18) sup  p(z)F(z,u,t) <ooand lim sup ¢(x)F(z,u,t) =0.
2€E,ue0,1) t=%0 ye(0,1],z€E
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First note that there are no more than k£ + 1 of the k; that are strictly greater than 1 in
the product in|(3.17). This follows from the fact that it is not possible to partition the set
{1,...,k + 1} into more than k + 1 non-empty blocks. Next note that

. k‘
- ﬂ iy < QA L S
o L milu = Lt Sy =y
k j:kj>0

The product term on the right-hand side is uniformly bounded in z; and ¢(1 —w) on compact
intervals due to boundedness of ¢ and the fact that is assumed to hold for all ¢ < k by
induction. Moreover, if #{j : k; > 0} < 1, the set [ki,...,kn]},; is empty, otherwise, the
term (t(1 — w))F1-#ki >0 /th=1 ig finite for all ¢+ > 1, say. From |(3.15)] and |(1.12)| we also

observe that

e £, (1) et

k1., kN]k.H zeFE
Taking these facts into account, it is now straightforward to see that the earlier given heuristic
an be made rigorous and |(3.18) holds. In particular, we can use dominated convergence to
pass the limit in ¢ through the expectation in to achieve the second statement in
(3.18)]

As F belongs to the class of functions C, defined just before Theorem in the Appendix,

the aforesaid theorem tells us that

(3.19) lim sup

t—o00 zEE

ﬁ /O TouloF (- u, )] (2)du| = 0.

Returning to , since the sum there requires that at least two of the k; are positive,
this means that the only surviving terms in the limit are those that are combinations of
two strictly positive terms k; and k; such that ¢ # 5 and k; +k; = k + 1. This can be
thought of as choosing i, € {1,... N} with i # j, choosing k; € {1,...,k} and then setting
kj = k+ 1 — k;. One should take care however to avoid double counting each pair (k;, k;).
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Thus, we have

1 k+1 1 ! N X k+1
twwﬂ '[fl(z) = m/ [2tk 1 [Z;Z (ki, k—l—l—ki)
i

(3.20) T () TH 1] <xj>] ] (x)du,

where the factor of 1/2 appears to compensate for the aforementioned double counting,.

In order to show that the right-hand side above delivers the required finiteness and limit
(3.1)] we again turn to Theorem [A.5 For z € E, ¢ > 1 and 0 < u < 1, in anticipation of

using this theorem, we now re-define

F(z,u,t) = %legw [Z Z Z (k:i7 kk—:‘ll_ kl) Tié‘?")_u) Lf] (Iz)TE?;r_lu_)kz)[f](!Eg) )

After some rearrangement, we have

F(z,u,t)
Blz)(1 —u)? Al k41
a 2p(x) £a [; == </€1, k+1— k:z>
J#i
T @) T )
(3.21) P ) S 1 — )T ol (1 — )

Using similar arguments to those given previously in the proof of may, again, combine
the induction hypothesis, simple combinatorics and dominated convergence to pass the limit
as t — oo through the expectation and show that

F(z,u) := lim F(z,u,t)

t—o0

— )kl N N
—(k+ DG VIgh/2 ok, 53 elaleter)
J#i
(3.22) —(k+ DU Vg2 (@ A ) ),
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for which one uses that

i=1 j=1 k;=1
JFe
k! (f, @)% (V] @51 (k + 1 — k) (f, )75 (V]g], g)eHi
2(ki—1) 2(k—k;)
N N
= (k+ D3, BVIe) /25 1@, /Y RE | D) olwi)p(xy)

i=1 j=1

J#i

Note that, thanks to the assumption (H2), the expression for F'(s,z) clearly satisfies [(A.5)]

Subtracting the right-hand side of from the right-hand side of |(3.21)} again appealing
to the induction hypotheses, specifically the second statement in |(3.1)} it is not difficult to
show that, for each ¢ € (0, 1),

lim  sup |p(2)F(2,u,t) — p(z)F(z,u)| = 0.

t—o0 r€E,u€0,e)
On the other hand, the first statement in the induction hypothesis also implies that
three exists a constant Cy > 0 (which depends on k but not ¢) such that

lim  sup |o(z)F(z,u,t) — o(z)F(z,u)| < Cr(l —e)* 1.

t=0 pe B ucle,1]

Since we may take ¢ arbitrarily close to 1, we conclude that holds.

In conclusion, since the conditions of Theorem are now met, we get the two statements

of as a consequence. O

3.4 Proofs for the non-critical cases

We now give an outline of the main steps in the proof of Theorem [I| for the sub and su-
percritical cases. As previously mentioned, the ideas used in this section will closely follow
those presented in the previous section for the proof of the critical case and so we leave the
details to the reader. We first note that the Perron Frobenius behaviour in (H1) ensures
the base case for the induction argument, regardless of the value of \. We thus turn to the

inductive step, assuming the result holds for & — 1.
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Proof of Theorem[Z. Suppose for induction that the result is true for all ¢-th integer moments
with 1/ < k — 1. From the evolution equation in Proposition l noting that ZN k; =k,

when the limit exists, we have

e [ k 1)
i [ fse | 5 (0 ) TIrS0e)|| @

(k1. kN3 ’ Jj=1

t—o00

1
(3.23) = lim t/ e Ak Dut=rutp [H[f](@u,t)] (x)du,
0

where

H[f](z,u,t) := B(x)&,; Z (/ﬁ,.. kN) He Akjt(1— u)T(k: u)m(%)

[kl 77777 k'N]k

It is easy to see that, pointwise in z € E and u € [0, 1], using the induction hypothesis and
(H2),

H[f](x) := lim H[f](z,u,t) = k£, &) B)E | D [I In(z)]|,

t—o0 9 1
k1, kN Jj=
[ Ik 50

where we have again used the fact that the kj;s sum to k to extract the (f, @)* term.
Using the expressions for H[f](z,u,t) and H|[f](x) together with the definition of L(x), we

have, for any € > 0, as t — oo,

sup e TV f] — kI, @) Ly

z€E,feBY (B)

(3.24) < t/l e AME=Dut - gup e Ty [H[f] (- u, t) — H[f]]]| du+ €,
0

z€E,feB] (E)

where € is an upper estimate for

(3.25) sup . KUE, 3) /too e~k [55 [ Z ﬂ Ly, (xj)u (z)ds.

z€E,feBy

Note, convergence to zero as t — oo in |(3.25)| follows thanks to the induction hypothesis
(ensuring that Ly, () is uniformly bounded), (H2) and the uniform boundedness of 3.
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The induction hypothesis, (H2) and dominated convergence again ensures that

(3.26) lim sup |\H[f](-,u,t) — H[f]| =0

120 veB,feBY (B)uel0e]

As such, in |(3.24), we can split the integral on the right-hand side over [0, ¢] and (g, 1], for
e € (0,1). Using|(3.26)| we can ensure that, for any arbitrarily small ¢ > 0, making use of
the boundedness in (H1), there is a global constant C' > 0 such that, for all ¢ sufficiently

large,
t/ e ME=Dutqyp ‘e_’\UtTut [H[f](-u,t) — H[fm du
0 z€E,feB] (E)
<eCt /a e AR Dul gy
0
e'C
3.27 = s
(3.27) Ak — 1)( ’ !

On the other hand, we can also control the integral over (e, 1], again appealing to (H1), (H2)

and |(3.15)| to ensure that

sup ‘e_’\“tTut [H[f](-,u, t) — H[f]]] < oc.

z€E, feBY (E)uc(e,1]

We can again work with a (different) global constant C' > 0 such that

1
" / M N [H ] t) — HIF| du
€ z€E,feBY (E)

1
SC’t/ e—)x(k—l)utdu

C
3.28 — T (e Mk=Det _ Ak-D)ty
( ) Nk —1) (e e )

In conclusion, using |(3.27)| and [(3.28), we can take limits as ¢ — oo in |(3.24)[ and the

statement of the theorem follows. ]

Proof of Theorem[3. First note that since we only compensate by e, the term T;[f*](x)
that appears in equation |(3.11)| does not vanish after the normalisation. Due to assumption
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(H1), we have
lim ¢! (@)e T 4](2) = (£, ).

Next we turn to the integral term in ((3.11)l Define [k, ..., k:N],(gn), for 2 < n <k to be the
set of tuples (ki, ..., ky) with exactly n positive terms and whose sum is equal to k. Similar

calculations to those given above yield

p(z) (k1,0 k]2 =1
k “A(1-u
— ¢ ' e)\(n—l)ute At
0 79 o(z)
I N
auteo(k;
(329) X T(l—u)t [ﬁg [ Z " <k17 o 7kN> jHle A tT’ELt )[f] (x])]] (,I)du
k1, kN]" =

Now suppose for induction that the result holds for all /-th integer moments with 1 < ¢ <
k — 1. Roughly speaking the argument can be completed by noting that the integral in the

definition of Lj; can be written

(3.30) /Omge“"”s<ﬂa[ > (khf?m)ﬂleAsTgkj>[f]<xj>,¢> ds

which is convergent by appealing to (H2), the fact that 5 € BT(E) and the induction
hypothesis. As a convergent integral, it can be truncated at ¢ > 0 and the residual of the
integral over (¢, 00) can be made arbitrarily small by taking ¢ sufficiently large. By changing
variables in when the integral is truncated at arbitrarily large ¢, so it is of a similar

form to that of|(3.29), we can subtract it from |(3.29)[ to get

e—)\(l—u)t

1 k
t/ eAn—1ut <—T —u Hq(;w) - <H1(;n)a95>> du,
> play e = e

where

Hﬁ?)(l’)zﬁé’x[ > <,ﬁwk_7kN)Jl_[le‘“tTi’?’[f]m)]

One proceeds to splitting the integral of the difference over [0, 1] into two integrals, one over

[0,1 — €] and one over (1 — ¢, 1]. For the aforesaid integral over [0,1 — €], we can control the
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behaviour of gpfle*’\“*“)tT(l_u)t[Hi?)] - (Hu?), @) as t — oo, making it arbitrarily small, by
appealing to uniform dominated control of its argument in square brackets thanks to (H1).
The integral over [0,1 — €] can thus be bounded, as t — oo, by t(1 — e*®=D1=4)) /|X|(n — 1).

For the integral over (1 — ¢, 1], we can appeal to the uniformity in (H1) and (H2) to control
the entire term e*A(k“)tT(l_u)t[Hq(L?)] (over time and its argument in the square brackets) by
a global constant. Up to a multiplicative constant, the magnitude of the integral is thus of

order

Y

1
1
t )\(nfl)utd — An—1)(1—e)t _ A(n—1)t
fLe = -

which tends to zero as t — 0. O

—€

Remark: In section 2.3 we give a result about the limit behaviour of the second moment of
a local Markov branching process in the sub, super and critical cases. These are now easily
obtained taking & = 2 in Theorems [I}, 2] and



Chapter 4

Integrated moments of branching

Markov processes

In this chapter we present some results on some quantities that we call integrated moments.
As mentioned before, the method we used to get the main results for the moments of branch-
ing Markov processes is remarkably robust. Indeed, as we will show, careful consideration
of the proofs of Theorems [1 [2 and [3] demonstrate that we can also conclude results for the

quantities

MM g](x) = Es,

t k
(/ <g,XS>ds)], re€E,geBY(E),k>1,t>0.
0

We can think of fg (g, X) ds as characterising the running occupation measure fot X(+)ds of

the process X and hence we refer to Mgk) lg](z) as the k-th moment of the running occupation.

The following results also emerge from our calculations, mirroring Theorems [I} [2| and

respectively.

4.1 Non-linear semigroup equation

We now define a variant of the non-linear evolution equation associated with X via

(1) wlfigl(e) = Bs, [L- e BXROXE] >0 e B, fig e BY(E).

48
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For f € B (E), define

Af)(x) = B2)Z, [Hu—f(xi))—uzf(xi) . wel,

Our first preparatory result relates the two semigroups (u;, ¢ > 0) and (T;, ¢ > 0).

Lemma 3. For all f,g € BY(E), x € E and t > 0, the non-linear semigroup w[f, g|(z)

satisfies

(42)  wlfgl(z) =Tl - e '](x) - /O Ts [Afw—s[f, g]] = 9(1 = wes[f, g])] (2)ds.

Proof. The proof uses standard techniques for integral evolution equations so we only sketch

the proof. Instead of considering w[f, g], we will first work instead with
(4.3) vi[f, 9] = Es, [e‘<f’Xt>‘f5 <9’X3>d5} , t>0,z€E, fg€BY(E),

which will turn out to be more convenient for technical reasons.

By splitting the expectation in|(4.3)|on the first branching event and appealing to the Markov
property, we get, for f,g € BY(F),t>0and z € E,

vilf, gl(z) = E, [e— Jy BE)ds (—F(E)— 3 g(ss)ds}

+ E, [/tﬁ(&)e_ fOSﬂ(£U)+g(£u)duH[Vt_s[f, Jl(e)ds| |
0

where

Hgl(z) = & [H g(fci)] . gEBY(E)zcE.

Using Lemma we can move the multiplicative potential with rate 5 4+ g to an additive

potential in the above evolution equation to obtain
R t
(4.4) vi[f, g](z) = Pife”!](2) +/ Py [Glvi—s[f, g]] — gvi—s[f. g]] (z)ds.
0
Now define

D[f](x) = B(x)&, [H flai) = Zf(wi)] = B(x) (Hf](z) —n[f](x)), feB (E),rekE
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and (V;,t > 0) via
W[f, g)(x) = Tife ) (z) + /0 T, [D[Wi-s[f, 9]] — 99:-s[f, g]] (2)ds
~ B, [eféB(és)dse—f@)]

(45) # . [ o 90 (ofni(£.0] (€ - o€l 0)E0) ]

forx € E;t > 0 and f,g € BT (F). Note that for the moment we don’t claim a solution to

(4.5)| exists.

For convenience, we will define

lfoal(e) = B, | [ e (ofr 116 6 — o(Gmioilf.o)6) ]

so that ¥,[f, g](x) = T:[e™7](z) + K[f, g](x). By conditioning the right-hand side of on
the first jump of é (bearing in mind the dynamics of é given just before Lemma |1)) with the
help of the Markov property (recalling that B(z) — fm[1] = ), we get

I
t=
8
—
(-DI
2

Bles)ds =1 (&) " BlemI (g, Yo i AeasBTe—ele NN (E)
| +E.| [ steomiuie A Uy

+E, {e— Jo Al&umi1] (€u)du /0 el mea (D[Fe—sf, g1] (&) — 9(&)[Fe-s[f, 9]) ds}

/t B(Em[1])(&)e Jo A€ du
0

4
( /0 el BE (p[§,_[f, g]] (&) — 9(&)veslf. g)(&)) ds

olo 8(eu)du D [Ke—e[g]] (€0)
: al1] &) M'

Gathering terms and exchanging the order of integration in the double integral, this simplifies
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to

Vil

&.’

9)()
e e s v, | [ st e, g i

E, [ I3 ple sl / 5 6 (D [5,_, [, g]] (&) — <ss>[vt_s[f,g1)ds]

L s
/ / L oo B(E)m{1](€ ) o HEDmIIE) g BlEw)n

0 JO

Il
=

+

+E,

(O[Fe-slfs 9] (&) — 9(&)Tu-s £, 91(E5))) Al ds]
—E, |e” b/ @)] LB, [ / Blee KA, g ($)](fe)d4
+ . [ [ e e ol ] 6 — ale)mioilgen) ds|.

Finally, appealing Lemma [A.T], we get

Vil f, g](x) :f’t[eif] (z) +/0 Py [G [{/ths[fa QH — gVl f, QH (z)ds,

and hence (v;, ¢t > 0) is a solution to|(4.4)} A standard argument using using § € BT (FE), the
assumption |(1.12)| for £ = 1 and Grénwall’s Lemma tells us that all of the integral equations

thus far have unique solutions. In conclusion, (v¢[g],t > 0) and (¥[g],t > 0) agree.

To complete the lemma, note that
1= e (@) = Tl — e ](@) + 1 - T1](@),
moreover,
| —T,[1)(z) = B, l / tB(és)efffB(é“)d“ds} _ / CrBlds.
0 0
Hence, working form and the definitions of D and A, which are related via

N

D[1—f](x) = B(x)&, [H(l —fla) =Y (1~ f(xi»] = A[fl(z)+B(z), = € E, f € Bf(E),

7 =1
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we get

ut[f7 g](x) =1- Vt[f’ g]((l])

=1 —Tfe’](z) -

Ts [D []- - ut—S[f7 g]] - g(]- - ut—s[f7 g])] (ZL‘)dS

t

= Tt[l - eifo) - T, [A [utfs[f7 g]] - g(l - utfs[f7 g])} (SL’)dS,

S— S—

as required. O

Next we turn our attention to the evolution equation generated by the k-th moment func-

tional T§k), t > 0. To this end, we start by defining observing that

(4.6) MWﬂﬂszﬂ%wm@WM{

Taking account of |(4.2), we see that

(4.7) [0, 0g)(x) = —/0 T, [Alur—4[0,0g]] — Og(1 — v, [0, 6g])] (x)ds.

Given the proximity of |(4.7)[to|(3.12)] it is easy to see that we can apply the same reasoning
that we used for T\ [f](z) to M) [g](z) and conclude that, for k > 2,

(48) mezan£%mwwumTMmm,

where 7* plays the role of n* albeit replacing the moment operators T¢) by the moment

operators M),

4.2 Limit behaviour of Integrated moments: critical case

Theorem 4 (Critical, A = 0). Suppose that (H1) holds along with (H2) for k > 2 and A = 0.
Define

YA _ _ _ Y4 _(fp— ~ ~\ f—
AY = sup [ V(@) M [g)(x) — 270 (g, 8) (V]], @) L
z€E,feB) (B)
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where Ly = 1 and Ly, is defined through the recursion Lj = (Zi:ll LiLy_;)/(2k — 1).Then,
forall ¢ < k

(4.9) sup Al < 00 and hm AP =0

t>1
Proof. We now proceed to prove Theorem [4] also by induction. First we consider the setting
k = 1. In that case,

0l =48 | [ t<g,xs>ds] -1 [ rlowas = | Tulgl (o).

Referring now to Theorem in the Appendix, we can take F(x,s,t) = f(x)/p(zx), since
f € BT(E), the conditions of the theorem are trivially met and hence

1

i  swp | MO[g)(a) — <g,¢>] o

1= e B geBf (E) t

Note that this limit sets the scene for the polynomial growth in t**) of the higher moments
for some function n(k). If we are to argue by induction, whatever the choice of n(k), it must

satisfy n(1) = 1.

Next suppose that Theorem [4] holds for all integer moments up to and including & — 1. We
have from that

(4.10)

o) = g [ [l s - e [l lglas

Let us first deal with the right most integral in |(4.10) It can be written as

tQ,}Q /0 KT [0F (-0, 1)) (2)du = /0 (1 — w)?-2kT,, [QWME?;%[Q]] (2)du.

Arguing as in the spirit of the proof of Theorem [T our induction hypothesis ensures that

. 2k—2 1 Miéﬂl 111) 9(x)
fam Flole, . 8) = fim o0 =)™ G — )

satisfies[(A.5) and [(A.6)] Theorem[A.5|thus tells us that, uniformly in v € E and g € B{ (E),

=0=: F(z,u)

I _
(4.11) Jim 5= /0 KTV [g)) () = 0.
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On the other hand, again following the style of the reasoning in the proof of Theorem (1} we
can pull out the leading order terms, uniformly for x € E and g € B (E),

. 1 ! (b
i i [T (o ] s
0

—00 1 ﬁ() . N k-1 k
l'Hl ut 1—- B 5 E E I3 ;
e 0 ' [ 2 o [ i=1 j=1 k=1 (ki’ k= k)SO(x o)
i
(4.12)

My Lo (x:) My (9] () -~
() (H(1 — )R () (H(1 — u))2E—2k—1 '

It is again worth noting here that the choice of the polynomial growth in the form t** also
constrains the possible linear choices of n(k) to n(k) = 2k — 1 if we are to respect n(1) =1
and the correct distribution of the index across |(4.12)|

Identifying

Flg)(z,u,t) = 260(2) (1—u)*7%, [Z > 3 (k :_ k) plai)e(z;)

L Mol M ol ()
) (L = )T (i) (T — w25 |

our induction hypothesis allows us to conclude that Fg|(z,u) := lim;_,o F[g](z,u,t) exists

and
(@) Flglr,0) = (1 — w2020 ) Gyeiig) oyt 3™ ot

Thanks to our induction hypothesis, we can also easily verify |(A.5)|and [(A.6)] Theorem |A.5

now gives us the required uniform (in x € E and g € B (E)) limit

' 1 t ~(k—1 EUV], gV g, p)*
(4.13) lim —or /0 T, [Vl (w)ds = Vi ;0,3_1 9.0,

t—o00

Putting |(4.13)| together with we get the statement of Theorem O
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4.3 Non critical cases

Theorem 5 (Supercritical, A > 0). Suppose that (H1) holds along with (H2) for some k > 2
and X\ > 0. Redefine

¢ - £ 5
A= s [euOlg)(r) — g, ) La(x)].
z€E,feB (E)

where Ly, was defined in Theorem[d, albeit that Li(x) = ¢(z) /.

Then, for all ¢ < k

4.14 sup A(e) < oo and lim A(e) = 0.
t h t
—00

>0

Proof. For the case k = 1, we have

)

o [ Tlalia)ds - o) %7

= ot [ M @ Talg)n) - a) (9,9)) du - 0 5

(4.15) <oy / M [N [g)(2) — () (g, B)| du + e 0P

Thanks to (H1) and similar arguments to those used in the proof of Theorem [2| we may
choose t sufficiently large such that the modulus in the integral is bounded above by € > 0,
uniformly in g € B (E) and x € E. Then, the right-hand side of is bounded above by
A1 —e™M) + e (g, @) /. Since € can be taken arbitrarily small, this gives the desired

result and also pins down the initial value L; = ¢(z)/\.

Now assume the result holds for all £ < k — 1. Reflecting on proof of Theorem [2| we note
that in this setting the starting point is almost identical except that the analogue of|(3.23)]
which is derived from |(4.8), is now the need to evaluate

—Akt *) e Akt pt L N o)
lim M x) = lim / Ts | BE. ( ) | IM lgl(x x)ds
t—o0 gp(aj) t [g]( ) t—o0 gp(x) 0 6 " Z;NP Lyeees kN = t [9]( ]) ( )
4.16 Flim e [ gD gl (2)d
. — ki TslgM,~ .
(4.16) o /0 g™ [g]](x)ds

The first term on the right-hand side of [(4.16)[ can be handled in essentially the same way
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as in the proof of Theorem [2} The second term on the right-hand side of [(4.16)| can easily

be dealt with along the lines that we are now familiar with from earlier proofs, using the
induction hypothesis. In particular, its limit is zero. Hence combined with the first term on
the right-hand side of |(4.16)], we recover the same recursion equation for L. O

Theorem 6 (Subcritical, A < 0). Suppose that (H1) holds along with (H2) for some k > 2
and A < 0.

AP = sup  MOg)(x) — Le(2)

z€E,feBY (B)

Y

where Li(x) = [7° Ts(g)(x)ds and for k > 2, the constants Ly, are defined recursively via

Lk@):/omnlﬁal >~ (o) I ij<xj>”<x>ds

kiyskn J=1
[ Ji k>0

— k/ T, [ng_l(x)} (x)ds.
0
Then, for all ¢ < k

(4.17) sup Ay) < o0 and lim Ag) = 0.
t>0 t—o00

Proof. The case k = 1 is straightforward. Now suppose the result holds for all / < k—1. We

again refer to |(4.8)] which means we are interested in handling a limit which is very similar

to|(4.16), now taking the form

1
o)) = [ e, |og | Y
0

[kl ~~~~~ kN}k o Jj=1
1

(4.18) y / ehute=Aut [gmgf;_lg)[g]] (z)du.
0

Again skipping the details, we can quickly see from [(4.18)[and the induction hypothesis that

WOlole) ~ [ OOTs[Bé’-[ > () 1 ij<xj>”<x>ds

ki,....kN]? Jj=1
[ Ji Jik;>0

which gives us the required recursion for Ly. O]
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The results in Theorems [ [f] and [6] are slightly less predictable. For the supercritical case,

the extra “linear” term arising from the time integral does not affect the exponential growth
of the process, and hence the leading order behaviour is still dominated by €. In the critical
case, we know from Theorem [I| that the first moment does not require normalisation, and
hence integrating up to time ¢ will induce a linear growth in time. As one can determine the
k-th moment from a combination of the lower order moments, this linear growth propagates
through the recursion, which along with the time integral, yields the t?*~! scaling. Finally,
in the subcritical case, we know that the total occupation foc<g,XS>ds, where ¢ = inf{t >
0: (1, X;) = 0}, is finite, behaving like an average spatial distribution of mass, i.e. (g, ®),
multiplied by ¢, meaning that no normalisation is required to control the “growth” of the

running occupation moments in this case.



Chapter 5

First moments of superprocesses and a

Yaglom limit for super-Brownian motion

In this chapter, we will consider a particular type of of superprocess. We are interested
in superprocesses in a particular scenario, in this case we take a super-Brownian motion
with local branching mechanism, that is, a (P,%) super-Brownian motion (SBM) for such
¢ = 0, that is, no local branching. In this case, we have that the semigroup (V;,¢ > 0) is

characterised via the unique bounded positive solution to the evolution equation

(5.1) V() = Pilf(a) — / P, [ Ve s [F)())] (2)ds.

We will use the corresponding version of the evolution equation|(3.11)[for our local branching
setting to extrapolate the moments for SBM from the particle system moments. Finally we

will see a Yaglom type limit based on results found in [39] for the particular case of the SBM.

Similarly to the contents of Chapter 2, these calculations formed an early stage of the research
of this topic, and offer insight to the more general setting and corresponding results, that we
deal with in Chapter 6.

58
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5.1 Branching particle system with weights and Poisson

initial particles

The purpose of this section is to have a first approach to the form of the moments of
superprocesses. To do so, following the construction of superprocesses as a limit of branching
particle systems as presented in [14] or [I8|, we take a particular branching particle system
starting with a random number N of particles following a Poisson distribution with parameter
1/p at t = 0, and in which each particle will carry a weight p > 0. Although the branching
Markov process we are considering is very specific, it will help us to have an idea of the form
of the moments that will be described in detail and for a more general case in later chapters.

The following part will use some of the ideas presented in [I4] and [36].

Let {X/,t > 0} be a branching Brownian motion on the space E with branching rate § = 1/p

and branching mechanism ®,(s) = >_, prs* given by

(52) 0,(6) = s+ 20 (12

for 0 < s < 1 and a target function ¢». Notice that ®,(s) is a generating function. In
this branching process, each particle will carry a weight p, that is, if X; = > 0,,), then
X! =" pos,)- Let Gy(s) := (P,(s) — s)/p be the branching mechanism ((2.2), then it is

known that the non-linear semigroup

(5.3) v [f] = Es, f[f(%(t)%(t))] ;
then
(5.4 Ow@ = 22w + W @), R @) = F(x).

We know that the super-Brownian motion can be seen as a limit of this branching particle
system, if we take the limit when p — 0. Remember we have a Poisson number of particles

at time ¢t = 0 with parameter 1/p.
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5.1.1 First moments

Let us start looking at the first two moments of such particle system and what happens to
the limit when we take p — 0. Define 87 [f] (z) := Es, [(f, X7)] to be the first moment of the
process, recalling that we start with a random number N of particles that follow a Poisson
distribution with rate 1/p and law denoted by P?, then for f € B (E), x € E,

87 [f1(x) = &7 [Ens, [{f, X7)]]
= & [NEs, [(pf, X3)]|

_ %E@ (pf, X))

=P, [e(m"*l)t/pf(gt)] 7

where m? = 7 [N]. To take the limit when p — 0 we need to know what is the order of m”

which can be obtained differentiating |(5.2)| with respect to s

wr = o)), = (s (F))

sT1
PR (1 — 5)
P sT1
=1-—py'(0+).
Then we get that
(5.5) 7 1f] () = P [ O f(6)| = T [f) ().

For the second moment, defined as 8{**) := Es, [( I, X7 >2} it is a straightforward exercise to
show that a simplification of equation for k = 2 and our particular setting gives us

5 1@ = ()1 1@+ 5(,7)) (19 11@)

where T®)* [ ] (x) correspond to the k-th moment of a particle branching process with all the

characteristics but starting with a single particle at x and with a unit mass in each particle
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instead of p. Then using again |(3.11)| we have that this is equal to

= o1 (7] () + ) o [(x02 1) ] pas + (107 1))

= T[] + (mh— ) / T, [(Tree (/1) (@)ds + (T, [f] (2))2,

where we can obtain mj —m? = €7 [N?*] — £7 [N] = ®/(1—), which is calculated via

1 —
¥l = v ()

= ¢"(0+),

s=1—

then

$°111@) = (1 @) + T[] @)+ 0704) [ T [T 1] @),

and as p — 0 we get that

(5.6) SO [f] () — (Te [f] (2)) + " (04) / T, [(Tes [f])?] (2)ds.

Proposition 4. Let Slfk’p) denote the k-th moment of a branching Brownian motion with the

characteristics described above, then

(5.7) :ZPT Zj (kl, )HT(’””

j=1

where T®)# [ f] (x) correspond to the k-th moment of a particle branching process with all the
characteristics but starting with a single particle at x and with a unit mass in each particle

instead of p.
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Proof. We have that

S 1f) (@) = & [Ens. [(£.X0)"]]

N k

k J
(5.8) =& Z% k 2; (,ﬁk kj) IIEE [<f, Xf"’>‘“] ,

where the last equality is due to and the sum runs over the set [ki,...,k;]  of all
combinations of strictly positive {ky, ..., k;} such that >>7_, k; = k. Using the fact that the

factorial moments of the Poisson distribution are equal to

oW =

we have that |(5.8)|is equal to

j:l [kl ..... kj]+ =1
k k—j J
- P k (ki),p
S T () I e,
j=1 [kl ..... k]']+ =1
and we get the result. O]

Appealing to !3.11 DL albeit simplified due to the local branching, we have that the moments

Tgkj he [f] in|(5.7)[ fulfull the following evolution equation

1/ _ -
1) @) =1 [ @)+ [ 10 [ [10 15 ] (@)

where

2 (lﬁkkn) iljgki [f]-

1.y kn}
k‘j <k

ﬁ[gla"'agk’—l;f] = an
n=0 [k

We can observe an interesting behaviour in the critical case of higher moments of this process

as t goes to oo (before taking the limit when p — 0). It is straightforward to see that from
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Theorem , we have that Tﬁ’ﬂ“’ exhibits the following asymptotic behaviour

1 ! 1 o
R LY LU ICR

t—oo th—1 t

Then, using the formula for S%” [f] given in|(5.7), we have that

B pk=i k ! |
s =30 5 (0 ) et e
. 1, 1y---y K5

=1

s e et [frone. e
o Tl et -1 DL or—a P T 7Y

i=1

In fact, we can take only the first term in the sum, as all the others will be "over scaled"

and will tend to zero, so

th—1"t
k —pkij k R (ki),p
252 (k k,)tj—_lﬂtki_ln /] (@)
J=2 (LI e i=1

t—=o0 k1 k! ~ k 1 7 ~ 2 e
P @@ D | L0062

0
@@ D [0

which gives us a limit to a constant that does not depend on the weights p. We will see
this limit in the following chapters. Notice that we have taken the limit when ¢ — oo before
taking the limit when p — 0 and still have obtained an explicit limit. We will explore in detail
the asymptotic behaviour of the moments of superprocesses and comment on the relation
they hold with their corresponding cases for branching particle systems in later chapters of

this work.
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5.2 Super-Brownian motion (SBM)

One can think of the SBM to be a rescaled limit of a BBM, where the mass of each particle
tends to 0 and the expected lifetime of each goes to 0 and the number of particles at time
t = 0 goes to infinity in a "commensurate" way. As mentioned above, this is achieved
by considering a branching particle system starting with a random number of particles that
follow a Poisson distribution which parameter will tend to infinity, see for example [14] or [18].
The process known as the Dawson Watanabe superprocess or super-Brownian motion (SBM),
is a finite-measure-valued strong Markov process { X;,t > 0} whose evolution is characterised

via its log-Laplace semi-group

(5.9) —logBufexp { = (f, Xo) | = (Vi [f] (), 1), >0,

for all f € C;F(RY), the space of positive, uniformly bounded, continuous functions on R?
p € Mp(RY), the space of finite measures on R, (f, ) is the inner product [ fdu, and

Vi [f] (z) the unique positive solution to the evolution equation

(5.10) 20,111 = 2 Zovi 111 (@) = w0, 1 @)

with initial condition Vo [f] (z) = f(z). It is also known (see for example [13]) that the

evolution equation of the mass of a SBM can be written as

(5.11) Ve [f] () +/0 Py [ (Vis [f])] ds(z) = Pe[f] (),
with branching mechanism ¢ defined in [(1.18)]

The following definition and result will give us a first look to the form of the first two

moments of a SBM, which we will study in detail in the following section.

Definition 1. Let X > 0 be a finite random measure on R?. We say X (or equivalently its

distribution) is infinitely divisible if for each random number n, we have
X=X1+Xo+ -+ X,

in distribution, where X; are independent, identically distributed (i.i.d.) random variables.

Theorem 1. Canonical representation theorem. Let X > 0 be an infinitely divisible random
measure on (E,&E). Then there exist exit measures v € M(E) and m € M(M(E)), with



CHAPTER 5. MOMENTS AND YAGLOM LIMIT 65
m # 0, such that for all f € Cy(F),

/ (1- e’<f’”>) m(dr) < oo,
and
(5.12) —logE(e”YX)) = (f,7) + / (1 —e ) m(dv).

If m({0}) = 0, then v and m are unique.

The idea behind the proof is to take, by infinite divisibility, X = X;+...4+ X, in distribution

for some m € N where X,..., X, are i.i.d. Then define the empirical measure
(5.13) Xo =Y 6x,1(X; #0) € M(M(E)),
j=1

which gives us that X = [ 11X (dp) in distribution. Now if we define m,, := E [f(n] the idea
is to show that the m,, are tight in M(M(E)) and then the laws of X,, are tight in the weak
topology. We can then choose a convergent subsequence {m,, },., such that m,, — m in
M(M(E)) and also Xnk — XOO, where the law of f(oo is that of a_ Poisson random measure
with intensity measure m. The remaining details can be found in the proof of Theorem 3.4.1

in [5]. In the superprocess setting, this idea is equivalent to “divide” the initial mass into n

parts and note that each one of them behaves independently. Hence we can write

X = i Xt(Z)v
=1

where Xt(i) are the i.i.d and denote the mass at time ¢ released from Xéi).

As the SBM falls into this category, we can write V; [f] in as

W) = (Fo+ [ (1= ) (),

M(R4)
Let 9(0) = (V. [0f], u), as E,, [(f, X;)]> < oo due to (H2), then by |(5.11)]

(5.14) e =1 — 0, [(F, X)] + S8, [{, X + of6?)
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and, by |(5.2)]

(515 9(0) = 0(f, +9/ V) my(dv) — 592/@, Y () + 0(A2).

Comparing the two expressions in |(5.14)| and |(5.15)| we have that

B, [(f. X0 = (f.2) + / (f, v) me(dv),
and
B (X0 = a0, 60)7 + [ (700 mu(a),

This later expressions will be clearer and make more sense in the following section.

5.3 First and second moments of the SBM

To give the precise expressions of the first and second moments of this process, we recall a
well known result, the so called Feynman-Kac formula, which states that if we consider the

partial differential equation

2

9 it = ,u(x,t)%u(x,t)—kla ()2, t) — hiw, Dulo, 1) + k(z, 1),

ot 2 0x?

with initial condition u(z,0) = g(x), and the functions u, o, h, k and g satisfy some growth

and global Lipschitz conditions. Then the solution is unique and can be written as

t
u(z,t) =E; [/ e Jo Xrt=)drp (x4 §)ds + e Jo MXet=)ds g x|
0

where under EZ, (X;,¢ > 0) is an [t process released from z, driven by the equation
dXt = ,U/(tit) + O'(Xt,t)dBt, t 2 0,

with (B, t > 0) a Brownian motion starting in = under P.

Proposition 5. The first and second moments of X are given by the following expressions

B [, X0l = (Tef, )

E, [/, X)) = (T [f], u)? + < [ oo e 117 ds,u> |
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where T f (z) = P, [e_w/w*)tf(ft)} is the heat semi-group, that is, under P, (&,t > 0) is a

standard Brownian motion released from x .
Proof. Following same calculations as in [36], take for z € R, g € C;f (R), 6, > 0
Vv, [g] = —logEs, [e*9<g’Xt>] .

With limits understood to be as 6 | 0, we have that V; [0g] |y—o = 0 and that v; [¢] (z) :=
Es, [(g, X:)] = 0V¢[0g] (x)/00|gp—o. Now, if we differentiate with respect to € in the corre-

sponding evolution equation for V; [fg], we get that v; [g] satisfies the following equation

0 1 0

(516) i lg] (@) = 555w 1g] () = ¢ (0+)vi 9] (),

with the initial condition vq [¢] (x) = g(x). Feynman-Kac formula tells us that |(5.16) has a

unique solution and is equal to P, [e’W(O*)t f (ft)], which gives us the first moment.

For the second moment, note that if the look at the second derivative of V; [fg], we get that

0%V, [99]

o |, Es, [(9, Xo))" = Es, [(9. X0)*] =2 wi [g] ().

On the other hand, deriving the evolution equation twice with respect to 0, we get that w; [g]

satisfies the equation

2wl (2) = 555w [g)(2) — /(04w [g] (&) — 7 (04)(we o] (&))"

(5.17) -

and initial condition wq [g] () = 0. Using Feynman-Kac formula once again, we have that
(5.17) has a unique solution and is equal to

o) (2) = =P [ [ 0004 o] (€70

Using this with the previous observation, we get that

Es, [(9, X:)?] =P, [e-¢’<0+>tg(§t)] g V'(0+)P, [ / t e~V (03P, [e—¢'<o+><t_s> g(&_s)] ? ds] ’
0

which gives us the second moment. O]
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Note that this result implies that, when taking the limit when p — 0,

Sy [f] () — TV [f] (@),

for each t > 0, 7 = 1,2 that is, the first moments of the weighted branching particle system

converge to the first moments of a superprocess.

5.4 Particle systems and supercritical SBM

Now that we have explored the relation between the first moments of a branching particle
system and a super-Brownian motion, we will explore another way these two processes are
related. Consider this time a super critical ) super-Brownian motion, that is, with branching
mechanism ¢ such that ¢'(0+) < 0. Note that, as ¢ is convex, it has at most two roots on
[0,00) (see Figure p-1)). Let * > 0 be the largest root of the equation ¢ (x) = 0. According
to [36], it is possible to transform into the setting by choosing the branching

generator of the particle system with branching rate g as

(5.18) 6(s) = 8 (Zpksk - ) = U -s), se],

with the particular branching generator given by |(5.18)l 6 = ¢/(k*), po = p1 = 0 and for
k > 2, pr := px [0, 00), where for y > 0, we define the measure pi(-) on {2,3,4,...} x [0, 00)
by

puld) = s (Bl (6 =2) + () e (e ).

Then taking V; [f] (x) = £*(1 —v; [g] (x)). It follows that v, [g] (x) is a solution to|(5.4)|if and
only if V, [f] is a solution to |(5.10)]

We can check this by computing the derivative with respect to t of V; [f] () and using the
above definition and that v; [¢g] () = 1 — V; [f] (z) /K"

0 0

L [f](x) = —“*avt 9] (z)

= (Al @+ 0w @)

- (3o (1= 2wlAW) ) ~vwl @)

16
— 5%Vt [f](z) — (Ve [f] (2)).
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) ¥W(04) € [-oo, 0) i /(0+) € [0, oe)

u
Y= 0

Figure 5-1: Branching mechanisms in the supercritical case (left) and critical or subcritical
cases (right). This image can be originally found in [35].

5.5 Limit behaviour of SBM

In this section we use what it was discussed in previous sections to use some known results

about branching Brownian motion in the super process framework.

5.5.1 An invariance principle

We want to study the limit behaviour of the probability of survival of the process up to time

t when t goes to infinity in the critical case.

First, lets define u(z,t) = —logPs, (| X;| = 0), where |X;| = (1,X;) for t > 0 and = € E.
Under the assumption that Ps, (]X;| = 0) > 0 for each € E and ¢t > 0, then u(z,t) is well

defined. From the definition of V; [f] () and monotone convergence, we have for f € B (E)
(5.19) u(z,t) = elim Ve [0f](z), t>0,x€E,
—00

so if we allow extended values, we have that the semigroup u(z,t) satisfies the evolution
equation

0 1 9
—u(x,t+s) = u(z,t+s) —Y(u(z,t+s)) s,t>0x€D.

ot 2042
Using the relation V; [f] (z) = x*(1 — v; [g] (7)) with g = e™/, the above allows us to define

the corresponding operator for the superprocess from the operator v(z,t) := v, [0] (x) to get



CHAPTER 5. MOMENTS AND YAGLOM LIMIT 70
that

(5.20) u(z,t) = k" (1 — v(x,t)).

Now we are going to use the above equation and some results found in [39] along with the

above observations to get the corresponding limit behaviour of a super process.

Proposition 6.

2 ()
(92, @) ¥"(0+)

Proof. We know from [39] that if we define a4(t) := [, (z)(1 — v, [g] ())dz, then

(5.21) lim t Py, (| X,| # 0) =
t—o00

and that
ap(t) == a(t) ~t 'K,
with
(5.22) - 2p(x) _ 2¢(x)

Blma —m)(g* @) (¢ @) ¢"(04)
If we take V, [f] (z) = x*(1 — v [g] (z)) with g(x) = e /@) then this implies that

Vi [f] (x)

oyl

(5.23)

Using now the above with v and v as in |(5.20)} we get that

u(z,t) tu(x,t) 1

(5.24) wrop(@)a(t)  wrp(a)ta(t)

which means that
u(z,t) ~ t s p(2)K,

and then, we get that
2¢(x)
(0, @) v"(0+)

1
u(xz,t) ~ n
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Now, note that if we define de death time of the process, at which | X;| = (1, X;) =0

(=inf{t>0:|X; =0},
then
(5.25) u(z,t) = —logPs, (¢ < t).
Now, using that as ¢ goes to infinity Py, ({ > t) goes to zero, then
(5.26) —logPs, (¢ <t) = —log (1 = Ps,(C > 1)) ~ Ps, (C > 1),

and then we get that
2¢p(x)
(02, @) ¥"(0+)
proving the result. O]

Paz(C>t)N%

5.5.2 Yaglom-type limit

Now we are going to use a Yaglom-type limit result form [39] to prove the following limit

result for a superprocess in the critical case

Proposition 7.

(5.27) { (> Xe)

t

1 . -
¢ > t} = (¢ @) (04) (. ) e
i distribution, where ey is an exponential random variable with mean 1.

Proof. We begin with observing the limit behaviour of the probability of survival of the
process. According to [39] (Theorem 1.3), v(z,t) = 1 — P, (|V¢] > 0) — 1 as t — o0
uniformly in D, which from|(5.20)|implies that u(z,t) — 0. Using this with [(5.25)| gives that

(5.28) Py, (¢ > 1) — 0,

as t — oo uniformly in E. Theorem 1.6 in [39] tells us that

Ez[GXP{—§<f;Zt>}§|Nt’>O]_} 0"
P.(|N,] > 0) 0+ 6’

(5.29) E, {exp{—g (f, Zt>}‘ IN,| > 0} _
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for 6 < 0* with

* 1 ~ ~ * -
0" = (5 (f, @) (", ¢) K w"<0+>) :
Writing this in terms of v means that

vy [e /] (2) — v(a, 1) . 0
1 —v(x,t) 0"+ 6

Now let s(t) :== 1 —Es, [exp {—% (f, X;)}], so Theorem 1.3 in [39] gives us that s(t) goes to
zero as t goes to infinity, so — log(l — s(t)) ~ s(t) as t goes to infinity which implies that

(5.30) V[0S /1) (@) = ~log By, |e” {00 | ~ 1~ Ry, [ U]
On the other hand we have that

Eéz |:e*§<f7Xt>:| — (E6z [e T, Xe)

C>t]]P’5 (C>t)>+IP’51(C§t),

which means that

(5.31) K, [e*%<f:Xt>;< > t] — Es, [e t<th>] 1P (C > 1) ~ =V [0F /1] (&) + u(z, b,

using |(5.30)| and |(5.26), To finish the proof we write V, [0 f/t] (z) in terms of v; [e%//!] (z) to
get that

Ve 0f/t] (x) + u(z,t
Ej, [e 84£.X0) C>t] il f/u](; 1) (z,1)
ve [e /) (z) — v(x, t)
B 1 —v(x,t) ’
which yields the result from |(5.23) and |(5.24)| O

As mentioned above, these calculations serve as a warm-up excercise and inspired some of
the main ideas used to prove the main results for a general (P, 1), ¢)-superprocess, presented

in the next chapter. More results of this type can be found in e.g. [2I] and [36].



Chapter 6

Moments of Nonlocal branching

SUuperprocesses

In this chapter, we present the main results regarding the so-called nonlocal branching su-
perproceses, which are contained in [34]. As stated above, the robustness of our methods
in previous sections means that the principal ideas used to prove the above theorems are
essentially the same for both branching particle systems and superprocesses, regardless of

the criticality.

Let (X;,t > 0) be a (P,1, ¢)- superprocess with probabilities P and transition semigroup
(E,t > 0) on M(E) defined in Section . We will being with some properties of its linear
and non-linear semigroups, and then use a many-to-one formula to get an evolution equation
for the kth moments which will be useful to prove out main results for their asymptotic
behaviour.

6.1 Linear and non-linear semigroup equations

The evolution equations for the expectation semigroup (T;,t > 0) is well known and satisfies

(6.1) Te [f] (x) = Pe[f](2) + /Ot P [B(@[Ti—s[f1] = 1) + 0] (x)ds,

73
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fort >0,z € E and f € BT (F), where, with a meaningful abuse of our branching Markov

process notation, we now define

alfl(a) = | » [w:,w) o+ [T uln) e ma)| G an
6.2 = y(x, )[(x,v).
(62 (G BN

See for example equation (3.24) of [7].

6.1.1 Many-to-one formula

In the spirit of Lemma [I| we can give a second representation of T,[f] in terms of an auxiliary
process, the so called many-to-one formula. To this end, if, as before, we work with the
process (&, P) to represent the Markov process associated to the semigroup (P;, ¢ > 0), then,
although we have redefined the quantity m[f](z), we can still meaningfully work with the
process (f , f’) as defined just before Lemma .

To this end, define the function 9 := a + 3, then we have that

(6.3) Tif (z) =Ptf($)+/0 Py [B(-)m(:, Te—s[f])] (l")ds—/U Py [0()Ti—s[f]] (x)ds,

and also define the function
(6.4) o) =pt) [ ier) o [T untema)| 6o dn)
Mo(E) 0

and note that is bounded by ( as G is a probability Kernel. Now define the process (1;,t > 0)
and denote its probabilities by (Ex, x € E). This process is described by the following SDE

(6.5) dny = d& + J oy,

where J o n;_ is an operator that sends 7, +— 7, when there is a jump at time ¢. Jumps

occur at rate g(m;—) and J o n,_ : m_ +— y, where y is selected with distribution m(;), and
7r§;+) occurs at rate
(6.6) Mm(x,dy) = L@(:zc)/ |:d(:E,7T) + /OO un(x,w,du)} G(z,dm)m(dy).

q(z) q(z) Mo(E) 0

Another description of this process is that n evolves from 7y as & until time 7, which
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has survival probability e~ Joa€) | At time 71, 1 jumps form &_ to ny which is randomly

distributed according to
(6.7)

_S&) T Ooun 7, du ) :ém
oty = e [ it m) 4 [ unteman)| Gl dmye(a) = Smec.ay

and set 19 < nr and repeat.

Lemma 4. Let ¥(z) = B(x)+b(x) = B(x)(m[1](x)—1)+b(z), then, fort > 0 and f € BT(E),

(63) 1] (2 —z{exp(/ﬂgs )]

Proof. As with Lemma |1 the proof requires only that we take the right-hand side of
and condition on the first extra jump of (é,f’) to show that it also solves . It is a
straightforward application of Gronwall’s inequality to show that has a unique solution
and hence holds. Note that because we have separated out the local and nonlocal
branching mechanisms of the superprocess, the deliberate repeat definition of m[f] for su-
perprocesses is only the analogue of its counter part for branching Markov processes in the
sense of nonlocal activity. The mean local branching rate has otherwise been singled out as

the term b.

Let T, [f] (x) be the right hand side of . We will show that T,f(z) solves the equation
for f e Bf(E).

A

T, [f] (z) =E, [e_ Jo = ENds p(E1 (¢ < 71)} 4B, [e— S 0-0ENs {(E)1 (1 > n)]
_E, [e— J3 9(€)ds f(&)}
+ E, |:/tq(€ ) = Jo a(§u)du _fo (’9—‘1)(§u)duEA]JO5 [ fo (V=) (§u duf(& s)] S:|
0

_ — Ot s)ds ! - OS w uﬁ(53> =~
_E:L‘ [e f 9(€a)d f(gt)} + Ex |:/0 q(gs)e f (Eu)d @m(fsaTt—s)ds}

B, [o 526 (g)] + B, | [ e Mg me, Tds).

0

Finally, using Lemma, we get that

(69) T.[f] (x) = P,[f](x) + / P, [B()m(-Trs [f])] ()ds — / P, [0()T,. (] ()] (2)ds,

which means T, f(x) solves equation . Uniqueness of the solution come from Gronwall’s
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inequality, implying the desired result. [

Similarly to the branching Markov process setting, let us re-write an extended version of
the non-linear semigroup evolution (V;, ¢ > 0), defined in|(1.17)| i.e. the natural analogue of
[(4.2)] in terms of the linear semigroup (T;,¢ > 0). To this end, define

V. [f.g] (z) = E, [e_<vat>—fot(97Xs)ds} |

Analogously to Theorem [3| we have the following result.

Lemma 5. For all f,g € BY(E), x € E and t > 0, the non-linear semigroup V.[f, g](z)

satisfies

(6.10) Vilf, gl(x) = Tel f1(2) —/0 Ty [I[Ve—s[f, gl] — gVi—s [f, g]] (z)ds,
where, for h € BT (E) and x € E,

J[h)(x) = d(z, h(z)) + ¢(x, h) + B(x)m[h](z) — h(x)) + b(z)h(z).

The proof is essentially the same as the proof of Lemma [3] and hence we leave the details to

the reader.

6.1.2 Evolution equations for the k-th moment of a superprocesses

Recall that we defined TV [f] (z) = Es,[(f, X)*], t > 0, f € B*(E), k > 1. As with
the setting of branching Markov processes, we want to establish an evolution equation for
(Tgk),t > 0), from which we can establish the desired asymptotics. To this end, let us

introduce the following notation.

For x € E, k> 2 and t > 0, define

k!
Rk(x,t) = Z —'(_1)m1+...+mk,1—1

m1! e M1

(6.11) (a4 g — 1)!“ ((—1)jT§j) [f] (:c))mj,
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and
K k:‘ (m1+.‘.+mk,1) mi
k(z,t) = Z Tm'—mk_ﬂw (2, 04) (Te [f] (2))
{m1,...mp_1},
(0T () ) - Ry )
(6.12) 5 A ,
j=2 J:
and finally
sn= [ Y e ymree )
’ M(E) {’m1 7777 mk_l}k m1! .. .mk_ll ’
k—1 <(—1)j+1T§j) [f] _ Rj(',t)77/> "
(6.13) H S ['(z,dv),
s 7!
J
and the sums run over the set of non-negative integers {my, ..., mg_1} such that m; +2my+

—}—(k— 1)mk_1 = k

Proposition 8. Fiz k > 2. Suppose that (H1) and (H2) hold, with the additional assumption

that

(6.14) mes;qugf)[f](x) <oo, (<k-1feB"(E),t>0.
Then,

(6.15) T [f] (2) = (=1 Ry, ) + (—1)" /Ot Ts [Uk(-, = 8)] (x)ds,
where

(6.16) Uk(z,t) = Ki(x,t) + B(z)Sk(z, t).

Proof. For the proof of this result, recall the definition |[(1.16)| and let
v [f(2) = 2 Vl0f.0)@)| . t20,f€ BYE)k>1

as well as

e[f](x) == Es, [e” ], t>0,feB"(E).
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In that case, V[0 f,0](z) = —loge[0f](x) and €[0](x) = 1, so that

k o o* _ k k —0(f,X:
e [01)(x) = ppelff)(x) = (~1)Es, |[{f,X0)" e 00X
and
(6.17) e [0f](x)]o=0 = (~1)* T [£] (2).

Next we can us Faa di Bruno’s Lemma [A.4] to get

v [f](x)
ak
- 5 ~lomelbfle)
o k! (_1)m1+...+mk*1(m1 oy — 1)' k e(j) [Qf]) mj
MM b, - -

i, L j=1

where the sum runs over the set of non-negative integers {my, ..., my}, such that

my+2me + ...+ kmy = k.

Note that my > 0 if and only if m; = 1 and my = mo = ... = my_; = 0, so the k-th moment

term Tgk) [f] appears only once and with a factor (—1)*!, that is,
k k
(6.18) v [fl@) = (DY (£ (@) — Ri(a, ),
where all the terms in Ry(z,t) are products of two or more lower order moments.

Now, we differentiate the evolution equation |(6.10)| k£ times at § = 0, momentarily not

worrying about passing derivatives through integrals, to get that

A1 = = [ 55 (0T B0 ) + 6 v 87,00 + Flvor00)| ] s

0=0
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where
—g) + b(x)g,

v € E,ge BY(E).
For the kth derivative of ¢ (z,V,[0f, 0] ()) at = 0 we again use Faa di Bruno, Lemma/[A.4]
to get

k

St (2,0 [61,0)(2)

0=0

where the last equality holds because m;, = 1 if and only if m; =
/

... = myp_1 = 0 and
' (x,04) = —b(x). Similarly, for the the kth derivative of the remaining terms recalling
[(1.19)} [(1.20) and |(6.2)],

k

S (¢(x, V. [6f,0]) + F[V, [0, 0]])

k

= ba) 01,0

_ B / / OOl
Mo(E) aek

and using Lemma [A.4] we have

(V. 6£, 0], 7)) n(, 7, du) G, dr),
w (1 - efu<Vt[0f,0],7r) —u <Vt [9f7 O} ) 7T>)

k! F
- Z -

v, [0f,0 > "
( 1)m1+ +mk+1 —u(V[0f,0],7 H <<99] t[ f ]
mal...my!
{m1,...mp_1},

J=1 J'
(Vi[0£.0].7) o
TRl 0f,0
+ (e )u<89k 0.0, >
where, in the final equality, we have singled out the case that my = 1 and m; =

mg_1 = 0 in the Faa di Bruno formula. and then, using the definition of m[f](z) in and
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the same observation as above about the m;’s, we get

k

619) (6., 0£.0) + FV: [0£,0])

BTG = b(a)v}" [f(x) + B(x)Sk(w,t).

0=0

Putting the pieces together, we get

(6.20) v f(z) = — /0 T, [Us(-, t — )] (2)ds.

Combining this with equation we get that

(=T [f] (2) = Ryl t) — / T, [Up(-, t — 8)] (x)ds,

which is the desired result.

80

There is one final matter we must attend to, which is the ability to move derivatives through
integrals. In this setting, this is easier to deal with thanks to the the assumption |(6.14)]

(H2) and the Lévy-Khintchine-type formulae for ¢ and ¢.

]

6.2 Limit behaviour of Moments of nonlocal superpro-

cesses: critical case

Now we are ready to state the main results of this chapter. The following theorem gives us

the analogue to the result presented above.

Theorem 7 (Critical, A = 0). Suppose that (H1) holds along with (H2) for some k > 2 and

A = 0. Define

A= sup (@) T f)(x) = 270 (f,0) (VIgl 9)

z€E,feB] (E)

where

Vigl(z) = ¢ (, 04)p(z)? + B(z) / (. v)*T ().

M(E)°
Then, for all ¢ < k

(6.21) sup AV < 0o and tlim AY = .
—00

t>1
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Proof. We will give a proof of this result using induction, similarly to the setting of branching

Markov processes. The case k = 1 follows from assumption (H1).

Now assume that the statement of Theorem [1| holds in the superprocess setting for all ¢ < k.
Our aim is to prove that the result holds for k£ + 1. Using Theorem [§] and a change of
variables, we have that

(k+1) (—D)F (—D**
6.22) ——T =——R t
(622) @) = e e (@.1) +
where R and U were defined in equations|(6.11)|and |(6.16)} respectively. We will prove first
that, for each z € F,

/ Tu [Uksr (- £(1 — 5))] (2)ds,

@(x)tk=1 J

B T @)
(6.23) lim — / T [KEL L 8)) + BOSEL (1t - 5)] (2)ds
- A gt Jy Tt e |
where
(2) (k+1>‘ " (k1) (k2)
(6.24) Ky (@, t) = Z er V! (@, 0-4)T, [f] (2) T [f] (2)
(kika}t T
and

2) _ (E+ D k) (k2)
02 S - [ o 2 R A ), )

such that {k;, k2}+ is defined to be the set of positive integers kq, ko such that ki +ky = k+1.

To this end, writing c¢(my,...,my) for the constants preceding the product summands in
(6.11)] observe that
1 (k+ 1) : JT“ @)™
m g5 B (@,t) = lim =5 Y clmi,...m H
{m1,..., mk}k+1 7j=1

!

{ma,mi b j=1

k (4) mj
AT “”—””H(lﬂ)

where the final equality is due to the induction hypothesis and the fact that mi+...+my > 1,
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which follows from the fact that mq; +2ms + ...+ ...+ kmy = k 4+ 1. Note, moreover that

the induction hypothesis ensures that the limit is uniform in x € F and, in fact, that

1 1
(6.26) sup ——Re(z,t) <ooand limsup ;—R(x,t)=0 £=1,--- k+1.
t>0zeE 1 t=00 gep

We now return to to deal with the term involving U1, which we recall is a linear
combination of Ry, and Sii1, which were defined in and , respectively. Note
that if any of the summands in either Ry or Si1; have more than two of the m; positive, the
limit of that summand, when renormalised by 1/t*~1, will be zero. In essence, the argument
here is analogous to those that led to in the branching Markov process setting. This
implies that the only terms in the sums of [(6.11)] and [(6.13)| that remain in the limit of
are those for which my, = my, = 1 and m; = 0 for all j # ky, ko, with k; < ko such that

ki +ky = k+ 1, and if k£ + 1 is even, the terms in which m41)2 = 2 and m; = 0 for all
j#(k+1)/2.

Let us now convert all of the above heuristics into rigorous computation. We write
1 (3+)
(6.27) F(z,s,t) = )T (KkJrl (2, t(1 — 5)) + Bx)Spr) (z,t(1 — S))>

where K li 1 and Sk 41 contain the terms in Ky, and Si1, respectively, for which the sum
my1 + ...+ my is greater than or equal to 3. We will prove that lim; o, F(z,s,t) = 0 and
that |(A.5) and [(A.6)| hold.

Due to|(1.25) and boundness of ¢, dominated convergence implies that
lim ———— K% (x, (1 - 5))

1
t=00 p(z)tk

mq! ... my!

?

L (G T @) — Ryt =)\

j=1
where the set {m, ... ,mk}ZH is the subset of {my,...,my}, ., for which m;+...+m; > 3.
Using the induction hypothesis and |(6.26)| we get that the right-hand side above is zero. The
same arguments also imply that the limit of S ,(;fl) is zero. Thus F(z, s) := limy_, F(x,s,t) =
0. The condition |(A.5)| trivially holds. For |[(A.6)| the required uniformity follows from the
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induction hypothesis and |(6.26)|

Using Theorem in the Appendix, we conclude that

lim sup
t—o00 z€E

W/o Tis [pF (-, 8,t)] (x)ds| = 0.

Let us now define {k; < k2} to be the elements in Ky, for which my, = my, = 1 with
ki1 < kg such that ky + ks = k + 1 and m; = 0 for all other indices and, in the case where
k+11is even, m1)2 = 2 and m; = 0 for all j # (k + 1)/2. Restricting the sum to this set

in Ky, we get the following expression

KOt = S S Dy 0y —1pr) 1) ()1 [1) (0)

Lo
ol Fy k!

k+1 2

oo ) oD (1 11 @)

+ 1(k+1 is even) (

(D (k1)

2 ke ks!
TR

" (2, 00) T [f] ()18 [f] (),

where we recall {ky, ko }" of positive integers ki, ko such that ky + ky = k + 1. Similarly, we

obtain the following expression for Sy 1:

K (o t) = / > klnkz — DM (], o)) [f], )T, dv)

k1<k
k+1\ (=) riny2) 5
+1 iseven/ ( ) T ,V Fl‘,dl/
(k1 ) Jurre \ k72 5 (T Lf],v)° T (2, dv)
k+1
/ S U R 1,1 (1] (e )
Filko!

{k1 ko}t

Combining this with [(6.22) we obtain |(6.23)] To conclude the proof define

(6.28)  F(x,s,t):= K& (@, t(1 = 9)) + Ba) S (2,11 = 5)))

7
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Due to|(1.25) and the induction hypothesis,
lim — KO (2,41 — s))
i—vo0 2p()th—1 KLY

(1—s)k! (k+1) Tyl f@) Ty, f@)
2e() {k§}+ Bk VO B G G = e

=(1— )" (@) D (k+1)1275"(2,04) (£,.¢)" (B[], &)

{k1,k2}™

=k(1 = 5)" () (k + D127 (2, 04) (£, &) (BV ], &)

where the last equality holds because the total number of ways of splitting one set of size

k + 1 into two non empty sets is equal to k. To obtain the limit for S,gr)l, we use [(1.25)], the

induction hypothesis, dominated convergence and linearity to obtain

LSl = s)
o 2p(a)

<T§f;15) o) (T, 1))

(1—s)kt
= ) [(z,dv)
/ {klzk:ﬁ kl%' i (t(1 =) (t(1 - 9))
(1-— s)k 1 / Z (k+ 1), 3 (BY o], )5 (0, )2 T, dv)
() oy
k(1 =)t ka1 et )
= oy DI 2) BV (0], @)" /M B (o, )2 T(x, dv).

Combining these two limits, we get that

F(z,s) := lim F(z,s,t) = k(1 — S)’“*1 (k+1)!

e O A A A I

In order to complete the proof, we will use Theorem to deal with [(6.23)] By now the

reader will be familiar with the arguments required to verify assumptions |(A.5)| and |(A.6)|

and thus, we exclude the details. Hence, it follows that

tin — et (7] (0) = L g (gv gl 0t [ k- 9 (97 ] g
=T e vl )t

where the limit is uniform in « € E. Moreover, supyg ez T [f] (z)/o(z)tF < oo. O
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6.3 Non-critical cases

In this section we present the corresponding results for the non-critical case.

Theorem 8 (Supercritical, A > 0). Suppose that (H1) holds along with (H2) for some k > 2
and X\ > 0. Redefine

AP = sup e MO (@) — OF, ) La(x)]|,
z€E,feB] (E)

and define iteratively with Li(z) = p(z) and Jo(x) = 1 [ e T [V [p]] (z)ds, for k > 2

Lk(x) = %k(ﬂf) + jk(l‘),

where
1 k—1
Ri(z) = Z o B ‘(ml + .. Fmy_ —1)! H(—Lj(x))m]
{m1,...mp_1}, 1 R j=1
and
jk(:c) =

el Y <¢<ml+~~+mk1><-,o+><—so<->>ml (=3,

k—1
w50 [ o] <3j,u>mjr<-,du>>] (a)ds.

J

Here the sums run over the set {mq,...,my — 1}, of nonnegative integers such that my +

2mo+ ...+ (k— 1)mg_1 = k. Then, for all ¢ < k|(6.21) holds.

It is worth remarking on the fact that there is dependency on x for the limit in the super-
critical case but not in the critical. Thinking in terms of the skeletal decomposition (see e.g.
[15, 2]), in principle the superprocess issued from a unit mass at x can be seen as the aggre-
gation of a Poisson point process of ‘superprocess excursions’. In the supercritical setting,
a finite Poisson number of these will contribute to the overall growth of the process which
are sampled at a rate proportional to p(z)d,, where p(x) is rate of survival of an excursion

issued from x € E. This may go part way to explaining the dependency of L; on x in that
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setting. This excursion decomposition can also be developed in a subcritical setting, albeit

that p(x) is replaced by p(zx,t) the rate an excursion survives to time ¢ (cf. [19]).

Finally we turn to the decay of moments in the subcritical setting, which offers the heuris-
tically appealing result that the k-th moment decays slower than the k-th moment of the

linear semigroup.

Theorem 9 (Subcritical, A < 0). Suppose that (H1) holds along with (H2) for some k > 2
and X\ < 0. Redefine

AP = s e @e M) — Ll
z€E,feB] (E)

where we define iteratively Ly = (f, @) and for k > 2,

L= /O TN V], 6) ds,

with

Vilfl@) = )

k—

,_.
VR
| =

% [w(m1+..‘+mk1)($’ 0+) (=T, [f] ()™ i (_T(J') [f] (x) + (_1)j+1Rj(a:, s)))mj

.

k—1

e [ o T (G 1+ CIRGa0) T dv)] .

j=2

Here the sums run over the set {m,...,my — 1}, of nonnegative integers such that m; +

2mo + ...+ (k= 1)my_1 = k. Then, for all ¢ < k|(6.21) holds.

The base case is given by the Perron Frobenius behaviour in (H1) for both sub and super-
critical cases. Thus, we assume the result for £ — 1 and proceed to give the outline of the

inductive step of the argument.

Proof of Theorem@ (supercritical case). The main difference now compared to the critical

A

case is that all the terms in Ry (z,t) will survive after the normalization e=*** as the exponen-

tial term shares across the product. From the evolution equation and the definition
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of L; we have that

e [£] () — kL (f, @) Li(a)]

S S0($)—1e—)\kt(_1)16—‘,—1Rk($7 t)

k—1

- k! s
(e Y. A me = D (—Li)™
may:s .. .Mp—1- .
{m1,....mp_1} Jj=1
t
(6.20) T e—kkt(—nk/ T, [Ua(yt — )] (2)ds — kL (f, 3)" T
0
The first terms in the right hand side goes to zero uniformly since
ef)\kt(_l)k+1R (.T t) . Z k' (_1)m1+...+mk,1
k I - |

m1! e Mp—1-

k=L /- xjpld) ™
x<m1+...+mk_l_1)!nl<e A th!m <x>> |

and the induction hypothesis implies that

k!
: =Xkt (_1\k+1 _ Z\k
(6.30) Jim M) R ) = (F)" DD
{m1,....mp},
k—1
x (ma+ .. mpoy = D] (=Lj(x)™
j=1
For the term in |(6.29)] notice that we have
(6.31)
t 1
lim e_’\kt(—l)k/ Ty [Uk(-, t — 5)] (x)ds = lim t/ e AR Dutg=dut | [H[f](:v, u, t)} (x)du,
t—o00 0 t—00 0
where

H [f] (,u,t) = (=1) e 00, (2,11 — u)),
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that is,

H [f] (x7u’ t) — Z % [w(m1+...+mk—1)(gj’ 0+)(—e_)‘t(1_u)Tt(17u) [f] (x))ml

Thl@) /M(E)o <eiAt(17u)Tt(1—u) /] a’/>m1

ﬁ <L“"> (Ti{i o L1+ (1R (81— u))) ,y>mj I(z, du)] .

!
Induction hypothesis and (H1) allows us to get

HIf](x):=lim H(z,u,t)

t—o00

wie) [t mH Mo dy)) |

Using the expressions for H[f](x,u,t) and H[f](x) together with the definition of Ly (z), we

have, for any € > 0, as t — oo,

e M(=1)F /Ot T, [Us(- t = 9)] (2)ds — KL {f, &)" Ty

sup
z€E,feBY (B)

1
(6.32) < t/ e MM qup e M Ty, [Hf]( u ) — HIf]]] du+ e,
0 z€E,feB; (E)

where € is an upper estimate for
. K@)
)\kth ) (mi+...4+mg_1) ml m]
/t ¢ Z m1! “ e mk_ll w ( H +
k—1
50 [ e TL o™ T >)] (@)
M(E)

Convergence to zero as t — 0o in the term above follows thanks to the induction hypothesis,

(H2) and the uniform boundedness of 5. Following the same calculations as the proof of
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Theorem [2| from equation onwards, we get the desired result. O

Proof of Theorem@ (subcritical case). We now outline the proof for the subcritical case.
Again we use an inductive argument. The case k = 1 follows from (H1) and the fact
that (¢, ®) = 1. Now assume the result to be true for £ = 1,...,k — 1. We first note first
that the term Ry(z,t) in vanishes in the limit after the normalisation e™**. To see
this, note that

Xt F=1] 3ee5) m;
e T [f] (2)
Rk(x,t)’ < c(my,...,my_1) -t
feredls, 2 =55
% gp(x)m1+..A+mk,1e)\(m1+...+mk,1fl)’
where ¢(my,...,my_1) is a constant depending only on my,...,my_;. Since each of the

terms in the product us bounded, A < 0, and my+...+my_1 > 1 for any partition, the limit
of the right-hand side above is zero. Next we turn to the integral term in |(6.15)} Similar

calculations to those given above yield

e—)\t t
Ts [Uk(at - S)] (ZE)dS
so(x)/o
(6.33)
1 k! ef)\t(lfu)
— ¢t e)\tu(ml—&—.“—{—mk,l—l) Tl |:H1(Lm1 ..... mk,l)i| 2)du
/O{ml D o) o | Hu (@)
1111 -1/

k-1 —Aut mj
w0 [ el T (S U+ PR ) )

Note that L; can be written as

>~ Z k!
(634> / —e/\(m1+"‘+mk7171)s <Hs(m1 77777 mkfl) [f] 7¢> dS
0 [N .
{m1
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which is also convergent by appealing to (H2). As a convergent integral, it can be truncated
at t > 0 and the residual of the integral over (¢, 00) can be made arbitrarily small by taking ¢
sufficiently large. By changing variables in when the integral is truncated at arbitrarily
large t, so it is of a similar form to that of we can subtract it from to get

1 Atu(mi+..4+mp_1—1 —A(1—u)t
kleAtu(mit..+mp_1—-1) [/ o=A(1—u) (
¢ 2 : Tiou H M1,y Mp—1) H(ml,...,mk,l) ~ d
/0 mal .. omy_q! < () (e J = (M 9) | du,

{m1,....;mp_1}y

One proceeds to splitting the integral of the difference over [0, 1] into two integrals, one over
[0,1 — ¢] and one over (1 — g,1]. For the aforesaid integral over [0,1 — ], we can control
the behaviour of @~ te X1=wtr,_ [H" 1) — (gUM-™1) 2) a5 — oo, making
it arbitrarily small, by appealing to uniform dominated control of its argument in square
brackets thanks to (H1). The integral over [0,1 — ¢] can thus be bounded, as t — oo, by

1(1 — eMm+etme i =D=2)) |\ | (my + ..+ my_y — 1),

For the integral over (1—¢, 1], we can appeal to the uniformity in (H1) and (H2) to control the
H(m17---7mk—1)

wt ] (over time and its argument in the square brackets)

entire term e*’\u*“)tT(l,u)t[
by a global constant. Up to a multiplicative constant, the magnitude of the integral is thus

of order
A(mi4...4+mi_1—1)(1—e)t _ e)\(ml—i-...—}—mk,l—l)t)

])\|(m1 + ..o+ Mmg_ — 1)

Y

1
t/ e)x(m1+...+mk_1—1)utdu _ (e
1—¢

which tends to zero as t — 0.

6.4 Integrated Moments of superprocesses

We finish this chapter with the main results for integrated moments of superprocesses, which
are the analogue to the branching Markov processes and exhibit very similar behaviour as

in the moments’ results.
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For x € E, k > 2 and t > 0, Define

= k!
R t) = " (—1)ymtedmeo—l
k($’ ) Z mll...mk,ll( )
{m1,....mp_1},
k-1 im(@) M
—1)'M T
(6.35) <m1+...+mk_1—1>xn(( M Lol >> |
, 7!
7j=1
and
{ k;‘ (m1+ +mk_1)
iz, t)= > — .mk_1'¢ (2,0+)
{ml 7777 mk:—l}k
7 (0 (9] (2) — Ry t)
(6.36) H 2 ’
i=1 J:
and finally
gk;(x t) = / Z k—!(_l)m1+~--+mk_1
M(E)° (M1}, m1! Ce mk,ll
k-1 <(_1)j+1M£J') lg] — B;(-,1), ,,> ’
(6.37) 11 - I'(z,dv),
o J!
J
and the sums run over the set of non-negative integers {my, ..., mg_1} such that m; +2my+

Proposition 9. Fiz k > 2. Suppose that (H1) and (H2) hold, with the additional assumption

that

(6.38) sup MO[f](z) <00, £<k—1,feBYE)t>0.
zeF,s<t

Then,

(6.39) M [g] () = (=) Ry(z, t) + (—=1)* /0 t T, [Uk(.,t _ 5)} (z)ds
— k/ot T, [g (M,g]:l) lg] + (=" Ry_y (-, t — s))} (z)ds

where

(6.40) U(z,t) = Ki(z,t) + B(2)Sk(,1).
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The proof of this Theorem is essentially the same as the proof of Theorem [8] Notice that
the main difference between |(6.15)| and [(6.39)| is the last integral in the later. This time we
define

(k) 0"

v [gl(x) = o0, 09) ()

= g : t>0,9€ B (E),k>1

0=0

as well as

&ilg)(x) 1= By, [ BOXI] 120, € BY(B),

and in that case, V;[0,0¢](z) = —log &[fg](z) and &[0](x) = 1, so that

([ tox0s)

& [0g](x) = -8 lhgl(r) = (~1)VEs,

efe f()t <gva>d3]

and
(6.41) & [0g](2)]o=0 = (~1)*Mi" [g] (2).

Now, if we differentiate the evolution equation |(6.10)| & times with f = 0 and fg at 6 = 0 we

will have to consider the extra terms that come out from differentiating the last term inside

the integral in |(6.10)l These will produce the last integral in |(6.39)!

6.4.1 Ciritical case

With this evolution equation we are ready to state and give a proof of the main results

concerning the integrated moments of nonlocal superprocesses.
Theorem 10 (Critical, A = 0). Suppose that (H1) holds along with (H2) for k > 2 and
A= 0. Define

AP = sup R (@) o] (@) — 27V (g, @) (Vi) @) L
z€E,feB; (E)

where Ly = 1 and Ly, is defined through the recursion Ly, = (3¢ 1+ Lk Li,) /(2k —1) where
{k1, krg}+ is the set of positive integers ki, ko such that ki 4+ ko = k. Then, for all { < k

(6.42) sup AV < 00 and tlim AY =
—00

t>1

Proof. We now proceed to prove the Theorem also by induction. First we consider the setting



CHAPTER 6. MOMENTS OF NONLOCAL BRANCHING SUPERPROCESSES 93
k = 1. In that case,

0l = 385 [ [to.x005] = 1 [ mlaleras = | Tulgl(e)de

Referring now to Theorem in the Appendix, we can take F(x,s,t) = g(z)/p(z), since

g € BT(E), the conditions of the theorem are trivially met and hence

Ly 1) - 0, @] —0.

lim sup
120 1 eB ge B (B)

Now assume that the statement of the Theorem holds in the superprocess setting for all
¢ < k. Our aim is to prove that the result holds for k + 1. Using Theorem [J] and a change

of variables, we have that

1)k 1)kl 1 R
g0(35)7521(k+1)—1 M§k+1) 9] () Z%Rkﬂ(x, t)+ (90@13))15% /0 Tt [Uk+1(', t(1— u))} (z)du
o ~ g e (oM B DR 0 )] @)

Similarly to the proof of Theorem (1| will prove first that, for each z € F,

: 1 k+1
Yim et ] (@)

. 1 !
(6.44) = lm 5w / | KL= )+ BOSELC (1 = 8)| (2)ds,
where

~ k !
(6.45) K= Y By 00w o o™ o) o)

{k1,k2} T Y
and
(B + D! ) (k2)

016 Swn=[ {E)ﬁ L g ) 0 [ T ),

such that {k;, k2}+ is defined to be the set of positive integers ky, ko such that ki +ky = k+1.

To this end, writing c¢(my,...,my) for the constants preceding the product summands in
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(6.35)], observe that

k 1D 101 ()
fim ey B (o,1) = Jim EED0 5 c(ml,...,me(( Sl )>

t—oo 12k+1 t—oo {2k+1

C(mb s Jmk)

I
T
—_
S~—
-
Pl
+
=
T
3B
~
K
+
i
3
o
|
_
.
’l x>~
RS
S
RSN
o
~ =
) p—
e,
=~
=
~—

where the final equality is due to the induction hypothesis and the fact that m,+...+m; > 1,
which follows from the fact that mq +2ms + ... 4+ ...+ km, = k + 1. Note, moreover that

the induction hypothesis ensures that the limit is uniform in z € F and, in fact, that

(6.47) sup 2ng(:zc,t) < oo and lim sup Ry(z,t) =0 (=1,--- k+1.

t>0,2€F t—=00 pcE

t2£fl

We now deal with the last term in|(6.43)|and we prove that its limit vanishes as one discuses
above. To this end, define

©48)  Flol(@nt) = — (@ bl + (<) Bl (1 )

and notice that due to the induction hypothesis and [(6.47)| we get lim; oo F'[f] (2, u,t) = 0.
Using Theorem [A5in the Appendix, we conclude that

lim sup = 0.

t—o00 z€E

ﬁ / Tt [oF [g] (-, 1)] ()du

We now return to to deal with the term involving U1, which we recall is a linear
combination of K k1 and S t+1- As before, note that if any of the summands in either K, ki1 OF
Sk;+1 have more than two of the m; positive, the limit of that summand, when renormalised
by 1/t* will be zero. The proof of this fact is the same as in the proof of Theorem [7| with
U, K and S replacing U, K and S, respectively.

Now, following the same reasoning and calculations as in the proof of Theorem I}, if we define

(6.49) Flgl(z,u,t) = W (B2, 10— w) + B()32 11— w)).
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Due to|(1.25) and the induction hypothesis,
lim —— K® (2,41 5))
t—oo 2 ()t
(1= )22 s M), lo) () M () (@)

20l 2 Rtk YOO B GO e G e
:(1 - u)%(p(m) Z (k + 1)!2_k¢”($7 0+) <g7 ¢>k+1 <V [90] 795>k71 Lk1L/€2
{k1,k2}
—(1 —up(x)(k + 11275 (2,04) (9, 8) (Ve , &) > LiLi,

{k1,ka} ™

To obtain the limit for .S ,ﬁ)l, we use [(1.25)) the induction hypothesis, dominated convergence

and linearity to obtain
2
oy SEhi (et~ 5))
S

1—82’“ / (1) M Lo v) M Lol v)
M(E)° k’llk‘g' t—00 (t(l S))2k1 1(t(1 S))2k2 1

['(x,dv)

{1 k}*

1 — 2"“ _
d / S (k4 1D 3V 6], 6 ()2 T, ) L L,
" ik}t
(1— 5)% k1 k-1 2
o(x) M(E)° e

Combining these two limits, then we get that

F[g](:L‘,S) ::tILIOnOF[g](x’u7t)
AT kA D v g @ VRl () Y L
o(x) 2 e

In order to complete the proof, we will use Theorem to deal with [(6.44)] By now the

reader will be familiar with the arguments required to verify assumptions |[(A.5)[ and |(A.6)|
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and thus, we exclude the details. Hence, it follows that

k) ] (1 | X o o )
i B D o el - w Wid-Phas 3 L
=B e il @ L,

where the limit is uniform in « € E. Moreover, sup;sg ez M*Y [g] (2)/p(2)t2 7 < oo,

6.4.2 Supercritical case

Theorem 11 (Supercritical, A > 0). Suppose that (H1) holds along with (H2) for some
k> 2 and A > 0. Redefine

¢ - ¢ 5
MO = swp e MmOl @) — 09 @) L)
z€E,feBf (E)

where Ly, was defined in Theorem[8, albeit that Li(z) = ¢(z)/X. Then, for all ¢ < k[(6.42)
holds.

Proof. Similarly to the moments case, the main difference now compared to the critical case

Akt as the exponential

is that all the terms in Ry(z,t) will survive after the normalization e~
term shares across the product. The case k = 1 follows the same way as in the proof of

Theorem 4] Now assume the result holds for all £ < k — 1.

Reflecting on proof of Theorem [§] we note that in this setting the starting point is almost
identical except that the analogue of (6.31) which is derived from |(6.39), is now the need to

evaluate
t
: —ktyf(k) _(1\k+L s —Mkt T C\k T —Mkt Tl
Tim ¢ [g] (2) = (=11 lim ¥ Ry, 1) + (~1)" lim e /OTS [Uk(,t s)] (x)ds

¢

(6.50) — & Jim e~ / T, [g (Mg’i;” 9] + (=1)F LRy (-t — s))} (z)ds
—00 0

The first two terms on the right-hand side of |(6.50)| can be handled in essentially the same

way as in the proof of Theorem [§l The third one has limit zero, which can easily be seen

similarly from earlier proofs, using the induction hypothesis. Hence combined with the first

term on the right-hand side of [(4.16)} we recover the same recursion equation for Ly.
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]

6.4.3 Subcritical case

Theorem 12 (Subcritical, A < 0). Suppose that (H1) holds along with (H2) for some k > 2
and X\ < 0. Redefine

A= sup Mg)(x) — L(x)|,

z€E,feBY (B)

where Ly(z) = [° T[g)(z)ds and for k > 2, the constants Ly are defined recursively via

Li(z) =(=1)""'Ry(z) + (=1)* /000 Ty [Ug] (z)ds
—k /OOO Ty [g (Lo + (=1 "Re1)] ()ds,

where

Ry (z) = Z kj—!(_l)m1+...+mk,1_1

m1! - .mk_ll

(my 4 ...+ My _1>!]ﬁ (M)m”

YU 04 (3 [f] ()™

< L) - &-(m))mf
5 J!

k—1 ]+1L —R m;
_|_B(x)/ ( 1)m1+ Amyg g Ll, m1 ( 1/>> F(x,du)] ,
M(E)°

=2

.

Then, for all £ < k|(6.42) holds.

The proof of this result follows very similar calculations as in the proofs of Theorem [6] so in

order to avoid repetition, we left the details to the reader.



Appendix A

We first state a Lemma that allows us to manipulate integral equations and is used repeat-
edly in this thesis to work effectively with evolution equations. This result follows similar

arguments as Lemma 1.2, Chapter 4 in [13], and can be found in [25]. For the following

result, denoting (£, P) as a Markov process we define the associated expectation semigroup

as

P lg] (z) =E, [9(&)], t>0,9€ BT (E), z€E.

Now suppose that 5 : E +— R* is the branching rate of the process and define

P/ [g] () = Eq [ A€0g()| 120,

We will refer to the term exp (— fg 15} (£s)d5) as the multiplicative potential.
Suppose that the expectation semigroup P? = (Pf ,t > 0) forms the basis of the evolution

equation

(A1) () = B [g] (&) + / P (o] ()ds,

where g € BT(E) and h : [0,00) x E — [0, 00) is such that sup,.|hs| € B*(E) for all £ > 0.
Note that this assumptions imply that sup,.,|x;| € B*(E).

Lemma A.1. Suppose that |3| € BT(E), g € BT(E) and sup,|hs| € BY(E), for allt > 0.
Then if (xt,t > 0) is a solution to then it also solves

(A.2) xt(z) =Py [g] (x) + /0 Pg[hi—s — Bxi—s) (x)ds.

The converse is also true if (x,t > 0) solves|(A.2) with sup,.|xs| € BY(E) for allt > 0.

98
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In these calculations, the multiplicative potential in P? is removed and appears instead as
an additive potential. Note also that within the class of solutions (x;,¢ > 0) for which
SUp,<;|Xs| € BY(E), for all t > 0, Grénwall’s Lemma gives us that both [(A.1)| and |(A.2)|

have unique solutions. This manipulation will be referred to as the principle of transferring

between multiplicative and additive potentials, as it removes the term exp < fo (&) ds> and

adds an additive potential.

Proof of Lemma[A.1. We start by writing

Ft = f(f B(&s)ds

then we have that

a( L) =08y,
(Ft> I

Then, for ¢t > 0,

(A.3) —_1_/5

Now assume that equation holds. Using the Markov property we have that

P, [8PL. 10| (2) = Bx [B(6) By [N s (€], |
~E. [Be) )
and hence using [[A.1)]
P [Bxe] (x) = o [0P1, o] () + /0 o[B8 i) (2)du
-E, { ]+ /0 E[ (€7 b u<fs+u>] du

S

. {5(53) (@)] [ [perthesen] au

where we have used a change of variable for the integral in the last equality. Integrating the
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terms above, applying Fubinni’s Theorem and using |(A.3), we get

[ 2o =k, 'rtg@t) [ 28] [ [ e [oterten seo] awas
—r.[r é//@fs J+ e {thugu/ﬁfs Ja
=B th@ (F_t - 1)} +/OtE {F () (riu - 1) ds} du

The definitions of P and P? allow us to conclude that

/0 P, [Bxi_s] (x)ds = Py [g] () — P [g] (x) + / P (o] (2)du — / P9 [he_] (x)du.

Rearranging terms, this tells us that

P/ [g] (2) + / P? [y (2)du = P, [g] (x) + / P e — Bxe_s] (2)ds.

In other words, |(A.1)| implies [(A.2). Reversing the arguments above, with the assumption
that sup,,|xs| € B"(E), for all £ > 0, we also see that |(A.2)[solves |(A.1)] O

We now state one combinatorial result for independent, identically distributed random vari-
ables (iid). Then we present two fundamental combinatorial results for complex derivatives,
the classical product Leibniz and Faa di Bruno’s rules. In both cases, for a sufficiently smooth

function g on R, we will denote by ¢*) by its k-th derivative.

Lemma A.2. Suppose thatYy, ...,Y, are iid random variables which are equal in distribution
o (Y,P). Then

wo e |(S9) -3 () 5 (1) TE

j=1 (k1 yeeo k]
where the sum is over the set of all combinations of strictly positive {ki, ..., k;} such that
Z:l ki=k
Lemma A.3 (Product Leibniz rule). Suppose g1, ..., gm are k-times continuously differen-

tiable functions on R, for k> 1. Then

fey etk =k o =1
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where the sum is taken over all non-negative integers ky, - -+, ky, such that Y k; = k.

Lemma A.4 (Faa di Bruno rule). Let f and g k-times continuously differentiable functions

)

where the sum goes over the set {m1,...,my}, of non-negative integers such that

on R. Then the k-th deriwative is given by the following formula

dk k! @)
o (9(z)) :{ Z } mf(ml—&-...—&-mk)(g(m))];[ (g j'($)

m1+2m2++k3mk:k

The last result of the appendix is a general ergodic limit theorem which is key to the moment

convergence. We will only state the result in the critical case, since we will only apply it in
the proofs of Theorems [T}, [} [7] and [I0]

In order to state it, let us introduce a class of functions C on E x [0, 1] x [0, c0) such that F’

belongs to class C if

F(x,s) := lim F(x,s,t), r € E;se|0,1],

t—o0

exists,

(A.5) sup |pF(z,s)] < oo,
2€E,s€0,1]

and

(A.6) lim sup ¢(z)|F(z,s) — F(z,s,t)] = 0.

t=%0 yeB,s€(0,1]

Theorem A.5. Assume (H1) holds, A =0 and that F' € C. Define

= = sup
relR

. t>0.

o |} TaleF Gl [ ee F

Then

(A.7) supZ; < oo and lim =, = 0.
t>0 t—o0
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Proof. We will show that

L TP t)](@) — (B, F(w)

lim sup
p()

t—o00 z€E

=0,

since then

lim sup
t—o0 z€E

1 1 1 -
/0 mTut[apF(-,u,t)](:B)du— /0 (G, F(-u))du

1
< / lim sup
0 t—o0 z€E

TP (o 8)](x) — (G, F ()| du=0.

p(z)

First note that,

1 . 1
‘WTM[SOF(-,U, t)](x) — <9090,F(~,u)>‘ < meH(‘pF(.?u,t) — oF (-, u)|](z)

1 5
|l P i) = (o )

Due to assumption |[(A.6)| for ¢ sufficiently large, the first term on the right-hand side above
can be controlled by ¢~ !(z)T[e](x). Combining this with the above inequality yields

p | T [P (-, 8) () — <¢¢,F<~,u>>\

el 90(1')
< sup ™! (@)Tulel(@) = (,2)] +2el
(A8 +sup | STl (@) — (3.0 F (0.

We note that |(A.5)| and the first (resp. second) statement of in (H1), together with
dominated convergence, immediately imply that the first (resp. second) statement in |(A.7)]
holds. [l



Bibliography

[1] CHEN, Z.-Q., REN, Y.-X., AND YANG, T. Law of large numbers for branching sym-

metric Hunt processes with measure-valued branching rates. J. Theoret. Probab. 30, 3
(2017), 898-931.

[2] CHEN, Z.-Q., REN, Y.-X., AND YANG, T. Skeleton decomposition and law of large
numbers for supercritical superprocesses. Acta Appl. Math. 159 (2019), 225-285.

[3] Cox, A. M., HArRris, S. C., KypPrIANOU, A. E., AND WANG, M. Monte-carlo
methods for the neutron transport equation. arXiv preprint arXiv:2012.02864 (2020).

[4] Cox, A. M. G., HArRIs, S. C., HOrTON, E. L., AND KyPRrRIANOU, A. E. Multi-
species neutron transport equation. J. Stat. Phys. 176, 2 (2019), 425-455.

[5] DAwsON, D. A. Infinitely divisible random measures and superprocesses. In Stochastic
analysis and related topics. Springer, 1992, pp. 1-129.

[6] DAWSON, D. A. Measure-valued Markov processes. In Ecole d’Eté de Probabilités de
Saint-Flour XXI—1991, vol. 1541 of Lecture Notes in Math. Springer, Berlin, 1993,
pp. 1-260.

[7] DawsoN, D. A., GOrROsTIZA, L. G., AND L1, Z. Nonlocal branching superprocesses
and some related models. Acta Applicandae Mathematica 74, 1 (2002), 93-112.

[8] DuMONTEIL, E., BAHRAN, R., CUTLER, T., DECHENAUX, B., GROVE, T.
HUTCHINSON, J., MCKENZIE, G., MCSPADEN, A., MONANGE, W., NELSON, M.,
ET AL. Patchy nuclear chain reactions. Communications Physics 4, 1 (2021), 1-10.

[9] DUMONTEIL, E., MALVACI, F., ZoI1A, A., MAZZOLO, A., ARTUSIO, D., DIEUDONNE,
C., AND DE MULATIER, C. Particle clustering in monte carlo criticality simulations.
Annals of Nuclear Energy 63 (2014), 612-618.

103



BIBLIOGRAPHY 104

[10]

[11]

[12]

[13]

[14]

[15]

[16]

[17]

[18]

[19]

20]

[21]

[22]

DUMONTEIL, E., AND MAZzZOLO, A. Residence times of branching diffusion processes.
Phys. Rev. E 94 (2016), 012131.

DurHAM, S. D. Limit theorems for a general critical branching process. Journal of

Applied Probability 8, 1 (1971), 1-16.

DURHAM, S. D. Limit theorems for a general critical branching process. Journal of
Applied Probability 8, 1 (1971), 1-16.

DYNKIN, E. Diffusions, superdiffusions, and partial differential equations, vol. 50.
American Mathematical Society Providence, RI, 2002.

DyNKIN, E. B. Branching particle systems and superprocesses. Ann. Probab. 19, 3
(1991), 1157-1194.

EckHOFF, M., KYPRIANOU, A. E., AND WINKEL, M. Spines, skeletons and the
strong law of large numbers for superdiffusions. Ann. Probab. 43, 5 (2015), 2545-2610.

ENGLANDER, J. Spatial branching in random environments and with interaction, vol. 20
of Advanced Series on Statistical Science & Applied Probability. World Scientific Pub-
lishing Co. Pte. Ltd., Hackensack, NJ, 2015.

ENGLANDER, J., HARRIS, S. C., AND KYPRIANOU, A. E. Strong law of large numbers
for branching diffusions. Ann. Inst. Henri Poincaré Probab. Stat. 46, 1 (2010), 279-298.

ETHERIDGE, A. M. An introduction to superprocesses, vol. 20 of University Lecture

Series. American Mathematical Society, Providence, RI, 2000.

FEKETE, D., FONTBONA, J., AND KYPRIANOU, A. E. Skeletal stochastic differential
equations for superprocesses. J. Appl. Probab. 57, 4 (2020), 1111-1134.

FLEISCHMAN, J. Limiting distributions for branching random fields. Trans. Amer.
Math. Soc. 239 (1978), 353-389.

HARrRis, C. S., HORTON, E., KYPRIANOU, A. E., AND WANG, M. Yaglom limit for
critical neutron transport, 2021. arXiv:2103.02237.

Harris, S. C., HOrRTON, E., AND KYPRIANOU, A. E. Stochastic methods for the
neutron transport equation II: almost sure growth. Ann. Appl. Probab. 30, 6 (2020),
2815-2845.



BIBLIOGRAPHY 105

23]

[24]

[25]

26]

27]

28]

29]

[30]

[31]

32]

3]

[34]

[35]

HARRris, S. C., AND ROBERTS, M. I. The many-to-few lemma and multiple spines.
Ann. Inst. Henri Poincaré Probab. Stat. 53, 1 (2017), 226-242.

HARRIS, S. C., AND ROBERTS, M. I. The many-to-few lemma and multiple spines. In
Annales de UInstitut Henri Poincaré, Probabilités et Statistiques (2017), vol. 53, Institut
Henri Poincaré, pp. 226-242.

HorTON, E.; AND KYPRIANOU, A. Stochastic neutron transport and non-local branch-

g Markov processes. Draft version, 2022.

HoRrTON, E.; KYPRIANOU, A. E., AND VILLEMONAIS, D. Stochastic methods for the

neutron transport equation I: linear semigroup asymptotics. Ann. Appl. Probab. 30, 6
(2020), 2573-2612.

IKEDA, N., NAGASAWA, M., AND WATANABE, S. On branching semi-groups. i. Pro-
ceedings of the Japan Academy 42, 9 (1966), 1016-1021.

IKEDA, N., NAGASAWA, M., AND WATANABE, S. Branching markov processes i.
Journal of Mathematics of Kyoto University 8, 2 (1968), 233-278.

IKEDA, N., NAGASAWA, M., AND WATANABE, S. Branching markov processes ii.
Journal of Mathematics of Kyoto University 8, 3 (1968), 365-410.

IKEDA, N., NAGASAWA, M., AND WATANABE, S. Branching markov processes iii.
Journal of Mathematics of Kyoto University 9, 1 (1969), 95-160.

IscOE, I. On the supports of measure-valued critical branching Brownian motion. Ann.
Probab. 16,1 (1988), 200-221.

ITo, K., AND MCKEAN, H. Diffusion processes and their sample paths, 1965.

KLENKE, A. Multiple scale analysis of clusters in spatial branching models. Ann.
Probab. 25, 4 (1997), 1670-1711.

KYPRIANOU, A., HORTON, E., AND GONZALEZ GARCIA, I. Asymptotic moments of
spatial branching processes. Probability Theory and Related Fields (2022).

KYPRIANOU, A. E. Fluctuations of Lévy processes with applications: Introductory
Lectures. Springer Science & Business Media, 2014.



BIBLIOGRAPHY 106

136]

37]

38]

139]

[40]

[41]

42]

[43]

[44]

[45]

|46]

47]

Kyprianou, A. E.| Liu, R.-L., MURILLO-SALAS, A., AND REN, Y.-X. Supercritical
super-brownian motion with a general branching mechanism and travelling waves. In
Annales de I’THP Probabilités et statistiques (2012), vol. 48, pp. 661-687.

L1, Z. Measure Valued Branching Markov Processes. Springer-Verlag Berlin Heidelberg,
2011.

PArLAu, S., AND YANG, T. Law of large numbers for supercritical superprocesses with
non-local branching. Stochastic Process. Appl. 130, 2 (2020), 1074-1102.

PoweLL, E. An invariance principle for branching diffusions in bounded domains.
Probability Theory and Related Fields 173, 3 (2019), 999-1062.

REN, Y.-X., SONG, R., AND SUN, Z. Limit theorems for a class of critical superpro-
cesses with stable branching. Stochastic Process. Appl. 130, 7 (2020), 4358-4391.

SEVAST'JANOV, B. A. The extinction conditions for branching processes with diffusion.
Teor. Verojatnost. i Primenen. 6 (1961), 276-286.

SEVAST'YANOV, B. A. Branching stochastic processes for particles diffusing in a
bounded domain with absorbing boundaries. Teor. Veroyatnost. i Primenen. 3 (1958),
121-136.

SKOROHOD, A. V. Branching diffusion processes. Teor. Verojatnost. i Primenen. 9
(1964), 492-497.

SUTTON, T. M., AND MITTAL, A. Neutron clustering in monte carlo iterated-source
calculations. Nuclear Engineering and Technology 49, 6 (2017), 1211-1218.

UcHiYAMA, K. The behavior of solutions of some non-linear diffusion equations for
large time. Journal of Mathematics of Kyoto University 18, 3 (1978), 453 — 508.

WATANABE, S. A limit theorem of branching processes and continuous state branching
processes. J. Math. Kyoto Univ. 8 (1968), 141-167.

WaATsoN, H. W., AND GALTON, F. On the probability of the extinction of families. The
Journal of the Anthropological Institute of Great Britain and Ireland 4 (1875), 138-144.



	Introduction
	Branching Markov processes
	Semigroups
	Superprocess setting
	Outline of the thesis

	First moments of branching Markov processes
	A many-to-one formula
	Many-to-two formula
	Limit behaviour of the first moments

	Moments of branching Markov processes
	Linear and non-linear semigroup equations
	Evolution equation for the -th moment
	Proof of Theorem 1
	Proofs for the non-critical cases

	Integrated moments of branching Markov processes
	Non-linear semigroup equation
	Limit behaviour of Integrated moments: critical case
	Non critical cases

	First moments of superprocesses and a Yaglom limit for super-Brownian motion
	Branching particle system with weights and Poisson initial particles
	Super-Brownian motion (SBM)
	First and second moments of the SBM
	Particle systems and supercritical SBM
	Limit behaviour of SBM

	Moments of Nonlocal branching superprocesses
	Linear and non-linear semigroup equations
	Limit behaviour of Moments of nonlocal superprocesses: critical case
	Non-critical cases
	Integrated Moments of superprocesses

	Appendix

