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Caesium
Hot-headed firebrand

whose violent behaviour
hides a softer side.

Lead
Lecherous plumber

with an appetite for both
acids and bases.

Bromine
The shame of your name

now lost except to the Greeks.
No need to still fume.

Mary Soon Lee [1]
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Abstract

Lead-halide perovskites (LHPs) have attracted much attention for their favourable optoelec-
tronic properties, which in combination with their ease of fabrication justifies them being
dubbed as the “poor man’s high-performance semiconductors”. Indeed, they have been used
successfully in various technologies, including photovoltaics, LEDs and photocatalysis. Thus
far, the large-scale commercialisation of such devices has been hindered by the limited sta-
bility of the LHP layers therein.
Generally, the instability is observed as a decomposition of the ABX3 perovskite to the BX2

precursor salt. Although an atomic understanding of the exact decomposition mechanisms
is still under development, it seems likely that such decomposition is facilitated by mass
transport in the perovskite layer. Indeed, there has been a wealth of evidence indicating
that LHPs exhibit significant ionic conduction, in addition to their favourable electronic
conduction. In particular, the X-site anion has been shown to be rather mobile, though ionic
migration of the A-site cation has also been observed.
In some cases, the stressors responsible for the observed instabilities can be mitigated us-
ing encapsulation, for example in the case of instabilities towards moisture and oxygen. In
many other cases, for example in the case of instabilities towards heat and illumination, the
stressors are naturally present under operation and cannot be avoided. Recently, a strong
correlation between strain and stability has been observed. Several studies have shown that
tensile strain can worsen the LHP degradation, while compressive strain has been linked to
improved stability.
These observations beg the question to what extent ionic migration is influenced by strain,
for which an atomistic understanding is equally elusive. This thesis has therefore been
dedicated to unravel the effects of strain on the ionic migration in LHPs. We do so by look-
ing at three representative types of strain in one, two and three dimensions, and compute
the ionic mobility for both caesium (the A-site cation) and bromide (the X-site anion) in
CsPbBr3, which we consider as a representative material for the larger class of LHPs. We
find that for both ions the directionality and magnitude of the mobility can change dramat-
ically with strain, in particular for the A-site cation. In this thesis, we identify strain states
that should be avoided experimentally and suggest more desirable strain states to reduce
the ionic mobility, and potentially reduce the material instability under strain.
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Samenvatting

Lood-halide perovskieten (in het vervolg simpelweg perovskieten) hebben veel aandacht
gekregen omwille van hun gunstige opto-elektronische eigenschappen, die ze, in combinatie
met de eenvoud van hun fabricatie, met recht de naam van “hoogwaardige hafgeleiders voor
alleman". Ze zijn daarom ook gebruikt in verschillende toepassingen, zoals photovoltaïsche,
maar ook in LEDs en photokatalyse. Hun productie en gebruik op grote schaal wordt echter
tot op heden beperkt door de beperkte stabiliteit van de perovskietlagen in deze apparaten.
De instabiliteit komt in het algemeen tot uiting als een ontleding van de ABX3 structuur tot
het precursorzout BX2. Hoewel het begrip van deze ontleding op atomaire schaal nog steeds
onder ontwikkeling is, is het zeer waarschijnlijk dat deze samenhangt met het transport van
atomen in de perovskietlaag. Er is namelijk een grote hoeveelheid bewijs dat perovskieten
naast elektronen ook sterk ionen geleiden. Met name het anion op de X-positie is erg mobiel,
al is ook migratie van het kation op de A-positie opgemerkt.
In sommige gevallen kunnen de aanleidingen voor de instabiliteit verlicht worden met behulp
van inkapseling, bijvoorbeeld voor instabiliteit als gevolg van vocht en zuurstof. In veel
andere gevallen, te denken aan instabiliteit tengevolge van hitte en verlichting, kunnen de
aanleidingen niet ontweken worden omdat ze inherent bijdragen aan de werking van het
apparaat. Er is recent een sterke correlatie tussen de vervorming en de stabilteit van de
perovskietlagen ontdekt. Wanneer de laag uitgerekt wordt, wordt deze minder stabiel en
vice versa voor ineendrukking.
Deze ontdekkingen wekken de vraag op of de beweging van ionen ook wordt beïnvloed
door de vervorming van de perovskietlaag, waarvoor een begrip op atomaire schaal ook zeer
beperkt is. Dit proefschrift is er daarom op gericht om te achterhalen van de effecten van
vervorming van de perovskietlaag op de beweging van ionen zijn. We kijken daarbij naar
drie representatieve uitingen van vervormingen, in een, twee en drie dimensies, en berekenen
de mobiliteit van zowel caesium (het kation op de A-positie) als ook bromide (het anion op
de X-positie) in het materiaal CsPbBr3, wat we gebruiken als representatief materiaal voor
de grotere groep perovskieten. We ontdekken dat zowel de richting als de grootte van de
mobiliteit sterk wordt beïnvloed door vervorming, met name voor het kation op de A-positie.
In deze scriptie raden we bepaalde vervormingen af en bevelen we andere vervormigen aan
om de mobiliteit van de ionen te beperken, om op die manier hopelijk de perovskietlagen
stabieler en daarmee duurzamer te maken.
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Chapter 1

Introduction and Background

Over the past decade, lead-halide perovskites (LHPs) have emerged as promising mate-
rials for optoelectronic applications, because of their excellent optoelectronic properties,
including sharp optical absorption onsets, low nonradiative recombination and low effective
masses of charge carriers [2]. This is remarkable given the fact that LHPs are generally
solution-processed at low temperatures, which are typically assumed to give rise to high
concentrations of grain boundaries and point defects which negatively affect the material
quality and diminish the optoelectronic properties. The optoelectronic performance of LHPs
however remains largely unaffected, and this apparent defect-tolerance has been the inspi-
ration for many studies in the field [3–5]. As a result, LHPs have been dubbed as the "poor
man’s high-performance semiconductors" [6] as they combine facile processing with excellent
optoelectronic properties. This has allowed them to be explored in various optoelectronic
applications. For example CsPbBr3, which is the main material under consideration in this
work, has emerged as a particularly versatile material, finding applications not only in photo-
voltaics [7–9], but also in LEDs [10–13], photon detectors [14–16], photocatalysis [17–19],
water splitting [20,21], transistors [22–24] and batteries [25,26].
In addition to the aforementioned electronic conduction, LHPs have also been shown to
exhibit significant ionic conduction [27], indicating the presence at least one type of mo-
bile defect. This mixed ionic-electronic conductivity has been implicated as the underlying
cause for several typical observations in LHP-based devices, such as the current-voltage
hysteresis [28–30]. More crucially, it has been linked to the relative instability of LHP-
based devices [31–35], which remains the key impediment to large-scale commercialisation
of these systems [36–40]. Several approaches have been taken to mitigate ionic migration
in LHPs, including surface passivation [9,41], passivation by introducing potassium [42,43],
the addition of organic spacer molecules to create so-called 2D perovskites [44–46] and
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CHAPTER 1. INTRODUCTION AND BACKGROUND

compositional engineering [47,48].
More recently, strain engineering has been investigated as an additional means of tun-
ing the properties of LHPs [49–51]. This is a particularly fruitful approach, given that
LHPs are several orders of magnitude [2, 52] softer than more typical inorganic semicon-
ductors [53–56]. The effects of strain on the optoelectronic properties have been studied
experimentally [49, 57–62], and several theoretical studies have been carried out to extract
an atomistic understanding of the processes involved [63–68]. However, despite a number
of recent studies indicating that the ionic conductivity of LHPs is significantly affected by
stress [69–73], a similarly detailed atomistic understanding of the effects of stress and the
resulting strain on ionic migration is largely lacking.
In this thesis, we address this gap by modelling the effects of different types of stress, and
their resulting strain, on the ionic migration in CsPbBr3, which we consider as a model
system for the larger class of LHPs. In particular, we focus on the strain induced by hydro-
static pressure, biaxial stress and uniaxial stress, being the most reasonable experimentally
relevant sources of three-, two- and one-dimensional stresses. Specifically, we use DFT cal-
culations to compute rates for vacancy-mediated hopping, and use these rates to compute
the ionic mobility tensor. We find that the stress can strongly affect both the magnitude
and directionality of the ionic mobility, which is altered differently for the different types of
stress. Finally, we aim to also give some atomistic understanding regarding why the mobility
changes more in certain cases than in others.
Since our findings are closely linked to the structural anisotropy of the perovskite structure
in its low-temperature phase, we first wish to introduce the perovskite structure and its
phase transitions below.

1.1 General Properties of the Perovskite Crystal Structure

In 1839, a German scientist named Gustav Rose was the first to discover CaTiO3, which
he coined perovskite in honour of the Russian mineralogist Lev Perovski. The general class
of materials that adopt the same crystal structure as CaTiO3 is commonly referred to as
perovskites. They all share the same ABX3 stoichiometry, and are composed of corner-
sharing octahedra of X-site anions, with B-site metals at their centres and A-site cations
in the voids between them. A schematic representation of the perovskite in its so-called
aristotype is shown in Figure 1-1. In the class of the halide perovskites, the A-site site is
typically occupied by methylammonium (MA), formamidinium (FA) or caesium (Cs), the
B-site is typically occupied by lead (Pb), or in some cases tin (Sn), while the X-site is
typically occupied by iodide (I), bromide (Br) or in a few cases even chloride (Cl). In our

2



CHAPTER 1. INTRODUCTION AND BACKGROUND

study, we choose CsPbBr3 as a model system, because it is structurally representative of the
larger class of LHPs while being easier to model since it includes no organic molecule with
an associated dipole, though we note that the best-performing perovskite compositions in
terms of photovoltaic properties typically have more exotic mixtures of components at the
A- and X-sites, i.e. Cs0.05(FA0.95MA0.05)0.95Pb(I0.95Br0.05)3 [74, 75].

Figure 1-1: Representation of the ABX3 perovskite crystal structure in the cubic (α) phase.
The X (red) atoms form octahedral cages, filled by the B (yellow) atom. The structure is
stabilised by the A (blue) atom, which sits in between the octahedral cages. Shade has been
added to represent the 3D visualisation.

Whether a generic material with an ABX3 stoichiometry is likely to adopt the perovskite
structure can be tested by computing the so-called Goldschmidt tolerance factor t [76]:

t =
(RA +RX)√
2 (RB +RX)

,

in which Ri denotes the ionic radius of component i. This geometric factor gives an in-
dication as to how well the A-site cation fits in the void between the octahedra. A value
of t = 1 indicates a perfect fit, meaning that the material will likely exhibit a perovskite
structure. For values of t > 1 the A-site cation is too large, and the perovskite structure is
unlikely to form. For values of t < 0.7, the A-site cation is too small, and the perovskite
structure is unlikely to form. For values of 0.7 < t < 1, the A-site cation is also too small
to completely fill the void, though materials with such tolerance factors are still likely to
adopt the perovskite structure. In such cases, the small size of the A-site cation can be
compensated by octahedral tilting.
In the 1970s, Glazer developed a classification scheme to formalise the octahedral tilting in

3
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perovskites [77, 78]. In his formalism, the octahedral tilting is described as a linear com-
bination of rotations about the three crystallographic axes of the aristotype. Along any
one of these three directions, only two types of tilting are allowed, being either in-phase
or out-of-phase tilting. For in-phase tilting, subsequent octahedra are tilted in the same
direction by the same angle, while for out-of-phase tilting, subsequent octahedra are tilted
in opposite directions, but again with the same angle. A schematic representation of these
tilts is shown in Figure 1-2. For each of these tilts, a periodicity of two unit cells of the cubic
aristotype is assumed, which limits the number of distinct tilting patterns to 15, each of
which can be expressed by a unique notation in the Glazer notation. An illustrative example
of a tilting pattern in the Glazer notation is a0b+c−, which indicates a lack of tilting (0), an
in-phase tilt (+) and out-of-phase tilt (-) with distinct tilting angles along the [100], [010]
and [001] directions respectively. For tilting patterns where tilting angles along different
crystallographic directions are the same, the same letter is used, e.g. a0b+b+.

Figure 1-2: Schematic representation of in-phase tilting (left) and out-of-phase tilting
(right). Reprinted Figure with permission from Reference 79. Copyright 2018 by the Amer-
ican Physical Society.

Two decades later, Stokes and Howard published a group-theoretical analysis of the differ-
ent perovskite phases based on the tilting patterns described within the Glazer classification
scheme. In group-theory nomenclature, the octahedral tilting can expressed by the irreducible
representations R4+ and M3+. This description facilitates the group-subgroup relationships
between the different perovskite phases, an overview of which is shown in Figure 1-3, with
a particular emphasis on the phases that many LHPs, including CsPbBr3, adopt.
The Glazer notation facilitates the description of the different perovskite phases, and the
phase transitions between them. At high temperatures, CsPbBr3 adopts a cubic structure
with space group Pm3̄m, which is often denoted as the α or cubic phase, with a correspond-
ing a0a0a0 tilting pattern. It then undergoes a phase transition at 130◦C to a tetragonal
structure with space group P4/mbm, which is often denoted as the β or tetragonal phase,
with a corresponding a0a0c+ tilting pattern. Finally, it undergoes another (and final) phase
transition to an orthorhombic structure with space group Pnma, which is often denoted
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CHAPTER 1. INTRODUCTION AND BACKGROUND

Figure 1-3: Perovskite tilting systems, reproduced with permission of the International Union
of Crystallography [80].

as the γ or orthorhombic phase, with a corresponding a−b+a− tilting pattern. We note
that in the orthorhombic phase with space group Pnma, the in-phase direction is along
the [010] direction. If it were along the [001] direction, as it is in the tetragonal phase, it
would correspond to a Pbnm space group. These space groups are often interchanged in
the literature, which was pointed out rather nicely by Marsh [81], though they indicate a
different permutation of the crystal lattice. The α→ β phase transition can be described as
a a0a0a0 → a0a0c+ tilting in the Glazer notation. Likewise, the β → γ phase transition can
be described as a a0a0c+ → a−b+a− tilting in the Glazer notation. A visual representation
of the α, β and γ phases, along with the phase transition temperatures for CsPbBr3, are
shown in Figure 1-4.

Figure 1-4: Phase transition temperatures for CsPbBr3.

Many LHPs exhibit a similar series of phase transitions, though in some cases the interme-
diate phase corresponds to a tetragonal structure with space group I4/mcm, which corre-
sponds to a tilting pattern of a0a0c−, thus having an out-of-phase tilt instead of an in-phase
tilt along one of the three crystallographic axes. Moreover, the phase transition tempera-
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tures of most other LHPs are lower than those of CsPbBr3. For instance, the prototypical
methylammonium lead triiodide (MAPbI3) has already gone through a phase transition at
room temperature, adopting a tetragonal structure with space group I4/mcm [82].
The exact nature of the phase transitions is still under some debate. Though the rather sharp
onset of the phase transitions suggests a displacive nature of these phase transitions [83],
there is also ample theoretical evidence that higher symmetry phases such as the α and β
phases only exist as dynamical averages of the lower symmetry γ phase [84,85], which could
explain the gradual reduction of the intensity of diffraction peaks with increasing tempera-
ture [82]. The potential energy surface of CsPbBr3 as a function of in- and out-of-phase tilts
is shown in Figure 1-5. The four local minima correspond to translational and rotational
variants of the γ-phase. In this picture, the phase γ → β phase transition can thus be
interpreted in terms of oscillations between these local minima through the β-phase, as a
result of which the structure might appear to be in the β-phase, because these fluctuations
occur at timescales faster than can be resolved experimentally. At high temperatures, the
structure has sufficient thermal energy to probe all local minima, resulting in an apparent
transition to a structure which adopts the cubic symmetry on average.

Figure 1-5: Potential energy surface of CsPbBr3 as a function of octahedral tilting angles.
Reprinted Figure with permission from Reference 85. Copyright 2019 by the American
Physical Society.
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Chapter 2

Literature Review

In the following chapter, we will present an overview of the relevant background literature
on ionic migration and strain, in relation to the overarching theme of the effects of strain
on mass transport in lead-halide perovskites in general, and CsPbBr3 in particular. While
we will focus mostly on the background literature on ion migration and strain, we note that
to do so without also introducing the background literature on stability in LHPs would be a
missed opportunity since the three different subjects are strongly related, as exemplified by
the following timely citation:

‘Vacancies and strain in the perovskite lattice are considered as the major sources of insta-
bility against both intrinsic and extrinsic factors.’ [86]

The trinity of these subjects is illustrated schematically below. In the remainder of this
chapter, we will first introduce the necessary background of each seperate topic, in order
of ion migration, strain and finally stability, after which we will touch upon the current
understanding of the interplay between each of these topics.

Strain

StabilityIon Migration
?
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CHAPTER 2. LITERATURE REVIEW

2.1 Ion Migration in LHPs

Over the last decade, LHPs have been widely studied for their favourable optoelectronic
properties. It was however understood very early on that in addition to being good electronic
conductors, they also exhibit significant ionic conduction [87–89]. Ever since, there has been
a large number of studies on ionic migration in LHPs, as evidenced by a large number of
reviews on the topic [90–93]. Below we will highlight some important observations, both
experimental and theoretical, to give a background on the current level of understanding of
ionic migration in LHPs.

2.1.1 Experimental Evidence for Ionic Migration in LHPs

2.1.1.1 Hysteresis

This mixed electronic-ionic conduction was suspected early on from anomalous behaviour in
J-V measurements, which are standard measurements for any solar cell device, in which the
applied voltage is swept and the output current is measured. From such a measurement,
critical device parameters such as the open-circuit voltage (VOC), the short-circuit current
(Jsc) and power conversion efficiency (PCE) at the maximum power point (MPP) can be
derived. Typically such a J-V curve is measured for a forward and a reverse sweep, where
the applied voltage is swept from an open-circuit applied voltage (VOC) to short-circuit (0
V) and then back to VOC again. Early on, it was observed that the current profile as a
function of voltage was different between the forward and reverse sweep, a phenomenon
which was dubbed as ’hysteresis’ [94]. Three possible origins were suggested to explain
this anomalous behaviour, namely charge trapping and detrapping at the interface of the
perovskite layer and the charge transport layers, polarisation of the (potentially ferroelec-
tric) perovskite layer, or mobile ions that drift under the applied field and migrate to the
interface, effectively screening the applied potential.
The timescale associated with the anomalous behaviour in the J-V curve was of the order of
several seconds, and thus concluded to be incommensurate with both charge (de)trapping
and polarisation of the perovskite layer [95]. Instead, theoretical efforts confirmed the hy-
pothesis of mobile ions being responsible for the anomalous behaviour; based on a computed
activation enthalpy of 0.58 eV for iodide vacancy migration in MAPbI3 [87], drift-diffusion
modelling was able to perfectly reproduce the observed anomalous behaviour [96]. In par-
ticular, the model is able to correctly reproduce the observed level as a function of the scan
rate, the rate of change in the bias voltage over time [30]. Experiments show that the level
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of hysteresis is low for slow scan rates, because the ions remain in a steady-state distribution
with no effective ionic mobility, while for fast scan rates the level of hysteresis is equally low,
since the ions are unable to move on such a fast timescale. The hysteresis is however most
pronounced for intermediate scan rates, typically on the order of 0.1 V/s, in between these
two extremes. This behaviour is perfectly reproduced by the drift-diffusion model based on
mobile halide ions [30].
The hypothesis of mobile ions was also consistent with other experimental observations, most
notably from impedance spectroscopy, an excellent overview of which is given in Reference
97, through which activation energies of 0.55 and 0.68 eV were derived for the mid-frequency
and low-frequency signals for MAPbI3 [88]. The lower of these two values was attributed
to halide vacancy migration, since it agreed well with the theoretically value predicted by
DFT. The higher activation energy was suggested to be linked to A-site cation migration,
since the activation enthalpy of V−MA was calculated to be 0.84 [87], while the activation
enthalpy of V2−

Pb migration was computed at 2.31 eV and thus deemed too high.

2.1.1.2 Ion Exchange

Another observation which suggests that ionic species are mobile in LHPs is the observation
that ions can be exchanged between nanocrystals and films of different composition, an ex-
cellent review of which is given in Reference 98. Evidence of such ion-exchange was shown
in an early study through the synthesis of nanocrystals (NCs) of CsPbX3 (X = Cl, Br, I)
through partial or complete anion-exchange, the range of which is shown in Figure 2-1 [99].
As can be seen, a wide range of compositions can be accessed through anion-exchange, both
through anion exchange with a halide-rich solution or directly between NCs with different
compositions. The grown nanocrystals retain narrow emission linewidths throughout, indi-
cating the overall crystallinity is retained during the exchange reaction. These exchanges
were very fast (on a timescale of several seconds or minutes), at a temperature of only
40◦C, highlighting the relatively facile migration of halides in LHPs. Similarly rapid halide
exchange was also observed in MAPbX3 (X = Cl, Br, I) [100]. All exchanges were shown
to be facile apart from the bromide to iodide exchange, which was slow and incomplete.
Interestingly, MAPbI3 and MAPbBr3 NCs synthesised through ion exchange with MAPbCl3
show enhanced photoluminescence compared to the NCs precipated from pristine solution.
Efforts have been made to suppress the extent of anion exchange. For example, capping
of the NCs with PbSO4-oleate has been shown to succesfully suppress the anion exchange
between CsPbBr3 and CsPbI3 [101].
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Figure 2-1: Formation of mixed-halide Cs-based perovskite nanocrystals through halide
mixing. Copied from Reference 99.

Though most studies have focussed on the anion exchange in LHPs, there is also ample
evidence for cation exchange. In the first of these studies, films of MAPbI3 and FAPbI3
were able to take up either FA or MA from solution, with a full conversion possible even at
room temperature [102]. In a subsequent study, the resulting MA1-xFAxPbI3 film was shown
to lack any indication of the presence of the non-perovskite δ-phase [103], highlighting the
possibility of using ion exchange as a way to stabilise the perovskite composition. The ex-
change rates for cations and anions were measured for a range of hybrid perovskite APbX3

compositions (A = MA, FA; X = Cl, Br, I) [104]. The interchange was shown to exhibit an
exponential dependence, as shown through the exponential decay and increase of the Bragg
peak intensity in the XRD spectra. The characteristic decay time constants associated with
the interchange between MAPbI3 and MAPbCl3 was measured to vary over a range of 6
to 86 s, while the exchange from FAPbBr3 to MAPbBr3 and MAPbI3 to FAPbI3 had decay
times of 709 and 718 s, respectively, suggesting a much slower exchange of cations com-
pared to the halide ions. Though exchange reactions in tin-based perovskites have not been
studied in as much detail experimentally, theoretical free energy calculations do indicate that
mixing of the A-site cation and the halide should also be favoured in all-inorganic tin based
perovskites [105].
Temperature-dependent studies were performed to extract an effective activation energy for
ion exchange in LHPs. Most of these have looked at the exchange kinetics of halide anions.
Activation energies were found to be in the range of 0.75–0.77 eV for iodide-bromide in-
terdiffusion in between CsPbBr3 and CsPbI3 NCs [106,107] and 0.53 eV for iodide-bromide
interdiffusion in thin films of mixed MAPbBr3-xIx composition, with diffusion coefficients
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in the range 10−12–10−8 cm2s−1 [108]. The interdiffusion between CsPbBr3 nanowires
and CsPbCl3 nanoplates revealed an apparant activation energy of 0.44 eV associated with
the interdiffusion of the halide species [109]. In contrast, similar experiments with CsPbBr3
nanowires and nanoplates of MAPbI3 and FAPbBr3 revealed very limited iodide-bromide and
A-site cation exchange. A-site cation was also not observed for a system of CsPbBr3 and
MAPbBr3 [109]. In a different study however, Cs1−xFAxPbI3 was succesfully synthesised
through cation exchange between CsPbI3 and FAPbI3 NCs [110]. The activation energy for
the apparent miscibility was measured to be 0.65 eV, interestingly in a very similar regime
to the activation energy for halide interdiffusion. This suggests that a similar thermally-
activated process might be responsible for the observed temperature-behaviour which is
different from simple halide or cation migration in the bulk.
Though the exchange between NCs is brought to completion fairly rapidly, this is not always
the case for exchange in films, for which complete exchange can take several hours [100].
Several studies have made attempts to elucidate the kinetics of interdiffusion between the
surfaces and the bulk. A particularly nice visualisation of such a study is shown in Figure 2-2.
It clearly shows the rapid exchange at the nanocrystal surfaces, after which bulk interdiffu-
sion is visible only at a later stage. Such differences between surface and bulk diffusion have
resulted in several studies designing mixed CsPbBr3−xI3 and MAPbBr3−xI3 with a halide
anion gradient throughout the film [111–113].
Though the activation energies for ion migration in interdiffusion processes might differ from
those related to ion migration in single crystals or thin films of a single compositions, they
nevertheless indicate the high mobility of ionic species in LHPs.

2.1.2 Ionic Migration in CsPbBr3

2.1.2.1 Experimental evidence

The first quantitative measurements of ionic migration were derived from the temperature-
dependence of the conductivity, which was shown to increase with increasing temperature,
thus indicating a thermally activated process for which the corresponding activation energy
can be derived from the slope of the temperature-dependence. Impedance measurements
on single crystals of CsPbBr3 at temperatures of 150 ◦C and above, yielded an activation
energy of 0.25 eV [115]. Conductivity measurements of multicrystalline samples at simi-
larly high temperatures yielded an activation energy of 0.17 eV, whereas this increased to
0.21 eV for temperatures below 90 ◦C, commensurate with the low-temperature orthorhom-
bic phase [116].
Moreover, the nature of the mobile species was derived from a so-called Tubandt-method
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Figure 2-2: Formation of mixed-halide Cs-based perovskite nanocrystals through halide
mixing. Reproduced with permission from Reference 114.

measurement [115]. A DC-current was applied to a Pb/CsPbBr3/AgBr electrochemical cell
with Pb as the positive electrode, and the individual components were weighed before and
after the measurement. After the application of the DC-bias, the authors found an increase
in the weight of the Pb/CsPbBr3, consistent with the migration of Br−, which the authors
speculate occurs through vacancy-mediated transport rather than interstitialcy-based trans-
port.
A more recent NMR study yielded an activation energy of 0.49 eV [117]. Another measure
of bromide migration was obtained through temperature-dependent transient response mea-
surements on single crystals of CsPbBr3. In these measurements, a DC bias was applied, and
the resulting current was measured, which was shown to exponentially decay to a constant
value as a result of the build-up of ions at the interfaces, screening the DC bias. Subse-
quently, the DC bias was removed, and again a current was measured resulting from the
electric field induced by the non-homogeneous distribution of mobile ions. This current was
shown to exponentially decay to zero as a result of the diffusion of the mobile ions, leading
to a homogeneous distribution. The time constants of both these processes were measured
as a function of temperature, yielding activation energies of 0.13 [118] and 0.16 eV [119]. Fi-
nally, an interesting qualitative observation was made based on impedance measurements on
CsPbBr3 powder samples, which showed that the characteristic low-frequency arc typically
attributed to long-range ionic migration and observable at ambient pressure, was lost for
pressures above 2.3 GPa, suggesting ionic migration is quenched at elevated pressures [69].
This observation inspired our work on hydrostatic pressure, which is discussed later in this
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thesis.

2.1.2.2 Theoretical studies

Though ionic migration in the hybrid LHPs has been studied extensively through computa-
tion, only a few studies have investigated ionic migration in CsPbBr3 using computational
methods. For instance, ab initio molecular dynamics (MD) simulations were performed on
APbX3 systems, with A={MA,Cs} and X={I,Br}, and the activation energies for hopping
were extracted in order to interpret experimental observations on MAPbI3, [120]. In this
study, simulations of CsPbBr3 were performed using a simulation cell adopting the tetrag-
onal phase, which we have previously discussed is only stable for temperatures between 88
and 130 ◦C. Because of the reduced symmetry of the tetragonal phase with respect to the
cubic phase, the halide sites can be grouped in two different sets which are denoted as
apical and equatorial, such that the activation energy now depends on the direction of the
hop, i.e. the apical direction is parallel to the rotation axis corresponding to the octahedral
tilting, while the (two) equatorial directions span the plane perpendicular to the rotation
axis. For V +

Br migration, an activation energy of 0.27 eV is reported for a hop between two
equatorial bromide sites, and an activation energy of 0.29 eV is reported for a hop from an
equatorial to an apical site, whereas the reverse hop has an activation energy of 0.16 eV.
For V −Cs migration, activation energies of 0.7 and 1.2 eV are reported for hops in the equa-
torial and apical directions, respectively. For V 2−

Pb migration, activation energies of 0.94 and
1.22 eV are reported for hops in the equatorial and apical directions, respectively. In another
study, ion migration was studied using molecular dynamics based on a set of interatomic
potentials [121], yielding an activation energy of 0.3 eV for bromide vacancy migration, and
1.25 eV for caesium vacancy migration.
Other studies have used density functional theory (DFT) to compute the activation ener-
gies for vacancy hopping. Calculations of CsPbBr3 in the cubic phase yielded activation
enthalpies of 0.33 [70] and 0.65 [122] eV for V +

Br hopping. Calculations of CsPbBr3 adopting
an orthorhombic phase resulted in activation enthalpies of 0.51 and 0.8 eV, for hopping in
the [010] direction of V +

Br and V
−
Cs respectively [123], though we note that this does not fully

specifiy the hop in the orthorhombic phase because of the low symmetry with respect to
the cubic aristotype. The ramifications of the lower symmetry were addressed in a different
study, where the authors found activation enthalpies in a range of 0.19–0.26 eV for V +

Br in
the orthorhombic phase, higher than the activation enthalpy of 0.12 eV that was computed
for the cubic phase [124]. The authors find that the activation enthalpy is increased when
the surrounding octahedra are kept fixed, concluding that freely rotating octahedra facili-
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tate ionic migration in LHPs, suggesting that experimental approaches that lock octahedral
tilting should be pursued in order to mitigate ionic migration. Finally, DFT calculations
were performed for vacancies at and near surfaces of CsPbBr3 adopting the cubic phase,
yielding activation enthalpies for hopping in the range 0.26–0.40 eV depending on the surface
termination and the distance to the surface [122].

2.1.3 Comparison to Other LHPs

Since we use CsPbBr3 as a model system, the question remains to what extent the activation
energies differ with composition. In other words, is the activation energy similar for bromide
and iodide vacancy migration, and is there an influence of the A-site cation? The results
of several studies looking at activation energies for halide migration in LHPs are compiled
below. These results are visualised in the form of histograms, as depicted in Figure 2-3, in
which the occurences of migration barriers in a certain range are grouped together in bins
of 0.25 eV. The studies on which these histograms are based are tabulated in Tables A.1
to A.4.
Interestingly, these histograms clearly show that the majority of the activation energies that
were measured and calculated fall below a value of 0.5 eV. Such values are relatively low, and
are consistent with experimental observations that have been observed on the second/minute
timescale, such as the widely observed current-voltage hysteresis and the existence of features
in the corresponding frequency range when performing impedance spectroscopy measure-
ments.
Because there is a large variety of both experimental and theoretical techniques, the studies
that look at both iodide and bromide migration using the same methodology (being compu-
tational in all cases) in a single study are shown in Table A.5. Since the differences between
the measured and computed activation energies are small, these results suggest no major
indication that bromide migration is substantially different from iodide migration. As such,
our work on bromide migration should be a good proxy to understanding halide migration
in LHPs more generally.
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Figure 2-3: Histograms of the activation energies of halide migration for MAPbI3, MAPbBr3,
CsPbI3 and CsPbBr3, grouped in bins of 0.25 eV each.
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2.2 Strain and Strain Engineering of LHPs

In general, strain (deformation) results from a stress being applied to the crystal lattice.
Strain can be induced through external stresses such as hydrostatic pressure, but it is also
inherently present in LHP-based devices, for example due to lattice mismatch between the
perovskite layer and the substrate, or through bending or stretching of the perovskite layer.
Given the soft nature of MHPs [125], substantial deformations can be accessed through
moderate levels of stress. Hence strain engineering has recently been suggested as a means
to control the properties of LHP layers in perovskite-based devices [49–51, 62, 126, 127].
Interestingly, strain is also being increasingly looked at as an important parameter affecting
the ionic migration in the wide class of energy materials [128]. Indeed, the high levels of
ionic migration observed in LHPs have been linked to the fact that lead-halide perovskites
are relatively soft materials [121,129].
In this section, we wish to provide a general understanding of the origins of stress and strain
in LHPs, and how they correlate through the elastic constants.

2.2.1 Softness of the Perovskite Lattice

The relationship between stress and strain was first published by Robert Hooke. The orig-
inal formulation was cryptically included in the following statement: “The true Theory of
Elasticity or Springiness, and a particular Explication thereof in several Subjects in which it
is to be found: And the way of computing the velocity of bodies moved by them, ceiiinossst-
tuu.” [130] In a later publication, he explained the meaning of this anagram, “About two
years since I printed this Theory in an Anagram at the end of my Book of the Descriptions of
Helioscopes, viz. ceiiinosssttuu, id est, Ut tensio, sic vis; That is, The Power of any Spring
is in the same proportion with the Tension thereof.” [131].
This can be paraphrased to a statement like as the extension, so is the force, meaning that
a linear relationship between stress and strain exists. More formally, such a relationship can
be expressed using elastic moduli. Several such examples exist, including Young’s modulus
(E), the bulk modulus (B) and the shear modulus (G).
Young’s modulus (E) describes the lengthwise deformation ε resulting from a lengthwise
tensile or compressive stress σ

E =
σ

ε
. (2.1)
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The bulk modulus (B), also sometimes denoted by K, describes the volumetric compression
(∆V ) resulting from hydrostatic pressure (P )

B = −V dP
dV
≈ − P

∆V
. (2.2)

Finally, the shear modulus (G) describes the shear strain (γ) resulting from a shear stress
(τ) in a given direction

G =
τxy
γxy

. (2.3)

These expressions can be related to each other by using the Poisson ratio ν, which is a
measure of the deformation in a direction transverse to the direction of stress, i.e.

ν = −dεtrans
dεaxial

. (2.4)

With this expression, the elastic moduli (assuming an isotropic system) can be expressed in
terms of one another via

E = 2G (1 + ν) = 3B (1− 2ν) . (2.5)

An overview of the elastic moduli for several commercially interesting metal-halide per-
ovskites are given in Table 2.1. These values have been computed using DFT calculations
of the structures in the orthorhombic unit cell with space group Pnma [55]. As can be seen,
the bulk and Young’s moduli of these materials are within a range of 15–31GPa. Both the
bulk and Young’s moduli for CsPbBr3 fall towards the lower end of this range, with values
of 20.7 and 19.9GPa, respectively.
Other DFT calculations of the bulk modulus of CsPbBr3 in a cubic phase with space group
Pm3̄m find bulk moduli in a range 17.2–23.5 GPa [132–137], similar to the values obtained
for CsPbBr3 in the orthorhombic phase. Similarly low values are found experimentally
through nano-indentation of single-crystal CsPbBr3 in the orthorhombic phase, with values
of 15.8 and 15.5 GPa for Young’s and the bulk modulus, respectively [138]. In a separate
experiment, a bulk modulus of 18.1 GPa is measured for single-crystal CsPbBr3 by fitting
the cell volume as a function of pressure to a second-order Birch–Murnaghan equation of
state [123]. Other experimental studies on CsPbBr3 nanocubes find values for the bulk
moduli in a range of 16.9–17.7 GPa [63,139]. In comparison, the bulk moduli of oxide per-
ovskites are about an order of magnitude larger, with respective values of 177 and 258GPa
for CaTiO3 [140] and MgSiO3 [141].
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Table 2.1: Values reported (in GPa) for the elastic moduli of various common halide per-
ovskites compositions in the Pnma phase [55].

Material E B G ν

MAPbI3 20.5 19.0 7.8 0.32
MAPbBr3 24.8 22.9 9.4 0.32
MAPbCl3 26.1 25.6 9.8 0.33
CsPbI3 18.4 16.0 7.0 0.31
CsPbBr3 20.7 19.9 7.8 0.33
CsPbCl3 21.9 23.2 8.1 0.34
MASnI3 23.3 19.1 9.0 0.30
MASnBr3 25.8 23.4 9.8 0.32
MASnCl3 30.8 27.9 11.7 0.32
CsSnI3 19.3 17.1 7.3 0.31
CsSnBr3 20.9 20.8 7.9 0.33
CsSnCl3 24.5 25.4 9.2 0.34

The elastic moduli discussed above are useful for describing isotropic materials, but in order
to describe anisotropy we wish to introduce the elasticity tensor C, which can be used to
link the strain and stress tensors ε and σ as

σij = Cijklεkl. (2.6)

The notation of the individual components of this elasticity tensor can be simplefied using
Voigt notation which maps the tensor indices to reduce its order. The standard mapping is
as follows;

ij ⇒ α

11⇒ 1

22⇒ 2

33⇒ 3

23, 32⇒ 4

13, 31⇒ 5

12, 21⇒ 6

(2.7)

The relevant components of the elasticity tensor are shown for several perovskite composi-
tions in Table 2.2. Among the three components C11, C22 and C33, the elastic component
is highest along the [010] direction (corresponding to C22) for all compositions, meaning
that the perovskite is least deformable along this direction. Whether it is lowest along [100]
or [001] depends on the composition, as can be seen in Table 2.2.
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Table 2.2: Values reported (in GPa) for the components of the elasticity tensor of various
common halide perovskites compositions, obtained from DFT calculations on structures in
the Pnma phase [55].

Material C11 C22 C33 C44 C55 C66 C12 C13 C23

MAPbI3 25 41 31 6 10 5 8 16 13
MAPbBr3 29 48 35 7 14 6 11 20 16
MAPbCl3 34 53 40 7 13 7 14 20 20
CsPbI3 31 34 17 6 11 7 9 17 9
CsPbBr3 33 40 21 7 14 8 12 20 13
CsPbCl3 35 46 24 7 16 8 15 23 17
MASnI3 24 42 33 7 11 6 7 15 13
MASnBr3 33 48 38 7 13 7 12 19 16
MASnCl3 42 54 43 9 16 9 16 23 17
CsSnI3 27 36 21 6 12 7 9 16 10
CsSnBr3 32 43 23 7 15 7 12 21 14
CsSnCl3 35 49 31 8 17 8 14 25 18

2.2.2 Origins of Strain

The origin of strain in LHP layers has been the subject of a large number of studies. For
example, the so-called photostriction effect, which is defined as a change in the strain state
resuling from irradation, and which is of interest for devices such as microsensors, was
investigated for MAPbI3 [142] and MAPbBr3 [143]. For both materials, the crystal was
found to compress under illumination, with photostrictive coefficients of 5× 10−8 m2W−1

and 2.08× 10−8 m2W−1 for MAPbI3 and MAPbBr3, respectively. Authors verified that
these strains did not result from thermal effects. These observations were linked to strong
coupling of the molecular rotation modes to the irradiation. In a different study, MAPbI3
was shown to exhibit photostriction but expand under illumination, as did CsPbBrI2, while
no photostriction was observed for FAPbI3 [144].
Interestingly, compressive lattice strain was also shown to result from an applied voltage
bias, with strain values of -1% measured for voltages of ±3.7 Vµm-1 [145]. The authors
suggest that such behaviour is not a result of piezoelectricity, but rather results from the
formation of defects under applied bias. In a study on MAPbI3, authors found that a com-
bination of illumination and an applied field led to induced strain, which was attributed to
lateral motion of the MA-cation [146].
Other studies have focussed on the residual strain which remains after the crystallisation
stage [147]. Such strains can manifest themselves on various lengthscales, ranging from
tens of nanometers (sub-grain) to tens of micrometers, which is much larger than a single
grain [59]. While such strains near grain boundaries and even subgrain strain fields have
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been linked to instabilities [60,148], we now wish to shift our focus to slightly different forms
of stress and strain which are very relevant to LHP-based devices both under production
and operation. Below we will discuss origins the most relevant origins of triaxial, biaxial
and uniaxial strain. We nonetheless note that insights into the effects of these macroscopic
types of strain can also aid the understanding of the effects of other types of strain.

2.2.2.1 Triaxial Strain

Many studies have aimed to induce triaxial strain through the application of hydrostatic
pressure, as exemplified by various reviews on the topic [58,61,149–151]. Hydrostatic pres-
sure is typically exerted using a diamond anvil cell with the perovskite submerged in a
pressure transmitting medium, which ensures that the pressure is exerted on the perovskite
uniformly [51,61,152].
Most studies have focussed on the effects of hydrostatic pressure on the optoelectronic
properties, most notably the band gap. Experimentally, it has been found that the response
of the band gap on applied stress, in particular hydrostatic pressure, is quite non-linear but
of the order of 17-100meV/GPa and exhibits both blueshifts and redshifts depending on the
level of stress [61].
There have been a lot of efforts in developing an atomistic understanding of the structural
change that induces the change in the band gap. In general, the dependence on the band
gap on mechanical strain has been rationalised based on variations in the coupling of atomic
orbitals. To summarise the consensus (with a focus on CsPbBr3); the VBM is composed
of antibonding states resulting from interactions between the Pb s-orbital (6s) and the
bromide 4p-orbital (3p for chloride, 5p for iodide), while the CBM is mainly composed of
non-bonding Pb 6p states. As a result, variations in the band gap are dominated by changes
in the coupling between the Pb 6s orbitals and the bromide 4p orbitals [64]. Shortening
of the Pb-Br bond-length increases the coupling between the orbitals, widening the valence
band and pushing the VBM up, leading to a decrease in the band gap, and vice versa for
bond lengthening. The coupling strength is also determined by the Pb-Br-Pb bond angle.
Octahedral rotations reduce the bond angle from the maximal value of 180◦, reducing the
coupling between the Pb- and Br-orbitals, reducing the VBM and resulting in a increased
band gap.
Under low hydrostatic pressures (<5GPa), octahedral tilting is claimed to be dominant [57],
though the delicate trade-off between these two competing effects makes the behaviour of
the band gap as a function of stress hard to predict a priori. As a result, many individual
studies have been performed on various perovskites, as shown in the reviews highlighted
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before [58,61].
The structural and optoelectronic properties of CsPbBr3 have been studied under a pressure
range up to 2.0 GPa. It is found that for low pressures the band gap decreases, being 2.28 eV
at 1.0 GPa compared to an initial value of 2.32 eV, after which it increases up to a value of
2.33 eV at 2.0 GPa. At 1.0 GPa, the band gap shows a very clear discontinuity, going from
a linear decrease to a linear increase in the band gap as function of pressure. XRD and
Raman results however do not indicate any change in the lattice symmetry, and the phase
transition is concluded to be isostructural.
Also the effects of pressure on the charge carrier dynamics have been studied both theo-
retically and experimentally. To the best of our knowledge, the charge carrier dynamics of
CsPbBr3 have been studied only in pristine samples, and find charge carrier mobilities in the
range of about 10-2000 cm2V−1s−1 [153–159]. It is worth mentioning that in one of these
studies, experiments were performed on a single crystal with dimensions of 3 cm in diameter
and 10 cm in length, which indicates the viability of single crystal design of CsPbBr3 [160].
To understand the effects of pressure on charge carrier dynamics we therefore look at other
LHPs. In-situ high-pressure femtosecond transient absorption spectroscopy measurements
were performed on MAPbBr3 to study the excited-state carrier dynamics as a function of
pressure [161]. The authors find that the optical-acoustic phonon scattering and Auger re-
combination can be modified using pressure, thereby changing the lifetimes for charge carrier
relaxation. These lifetimes are initially shown to increase with pressure from 130 ps up to
450 ps at a pressure of 0.3 GPa, after which point the lifetime drops to 275 ps at 0.4 GPa
as a result of a pressure-induced phase transition from the cubic Pm3̄m to the cubic Im3̄
phase. Up to 1.6 GPa the lifetime further decreases with pressure, and after a small increase
as a result of another pressure-induced phase change to the orthorhombic Pnma phase it
continues to decrease with increasing pressure.

2.2.2.2 Biaxial Strain

Another type of stress that has been regularly observed in layered perovskite-based devices,
is that resulting from the mismatch in thermal expansion coefficient (TEC) of the perovskite
and substrate [71] layers. This stress due to a mismatch in TECs (σ∆T ) can be estimated
by

σ∆T =
Ep

1− νp
(αs − αp) ∆T, (2.8)

where Ep is the perovskite Young’s modulus, νp is the Poisson’s ratio of the perovskite layer,
αs and αp are the TECs of the substrate and perovskite layers respectively, and finally ∆T
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is the difference between the annealing temperature and operating temperature [73, 162].
Typical TEC values are shown in Figure 2-4 for several substates, electron transporting layers
(ETLs), perovskites and hole transporting layers (HTLs) that are commonly used in PSCs.
As can be seen the TEC of most substrates and ETLs is significantly lower than those of
the perovskite layers. Based on the lower TEC value of substrates and ETLs compared to
the perovskite layer, Equation (2.8) predicts the perovskite layer to exhibit tensile strain.
XRD studies show that these strains are highest directly at the interface, and become lower
with increasing depth, though they are still noticeable 500 nm from the surface [49]. Several

Figure 2-4: Thermal expansion coefficients (TECs) of several commonly used substrates,
ETLs, perovskite layers and HTLs in PSCs. Reproduced from Reference 73.

approaches have been explored to mitigate the tensile strain in the perovskite layer. One
straightforward approach is to use substrates with a higher TEC, which has indeed been
shown to significantly reduce the stress induced in the perovskite layer [162]. For example,
devices were fabricated with polyethylene terephthalate (PET) (TEC≈ 6.5× 10−5 K−1) and
polycarbonate (PC) (TEC ≈ 2.0 × 10−5 K−1) as substrates [162]. These devices showed
superior stability to humidity and temperature. Interestingly, the stress on the perovskite
layer was found to be independent of the ETL for a glass substrate. This was rationalised
because the glass substrate is typically orders of magnitude thicker than the ETL layer such
that it dominates the induced stress in the perovskite layer. This suggest that the TEC
mismatch between perovskite and substrate layer is the most important parameter to opti-
mise in layered devices, though typically these layers are not in direct contact. Interestingly,
the correlation between stress and annealing temperature was found to be independent of
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perovskite formulation, deposition method and anti-solvent used, and can thus be linked
purely to the annealing stage. In a separate study, a WS2/CsPbBr3 heterostructure was
designed, with the idea that the interaction between the perovskite and the substrate is
reduced, such that it can contract upon cooling [72]. Indeed, the authors do find that the
perovskite film in the presence of WS2 exhibits less tensile strain and shows improved PCEs,
when compared to the film in the absence of WS2 as an interlayer.
In another study, MAPbI3 (4–16× 10−5 K−1) was deposited on a Kapton substrate (3–
11× 10−5 K−1) with PEDOT:PSS (≈ 5× 10−5 K−1) and PMMA (5–10× 10−5 K−1) as
charge transport layers [163]. Though the TECs of all these layers are all relatively similar,
significant strains of the order -0.37–0.8% were still observed in the MAPbI3 layer as ob-
served through grazing incidence wide angle X-ray scattering (GIWAXS) measurements, and
which were linked to the presence of ferroelastic domains, i.e. the spontaneous formation
of subgrain domains of differing orientation.
Another approach to minimise lattice strain from mismatch in TECs that was explored
was to compensate the tensile stress from the substrate with compressive stress from the
HTL [73]. To achieve such strain-compensation, HTLs should have a higher TEC than
the perovskite layer, have a strong interaction with the perovskite layer in order to achieve
strain offset and should be able to withstand and be coated at high temperatures. For this
purpose PDCBT, with a measured TEC of 31.5× 10−5 K−1, was used as a HTL layer in
a glass/ITO/TiO2/CsPbI2Br/PDCBT/MoOx/Au device. It was found through XRD mea-
surements that for coating temperatures of about 80 ◦C the tensile strain in the perovskite
layer was effectively compensated, while for higher temperatures (homogeneous) compres-
sive strain was induced in the perovskite layer, such that strains of almost 2% were induced
for a coating temperature of 120 ◦C. Interestingly, the devices with compressively strained
perovskite layers showed significantly increased stability in terms PCE, as shown in Figure 2-
5.
Finally, reducing the annealing temperature of the perovskite layer to reduce ∆T reduces
the level of strain in the perovskite layer, which effectively becomes strain-free at annealing
temperatures around room temperature [71].
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Figure 2-5: PCE stability of PSCs with different HTL coating temperatures, such that the
perovskite layer is under tensile, no and compressive biaxial strain. Tensile biaxial strain
is shown to reduce devic stability, while compressive strain improves it. Reproduced from
Reference 73.

2.2.2.3 Uniaxial Strain

Yet another form of strain can result from conceptually simple stresses along a single di-
mension, such as stretching and bending. An understanding of the effects of uniaxial strain
are therefore clearly important, in particular when LHPs are deposited on flexible substrates,
e.g. to create flexible solar cells [164–168]. Such devices are under strain during production,
for example when using roll-to-roll deposition methods [168, 169]. Moreover, being specifi-
cally designed for applications in flexible conditions, they are continuously being bent during
operation, such that the LHP layers are continuously exposed to uniaxial strain.
To mimic such conditions, flexible solar cells are bent around cylinders of a certain radius R,
which depending on the thickness z of the solar cell device results in an effective strain that
can be approximated by z/2R. This process is often done repeatedly to study the stability
of the perovskite layer over many bending cycles.
In one example, MAPbI3 was deposited on flexible polyethylene terephtalate (PET) sub-
strates after which the full stack was bent around cylinders with radii of 6 and 12mm [162].
Both tensile and compressive strain could be induced using this approach, depending on
the orientation of the perovskite layer and the substrate. Interestingly, other authors were
also able to bend stacks of perovskite layers deposited on top of glass substrates [71]. In
both studies, strong correlations between strain and stability were observed, with tensile
strain driving enhanced degradation and compressive strain improving the stability. Impor-
tantly, the stress-strain response was shown to be non-linear for multicrystalline samples of
MAPbI3 [163]. This non-linearity was attributed to the formation of twin walls or bound-
aries, which correlated strongly with defect formation and degradation of the LHP films.
Such deterioration of both the film quality and performance is linked to cracking of the
perovskite layer [170], allowing for the ingress of H2O and O2 [166]. Several approaches
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have been taken to mitigate some of the negative effects of such continuous bending. In
one such case, a conductive polymer was glued between the indium tin oxide and perovskite
layers [171]. This approach, termed bionic as it was inspired by the continuous bending of
vertebrae, was shown to facilitate oriented crystallisation, and act as an adhesive between
the ITO and perovskite layers, enhancing the stability. In another study, a thin layer of 2D
perovskites, which have large organic cations at the A-site acting as spacers, was used as a
capping layer on the active perovskite layer [172]. This approach boosted the stability over
many bending cycles, with the enhanced efficiency being attributed to an effective sealing
of the surface flaws and cracks in the active layer.

2.3 Stability

Over the years, LHPs have seen a remarkable improvement in their power conversion effi-
ciency (PCE), which is now similar to those of more established photovoltaic technologies,
such as silicon solar cells. However, their limited stability has thus far hindered their large-
scale commercialisation [37–39,86], despite a large number of studies dedicated to this issue,
as exemplified by a large number of reviews on the topic [173–176]. In these studies, many
drivers towards instability have been elucidated, some of which are a result of extrinsic fac-
tors, such as humidity and oxygen, while others are a result of more intrinsic factors, such as
the phase stability. Both of these groups of factors will be discussed in the sections below.

2.3.1 External Factors Towards Instability

Two of the most pervasive environmental factors affecting the stability of LHP solar cell
devices are humidity and the presence of oxygen [174]. For instance, though the presence of
a small amount of water may favour nucleation and crystallisation of the perovskite layer,
it has a strong negative impact on the long-term stability of LHP-based solar cells as it can
result in device degradation over a few hundreds of hours, or in some cases even less [177].
The current understanding of such humidity-induced degradation is that water molecules
are able to penetrate the perovskite structure, where it can then form hydrogen bonds with
the organic cation, loosening its hydrogen bonds to the lead-halide framework and making it
more volatile [178]. Moreover, it can protonate the halide species, resulting in the formation
of volatile HX [179]. Such enhanced volatility then facilitates mass transport and finally
material degradation.
The presence of oxygen has also been identified as an important cause towards material
instability. In particular in combination with other factors such as illumination or bias, the
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presence of oxygen has been linked to rapid degradation on the order of several hours, while
such instabilities are largely absent when the perovskite films are tested in an atmosphere of
N2 [180,181]. The ingress of oxygen has been shown to occur rapidly and to be facilitated
by halide vacancies both at the surface and in the bulk of perovskite crystallites, leading to a
uniform distribution throughout the film [182]. The common understanding is that through
electron capture, the oxygen species then form a highly reactive superoxide species, which
causes the material instability.
The main approach to mitigate the negative effects of these extrinsic factors has been
to enclose the devices within an impermeable layer of encapsulation, in the first place to
keep moisture and oxygen away, but also to prevent the perovskite components, such as the
volatile A-site cation but more importantly the lead, from leaking out [183,184]. Though en-
capsulation has been shown to dramatically boost the overall stability of LHP-based devices,
many issues such as delamination under strain and heat still exist, such that the development
of encapsulation techniques is still a very active area of research, as exemplified by several
recent reviews [185–187].

2.3.2 Intrinsic Factors Towards Instability

While the effects of extrinsic factors towards instability can be largely mitigated through
encapsulation, several intrinsic drivers towards material instability remain. One such case
is that of thermal instability, which is detrimental to solar cell operation and which typi-
cally occurs at elevated temperatures of 60–70◦C and above. Thermal instabilities can be
observed through changes in various material properties even under inert conditions, i.e.
with no exposure to either moisture or oxygen [188]. For example, heat induces changes
in the absorption spectra that indicate a loss of the perovskite and the formation of pre-
cursor lead halide PbX2. Over time, such changes also become apparent through changes
in the film structure, which can be observed using scanning electron microscopy (SEM) or
Kelvin probe force microscopy (KPFM). These also indicate a degradation of the perovskite
structure into the precursor salts, in particular PbX2. The film structure evolution under
heat, as shown via SEM imaging, is shown in Figure 2-6. Interestingly, the inorganic halide
perovskites exhibit a much higher tolerance to heat instabilities than their hybrid organic-
inorganic lead-halide perovskite counterparts, which have been linked to the volatility of the
organic molecule [173].
Another cause of material instability is a result of the spontaneous transition from the black
perovskite phase to a yellow non-perovskite phase. This is an issue particularly for CsPbI3,
which, similar to CsPbBr3, adopts a cubic phase with space group Pm3̄m at elevated
temperatures, in the case of CsPbI3 at temperatures of 360◦ and above. With decreasing
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Figure 2-6: Relative stability of MAPbBr3 and CsPbBr3 towards heat. Reprinted with
permission from Reference [188]. Copyright 2017 American Chemical Society.

temperature, it then undergoes a series of phase transitions, first to a tetragonal phase with
space group P4/mbm at 260◦C and then to an orthorhombic structure with space group
Pnma at 175◦C [189]. Over time however, the black phase transitions to the true ground
state, which corresponds to a different orthorhombic phase, also with space group Pnma.
Despite having the same stoichiometry, this structure is not a perovskite; instead of having
corner-sharing octahedra, the octahedra are edge-sharing, and the resulting structure is not
photoactive.
Though such thermodynamic instabilities are challenging to address, several studies have
nonetheless been directed at stabilising the black perovskite phase relative to the yellow
non-perovskite phase. Interestingly, strain engineering has successfully been used for this
purpose [190,191]. Tensile biaxial strain was shown to kinetically trap the black perovskite
phase by increasing the energy barrier for going from the perovskite to the non-perovskite
phase. In contrast, compressive biaxial strain was shown to reduce the energy of the cubic
phase with respect to the non-perovskite phase. Additionally, the surface energy of the non-
perovskite phase was found to be higher than that of the perovskite phase, such that the
perovskite phase could also be stabilised by reducing the nanoparticle size, thereby increasing
the surface-to-volume ratio.

2.4 Interplay between Ion Migration, Strain and Stability

Having introduced the background into the each of the separate we now want to shift our
attention towards the interplay between the various topics. In particular, the link between
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strain and stability has been widely studied, and the evidence for this link will be provided
first. Though there is also some evidence of links between strain and ion migration, and
ion migration and stability, the general understanding of these links is much less advanced,
making our work on the effects of strain on the ionic migration in CsPbBr3 very relevant.

2.4.1 Links between Strain and Stability

Many reports have suggested a link between the level of strain and stability of the perovskite
layer. One such example is that of a MAPbI3 film, which was bent in convex and concave
ways, with approximate levels of strain out of the plane estimated at 0.2% and 0.67%,
respectively [71]. Such conditions mimic in-service strains of perovskite layers in flexible
PSCs. After 500h of illumination, the convex film exhibited large yellow areas, indicative
of degradation of the perovskite layer into the precursor PbI2. In contrast, an unstrained
film showed only minor signs of degradation, whereas no signs of any PbI2 formation were
observed for the concave films. From conductivity measurements, the activity energies for
ion migration were measured to be 0.29, 0.39 and 0.53 eV in the case of convex, flat and
concave films, suggesting that higher levels of ion migration under tensile strain accelerate
degradation. Interestingly, the authors observed that when the strain was removed before
illumination, it had no clear effect on the degradation.
Similar results were obtained for MAPbI3 on a PET substrate, for which the concave (i.e.
compressively strained) films showed very little signs of degradation, which was much more
severe in films that were in a convex bent state [162]. Similar observations were made for
MAPbI3 on a Kapton substrate, where clear signs of PbI2 formation were found for films
with convex bending, in contrast to films with concave bending for which no formation of
PbI2 was observed [163]. On such flexible substrates, fracturing of the perovskite layer is an
important aspect to consider. Studies of CsPbBr3 and MAPbI3 on (PEDOT:PSS)-coated
PES substrates indicate that the fracture energy can be increased with compressive biaxial
strain during thin film formation, such that it is respectively 260 and 161% higher in the
flat film during operation compared to a film that was coated in the absence of strain [192].
Tensile strain during thin film formation was conversely shown to decrease the fracturing
energy.
The level of strain in the perovskite layer has also been shown to be of importance in terms
of the PSC performance. By tuning the level of strain in the perovskite layer through chang-
ing the coating temperature of the HTL, Xue et al [73] showed that the PCE could retain
95 and 81% of its initial value after 60 hours of maximum power point (MPP) tracking
when the perovskite layer was under compressive strain and when the strain was mitigated,
respectively. In contrast, the PCE of the PSC with the perovskite layer under tensile strain
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dropped to 50% after only ten hours of MPP tracking. In a separate study, pressure was
applied during the annealing of CsxFA3-xI3 films using so-called confined pressure anneal-
ing [193]. The authors find that annealing under pressure significantly enhances the thin film
quality, even after the pressure is removed. Moreover, even without any encapsulation, the
PCE is shown to maintain 75% of its initial value after 500 hours of exposure in humidity,
while this is only 80 hours for the control film. This indicates the role of stress and strain
not only under operation, but also during device preparation.
Strain engineering has also been used to influence the phase stability of perovskites. CsSnI3,
which typically adopts an orthorhombic phase at room temperature, was deposited on KCl
and shown to adopt a tetragonal phase [66]. The black perovskite phase of CsPbI3, whose
stable phase at room temperature is the non-perovskite δ-phase, was shown to be stabilised
by substrate clamping through inducing tensile strain in the perovskite layer [190]. The
photoactive perovskite phase of FAPbI3, which also suffers from phase instability towards
the non-perovskite phase, was stabilised through epitaxial growth on a lattice-mismatched
MAPbClxBr3-x perovskite underlayer, generating compressive strains as high as -2.4% [62].
Remarkably, the thin FAPbI3 film was shown to retain the dark perovskite phase for 360
days under strain, while degradation into the non-perovskite yellow phase occured within a
day in the absence of strain.
Other observations of effects of strain include the stabilisation of a crystal phase with sig-
nificant Rashba-splitting in CsPbI3 and MAPbI3 [194]. Moreover, tensile strain was shown
to stabilise a ferroelectric phase in cubic CsPbI3 [195], however with the knowledge that the
thermodynamically stable phase CsPbI3 is a non-perovskite phase, great care must be taken
with the interpretation of these results. For CsSnI3, both compressive and tensile strains
were shown to stabilise ferroelectric phases [196].

2.4.2 Links between Strain and Ionic Migration

Using impedance spectroscopy, the dependence of ionic migration on external pressure was
studied for FAPbBr3 [197] and CsPbBr3 [69]. In the measurements on FAPbBr3, the elec-
tronic resistivity was shown to decrease with increasing pressure up to 0.5 GPa at which
point it is about two orders of magnitude lower than the pristine value. This pressure marks
a pressure-induced phase transition, and at higher pressures, the ionic resistivity increases
again, such that at 3.4 GPa it is about five orders of magnitude higher than at 0.5 GPa.
The ionic resistivity was observed as an inductive loop for low frequencies, and linked to
migration of the organic FA cation. It was measured to be about two to three orders of
magnitude lower than the electronic resistivity, but to follow a similar trend.
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Similar experiments on CsPbBr3 did not observe an inductive loop, though the ionic resis-
tivity is again two orders of magnitude lower than the electronic resistivity over a range of
pressures spanning 0–2.9 GPa, suggesting CsPbBr3 is a mixed ionic-electronic conductor in
this full pressure range before amorphisation takes place at 2.9 GPa. Similar to FAPbBr3,
both the ionic and electronic resistivities decrease for low pressures up to 1.2 GPa, at which
pressure an isostructural phase transition takes place and after which both resistivities in-
crease with pressure. In contrast to FAPbBr3, variations in the resistivities are within one
order of magnitude. In combination with the absence of an inductive loop in the impedance
spectra, this suggests that this response is perhaps linked to halide migration, for which the
dependence on pressure is still significant, but much less so than for the A-site cation in
FAPbBr3. Interestingly, the authors find that the ionic diffusivity in CsPbBr3 increases by
a factor of three up to a pressure of 1.2 GPa, after which it decreases up to a pressure of
2.9 GPa, at which point no ionic conduction is observed. These findings highlight the role
of pressure in tuning the ionic conduction in MHPs, and CsPbBr3 in particular.
In another study, the effect of pressure on the phase segregation in MAPb(BrxI1-x)3 was
studied [70]. The authors used pressure-dependent transient absorption spectroscopy to
track the phase segragation in the material, since the Br- and I-rich regions have different
band gaps. The authors find that the phase segregation rate is reduced by two orders of
magnitude when applying a pressure of 0.3 GPa, corresponding to an increase in the effective
activation energy for halide migration by a factor of three. To verify whether such changes in
ionic migration barriers can be induced through similar levels of stress, the authors calculate
halide vacancy migration barriers in cubic CsPbBr3 and CsPbI3, and find that these increase
by about 50% at 2.0 GPa of externally applied hydrostatic pressure. Though the variations
found computationally are not as large as suggested experimentally, these results indicate
that indeed ionic migration barriers can increase with hydrostatic pressure.
Strain was also shown to enhance light-induced halide segragation in mixed MAPb(BrxI1-x)3
[198]. The authors show that while for compositions with Br concentrations below <50%
no light-induced halide segregation is initially present, such light-induced halide segregation
can be induced by uniaxial compressive stress. They also show that this can be suppressed
by releasing the strain using additives or by choosing a substrate with a more suitable lattice
constant.
The hypothesis that ion migration is enhanced by tensile strain and linked to degradation
was further explored for the WS2/CsPbBr3 heterostructure [72]. Through energy-dispersive
X-ray spectroscopy (EDS) mapping the elemental distribution was measured along the cross-
section of the device. For the device without the WS2 interlayer, the Br distribution is rather
disperse after ageing, with significant amounts of bromide noticeable throughout the device,
particularly in the carbon HTL. In contrast, the bromide distribution remains much more
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confined to the CsPbBr3 layer after ageing when a WS2 interlayer is used, though some
bromide can be observed to have entered the carbon stack.
In another study activation barriers for halide vacancy migration in CsPbI2Br were computed
using nudged elastic band (NEB) calculations [73]. Compared to a value of 0.667 eV in the
unperturbed lattice, the migration barrier is shown to increase substantially to almost 1.0 eV
at -3% biaxial strain, while it decreases to below 0.4 eV for +3% tensile strain. Sadly, the
authors do not specify which specific vacancy they consider, nor in which phase the calcu-
lations are performed, nor whether the out-of-plane lattice is allowed to relax or kept fixed,
complicating the interpretation of these results.
In yet another study, activation energies of iodide vacancy migration in MAPbI3 were com-
puted under both compressive and tensile triaxial and biaxial strain [199]. In both cases,
activation energies were shown to increase with compressive strain, and decrease with ten-
sile strain. The effect was much more severe in the case of triaxial strain however, with
the activation energy doubling from 0.45 to 0.90 eV at 4% compressive triaxial strain, while
the increase was limited to 0.05 eV in the case of 4% compressive biaxial strain. For tensile
strain, the differences between the two types of strain were smaller, with a decrease of about
0.25 and 0.20V for 4% triaxial and biaxial tensile strain, respectively.
Migration barriers were also measured in MAPbI3 using conductivity measurements [71].
The activity energies for ion migration were measured to be 0.29, 0.39 and 0.53 eV in the
case of convex, flat and concave films, which were bent to induce such strains.
In yet another study, samples of CsPbI3−xBrx were aged over 12h, over which time the XRD-
peaks shifted significantly [200]. These shifts were attributed to strain release. Interestingly,
the aged sample, thus assumed to have released some of its strain, showed significantly
lower amounts of hysteresis, which was linked to a reduction in the levels of ionic migration.

2.4.3 Links between Ionic Migration and Stability

Though ionic migration has very often been named as one of the primary drivers for towards
instabilities, this link is predominantly speculative as direct experimental evidence is hard
to obtain. Nonetheless, several studies have shown a direct link between ion migration and
degradation. One such example was observed in a study on the role of the gold metal con-
tact [201]. At an elevated temperature of 70◦C, the authors observed significant diffusion of
Au atoms through the HTL and into the perovskite layer, as evidenced by ToF-SIMS mea-
surements. This Au diffusion was shown to cause severe reductions in both the open-circuit
voltage and the short-circuit current of the devices. The authors however showed that such
diffusion could be mitigated by adding a chromium interlayer.
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In a different study, the conversion from MAPbI3 into PbI2 was studied using solid-state
electrochemical reactions [202]. Two threads of MAPbI3 were connected by a thread of
PbI2. The authors showed that under bias, the relative sizes of the two threads of MAPbI3
could be altered which was visible through an electrically driven shift of the PbI2 thread in
between the two threads of MAPbI3. Because no mass is lost or added during the applica-
tion of the field, this experiment provides direct evidence of mass transport being responsible
for the conversion between MAPbI3 and the precursor PbI2, which is the general reaction
typically observed under degradation.
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Computational Techniques

3.1 Density Functional Theory

Density Functional Theory (DFT) has emerged as a versatile and robust quantum mechanical
method based on first principles for computing defect calculations [203]. Its formal derivation
was published in 1964 in a seminal paper by Walter Kohn and Pierre Hohenberg [204], the
theorems derived in which provide the foundation for modern density functional theory. This
accomplishment, in combination with other developments, was acknowledged in the form
of a Nobel Prize in Chemistry, which was awarded to Walter Kohn in 1998. The essential
elements to understanding DFT are described below, in which we closely follow Reference
205.
From our current understanding of the theory of matter, the physical and chemical properties
of matter can be derived from a quantum-mechanical treatment of the interactions between
the nuclei and their respective clouds of electrons. More formally, such interactions are
described by a Hamiltonian operator Ĥ

Ĥ =−
P∑
I=1

~2

2MI
∇2
I −

N∑
i=1

~2

2m
∇2
i

+
e2

2

P∑
I=1

P∑
J 6=1

ZIZJ∣∣∣~RI − ~RJ

∣∣∣ +
e2

2

N∑
i=1

N∑
j 6=1

1

|~ri − ~rj |

− e2
P∑
I=1

N∑
i=1

ZI∣∣∣~RI − ~ri∣∣∣
= T̂n + T̂e + Ûnn + Ûee + Ûne,

(3.1)

33



CHAPTER 3. COMPUTATIONAL TECHNIQUES

in which ~RI and ~ri describe the nuclear and electronic coordinates, respectively, ZI and MI

describe the charge and mass of the nuclei, respectively, and e and m describe the charge
and mass of the electrons. These terms can be conceptualised as the kinetic energy terms
of the nuclei

(
T̂n

)
and electrons

(
T̂e

)
, the electrostatic interactions of the nuclei

(
Ûnn

)
and electrons

(
Ûee

)
and the electrostatic interactions between the nuclei and the electrons(

Ûne

)
. In principle, the many-body time-independent Schrödinger equation

ĤΨi

(
~R,~r
)

= EiΨi

(
~R,~r
)

(3.2)

can then be solved to find the eigenstates and eigenenergies of the system, from which the
physical and chemical properties can be derived. Analytic solutions to this set of equations
however only exist for a few particular cases, In practice, even numerical solutions are
generally intractable for almost any system of interest due to the large number of coupled
degrees of freedom. Several approximations are therefore typically made to cast this problem
into a more readily solvable one.

3.1.1 Decoupling the Nuclear and Electronic Degrees of Freedom

A first approximation that is generally applied is the so-called Born-Oppenheimer or adi-
abtatic approximation [206]. This approximation is based on the observation that the
timescales of motion of the nuclei are orders of magnitude lower than those of the electrons
as a result of their much larger mass. The electrons can thus be assumed to instantaneously
follow the motion of the nuclei, and as a result, the wave function of the system can be
factorised as

Ψ
(
~R,~r, t

)
= Θm

(
~R, t
)

Φm

(
~R,~r
)
, (3.3)

in which Φm

(
~R,~r
)
describes the mth electronic wave function with corresponding eigenen-

ergy εm
(
~R
)
, and Θm describes the mth nuclear wave function, which can be resolved using

either the time-dependent

i~
∂Θm

(
~R, t
)

∂t
=
[
T̂n + Ûnn + εm

(
~R
)]

Θm

(
~R, t
)

(3.4)

or the time-independent Schrödinger equation[
T̂n + Ûnn + εm

(
~R
)]

Θm

(
~R
)

= EmΘm

(
~R
)
. (3.5)
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A full quantum-mechanical solution to Equations (3.4) and (3.5) is still intractable, and the
dynamics of the nuclei is therefore often treated classically using

MI
d2 ~RI
dt2

= −∇Em
(
~RI

)
. (3.6)

3.1.2 Resolving the Electronic Wavefunction; Hartree-Fock Theory

The problem how to resolve the many-body wavefunction of the N interacting electron in
the system remains. A first approximation, suggested by Hartree in 1928 [207], was to
rewrite the full N -body electronic wavefunction as a product of one-electron wavefunctions
φi (~ri)

Φm

(
~R,~r
)

=
∏
i

φi (~ri) , (3.7)

with each of the one-electron wavefunctions obeying a one-electron Schrödinger equation(
− ~2

2m
∇2 + V

(i)
eff

(
~R,~r
))

φi (~r) = εiφi (~r) (3.8)

including an effective potential Veff which includes a mean-field interaction with the other
electrons in the system

V
(i)
eff

(
~R,~r
)

= V
(
~R,~r
)

+

∫ ∑N
j 6=i ρj (~r ′)

|~r − ~r ′|
d~r ′, (3.9)

in which ρj (~r) describes the electron density of electron j

ρj (~r) = |φj (~r)|2 . (3.10)

To avoid counting electron-electron interactions twice, the sum of eigenenergies needs to be
corrected in order to obtain the Hartree energy EH of the system

EH =
N∑
n=1

εn −
1

2

N∑
i 6=j

∫∫
ρi (~r) ρj (~r ′)

|~r − ~r ′|
d~rd~r ′. (3.11)

This set of N coupled equations can be solved self-consistently by computing the electronic
densities from Equation (3.10), and casting them back into Equation (3.9) in order to solve
Equation (3.8) while minimising the energy until the change in the wavefunction or the ef-
fective potential gets below a certain threshold. This procedure is called the self-consistent
Hartree approximation.
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This approach however treats the electrons as distinguishable particles, and neglects their
fermionic character. An exact way to make the wavefunction antisymmetric upon particle ex-
change is to include a description of the electron spin σi and write the electron wavefunction
as a Slater determinant [208,209]

Φ
(
~R,~r
)

=
1√
N !

∣∣∣∣∣∣∣∣∣∣
φ1 (~r1, σ1) φ1 (~r2, σ2) · · · φ1 (~rN , σN )

φ2 (~r1, σ1) φ2 (~r2, σ2) · · · φ2 (~rN , σN )
...

...
. . .

...
φN (~r1, σ1) φN (~r2, σ2) · · · φN (~rN , σN )

∣∣∣∣∣∣∣∣∣∣
. (3.12)

This method is generally described as Hartree-Fock (HF), and can again be solved self-
consistently to find the optimal Slater determinant to minimise the energy of the system.

3.1.3 Exchange-Correlation Energy

The necessity to have the wavefunction adopt the form of a Slater determinant is however
quite a severe limitation. In general, we wish to find an N -electron wavefunction |Φ〉 so as
to minimise the energy

E = 〈Φ| T̂e + V̂e + Ûee |Φ〉 . (3.13)

The main drawback to directly solving the above equation is the term that describes the
electron-electron interactions

〈Φ| Ûee |Φ〉 = 〈Φ| 1
2

N∑
i=1

N∑
j 6=i

1

|~ri − ~rj |
|Φ〉 (3.14)

which can be expressed as

〈Φ| Ûee |Φ〉 =

∫∫
ρ2 (~r, ~r ′)

|~r − ~r ′|
d~rd~r ′, (3.15)

in which
ρ2

(
~r, ~r ′

)
=

1

2

∑
σ,σ′

〈Φ|Ψ†σ (~r) Ψ†σ′
(
~r ′
)

Ψσ′
(
~r ′
)

Ψσ (~r) |Φ〉 (3.16)

describes the two-body density matrix with Ψ and Ψ† the creation and annihilation operators
for electrons, respectively. By defining a two-body correlation function g (~r, ~r ′)

ρ2

(
~r, ~r ′

)
=

1

2
ρ (~r, ~r) ρ

(
~r ′, ~r ′

)
g
(
~r, ~r ′

)
(3.17)
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in which the one-body density matrix ρ (~r, ~r ′) is defined as

ρ (~r, ~r) =
∑
σ

ρσ
(
~r, ~r ′

)
ρσ
(
~r, ~r ′

)
= 〈Φ|Ψ†σ (~r) Ψσ

(
~r ′
)
|Φ〉

(3.18)

and in which the diagonal elements represent the real-space electronic density ρ (~r) =

ρ (~r, ~r), the energy contribution of the electron-electron interaction can be written as

〈Φ| Ûee |Φ〉 =
1

2

∫∫
ρ (~r) ρ (~r ′)

|~r − ~r ′|
d~rd~r ′ +

1

2

∫∫
ρ (~r) ρ (~r ′)

|~r − ~r ′|
[g (~r, ~r)− 1] d~rd~r ′. (3.19)

The first term in the right-hand side of the equation describes the purely classical elec-
trostatic interaction, while the second term includes quantum mechanical interactions and
is more commonly referred to as the exchange-correlation energy. The correlation energy
includes correlation effects that penalise the presence of two nearby electrons beyond simple
Coulomb repulsion, while the exchange energy describes the repulsive contribution based on
the Pauli exclusion interaction.

3.1.4 Hohenberg-Kohn Theorems

An early inspiration towards the formal development of DFT came from Thomas and Fermi,
who in 1927 postulated that the energy of the electronic part of the Schrödinger equation
could be expressed solely in terms of the electron density [210, 211]. These concepts were
later derived more formally by Hohenberg and Kohn, in the form of two theorems often
referred to as the Hohenberg-Kohn theorems which would usher in the dawn of the DFT
formalism [204]. These Hohenberg-Kohn theorems describe the relation between a system
of electrons with a fixed inter-electron interaction and under the influence of an external
potential.

Hohenberg-Kohn Theorem I. The external potential is a uniquely determined by the
electron density, apart from an arbitrary constant.

This can be proved through reductio ad absurdum. Let Ψ be the ground state wavefunction
and E0 = 〈Φ| Ĥ |Φ〉 = 〈Φ| T̂ + Û + V̂ |Φ〉 its corresponding ground-state energy. Now
let Ψ′ represent a different wavefunction with corresponding ground-state energy E′0 =
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〈Φ| Ĥ ′ |Φ〉 = 〈Φ| T̂ + Û + V̂ ′ |Φ〉. By invoking the variational principle, we can show that

E0 < 〈Ψ′| Ĥ |Ψ′〉 = 〈Ψ′| Ĥ ′ |Ψ′〉+ 〈Ψ′| Ĥ − Ĥ ′ |Ψ′〉

= E′0 +

∫
ρ (~r)

[
V̂ (~r)− V̂ ′ (~r)

]
d~r,

(3.20)

though the opposite statement must be equally true

E′0 < 〈Ψ| Ĥ ′ |Ψ〉 = 〈Ψ| Ĥ |Ψ′〉+ 〈Ψ| Ĥ ′ − Ĥ |Ψ〉

= E0 −
∫
ρ (~r)

[
V̂ (~r)− V̂ ′ (~r)

]
d~r.

(3.21)

By summing Equations (3.20) and (3.21), we obtain that E0 + E′0 < E0 + E′0, which is
clearly a contradiction and hence we prove that no two distinct external potentials can give
rise to the same electron density.

Hohenberg-Kohn Theorem II. The functional that delivers the ground-state energy of
the system gives the lowest energy if and only if the input density is the true ground-state
density.

Let ρ (~r) correspond to the ground state electron density, and let ρ̃ (~r) correspond to a
different electron density normalised to the same number of electrons. Then

E [ρ̃] = 〈Ψ [ρ̃]| T̂ + Û |Ψ [ρ̃]〉+

∫
ρ̃ (~r)V (~r) d~r

≥ E [ρ] = E0 = 〈Ψ [ρ]| Ĥ |Ψ [ρ]〉 ,
(3.22)

where the inequality is introduced by invoking Rayleigh-Ritz’s variational principle. Pro-
vided that the functional expression is explicitly known, these two theorems provide the
formal grounds for finding the ground state of a system in a variational approach.

3.1.5 Kohn-Sham Equations

Another hurdle towards explicitly computing the ground state is the fact that the kinetic
energy of the system also includes a correlation term. This problem was addressed by Kohn
and Sham in 1965, when they proposed to replace the system of interacting electrons by
an equivalent system of non-interacting electrons whose ground state density equals that
of the interacting system [212]. The ground state density can then be written in terms of
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single-particle orbitals φi,s (~r) as

ρ (~r) =
2∑
s=1

N∑
i=1

|φi,s (~r)|2 . (3.23)

These orbitals, also referred to as Kohn-Sham orbitals, obey the self-consistent Kohn-Sham
equations [

−∇
2

2
+ Veff (~r)

]
φi,s (~r) = εi,sφi,s (~r) , (3.24)

in which the effective potential Veff is given by

Veff (~r) = V (~r) +

∫
ρ (~r ′)

|~r − ~r ′|
d~r ′ + µXC [ρ (~r)] , (3.25)

and where the exchange-correlation potential µXC is the derivative of the exchange-correlation
energy EXC

µXC =
∂EXC [ρ (~r)]

∂ρ
, (3.26)

which differs from the previous expression in Equation (3.19) because correlation effects of
the kinetic energy operator have now been moved to the exchange-correlation functional
part of the Hamiltonian. This can be taken into account by varying the electron-electron
interaction in the Hamiltonian Ĥ = T̂ + V̂ +λÛee and by averaging over the corresponding
correlation function gλ (~r − ~r ′) such that

EXC [ρ] =
1

2

∫∫
ρ (~r) ρ (~r ′)

|~r − ~r ′|
[
g̃
(
~r, ~r ′

)
− 1
]
d~rd~r ′, (3.27)

in which

g̃
(
~r, ~r ′

)
=

∫ 1

0
gλ
(
~r − ~r ′

)
. (3.28)

By defining the so called exchange-correlation hole ρ̃XC (~r, ~r ′) = ρ (~r ′) [g̃ (~r, ~r ′)− 1], the
exchange-correlation energy can be written as

EXC [ρ] =
1

2

∫∫
ρ (~r) ρ̃XC (~r, ~r ′)

|~r − ~r ′|
d~rd~r ′. (3.29)

This exchange-correlation hole describes the hole that an electron digs for itself around its
position ~r and indicates the probability of finding another electron at ~r ′, and should always
integrate to -1 ∫

ρ̃XC
(
~r, ~r ′

)
d~r ′ =

∫
ρ̃XC

(
~r, ~r ′

)
d~r = −1. (3.30)
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In principle, the Kohn-Sham equations defined in this way are still exact and the self-
consistent solution can be found by an iterative procedure, given that we know the expression
for EXC. In practice however, the exact expression for EXC is not known, and approximations
to it are used.

3.1.6 Exchange-Correlation Functionals

The accuracy and computational expense of solving the Kohn-Sham equations to a large
extent depend on the level of approximation of the exchange-correlation functional. The
different levels of approximations are often denoted as rungs on the so-called Jacob’s ladder
[213], after verses 10-12 from chapter 28 of the book of Genesis:

“Jacob left Beer-sheba and went toward Haran. He came to a certain place and stayed there
for the night, because the sun had set. Taking one of the stones of the place, he put it
under his head and lay down in that place. And he dreamed that there was a ladder set up
on the earth, the top of it reaching to heaven; and the angels of God were ascending and
descending on it.” Interestingly, this scene is also depicted in the exterior design of the Bath
Abbey, a picture of which is shown in Figure 3-1. In this analogy, higher rungs correspond
to more accurate approximations, and go up towards an ultimate goal of obtaining exact
accuracy, which is currently yet unreached. However, higher rungs come at the cost of
lower computational efficiency, and for this reason many calculations are still performed
with exchange-correlation functionals corresponding to the lower rungs of this ladder, of
which we will discuss the first three in particular.

3.1.6.1 Local Density Approximation

The first rung of Jacob’s ladder corresponds to the local density approximation (LDA),
which is a local functional in the sense that only the local charge density determines the
exchange-correlation energy, which can be expressed in general terms as

ELDA
XC [ρ] =

∫
f (ρ) . (3.31)

More specifically, it treats the generally inhomogeneous electronic density as if it were locally
homogeneous. The corresponding exchange-correlation hole ρ̃LDAXC (~r, ~r ′), which can be
computed exactly using Quantum Monte Carlo methods, can be used to define an exchange-
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Figure 3-1: Picture of Jacob’s ladder, as ornamentation on Bath Abbey.

correlation hole energy density εLDAXC [ρ]

εLDAXC [ρ] =
1

2

∫
ρ̃LDAXC (~r, ~r ′)

|~r − ~r ′|
d~r ′, (3.32)

using which the exchange-correlation energy in the LDA approximation can be expressed as

ELDA
XC [ρ] =

∫
ρ (~r) εLDAXC [ρ] d~r. (3.33)

In the LDA approximation, the energy density is thus a local functional of the electron
density. This makes it easy to compute, and in many cases it gives reasonable geometries,
though it typically tends to overbind both molecules and solids. Being the cheapest to use,
it was the most used approximation for a long time.

3.1.6.2 Generalised Gradient Approximation

Several approaches have been taken to improve the performance of the exchange-correlation
functional description. Some of the most successful, yet computationally efficient, ap-
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proaches have looked at semilocal functionals that expand EXC [ρ] as a function of the
electron density and its gradients. These approaches constitute the second rung on Jacob’s
ladder, and are commonly referred to as generalised gradient approximation (GGA). As said,
they take into account the first derivative of the electron density, such that the corresponding
exchange-correlation energy can be expressed as

EGGA
XC [ρ] =

∫
f (ρ,∇ρ) . (3.34)

Several such GGA functionals have been developed over the years. Of these, the PBE
exchange-correlation functional [214], developed by Perdew, Burke an Ernzerhof, and its
analogous PBEsol functional [215], optimised specifically for solids, have been used abun-
dantly in many solid state calculations. The exchange-correlation energy in the PBE ap-
proximation can be expressed as

EPBE
XC [ρ] =

∫
ρ (~r) εXC [ρ (~r)] d~r +

∫
FXC [ρ (~r) ,∇ρ (~r)] d~r, (3.35)

in which the function FXC can be tuned, given several conditions. The GGA functional
offer a significant improvement over the use of LDA, though it typically tends to slightly
underbind many both molecules and solids.

3.1.6.3 Meta-GGA

Approaches that also take into account the second derivative of the density are denoted
as meta-GGA, and constitute the third rung on Jacob’s ladder. In general, the exchange
correlation energy can thus be expressed as

EmGGA
XC [ρ] =

∫
f (ρ,∇ρ, τ) , (3.36)

in which τ describes the positive orbital kinetic energy densities τ =
∑

s

∑
i

1
2 |∇φi,s|

2,
with φs,i describing the Kohn-Sham orbitals. One such implementation is the Strongly
Constrained and Appropriately Normed (SCAN) semilocal density functional [216]. It was
designed to obey all 17 of the constraints known for a meta-GGA functional, which are
described in more detail in the supplementary information of Reference 216, in addition to
the functional form which is too extensive to copy here. In contrast, PBE only satisfies 11
of these constraints.
SCAN shows excellent performance at a very reasonable cost, yielding more accurate geome-
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tries compared to both LDA and GGA [217]. More recently, the family of SCAN functionals
has been extended, and now includes revised SCAN (rSCAN) [218], which does not obey
all 17 contstraints, but is numerically more stable. Its successor, r2SCAN, also shows an
improved numerical stability, while obeying all 17 exact constraints.
The exchange-correlation functional can be further improved by the inclusion of dispersion
corrections, also often described as van der Waals-interactions, which take into account
long-range attractive interactions resulting from instantaneous charge fluctuations in the
electron density. Several recent developments have aimed to add dispersion corrections to
the r2SCAN functional, such as the r2SCAN-c3 [219] and r2SCAN-D4 [220] functionals.

3.1.7 Plane Wave Basis Set

Finally, in order to solve the Kohn-Sham equations, the one-electron wavefunctions need to
be described in terms of a basis set. Typically, either one of two approaches is used, one
constructing a basis set of plane waves and one using Gaussian functions to form a basis
set. Some advantages of using a plane wave basis set are that the basis set is orthogonal
by definition, that the accuracy is systematically improvable and that the basis set size does
not scale with the number of electrons. However, the basis set size does scale with the
simulation volume and basis sets are usually quite large. In contrast, Gaussian basis sets are
not typically orthogonal and it is not always possible to systematically improve the accuracy.
Though it does scale with the number of electrons, it does not scale with the system volume
and also the system can be modelled with varying accuracy, so interesting regions can be
probed with a higher accuracy, which is not possible when adopting plane-wave basis sets.
Many DFT software suites, including VASP, adopt a plane wave approach. The one-electron
wavefunctions can then be described by plane waves of the form

ψ~k (~r) = ei
~k·~ru~k (~r) , (3.37)

in which the Bloch functions u~k (~r) can be written as a linear combination of a finite number
of plane waves

u~k (~r) =
∑
m

c~k,me
i ~Gm·~r, (3.38)

in which c~k,m are the expansion coefficients corresponding to the reciprocal lattice vector
~Gm. Thus, the one-electron wavefunctions can be written as

ψ~k (~r) = ei
~k·~r

(∑
m

c~k,me
i ~Gm·~r

)
=
∑
m

c~k,me
i(~k+ ~Gm)·~r. (3.39)
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In principle, both the number of k-points as well as the number of reciprocal lattice vectors
are infinite. In practice, the k-point mesh is typically interpolated using the Monkhorst-Pack
scheme [221]. Additionally, the number of reciprocal lattice vectors is typically truncated by
setting a cutoff value for which ∣∣∣~k + ~G

∣∣∣ < ~Gcut, (3.40)

in which

Ecut =
~2

2m
~G2
cut. (3.41)

The choice of both k-point mesh and the cutoff energy are to some degree arbitrary, and
the user should always verify that convergence of the geometry structure with respect to
both of these parameters is reached.

3.1.8 Pseudopotentials

Finally, to be computationally efficient, DFT is typically used in conjunction with so-called
pseudopotentials or projector augmented wave potentials. These are used to smoothen out
the rapidly fluctuating potentials around the nuclei which improves numerical convergence.

3.2 Kinetic Model

In the following section, we will introduce the background theory on the kinetic model, which
we use to relate microscopic models of atomic movements to macroscopic phenomenological
coefficients. It closely follows the derivation of the formalism of kinetic theories from the
seminal work of Allnatt and Lidiard [222].

3.2.1 Derivation of the Master Equation

Kinetic theories are based on the assumption that the motion of atoms can be divided into
(i) thermal vibrations around defined lattice sites and (ii) jumps or hops between these well-
defined sites, and that the average time of stay at these lattice sites is much longer than
the time of flight during a hop. This is equivalent to stating that for such hops to occur,
sufficiently large energy barriers have to be overcome such that these hops must be thermally
activated and are therefore relatively infrequent compared to the thermal vibrations around
the lattice sites. Because the residence time of atoms at the lattice sites is much longer
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than the time-of-flight between these sites, the thermal vibrations at the lattice sites may
be averaged out, and hops may be assumed to occur effectively instantaneously.
We now consider the states i, j, k, ... of the system to correspond to a vacancy occupying a
certain lattice site i, j, k, .... We denote the rate that corresponds to a transition from state
i to state j as Qji (in this notation, the final state is indexed before the initial state). The
system is assumed to be Markovian, i.e. the thermal vibrations around the lattice site erase
the memory of the transition, such that the rates depend only on the initial and final states
of the transition. By considering an ensemble of identical systems, we can derive average
properties of the entire ensemble, such that the average probability for the system to occupy
a state i, which can evolve with time t, can be denoted as pi(t).
The time evolution of the occupation probability can then be described as

dpi
dt

= −
∑
j 6=i

Qjipi +
∑
j 6=i

Qijpj , (3.42)

in which the first term on the right side of the equation corresponds to transitions from
state i to other states, while the second term corresponds to transitions from other states
to state i. In matrix form, this can be written as

d~p

dt
= Q~p, (3.43)

in which ~p is the probability vector, each element pj of which is the probability of a vacancy
occupying site j, and Q is the transition rate matrix, each element Qij (i 6= j) of which is
the rate (probability per unit time) for a vacancy at site j to hop to site i, with the diagonal
elements set to Qii =

∑
j 6=iQji. Equation (3.43) is more commonly known as the master

equation. From the definition of the transition rate matrix Q it can be easily seen that∑
j

Qji = 0 ∀ i, (3.44)

i.e. that all columns of Q sum to zero so as to preserve normalisation of ~p.

3.2.2 Equilibrium Conditions

To illustrate some of the properties of Q and ~p we consider them in the special case of
thermal equilibrium, in which case the transition rate matrix and the probability vector are
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denoted as Q(0) and ~p (0). In equilibrium, the occupation probabilities are given by

p
(0)
i =

exp
(
−E(0)

i /kBT
)

∑
j exp

(
−E(0)

j /kBT
) , (3.45)

with E(0)
i the energy of the system when it is in state i, kB the Boltzmann constant and

T the temperature. At equilibrium, also detailed balance must be obeyed, which can be
expressed as

Q
(0)
ji ~p

(0)
i = Q

(0)
ij ~p

(0)
j ∀ i 6= j, (3.46)

and which implies microscopic reversibility, i.e. that at equilibrium forward and backward
transitions (the product of the transition rate and the occupation probability) are exactly
equal. From Equations (3.45) and (3.46) we find that at equilibrium the ratio of the rates
can be expressed as

Q
(0)
ji

Q
(0)
ij

= exp
(
E

(0)
i − E

(0)
j

)
/kBT, (3.47)

thus obeying Boltzmann statistics.

3.2.3 Vineyard’s Rate Equation

In the formalism derived in the previous paragraphs, the transition rate matrix plays a crucial
part in describing the dynamics of the system, and it will again be critical in the calculation
of phenomenological parameters at the macroscopic scale. Already back in 1957, Vineyard
derived an elegant expression of the transition rates based on the change in free energy by
going from the initial to the transition state [223]. An overview of the steps in this derivation
that are relevant to our model wil be summarised below.
Ionic hops can be described as thermally activated processes, with transitions from an initial
to a final state going through a first-order energetic saddle point, which is defined as the
transition state. Such hopping events can be characterised by an activation energy, which
is defined as the difference in (free) energy between the transition and initial state, and
an attempt frequency ν, which describes the frequency of vibrations in the initial state in
the direction of the transition state. Within the standard formalism of the transition state
theory [224–226], jump rates Qji (we reiterate that the final state is indexed first) are
assumed to depend exponentially on the activation energy:

Qji = Ajie
−∆Gji
kBT , (3.48)
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with ∆Gji the activation (free) energy, which describes the change in (here: Gibbs) free
energy for a transition from state i to the transition state corresponding to the transition
from state i to state j, Aji is a prefactor with a unit of frequency, kB is the Boltzmann
constant and T is the temperature. These transitions are thus implicitly assumed to be purely
classical and any quantum effects are neglected. Though the rates effectively describe the
hop of a single atom, the problem is one of many bodies, though this is readily incorporated
in discussing the states of the system, which include the relaxation of the lattice in the initial,
final and transition states. The underlying asssumptions are that these initial, transition and
final states are well-defined.
We now wish to define these initial, transition and final states more rigorously. To do so,
we consider a crystal with a vacancy at one of its lattice sites and let the crystal contain
N/3 atoms, such that there are N degrees of freedom, x1 x2 · · · xN. Combined with the
mass m associated with each of these degrees of freedom, a set of coordinates y1 y2 · · · yN
can be formulated, with yi =

√
mxi. The potential energy Φ of the system can then

be described as a function of ~y. For visual purposes, a schematic representation of the
potential energy surface (PES), which is a 2-dimensional cross-section of the N-dimensional
hypersurface Φ (~y), is shown in Figure 3-2.

Figure 3-2: Schematic 2D representation of the potential energy surface (PES) as a cross-
section of the N-dimensional potential energy hypersurface. Reprinted from [223], Copyright
1957, with permission from Elsevier.

In Figure 3-2, two local minima of the potential energy Φ are shown and denoted as states
A and B, both of which correspond to a vacancy occupying two adjoining lattice sites, with
all the other atoms relaxed. A 2D schematic representation of contours of constant Φ are
shown around states A and B, though again we state that more generally these correspond
to N -1 dimensional hypersurfaces. The first order saddle point, having a negative curvature
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along the direction of the transition and positive curvatures in all other N -1 directions,
between states A and B is shown as P in Figure 3-2, and corresponds to the transition
state associated with a transition between states A and B.
A unique hypersurface, denoted as S in Figure 3-2, can now be defined as the hypersurface
that passes through P and is otherwise perpendicular to the contours of Φ, thus creating a
well-defined surface that separates regions around states A and B. Any point in the region
around A and reaching S with a finite velocity is assumed to enter B. It is thus implicitly
assumed that no re-crossing events occur, which might lead to an overestimation of the
overall transition rate from A to B.
The overall transition rate QBA (previously described as Qji) can then be expressed as a
ratio of the number of points IBA on S crossing from the region around A to the region
around B per unit time, relative to the number of points in the region around state A,
defined as ΩA. This ratio, which can also be interpreted as an inverse lifetime τBA, can
thus be described as

QBA =
1

τBA
=
IBA
ΩA

. (3.49)

ΩA can be described as an integral of a characteristic density in configuration space ρ (~y ) =

ρ0e
−Φ(~y)/kBT over the confined region around A:

ΩA = ρ0

∫
A
e−Φ(~y )/kBTdV, (3.50)

with ρ0 a normalisation constant.
I can be calculated as an integration of an effective density of the points Y on S with
hypervelocity V = {ẏ1 · · · ẏN} (not to be confused with the volume V ), in the range
dV = dẏ1 · · · dẏN as follows:

ρ (Y,V ) dV = ρ1e
−Φ(Y )/kBT e−V 2/2kBTdẏ1 · · · dẏN , (3.51)

with
ρ1 = ρ0 (2πkBT )−N/2 . (3.52)

The flux dI across S at a specific point Y on S can then be calculated by direct integration
over the multiplication of dS = dS1 · · · dSN with the hypervelocity V

dI = dS ·
∫

V ρ (Y,V ) dV , (3.53)

48



CHAPTER 3. COMPUTATIONAL TECHNIQUES

with the integration over all V such that

dS · V > 0. (3.54)

This condition can be met by rotating the axes, such that one of them, y1 for simplicity, is
parallel to dS at the point Y . Then the flux can be expressed as

dI = ρ0 (2πkBT )−N/2 e−Φ(Y )/kBTdS1 ×
∫ ∞

0
ẏ1e
−ẏ2

1/2kBTdẏ1

N∏
j−2

∫ ∞
−∞

e−ẏ
2
j /2kBTdẏj

= ρ0

√
kT/2πe−Φ(Y )/kBTdS1.

(3.55)

The total flux I can then be computed as

I =

∫
dI = ρ0

√
kT/2π

∫
S
e−Φ(Y )/kBTdS1, (3.56)

with the integration over the full hypersurface S.
By including the expressions for QA and I from Equations (3.50) and (3.56), Equation (3.49)
can be rewritten as

QBA =

√
kBT

2π

∫
S e

Φ/kBTdS1∫
A e

Φ/kBTdV
. (3.57)

This equation describes the transition rate as a ratio between two partition functions, which
account for all degrees of freedom.
To cast Equation (3.57) in a more computationally tractable expression, the harmonic ap-
proximation is invoked - this is the reason the current method is often referred to as harmonic
transition state theory. In the harmonic approximation, Φ can be expanded to second order
by a Taylor series. Near point A this leads to an expression of Φ of

Φ ∼= Φ (A) +
N∑
j=1

1

2
(2πνj)

2 q2
j , (3.58)

with q1 · · · qN the normal coordinates and ν1 · · · νN the normal frequencies of vibrations
around point A. A similar expression can be derived for Φ near P at the dividing surface S

Φ ∼= Φ (P ) +
N−1∑
j=1

1

2

(
2πν ′j

)2
q′ 2j , (3.59)
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with q′1 · · · q′N the normal coordinates and ν ′1 · · · ν ′N the normal frequencies of vibrations
around point P , where the (imaginary) vibrational mode along dS is removed from the
summation.
The partition functions in Equation (3.57) can then be expressed as

N−1∏
j=1

(√
2πkBT

2πν ′j

)
e−Φ(P )/kBT (3.60)

and
N∏
j=1

(√
2πkBT

2πνj

)
e−Φ(A)/kBT (3.61)

for the numerator and denominator, respectively.
Finally, the transition rate can be expressed as

QBA =

( ∏N
j=1 νj∏N−1
j=1 ν ′j

)
e−(Φ(P )−Φ(A))/kBT (3.62)

In general, the transition rate can thus be expressed as the product of an attempt frequency

νBA =

( ∏N
j=1 νj∏N−1
j=1 ν ′j

)
(3.63)

and an activation exponential, with an activation enthalpy of

∆HBA = − (Φ (P )− Φ (A)) /kBT. (3.64)

The attempt frequency is thus expressed as the ratio of the product of N normal frequencies
when the system is in its initial configuration A and the N − 1 normal frequencies when the
system is constrained to the transition state P .
Equation (3.62) can also be decomposed in a slightly different way to clarify the origin of
the attempt frequency and activation energy

QBA = ν̃BAe
∆SBA/kBe−∆HBA/kBT , (3.65)

in which ν̃BA is an effective attempt frequency excluding the contribution of the entropy
change ∆SBA, and ∆HBA is stated more explicitly as the change in the enthalpy of the
system in going from the initial state to the transition state. It can be shown that the ex-
pression ν̃BAe∆SBA/kB can be rewritten to reproduce our previous expression of the attempt
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frequency

νBA =

( ∏N
j=1 νj∏N−1
j=1 ν ′j

)
, (3.66)

which thus includes an expression of the migration entropy of the system, defined as the
change in entropy through the transition from state A to the transition state P .

3.3 (Climbing Image) Nudged Elastic Band Method

Over the last few decades, developments to the implementation of the Nudged Elastic Band
(NEB) method have made it one of the standard tools to obtain activation enthalpies from
atomistic calculations [227–229]. Below we will provide the background theory for the NEB
method, after which we will discuss the development of the climbing image nudged elastic
band method (CI-NEB).
The Nudged Elastic Band (NEB) method is designed to find to the minimum energy path
(MEP) on a potential energy surface [227]. Similar to other elastic band methods, the MEP
is found by generating a series of images between the initial and final state of a transition.
These images are then connected by artificial springs that act like elastic bands, and ensure
that the path is continuous and that the images do not slide down and collapse onto the
(stable) initial and final states. This band of images can then be optimised to align with
the MEP, which thus enables one to find the transition state and activation energy of an
associated transition.
During the optimisation, both the true force and the spring force are decomposed into
components parallel and perpendicular to the path. What distinguishes the NEB method
from other elastic band methods is that only the perpendicular component of the true force
on the image and only the parallel component of the spring force are used to optimise the
path. This force projection is referred to as ’nudging’, giving the NEB method its name.
We now wish to introduce the NEB method, a schematic representation of which is shown
in Figure 3-3, more rigorously. To do so, we consider an elastic band with N + 1 images
~R0, ~R1, · · · ~RN which are fully described by the positions of all atoms [227]. The end points
~R0 and ~RN describe the initial and final state of a transition and remain fixed throughout
the optimisation.
As discussed above, the total force acting on image i

(
~FNEB
i

)
is composed of the true

force F⊥i perpendicular to the local tangent and the spring force parallel
(
~F S ‖

)
to the

local tangent
~FNEB
i = F⊥i + ~F S ‖, (3.67)
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in which the perpendicular true force is expressed as

F⊥i = ∇E
(
~Ri

)
−
(
∇E

(
~Ri

)
· τ̂i
)
τ̂i, (3.68)

in which E is the energy of the system and ~τi is the normalised local tangent at image i.
The spring force ~F S ‖ can be expressed as

~F S‖ = k
(∣∣∣~Ri+1 − ~Ri

∣∣∣− ∣∣∣~Ri − ~Ri−1

∣∣∣) τ̂i. (3.69)

Upon convergence, one can then interpolate the images to guess the transition state. A

Figure 3-3: Schematic representation of a NEB calculation, showing the optimisation of
the nudged elastic band (NEB) towards the minimal energy pathway (MEP). The nudged
elastic band force acting on image i, FNEB

i , is composed of two terms; the spring force FS‖i
along the tangent vector τi towards the next image, and the projection perpendicular to this
tangent of the force due to the overall potential F⊥i . Reprinted from Reference 228, with
the permission of AIP Publishing.

more robust approach is to use the Climbing Image Nudged Elastic Band (CI-NEB) method.
In this method, the force ~F CI

l on the image l with the highest energy is expressed as

~F CI
l = ~Fl − 2

(
~Fl · ~τl

)
~τl, (3.70)

such that it has no contribution of the spring forces. Instead, the projection of the force
along the tangent is reversed, such that instead of going down the hill, the image moves up
the hill towards the transition state.
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3.4 Dimer Method

Another method that can be used to find the transition state is the dimer method [230–233],
which is a local transition state search algorithm that makes use only of first derivatives and
is thus computationally feasible even for large systems. The transition state predicted by
NEB or CI-NEB calculations can be used as an initial guess for the dimer calculation. The
following derivation closely follows that of Reference 230.
The dimer is composed of a pair of images, which are described by their respective coor-
dinates ~R1 and ~R2, and which are very similar but slightly displaced with respect to one
another. A schematic description of the dimer is shown in Figure 3-4a.

(a) (b)

Figure 3-4: Schematic representation of a dimer calculation. Reprinted from Reference 230,
with the permission of AIP Publishing.

The pair of images are shown with respect to a common midpoint ~R. Their position vectors
can be generated from this common midpoint by adding and subtracting a displacement of
length ∆R in a direction N̂ resulting in the following expression for ~R1

~R1 = ~R+ ∆RN̂ (3.71)

and ~R2

~R2 = ~R−∆RN̂. (3.72)

The saddle point search algorithm consists of two steps; first, the dimer is rotated to align
with the lowest curvature mode at ~R, after which it is translated by a certain step-length
along N̂ (which has been updated during the rotation) towards the saddle point.
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3.4.1 Evaluating the Rotation Angle

Instead of computing the curvature from the Hessian, which is a relatively expensive cal-
culation and includes computation of the second derivatives, the curvature CN along N̂ is
approximated by

CN ≈

(
~F2 − ~F1

)ᵀ
· N̂

2∆R
≈ E1 + E2 − 2E0

(∆R)2 , (3.73)

in which E1 and E2 and ~F1 and ~F2 denote the energies and the forces acting on images 1
and 2, respectively. It is evident from Equation (3.73) that a minimisation of the curvature
is equivalent to a minimisation of the sum E = E1 + E2. To minimise the curvature, a
rotation can be performed in a rotational plane spanned by N̂ and a vector Θ̂ orthogonal to
N̂ . In the modified Newton method the normalised vector Θ̂ is along the rotational force
~F ᵀ = ~F ᵀ

1 − ~F ᵀ
2 , where

~F ᵀ
1,2 ≡ ~F1,2 −

(
~F1,2 · N̂

)
N̂ . (3.74)

Image 1 can now be rotated by an angle dθ, in the plane spanned by N̂ and Θ̂, to a new
configuration described by ~R∗1

~R∗1 = ~R+
(
N̂ cos (dθ) + Θ̂ sin (dθ)

)
∆R. (3.75)

A new dimer direction N̂∗ based on the new position ~R∗1 can be computed, with which the
new configuration ~R∗2 for image 2 can be derived. Subsequently, the forces ~F ∗1 and ~F ∗2 are
calculated. The scalar rotational force F can be expressed as

F = ~F ᵀ · Θ̂/∆R, (3.76)

in which the division by ∆R scales F such that it is independent of the dimer separation.
The change in the rotational force F as a function of dθ is then given by

F ′ =
F

dθ
≈

∣∣∣∣∣ ~F ∗ · Θ̂∗ − ~F ·Θ
dθ

∣∣∣∣∣
θ=dθ/2

, (3.77)

in which ~F ∗ = ~F ∗1 − ~F ∗2 and in which the approximation is most accurate at the midpoint
θ/2. The optimal rotation angle ∆θ (not to be confused with the ’probe’ dθ, for more
clarification, see Figure 3-4) can then be approximated using

∆θ ≈
~F · Θ̂ + ~F ∗ · Θ̂∗

−2F ′
(3.78)
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It was however discovered that the proposed method generally overestimates the rotation
angle ∆θ. An improvement to the general method was proposed, based on an expression
of the potential hyperplane U(~R) in terms of a Taylor expansion near ~R0. This plane is
described in terms of two normal modes x̂ and ŷ which are defined for the two-dimensional
plane spanned by N̂ and Θ̂. Including terms up to second order, this potential energy can
be expressed as

U = E0 − (Fxx+ Fyy) +
1

2

(
cxx

2 + cyy
2
)
, (3.79)

in which the forces Fx and Fy are −∂U/∂x and −∂U/∂y, respectively, with x and y

distances along x̂ and ŷ. The terms cx and cy indicate the curvatures of the potential along
x̂ and ŷ. The dimer energy within this quadratic approximation can then be expressed as a
function of θ as

E = 2E0 + (∆R)2 [cx cos2 (θ − θ0) + cy sin2 (θ − θ0)
]
, (3.80)

in which θ0 is a reference angle and which can be rewritten using a trigonometric identity
as

E = 2E0 +
1

2
(∆R)2 [(cx − cy) cos (2 (θ − θ0)) + (cx + cy)] . (3.81)

The derivative F of this potential can then be expressed as

F =
dE

dθ
= A sin (2 (θ − θ0)), (3.82)

in which A = − (∆R)2 (cx − cy). From Equation (3.82) it can be deduced that θ0 corre-
sponds to the rotation angle at which the rotation force F is zero. It is therefore useful to
find the expression in which the rotational force is minimised with respect to θ, by evaluating
the first derivative of F with respect to θ

F ′ =
dF

dθ
= 2A cos (2 (θ − θ0)). (3.83)

Since both F and F ′ are evaluated for some orientation of the dimer, we can set this
orientation to correspond to θ = 0 and denote the corresponding force F and its first
derivative F ′ as F0 and F ′0, respectively. Their ratio can then be expressed as

F0

F ′0
=

1

2
tan (−2θ0), (3.84)
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from which a simple expression for the rotation angle ∆θ can be deduced

∆θ = θ0 = −1

2
arctan

(
2F0

F ′0

)
, (3.85)

which was shown to have improved behaviour with respect to Equation (3.85) in the limits
of F → 0 and F ′ → 0.

3.4.2 Evaluating the Translation

After the dimer has been rotated towards its direction of minimum curvature, the evaluation
of the subsequent translation is relatively straightforward. Without any modification, the
net force acting on the center of the dimer ~FR draws it to a local minimum. In analogy to
the calculation of the force for the CI-NEB method, cfr. Equation (3.70), the force in the
direction of N̂ , which we denote as ~F ‖, is reversed to make sure it moves uphill towards a
saddle point, such that the modified force ~F † can be expressed as:

~F † = ~FR − 2~F ‖. (3.86)

This is schematically shown in Figure 3-5. However, this equation only holds when the local
curvature is indeed negative, as desired. If this is not the case, the modified force is directed
against the the parallel component of F. The expression for the modified force ~F † can thus
be summarised by

~F † =

−F ‖ if C > 0

~FR − 2~F ‖ if C < 0
. (3.87)
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Figure 3-5: Schematic representation of the translation step in a dimer calculation. Reprinted
from Reference 230, with the permission of AIP Publishing.

3.5 Computation of the Vibrational Frequencies

In order to obtain the attempt frequencies as discussed in Equation (3.63), we need to
compute the vibrational frequencies of the system. In crystals, such lattice vibrations act
as quasi-particles, with a well-defined frequency and direction. They are more commonly
referred to as phonons, which are used to describe various material properties, such as heat
or sound transmission through a solid. Thanks to the rapid progress of ab initio codes over
the last few decades, phonon properties can now be routinely obtained from standard DFT
calculations [234]. We will introduce the relevant background below, closely following the
derivation in References [234,235].
In crystals, atoms are assumed to move around equilbrium position ~r(lk) with displacements
~u(lk), with the labels l and k describing the unit cell index and index for each atom in the
cell, respectively. The potential energy Φ can then be expressed as a series expansion around
the equilbrium position in terms of these displacements;

Φ = Φ0 +
∑
lk

∑
α

Φα(lk)~uα(lk)

+
1

2

∑
ll′kk′

∑
αβ

Φαβ(lk, l′k′)~uα(lk)~uβ(l′k′)

+
1

3!

∑
ll′l′′kk′k′′

∑
αβγ

Φαβγ(lk, l′k′′, l′k′′)~uα(lk)~uβ(l′k′)~uβ(l′′k′′) + · · · ,

(3.88)

in which α, β, · · · describe the Cartesian coordinates, such that the expansion coefficients
Φ0, Φα(lk), Φαβ(lk, l′k′) and Φαβγ(lk, l′k′′, l′k′′) can be interpreted as the zeroth, first,
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second and third order force constants, respectively. In the harmonic approximation, the
first order term is assumed to be negligible, and the expansion can be truncated after the
second-order force constant, such that the potential energy can be written as

Φ = Φ0 +
1

2

∑
ll′kk′

∑
αβ

Φαβ(lk, l′k′)~uα(lk)~uβ(l′k′). (3.89)

By defining the force as Fα(lk) = − ∂Φ
∂~uα(lk) , the second order force constants can now be

readily computed as

Φαβ(lk, l′k′) = −
∂Fβ(l′k′)

∂~uα(lk)
=

∂2Φ

∂~uα(lk)∂~uβ(l′k′)
. (3.90)

Two common approaches to calculate the second-order force constants can be distinguished;
one using the finite displacement method [236, 237] and the other using density functional
perturbation theory [238,239].
Regardless of how the second-order force constants are obtained, they can then be used to
define the so-called dynamical matrix D(~q, the entries of which can be computed as

Dαβ
kk′(~q) =

∑
l′

Φαβ(0k, l′k′)
√
mkmk′

ei~q·[~r(l
′k′)−~r(0k)], (3.91)

with ~q the wave vector, mk the mass of atom k. Finally, the dynamical matrix can be
diagonalised as

D(~q)~e~qj = ω2
~qj~e~qj (3.92)

to obtain of the vibrational frequencies ω~qj and modes ~e~qj .

3.6 Computation of the Mobility Tensor

Now that we have discussed the necessary background on computing the activation en-
thalpies and attempt frequencies, we finally move on to a discussion on how to calculate
macroscopic transport properties from these atomistic data. In this work, we focus on the
mobility tensor, µµµ, which is defined by

~vd = µµµ ~E. (3.93)

In Equation 3.93, ~vd is the drift velocity of the bromide vacancies under an electric field ~E.
Therefore the influence of an electric field must be incorporated into the kinetic scheme.
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This is done by considering the activation enthalpy (Ha)ji for each hop of a vacancy from
site i to site j 6= i as the sum of two terms:

∆H‡ij(
~E) = ∆H‡ji(0) + q

(
~r ‡ji − ~ri

)
· ~E, (3.94)

where the first term, ∆H‡ji(0), is the (zero-field) activation enthalpy obtained from our
DFT calculations. The second term, which takes into account the work done by, or against,
the electric field in attaining the transition state, follows from the single-ion approximation
such that it is equal to the difference between the position vector of the moving ion in the
transition state, and the position vector of the same ion in the initial state, multiplied by
its charge q. We note that this approach, which is essentially the same as that originally
adopted by Mott and Gurney [240], is valid only in the low-field regime, and for stronger
electric fields non-linear effects must be taken into account [241,242].
The mobility is a steady state quantity, so we need to solve the steady state version of
Equation 3.43:

d~p

dt
= ~0 = Q~p. (3.95)

If vacancy–vacancy interactions are neglected, corresponding to the dilute limit, then Q does
not depend on the state of the system, and is therefore constant in time. This renders the
problem sufficiently simple that Equation 3.95 can be solved directly by finding the eigen-
vector of the transition rate matrix with eigenvalue 0, which corresponds to the stationary
distribution ~π. In general, the number of hops of a vacancy from site j to i per unit time
(the flux) is Qijpj , and the steady state drift velocity, ~vd, is simply the sum of the steady
state fluxes multiplied by the displacement vectors associated with each hop, ~ri − ~rj :

~vd =
∑
i

∑
j 6=i

Qjiπi(~rj − ~ri). (3.96)

By computing the drift velocity vector for electric fields along three orthogonal directions,
all nine components of the mobility tensor can be generated.

3.7 Elasticity theory

Linear elasticity theory of point defects, an excellent account of which is given in [243],
describes the interaction between point defects and stress. A very comprehensive review
is given on account of Clouet et al [244], the main points of relevance of which will be
summarised below.
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3.7.1 Elasticity Theory - Bulk

Elasticity theory describes the deformation of solid bodies as a result of forces exerted on
them, be it internal or external. The deformation ~u is described by the displacement of a
point in the unstrained body ~R to a new point in the strained body ~r, given by

~u(~R) = ~r − ~R. (3.97)

The central quantity that describes the change in size and shape of a solid body is the
symmetric and dimensionless strain tensor, εij , which is defined by

εij(~R) =
1

2

(
∂~ui

∂ ~Rj
+
∂~uj

∂ ~Ri
+
∂~un

∂ ~Ri

∂~un

∂ ~Rj

)
, (3.98)

in which typically only the two leading terms are kept when assuming a small deformation,
as is a common assumption in linear elasticity. To leading order, the energy E as a function
of strain can be described as

E(ε) = E0 +
1

2
Cijklεijεkl, (3.99)

where E0 is the energy of unstrained body, and the elastic constants Cijkl are defined by

Cijkl =
∂2E

∂εij∂εkl
. (3.100)

This fourth-rank tensor obeys minor and major symmetries, viz. Cijkl = Cjikl = Cijlk =

Cklij , such that it has at most 21 independent coefficients, which can be further reduced
depending on the symmetry of the system. This expression leads to the more familiar relation
between stress and strain, originally summarised by Robert Hooke as Ut tensio, sic vis

σij = Cijklεkl. (3.101)

3.7.2 Elasticity Theory - Point Defect

The introduction of a point defect in an otherwise periodic solid will lead to a force distribu-
tion, ~f(~r) =

∑N
q=1

~F qδ(~r − ~aq), consisting of N forces ~F q acting on position ~aq, with the
defect located at the origin. Another representation which fully characterises the point de-
fect within elasticity theory is the second rank (and symmetric) elastic dipole tensor, defined
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as

Pij =

N∑
q=1

~F qj ~a
q
k. (3.102)

The related point-defect relaxation volume can be expressed as

∆V = SiiklPkl, (3.103)

where the elastic compliances Sijkl are the inverse of the elastic constants, i.e. SijklCklmn =
1
2 (δimδjn + δinδjm). Arguably, the most important quantity of interest is the interaction
energy between a point defect and an external strain field, which is expressed as

Eint = −Pijεextij (~0), (3.104)

and described as the workhorse of the modelling of point defects within linear elasticity. The
name of the elastic dipole tensor is based on it being analogous in nature to the electric
dipole, as it locally distorts the strain field in the crystal [245].
Consider now a simulation box of volume V, the equilibrium volume of the pristine bulk
material. Upon the introduction of a point defect, the variation of the energy can be
described by

E(ε) = E0 + Edef +
V

2
Cijklεijεkl − Pijεij , (3.105)

with E0 the energy of the pristine box, and Edef the (unstrained) defect energy, which can
include both electrostatic and elastic interactions with its periodic images. The residual
stress on the simulation box is expressed as

〈σij(ε)〉 =
1

V

∂E

∂εij
,

= Cijklεkl −
1

V
Pij ,

(3.106)

where the average is taken over different configurations/orientations of the point defect. In
the case where the lattice vectors are kept fixed (ε = 0) the elastic dipole tensor can be
derived from the residual stress

Pij = −V 〈σij〉 . (3.107)

Care should be taken that the unstrained box has no residual stress, if it does, this needs
to be corrected for such that the residual stress in the above expression is solely due to the
introduction of the point defect. In the opposite situation, where a homogeneous strain ε̄
has been applied to cancel the residual stress, the elastic dipole tensor can be derived from
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the residual strain
Pij = VCijklε̄kl. (3.108)

Generally, keeping the lattice parameters fixed is the desired approach, since σ = 0 calcu-
lations require an increased number of force calculatios and an increased precision of the
calculations for ab initio calculations. A final point worth mentioning, is that the elastic
dipole tensor can itself depend on an external elastic field εext, such that the total elastic
dipole can be expressed as

Pij
(
εext

)
= P 0

ij +αijklε
ext
kl , (3.109)

in which P 0
ij is the elastic dipole tensor in the absence of external strain, and αijkl is the so-

called point defect diaelastic polarisability. This equation not only describes the behaviour
of the elastic dipole tensor under an externally applied strain, but it also describes the elastic
interaction between a point defect and the strain fields generated by its periodic images.
The second term scales as 1

r3 and hence the unperturbed elastic dipole tensor P 0
ij can be

extrapolated from a fit of Pij as a function of the simulation box volume.

3.7.3 Ion Migration Activation Enthalpy

We describe the dependence of the ion migration activation enthalpy as a function of strain,
based on Reference 246, and the dependence on stress, based on Reference [247]. Following
Equation 3.104, the activation enthalpy Ha for migration as a function of applied strain can
simply be expressed as

Ha = H0
a − (P ‡ij − Pij)εij ,

= H0
a −∆Pijεij ,

(3.110)

in whichH0
a is the activation enthalpy for migration of a point defect in the absence of strain,

and P and P ‡ are the elastic dipole tensors in the initial and transition state respectively.
The dependence of the activation enthalpy Ha as a function of stress can be described by

∆Ha = −∆Vklσkl, (3.111)

in which σ describes is the stress tensor, and ∆V is the migration volume tensor, the
components of which are computed as

∆Vkl = ∆PijSijkl (3.112)
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Chapter 4

Development of the General Methodology;
Ionic Mobility in the Pristine Structure

4.1 Introduction

Based on our interpretation of the background literature on ionic migration, strain and sta-
bility in Chapter 2, we argue that the effects of strain on the level of ionic migration in
LHPs remain poorly understood. To address this gap in the literature, we will develop a
methodology in the remainder of this chapter that can be used to link the results from
atomistic calculations to a macroscopically observable quantity that can be compared to
experiment. Specifically, we focus on the computation of the ionic mobility tensor, since
LHPs are predominantly used in applications in which they are exposed to a bias voltage,
i.e. when used as active layers in solar cell [248] and LED [249] devices. We do however
note that such fields can be screened by the build-up of charged defects at the interfaces in
such devices [30].
In this thesis, we model the ionic mobility in CsPbBr3, which we consider as a representative
material for the larger class of LHPs. While it is structurally representative of the larger class
of LHPs, it lacks the structural complexity of the asymmetric organic molecule at the A-site,
such that effects as hydrogen bonding and dipole interactions can be neglected. Though
its bandgap of 2.3 eV is substantially higher than those of its hybrid counterparts [250], it
boasts a superior stability compared to other LHPs [86, 188]. An atomistic understanding
of the relative stability of CsPbBr3 can thus be used to improve the stability of other LHP
compositions.
An additional benefit of taking CsPbBr3 as a model system, is that it adopts the low-
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temperature orthorhombic phase with space group Pnma up to a temperature 88◦C, such
that this phase is retained for a large range of operating temperatures. The results we obtain
from DFT simulations, effectively performed at 0K, should thus be representative for the
behaviour at operating conditions. In contrast, most other LHPs undergo at least one phase
transition even before room temperature [251,252]. Nevertheless, several studies have sug-
gested that the higher symmetry phases adopted by LHPs at operating temperatures are in
fact dynamical averages of the orthorhombic phase with space group Pnma [79,85,253]. As
a result, the relevant phase to consider will depend on the frequency of ionic hops relative
to the frequency of transitions between the various orthorhombic structures. Preliminary
results from our work, presented later in this thesis, as well as theoretical evidence pub-
lished elsewhere [85], suggest that the energy barriers for transitions between orthorhombic
structures are of the order of several tens of meV per atom, while the energy barrier for
vacancy hopping is of the order of several hundred meV, thus an order of magnitude larger.
This suggests that vacancy hops should occur on a longer timescale compared to transitions
between different orthorhombic structures. However, regardless of which way this balance
tips, we anticipate that the insights obtained from this larger study can be used to improve
the stability of generic LHP compositions.
Finally, we restrict our study to the migration of caesium and bromide, occupying the A-
and X-sites respectively, since the migration barrier of lead was previously shown to be sig-
nificantly higher [87,254], and which we therefore assume to be effectively immobile. Halide
migration has been studied very widely, and the halide is generally considered to be the
most mobile defect in LHPs [90, 255]. Migration of the A-site cation is considered much
less frequently, and though its migration is considered to be slower than that of the halide
species [256], it has previously been linked to both reversible- and non-reversible performance
losses [35,257] in LHP-based devices. We will therefore focus our study on the computation
of both the bromide and caesium mobility tensors.
In the remainder of this chapter, we will introduce the tools we have developed and used
to compute these mobility tensors. The general methodology is the main workhorse that
will be exploited under different conditions in Chapters 5 to 7. A general overview of the
steps taken in this approach are condensed in a flowchart and shown in Figure 4-1. We
suggest that the reader refers back to the flowchart whilst reading the rest of this chapter,
and perhaps even subsequent chapters, to improve their understanding of how each section
fits in the larger methodology.
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Figure 4-1: Flowchart of the general steps taken to compute the ionic mobility tensor, the
methodology of which is critical for the work in subsequent Chapters 5 to 7.

4.2 Preliminary Testing

4.2.1 Convergence of the Plane Wave Basis Set

The accuracy of the results obtained from DFT calculations depends on the choice of both
k-point mesh and the cutoff energy, as discussed in Section 3.1.7, and the user should always
verify that convergence of the geometry structure with respect to both of these parameters
is reached.
Below, we show a compilation of the convergence of both the total energy (a/b) and the
lattice parameter (c/d) as a function of the cut-off energy and the k-point mesh density.
These results are obtained for CsPbBr3 in the cubic structure with space group Pm3̄m,
which gives similar insight into the convergence but for which the convergence tests are
cheaper to perform in comparison to the orthorhombic structure with space group Pnma.
Firstly, we note that the total energy can be seen to converge poorly with the cut-off energy,
as observed in Figure 4-2a. This is a fairly standard observation and does not pose an issue,
since DFT is typically used to compute total energy differences between structures, which
for a given cut-off energy are generally well-converged. In contrast, Figure 4-2c shows that
the lattice parameter does converge with increasing cut-off energy, as an apparent plateau is
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Figure 4-2: Convergence tests of the computed total energy as a function of cut-off energy
(a) and k-point mesh density (b), and the computed lattice parameter as a function of cut-
off energy (c) and k-point mesh density (d) of cubic CsPbBr3 using the SCAN functional.
Convergence tests of varying cut-off energy are performed for a k-point mesh density of
8×8×8, while convergence tests of varying k-point mesh density are performed using a
cut-off energy of 500 eV.

reached for a cut-off energy of about 250 eV. As can be observed from Figures 4-2b and 4-
2d, both the total energy and lattice parameter give well-converged values from a k-point
mesh density upwards of 6×6×6.
The cut-off energy does not depend on the system size but rather on the chemical compo-
sition. The threshold value for the cubic structure can thus be used for the orthorhombic
structure to obtain equal accuracy. In contrast, the necessary k-point mesh density does
scale with system size. However, the values obtained for the cubic structure can be related
to those of the orthorhombic structure by using the inverse relationship between the recip-
rocal and the real-space lattice, i.e. when the length of a certain lattice vector is increased
by a factor of two, the corresponding number of k-points sampled along that direction can
be halved, thus obtaining a similar k-point mesh density.
The unit cell of the orthorhombic structure with space group is roughly

√
2 as large in the
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[100] and [001] directions, and twice as long in the [010] direction in comparison to the
lattice vector of the cubic unit cell with space group Pm3̄m. For each value of pressure and
strain considered in this thesis, optimisation of both the lattice parameters and the atomic
coordinates of the bulk unit cell of the orthorhombic structure with space group Pnma

was performed until the changes in both the total energy and the Kohn–Sham eigenvalues
between two self-consistent cycles were below 10−8 eV, and the magnitudes of the forces on
the ionic cores were below 0.001 eV Å−1 using a cut-off energy of 600 eV and a k-point mesh
density of 8×6×8, generated automatically according to the Monkhorst–Pack scheme [221],
and corresponding to a k-point mesh density of 12×12×12 for the cubic structure with space
group Pm3̄m. These values are by and large on the safe side of caution, and give credibility
towards the convergence of the lattice parameters and fractional coordinates. Subsequent
calculations of the fractional coordinates of the vacancy structures in the initial and transi-
tions states are performed using supercells generated by the application of a [[2,0,2], [0,2,0],
[-2,0,2]] scaling matrix to the optimised Pnma unit cells at a cut-off energy of 300 eV,
while the Brillouin zone is only sampled at the Γ-point. This corresponds to a k-point
mesh density of 4×4×4 in the cubic cell, which is towards the lower end of the convergence
threshold. However, taking a higher k-point mesh density becomes compuationally unfea-
sible. We do note that in particular the energies (the lattice parameters are not optimised
for these calculations) seem sufficiently well-converged to give credibility towards our results.

4.2.2 Choice of XC Functional

We previously stated that the accuracy and computational expense of solving the Kohn-Sham
equations to a large extent depends on the level of approximation of the exchange-correlation
functional, as discussed in more detail in Section 3.1.6.
In this thesis, the recently developed SCAN (strongly constrained and appropriately normed)
meta-GGA (generalised gradient approximation) exchange–correlation functional [216] is
employed, as it has been shown to outperform other commonly used exchange–correlation
functionals in terms of the lattice parameters of perovskites [258], the local potential energy
surface [259], the pressure-induced phase transitions [260], the geometry and enthalpies of
defects [261] and lattice formation enthalpy [262]. Below we verify that the SCAN func-
tional gives reasonable results in terms of the optimised lattice parameters of the pristine
unit cell, the elasticity tensor and the phase stability of the unit cell with space group Pnma.
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4.2.2.1 Lattice Parameters

First, we compute the lattice parameters of the pristine unit cell of the orthorhombic struc-
ture with space group Pnma, and compare the results to experimental values and to values
obtained using the more established PBE [214] and PBEsol [215] exchange–correlation func-
tionals, both of which are GGA functionals. The results of this comparison are shown in
Figure 4-3, in which the values obtained using the different XC-functionals are shown as red
dots, and experimental values from References 263, 153 and 264 are shown using dashed
blue, black and green lines, respectively.
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Figure 4-3: Comparison of lattice parameters and volume of CsPbBr3 in the orthorhombic
Pnma phase for the PBE, PBEsol and SCAN functionals, compared to experimental val-
ues from References 263, 153 and 264, shown using dashed blue, black and green lines,
respectively.
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As can be seen in the top panel, the volume predicted using the PBE functional is approxi-
mately 5% higher than the experimentally measured value, which is a sign of underbinding,
i.e. making the chemical bonds too long. In contrast, the PBEsol functional predicts a
volume that is approximately 2% too low, which is an indication of slight overbinding. The
experimentally observed lattice volume is most accurately reproduced by the SCAN func-
tional, being only fractionally higher than those observed in experiment.
We observe similar trends in the individual lattice parameters, where the PBE functional
consistently yields the highest values and PBEsol the lowest. In particular, the length of b
in the pristine structure, which we denote as b0, is predicted particularly well by the SCAN
functional, while it is too high for PBE and too low for PBEsol. The values for a0 and c0

predicted by the SCAN functional are further from the experimental values, being 2% too
high and 2% too low, respectively. A similar trend is observed for the PBEsol functional,
which suggests that this might not be an issue with the SCAN functional, but rather a
result of the DFT approximation, which operates effectively at 0K. At such temperatures,
the anisotropy of the equatorial plane, spanned by a and c seems to be higher than that
observed at higher temperatures at which thermal motion can potentially lead to averaging
of a0 and c0. All in all, we conclude that the SCAN functional yields reasonable results
for the lattice parameters, although the anisotropy in the equatorial plane is significantly
enhanced.
Values from several computational studies 3, 265–267 of the lengths of the lattice vectors
of CsPbBr3 in the Pnma phase are shown in Table 4.1, along with the experimental values
reported in Figure 4-3. Similar to what we observed previously, we observe that the PBE
functional tends to strongly overbind, with values of a0, b0 and c0 all larger than the experi-
mentally observed values. The values obtained using the PBEsol functional are much closer
to the experimental values. Interestingly, Reference [265] also observes a strong anisotropy
of the equatorial plane spanned by a and c, similar to our own work, while Reference 266
observes a more or less isotropic equatorial plane, similar to experiment. The differences
could be a result of the fact that the values from the latter study were obtained using the
WIEN2K software package [268], while those from Reference 265 were obtained using the
ABINIT software package [269] and ours were obtained using VASP. While all three of these
software packages employ plane waves to represent the electronic wavefunction, it is unclear
which of these yields the most accurate results, though generally VASP is considered to be
one of the more reliable codes.
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Table 4.1: Values reported for the lengths of the lattice vectors (a0, b0 and c0) of CsPbBr3
in the Pnma phase in the absence of strain. Values from experimental studies are la-
belled ‘Exp.’ while density functional theory studies are labelled according to the exchange–
correlation functional.

Study Method a0 (Å) b0 (Å) c0 (Å)
Rodova et al. [263] Exp. 8.26 11.76 8.21

Stoumpos et al. [153] Exp. 8.24 11.74 8.20
Xue et al. [264] Exp. 8.23 11.70 8.23

This work SCAN 8.42 11.76 8.07
Sadok et al. [265] PBEsol 8.39 11.64 7.98

Ghaithan et al. [266] PBEsol 8.16 11.62 8.12
Kang et al. [3] PBE 8.50 11.89 8.23

Tomanova et al. [267] PBE 8.53 11.97 8.26
Ghaithan et al. [266] PBE 8.56 12.19 8.51

4.2.2.2 Phase Stabilty

As was discussed in more detail in Section 1.1, perovskite structures typically exhibit sig-
nificant octahedral tilting with respect to the cubic aristotype. The various different tilting
patterns were classified by Glazer [77, 78], and an overview of these tilting pattern was
shown in Figure 1-3, in which the tilting patterns that correspond to the phases adopted by
CsPbBr3 were highlighted.
The total energies corresponding to these different tilting patterns have previously been
computed using the PBE functional, and the variation in total energies of these different
tilting patterns was shown to be quite small, with differences no larger than 50meV per
formula unit, apart from the cubic aristotype, the total energy of which was shown to be at
least 50meV per formula unit higher than the tilted structures [79]. To verify these results,
we recomputed the relative energies using the PBE XC-functional and compare our results
to the literature values, as shown in Figure 4-4a. Apart from relatively small deviations,
our computed values agree well with those reported in the literature, indicating that the
structures we have used are indeed correct.
We then compare the total energy differences obtained from calculations using either the
PBE or the SCAN XC-functional, the results of which are shown in Figure 4-4b. The rel-
ative ordering of the different phases is very similar for both functionals. In particular, the
orthorhombic structure with space group Pnma has the lowest energy, along with the or-
thorhombic structure with space group P21/m. The tilting pattern of the structure with
space group Pnma is a+b−b−, while that of the structure with space group P21/m is
a+b−c−. The similar energies indicate that the additional degree of freedom, i.e. the addi-
tional tilting angle, does not further stabilise the structure and confirms that the structure
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with space group Pnma is indeed the ground state structure, regardless of the choice of
functional. For many LHPs, the tetragonal β-phase corresponds to tilting about one of the
three principal lattice directions. For in-phase tilting, the tilting pattern can be written as
a0a0b+ with corresponding space group P4/mbm, while for out-of-phase tilting, the tilting
pattern can be written as a0a0b− with corresponding space group I4/mcm. Interestingly,
the structure with space group I4/mcm is predicted to have a lower energy than the struc-
ture with space group P4/mbm for both functionals, while experimentally the structure
with space group P4/mbm is observed at intermediate temperatures, suggesting that at
such temperatures it has a lower free energy than the structure with space group I4/mcm.
A result for this discrepancy could be that at elevated temperatures also entropic contri-
butions need to be considered, while our results only account for enthalpy contributions.
Moreover, it could also be an indication of a lower transition barrier for transitions that
average out the in-phase tilts, rather than the out-of-phase tilts, thus resulting in slightly
different forms of dynamical averaging over the lower-symmetry orthorhombic structures
with space group Pnma, though this hypothesis is not confirmed by calculations shown
previously in Figure 1-5. Overall, these results nonetheless confirm the feasability of using
the SCAN XC-functional in modelling the orthorhombic unit cell with space group Pnma
of CsPbBr3.
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Figure 4-4: Total energies per formula unit (f.u.) of CsPbBr3 for different phases, relative
to the energy of the aristotype. In (a), relative energies are computed using PBE (red)
and compared to literature values (blue) from Reference 79. In (b), relative energies are
compared between the PBE and SCAN exchange–correlation functionals. Computed ener-
gies correspond to unit cells, fully converged using a cut-off energy of 500 eV, and k-point
mesh densities equivalent to a density of 8×8×8 for the cubic aristotype, but scaled down
to match the relative size of the unit cell.
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4.2.2.3 Elasticity Tensor

To verify that the SCAN XC-functional is able to accurately predict the elasticity of CsPbBr3,
we compute the elasticity tensor of CsPbBr3 in the orthorhombic phase with space group
Pnma, based on the Hessian matrix derived from calculations of finite displacements. We
compare the PBE, PBEsol and SCAN XC-functionals, using a cut-off energy of 400 eV and a
4 × 3 × 4 Γ-centered k-point mesh, generated automatically according to the Monkhorst-
Pack scheme. The resulting components of the elastic tensor are shown in Table 4.2.

Table 4.2: Components of the elasticity tensor of CsPbBr3 in the Pnma phase.

XC-functional C11 C22 C33 C44 C55 C66 C12 C13 C23

PBE (this work) 27.3 29.9 7.8 5.0 8.5 5.8 11.2 15.6 6.1
PBEsol (this work) 24.2 44.9 19.2 5.8 14.7 7.0 11.5 13.6 12.2
SCAN (this work) 33.2 42.0 27.6 6.1 16.5 7.8 12.2 20.9 12.2
optB86b-vdW [55] 33 40 21 7 14 8 12 20 13

The upper bounds of the bulk and shear moduli, corresponding to the isostrain Voigt aver-
ages, can be derived from the components Cij of the elasticity tensor C, while the lower
bounds of the bulk and shear moduli, corresponding to the isostress Reuss averages, can be
derived from the components Sij of the compliance tensor S, which is the inverse of the
elasticity tensor 270. These values can be expressed as follows:

BVoigt =
C11 + C22 + C33 + 2 (C12 + C13 + C23)

9

BReuss =
1

S11 + S22 + S33 + 2 (S12 + S13 + S23)

GVoigt =
C11 + C22 + C33 − (C12 + C13 + C23) + 3 (C44 + C55 + C66)

15

GReuss =
15

4 (S11 + S22 + S33)− 4 (S12 + S13 + S23) + 3 (S44 + S55 + S66)
.

(4.1)

A reasonable estimate of both the bulk and shear moduli can be derived by averaging over
the upper and lower bounds

Bavg =
BVoigt +BReuss

2

Gavg =
GVoigt +GReuss

2
,

(4.2)
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from which the Poisson ratio ν can be computed as

ν =
3Bavg − 2Gavg

6Bavg + 2Gavg
. (4.3)

Finally, Young’s modulus can be derived using Equation (2.5). The resulting bulk moduli,
and their comparison to values in the literature are shown in Table 4.3.

Table 4.3: Elastic moduli of CsPbBr3 in the Pnma phase.

E B G ν

PBE 4.1 3.3 1.6 0.30
PBEsol 20.6 17.3 7.9 0.30
SCAN 23.3 21.4 8.9 0.32

optB86b-vdW [55] 20.7 19.9 7.8 0.32

While the elastic moduli derived using the PBE XC-functional are very low compared to
values obtained from the literature, in the range 16.9–23.5GPa, described in more detail in
Section 2.2.1, the elastic moduli from both the PBEsol and SCAN XC-functionals compare
well to the experimentally and theoretically measured and calculated elasticity components,
thus giving credibility to results obtained using either of these functionals, in particular the
SCAN XC-functional used predominantly in this thesis.

4.3 Connectivity of the Sublattices in the Orthorhombic Phase with

Space Group Pnma

In general, perovskite structures of stoichiometry ABX3 are formed of corner-sharing octa-
hedra of X anions, with B cations at their centres and A cations in the voids between them.
The perovskite structure of highest symmetry, the so-called ‘aristotype’, is a cubic structure
with space group Pm3̄m, and a unit cell that contains a single ABX3 formula unit. Lower
symmetry perovskite structures are considered primarily as the result of the tilting of neigh-
bouring octahedra away from their alignment in the Pm3̄m structure, either in the same
direction (in-phase) or opposite directions (out-of-phase) about the three axes defined by
the lattice vectors. In common with other technologically relevant LHPs, such as MAPbI3,
MAPbBr3 and FAPbBr3 [271–273] (where MA stands for methylammonium, and FA for
formamidinium), CsPbBr3 adopts an orthorhombic Pnma structure at low temperatures in
which the octahedra are tilted in-phase about the [010] (longest) lattice vector, and out-of-
phase about the other two lattice vectors (a−b+a− in the notation of Glazer [77]), resulting
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in a unit cell that contains four ABX3 formula units. We now look at the implications of
the lower symmetry of the orthorhombic structure with space group Pnma on the topology
of the bromide and caesium sublattices.

4.3.1 Connectivity of the Bromide Sublattice

The lower symmetry of the orthorhombic Pnma structure with respect to the cubic Pm3̄m
structure can immediately be seen to have significant implications for anion vacancy mi-
gration, which are nevertheless not always considered. Most obviously, while all anion sites
are symmetrically equivalent in the Pm3̄m structure, a schematic representation of which is
shown in Figure 4-5, they are partitioned into two subsets of symmetrically equivalent sites
in the Pnma structure. The two types of site, represented by white and black spheres in
Figure 4-6, correspond to the 4c and 8d Wyckoff positions, and we refer to anion sites as
being either apical or equatorial, respectively, depending on their Wyckoff position. How-
ever, this does not provide a complete picture of the effects on anion vacancy migration of
the lower symmetry of the Pnma structure, since migration takes place via sequential hops
between pairs of anion sites. In order to illustrate this point, we consider the pairs of sites
which, when connected, describe the edges of the PbBr3 octahedra.
The points at the centre of each octahedron, which are occupied by lead ions, correspond
to special Wyckoff positions of the relevant space group in both the cubic Pm3̄m and the
orthorhombic Pnma structures, meaning that the points are left invariant by at least one
symmetry operation of the space group (in addition to the trivial identity operation); further-
more, in both phases, the points correspond to a single Wyckoff position of the space group,
and as a result, we can focus on the twelve pairs of bromide sites of a single octahedron.
In the Pm3̄m structure, the point at the centre of an octahedron corresponds to the 1a
Wyckoff position, for which the full point group symmetry of the lattice is retained; in par-
ticular, consideration of the three 4-fold rotational axes of symmetry passing through that
point is sufficient to demonstrate that all twelve pairs of bromide ions are symmetrically
equivalent, and indeed, in the Pm3̄m, they are first nearest neighbours (1-NN) to each
other. The 1-NN pairs of bromide ions in the Pm3̄m structure are connected by sticks in
Figure 4-5, with the sticks being coloured the same since they are all symmetrically equiva-
lent.
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Figure 4-5: Visual representation of the sets of Br-SEPS in the aristotype of CsPbBr3 at
0.0 GPa. The bromide sites are represented by black spheres. First nearest neighbor (1-NN)
symmetrically equivalent pairs of sites (SEPS) are shown connected with blue sticks. The Cs
and Pb atoms are not explicitly shown, but the latter are represented by the solid octahedra.

In the Pnma structure, the point at the centre of an octahedron corresponds to the 4a
Wyckoff position, which retains inversion symmetry only (in addition to the identity). As a
consequence, the twelve pairs of bromide ions are not all symmetrically equivalent; instead,
each pair belongs to one of six sets of symmetrically equivalent pairs of sites (SEPS). The
1-NN pairs of bromide ions in the Pnma structure are connected by sticks in Figure 4-6, with
the sticks being coloured according to which of the sets of SEPS the pairs belong. Despite
the fact that the distances between pairs of bromide ions belonging to different sets of SEPS
are not (necessarily) identical, we retain the same 1-NN terminology when referring to them
due their relationship to the cubic Pm3̄m structure. As can be seen in Figure 4-6, four of the
sets of SEPS consist of pairs of equatorial and apical anion sites, and we describe hops of
a vacancy between such pairs as either apical-to-equatorial (A-to-E), or equatorial-to-apical
(E-to-A), depending on the initial and final site of the hop. The remaining two sets of
SEPS consist of pairs of equatorial sites, and we refer to the hops in those cases as being
equatorial-to-equatorial (E-to-E).
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Figure 4-6: Structure of the Pnma phase of CsPbBr3, at 0.0 GPa, shown from two different
perspectives. Only the bromide anions are shown, with the apical and equatorial bromide
sites represented by white and black spheres, respectively. First nearest neighbour (1-NN)
symmetrically equivalent pairs of sites (SEPS) are connected with sticks of the same colour,
which follow the edges of the PbBr3 octahedra; see text for details.

4.3.2 Connectivity of the Caesium Sublattice

A visual representation of the connectivity of the Cs sublattice is shown in Figure 4-7 for
the cubic aristotype with space group Pm3̄m, and in Figure 4-8 for the orthorhombic phase
with space group Pnma phase. In both phases, the Cs sites, represented by pink spheres,
correspond to a single Wyckoff position (meaning they are all symmetrically equivalent with
respect to the space group of the structure). As a result, we can focus on the neighbours
of a single Cs site to establish the relevant pairs of sites between which hops can occur.
In the Pm3̄m phase, Cs occupies the the 1b Wyckoff position of the Pm3̄m space group. The
full point group symmetry of the lattice is retained at the 1b Wyckoff position. As a result,
all of the first nearest neighbour (1-NN) Cs sites, of which there are six, are symmetrically
equivalent. The corresponding pairs of 1-NN Cs sites are connected by red sticks in Figure 4-
7. In the Pnma phase, Cs occupies the 4c Wyckoff position of the Pnma space group, which
is a special point with mirror symmetry about the (010) plane. Though the six nearest
neighbours are no longer equidistant, we will refer to them as the first nearest neighbour
(1-NN) atoms because of their topological similarity with respect to the cubic phase with
space group Pm3̄m. By virtue of the symmetry of the Pnma space group, the pairs of
nearest neighbours can be grouped in three sets of symmetrically equivalent pairs of sites
(SEPS). These different sets of SEPs are represented by colour-coded sticks in Figure 4-8.
This partitioning can also be understood more intuitively. Relative to the aristotype, the
fractional coordinates of the caesium atoms are shifted by a small amount of ±∆x and

76



CHAPTER 4. DEVELOPMENT OF THE GENERAL METHODOLOGY; IONIC
MOBILITY IN THE PRISTINE STRUCTURE

Figure 4-7: Visual representation of the sets of Cs-SEPS in the aristotype of CsPbBr3 at
0.0 GPa. The caesium sites are represented by pink spheres. First nearest neighbor (1-NN)
symmetrically equivalent pairs of sites (SEPS) are shown connected by red sticks. The Pb
and Br atoms are not explicitly shown, but are represented by the solid octahedra.

±∆z in the equatorial plane, while their fractional coordinates along b remain fixed at 1/4 or
3/4, such that mirror symmetry along [010] is retained. This mirror symmetry is responsible
for making two of the nearest neighbours, with displacement vectors of [±2x,±1/2,±2z]
and represented by green sticks in Figure 4-8, equivalent. The four remaining nearest
neighbours lie in the equatorial plane. Because of the symmetry of the glide operation
[1/2 + x, y ,1/2 − z] (a full list of the symmetry operations can be found in Table 6.2),
the remaining neighbours can be shown to be displaced by either one of two displacement
vectors, namely [±1/2, 0,±(1/2+2z)] or [±1/2, 0,±(1/2−2z)], such that the distance between
two sites along [001] is either increased (corresponding to the red sticks in Figure 4-8) or
decreased (corresponding to the blue sticks in Figure 4-8) by an amount 2z. In both cases
of the bromide and caesium sublattice connectivity, our own observations were confirmed by
the path mapper algorithm, as implemented in pymatgen-diffusion [274], an add-on to the
pymatgen package [275].

77



CHAPTER 4. DEVELOPMENT OF THE GENERAL METHODOLOGY; IONIC
MOBILITY IN THE PRISTINE STRUCTURE

Figure 4-8: Schematic representation of the connectivity of the Cs sublattice in pristine
CsPbBr3 in the orthorhombic phase with space group Pnma. The caesium sites are rep-
resented by pink spheres. First nearest neighbor (1-NN) symmetrically equivalent pairs of
sites (SEPS) are shown as sticks of the same color. The Pb and Br atoms are not explicitly
shown, but are represented by the solid octahedra.

4.4 Migration Enthalpies

4.4.1 Bromide Migration

Now that we have established the connectivity of the pairs of sites in the bromide and caesium
sublattices, we move on to consider hops of vacancies between them. Since ionic migra-
tion in LHPs is typically assumed to be vacancy-mediated [87, 118–120, 254, 276–278], we
thus present a quantitative analysis of the migration of charged vacancies in bulk CsPbBr3,
starting with the bromide vacancy. The analysis is restricted to the migration of bromide va-
cancies in their positive charge state, since that charge state has been shown in a number of
studies to be favourable for Fermi levels within the majority of the band gap [3,250,279–281].
In order to obtain the activation energies associated with hops of these positively charged
bromide vacancies, we need to relax the structures associated with the initial, transition and
final states corresponding to the hop between a pair of lattice sites.
In order to obtain relaxed structures for the initial and final states, calculations involv-
ing bromide vacancies were performed using supercells generated by the application of a
[[2,0,2],[0,2,0],[-2,0,2]] scaling matrix to the optimised Pnma unit cells for each value of
hydrostatic pressure, resulting in stoichiometric supercells containing 64 formula units, or
320 atoms. Following the introduction of a positively charged bromide vacancy into (i.e.
the removal of a negatively charged bromide ion from) each supercell, the internal coor-
dinates of the remaining atoms were optimised until the changes in both the total energy
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and the Kohn–Sham eigenvalues between two self-consistent cycles were below 10−6 eV, and
the magnitudes of the forces on the ionic cores were below 0.01 eVÅ−1. For the supercell
calculations, a plane-wave cutoff energy of 300 eV was employed, and the Brillouin zone was
sampled at the Γ-point only. The lattice vectors were kept fixed at the values determined
previously for the pristine bulk, thus neglecting the p∆V contribution to the change in en-
thalpy, as is commonly done when considering solid state systems [282,283].
In order to obtain the transition state for all 1-NN sets of SEPS, the minimum enthalpy paths
taken by a vacancy as it hops between a pair of sites belonging to each set were calculated
using the CINEB method, following which the transition state structures were optimised fur-
ther using the dimer method. To calculate the minimum enthalpy paths for an anion to hop
between pairs of sites, climbing image nudged elastic band (CINEB) calculations were per-
formed using the VASP Transition State Tools (VTST) package [227,228]. Each path was
evaluated using four structural images, and the optimisation was performed using a spring
constant of 5 eV/Å2, until the changes in both the total energy and the Kohn–Sham eigen-
values between two self-consistent cycles were below 10−6 eV, and the magnitudes of the
forces on the ionic cores were below 0.05 eVÅ−1. Subsequently, the transition state struc-
tures were optimised further using the dimer method [230, 233] until the changes in both
the total energy and the Kohn–Sham eigenvalues between two self-consistent cycles were
below 10−6 eV, and the magnitudes of the forces on the ionic cores were below 0.02 eVÅ−1.
For both the CINEB and dimer calculations, a plane-wave cutoff energy of 300 eV was used,
while the Brillouin zone was probed solely at the Γ-point.
The paths are non-linear in general, and in particular they should not be confused with
the sticks in Figure 4-6. A schematic representation of a representative mininum enthalpy
path is shown in Figure 4-9b, which appears to be curved, in accordance with reports made
elsewhere [87]. The resulting potential energy profiles of the minimum enthalpy paths are
shown in Figure 4-9a. Relative to the Pm3̄m structure, the reduced symmetry of the Pnma
structure is apparent in the non-negligible spread in transition state enthalpies for hops be-
tween pairs in different sets of SEPS. Their magnitudes, in the range 0.23–0.34 eV, are in
line with values reported for CsPbBr3 based on experimental measurements [115, 116] and
theoretical calculations of anion vacancy migration in the higher symmetry tetragonal and
cubic phases [70,120], though substantially lower than the value of 0.65 eV also reported for
the cubic phase [122].
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(a) (b)

Figure 4-9: (a) Schematic representation and (b) potential energy profiles of the minimum
enthalpy paths of a positively charged bromide vacancy and hopping between a pair of sites
belonging to each of the sets of 1-NN SEPS.

4.4.2 Caesium Migration

Similar to the migration of the anion, the migration of the A-site cation is typically con-
sidered to be vacancy-mediated [87, 284]. Here we thus compute the activation enthalpy
associated with the hopping of a caesium vacancy between a representative pair of sites
for each of the three sets of SEPSs. The analysis is restricted to the migration of caesium
vacancies in their negative charge state, since that charge state has been shown in a number
of computational studies to be favorable for Fermi levels within the majority of the band
gap [3,250,281]. Again, the minimum enthalpy paths taken by a vacancy as it hops between
a pair of sites belonging to each set were calculated using the CINEB method, following
which the transition state structures were optimised further using the dimer method.
The potential energy profiles of the minimum enthalpy paths of a negatively charged cae-
sium vacancy hopping between a representative pair of sites is shown as a function of the
cumulative distance between images for all atoms (the reaction coodinate) for each of the
three sets of SEPS at 0.0 GPa in Figure 4-10a. The colours correspond to the pairs of sites
connected by sticks in Figure 4-8. We find activation enthalpies for negatively charged Cs
migration in the range 0.69–0.87 eV, which is similar to values of 0.70 eV previously obtained
for CsPbBr3 in the tetragonal phase [120], and to values of 0.84 eV for V−MA migration in
MAPbI3 [87].
Looking forward, we note that in our study of the effects of hydrostatic pressure, which we
will be discussed in the next chapter, we find the transition by first convering the CINEB
calculation, after which the dimer method is used to further optimise the transition state.
In our studies of the effects of biaxial and uniaxial strain, we omit the CINEB calculation
and directly optimise the transition state using the dimer method, taking the fractional
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Figure 4-10: Potential energy profiles (a) and schematic representation (b) of the minimum
enthalpy paths of a negatively charged caesium vacancy hopping between a pair of sites
belonging to each of the sets of 1-NN SEPS. Potential energy profiles shown as a function
of the cumulative distance between images for all atoms (the reaction coodinate).

coordinates from the calculation in a preceding strain state as an initial guess.

4.5 Attempt Frequencies

We then compute the attempt frequencies associated with each transition, as described in
more detail in Section 3.2.3. In calculating the attempt frequency νji, which is defined by
equation 3.66, we make the approximation of considering the degrees of freedom of the
moving ion alone [285–287], such that:

νji ≈

3∏
n=1

(ν∗)i,n

2∏
n=1

(ν∗)‡ji,n

, (4.4)

in which (ν∗)i,n and (ν∗)‡ji,n are the frequencies of the nth real (i.e. non-imaginary) mode
of vibration of the moving ion in the initial and transition states, with all other ions held
fixed.
The Hessian matrices from which the vibrational frequencies were derived were calculated
using finite displacements of 0.015Å. For bromide migration, we computed attempt fre-
quencies in a range of 1.61–2.60THz, while for caesium migration, the attempt frequencies
were observed in a range of 0.84–0.86THz. Interestingly, we note that the attempt fre-
quencies for bromide migration span the same range as those features in experimentally
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measured Raman spectra that have been assigned to vibrations involving the PbBr3 octa-
hedra [123,264,288–290].
Looking forward, we note that in our study of the effects of hydrostatic pressure, which we
will be discussed in the next chapter, we compute the vibrational frequencies using Hessian
matrices that were calculated using finite displacements of 0.015Å. There is only one set
of SEPS for which we make an exception, described in more detail in the next chapter,
and for which we use smaller finite displacements. In our studies of the effects of biaxial
and uniaxial strain, we therefore change our methodology slightly, and compute the vibra-
tional frequencies using Hessian matrices that were calculated using finite displacements of
0.010Å.

4.6 Setting Up the Kinetic Model

In our methodology, bromide vacancy migration is modelled using a kinetic scheme [222,
291,292]—i.e. a discrete state, continuous time Markov chain—in which each of the states
corresponds to a vacancy occupying a given site in the unit cell. The dependent variables
in the kinetic scheme are the probabilities of each site being occupied by a vacancy, the
time evolution of which is governed by a master equation, expressed previously in Equation
3.43: d~p

dt = Q~p. Q is the transition rate matrix, each element Qji of which is the rate
(probability per unit time) for a vacancy at site i to hop to site j. If sites j and i 6= j are
considered to be connected in the model, taking periodic boundary conditions into account,
then Qji is computed according to the formula of harmonic transition state theory [223],
introduced more generally in Equation 3.48:

Qji =

N∏
n=1

νi,n

N−1∏
n=1

ν‡ji,n

exp
(
−β∆H‡ji

)
= νji exp

(
−β∆H‡ji

)
, (4.5)

in which νi,n and ν‡ji,n are the frequencies of the nth real (i.e. non-imaginary) mode of
vibration of the system in the initial and transition states, ∆H‡ji is the activation enthalpy
of the hop, and β = (kBT )−1. In calculating the attempt frequency νji we make the
approximation of considering the degrees of freedom of the moving ion alone [285–287], as
defined by Equation (4.4). If sites j and i 6= j are instead considered to be disconnected,
then Qji is set to zero. Finally, in order to preserve the normalisation of ~p, the diagonal
elements of Q must be set equal to the sum of all other elements in their corresponding
column, so that Qjj = −

∑
i 6=j Qji.
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We wish to calculate the mobility tensor, µµµ, which is defined by Equation 3.93 ~vd = µµµ ~E,
in which ~vd is the drift velocity of the bromide vacancies, which develops in response to an
electric field ~E, and therefore the influence of an electric field must be incorporated into the
kinetic scheme. This is done by considering the activation enthalpy (Ha)ji for each hop of
a vacancy from site i to site j 6= i as the sum of two terms:

∆H‡ji(
~E) = ∆H‡ji(0) + q

(
~r ‡ji − ~ri

)
· ~E, (4.6)

where the first term, ∆H‡ji(0), is the (zero-field) activation enthalpy described previously.
The second term, which takes into account the work done by, or against, the electric field
in attaining the transition state, follows from the single-ion approximation such that it is
equal to the difference between the position vector of the moving anion in the transition
state, and the position vector of the same anion in the initial state, multiplied by its charge
q. We note that this approach, which is essentially the same as that originally adopted by
Mott and Gurney [240], is valid only in the low-field regime, and for stronger electric fields,
non-linear effects must be taken into account [241, 242]. The mobility is a steady state
quantity, so we need to solve the steady state version of Equation 3.43:

d~p

dt
= ~0 = Q~p. (4.7)

If vacancy–vacancy interactions are neglected, corresponding to the dilute limit, then Q does
not depend on the state of the system, and is therefore constant in time. This renders the
problem sufficiently simple that Equation 4.7 can be solved directly by finding the eigenvector
of the rate matrix with eigenvalue 0, which corresponds to the stationary distribution ~π. In
general, the number of hops of a vacancy from site i to j per unit time (the flux) is Qjipi,
and the steady state drift velocity, ~vd, is simply the sum of the steady state fluxes multiplied
by the displacement vectors associated with each hop, ~rj − ~ri:

~vd =
∑
i

∑
j 6=i

Qjiπi(~rj − ~ri). (4.8)

4.6.1 Details of the Calculations

In our application of the kinetic scheme to anion vacancy migration in CsPbBr3, the num-
ber of states, and their topology, are based on a [[1,0,1],[0,1,0],[-1,0,1]] supercell of the
anionic sublattice of the orthorhombic Pnma unit cell. As a result, the number of states
is 24, corresponding to the 24 bromide sites in the supercell, and the resulting transition
rate matrix Q has 24×24 elements. In our application of the kinetic scheme to caesium
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vacancy migration in CsPbBr3, the number of states, and their topology, are based on a
[[2,0,0],[0,2,0],[0,0,2]] supercell of the Cs sublattice of the orthorhombic Pnma unit cell. As
a result, the number of states is 32, corresponding to the 32 caesium sites in the supercell,
and the resulting transition rate matrix Q has 32×32 elements.
In both cases, many of the elements are set to zero because the corresponding pair of sites
are considered to be disconnected, but activation enthalpies are required for those that are
connected. In the absence of a field, the number of non-identical elements is equal to the
number of sets of SEPS, plus an additional value for each set of SEPS for which the forward
and reverse activation barriers are different. In general however, the position vector of the
moving ion in the transition state (in addition to its position vector in the initial state) is
required to calculate the effect of the electric field (see Equation 4.6). For most pairs of
sites, the transition state is not known, since CINEB and dimer calculations were performed
for just one pair of each set of SEPS. In those cases, the symmetry operations of the Pnma
space group were used to obtain the transition state structure from that of the pair from
the same set of SEPS for which it was calculated using DFT as described above. The
symmetry operations of the Pnma space group were obtained using the spglib symmetry
module [293], as implemented in pymatgen [275].
At a temperature of 300K, a field was applied along the crystalline axes [100], [010] and
[001] in turn, which correspond to the principal axes of µµµ, thereby obtaining ~vd. We use a
value for | ~E| of 2×106 Vm−1, which is comparable to experimental values, and which we
verify to be well within the regime in which ~vd scales linearly with | ~E|, and the charge of
the bromide vacancy was assumed to be its formal value of −1.0e [294].

4.7 Mobility Tensor Results

4.7.1 Bromide Mobility

Having described the kinetic model, we are now able to compute the macroscopic mobility
tensor, µµµ, using the results of the activation energies and attempt frequencies obtained
previously. Starting with the bromide vacancy mobility, we find that the principal axes of
µµµ are parallel to the orthorhombic lattice vectors, with corresponding values of the mobility
of 2.2, 4.3, 3.2×10−6 cm2 V−1 s−1, in the [100], [010] and [001] directions respectively.
Since no data on ion mobility in CsPbBr3 have been reported, we compare the results
of the calculations with experimentally obtained data for MAPbI3, in which ion mobility
has been measured using a variety of techniques. Values of the anion mobility at room
temperature have been reported in the range 1.2×10−9–9.1×10−7 cm2 V−1 s−1 [295–297].
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Our calculated values are slightly greater than the largest of those values, which is not
unexpected given that the model corresponds to vacancy migration in the perfectly periodic
bulk of a single crystal, in the dilute limit.
A decomposition of the computed mobility values into relative contributions from each of
the six sets of 1-NN SEPS, plotted in Figure 4-11a, shows that multiple sets contribute to
the mobility in each of the principal directions. The overall effect is to produce a mobility
tensor which is essentially isotropic. On the other hand, taking any one of the computed
activation enthalpies, and calculating the mobility at 300 K simply via the Arrhenius equation
and Einstein relation, leads to values which vary by two orders of magnitude, emphasising
the importance of taking the connectivity of bromide sublattice into account.

4.7.2 Caesium Mobility

Similar to the case of the bromide mobility, also for the caesium mobility the principal axes
of µµµ are found to be parallel to the orthorhombic lattice vectors, with corresponding values
of the mobility of 1.9× 10−13, 3.4× 10−16 and 4.8× 10−15 cm2 V−1 s−1, in the [100], [010]
and [001] directions, respectively. No experimental data was found for cation mobility in
LHPs, and hence we compare our computed values to experimentally observed diffusion
coefficients D of MA migration in MAPbI3 [256, 298–302], which we assume relate to the
ionic mobilities µ through the well-known Einstein–Smoluchowski equation

D = µkBT, (4.9)

and for which we use a temperature of 300K. The experimental values for the mobility thus
obtained span a range of 4×10−14–8×10−6 cm2 V−1 s−1. Our results are towards the lower
end of this wide range of values. We note that many of the reported values are obtained
from annealed samples, and in the subsequent chapters we show that the mobility of the
A-site cation is particularly sensitive to the strain resulting from such annealing steps, such
that the mobility can be increased by several orders of magnitude.
Again, a decomposition of the computed mobility values into relative contributions from
each of the three sets of 1-NN SEPS, plotted in Figure 4-11b, shows that multiple sets
contribute to the mobility only for mobility along [001]. The mobility along the apical [010]
direction is dominated by the set of SEPS depicted in green, while the mobility along [100]
is dominated by the set of SEPS depicted in blue. This makes sense intuitively, looking
at the schematic representation of the connectivity of the caesium sublattice, shown in
Figure 4-8. The lattice is fully connected along [010] by the set of SEPS depicted in green.
The equatorial plane is spanned by the sets of SEPS depicted in blue and red. Along the
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[001] direction, a hopping vacancy encounters transitions corresponding to either of these
sets alternatively, leading to an almost equal 50% contribution to the mobility along this
direction both sets of SEPS. The deviation from 50% is solely based on the difference in
hopping distances. In contrast, the [100] direction is fully connected for both sets of SEPS
in parallel ‘highways’. In this case, the mobility is dominated by the set of SEPS with the
lowest corresponding activation enthalpy, which is the set of SEPS depicted in blue.
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(a) Bromide mobility decomposition.
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(b) Caesium mobility decomposition.

Figure 4-11: Decomposition of the mobility tensor in terms of the contribution of the
individual sets of SEPS.

4.7.3 Sanity Checks

We have performed several checks along the way to verify the correct behaviour of our
kinetic model. For example, we have verified the steady-state occupation probability vector,
which we compute as the eigenvector of the rate matrix Q corresponding to an eigenvalue
of zero, by comparing it to the steady-state occupation probability by explicitly solving the
time-dependent master equation

d~p

dt
= Q~p. (4.10)

To avoid the complication of the two symmetrically inequivalent sites in the bromide sub-
lattice, we show the results for the occupation probability of the caesium sites for several
representative states in Figure 4-12. The steady-state occupation probability derived from
the eigenvector is shown as a dashed line at a value of 0.03125, which corresponds, as
expected, to an equal distribution among the 32 states in our model. We find that the
occupation probabilities of several representative states, shown by the coloured lines, in-
deed converge to the same value of 0.03125, suggesting that both approaches to obtain the
steady-state occupation probability yield similar results.
To verify the correct behaviour also for the bromide states, we compute the equilibrium
distribution, i.e. the steady-state occupation probability in the absence of a field, and find
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that it equals the Boltzmann distribution based on the difference in total energy of the apical
and equatorial sites.
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Figure 4-12: Average occupation of a fully connected 2x2x2 supercell of Cs migration in
the orthorhombic Pnma phase in the absence of an electric field. Dashed lines indicate
the equilibrium occupation probability obtained via the eigenvector method, which yields an
average occupation of all Cs sites.

To verify that our choice of applied potential is sufficiently low such that we compute the
mobility tensor in the linear regime, we note that in general the drift velocity scales with

~vd ∝ sinh

(
|z|eEdi
2kBT

)
, (4.11)

with |z| the nominal charge of the moving ion, e the electron charge, E the field strength,
di the displacement vector of the moving ion, kB the Boltzmann constant and T the tem-
perature [240, 241, 303]. For small enough fields, such that |z|eEdi � 2kBT , the term
sinhx ≈ x, such that the drift velocity is linear with the field. We show the components
of the bromide and caesium mobility tensors as a function of the applied potential in Fig-
ure 4-13, assuming a layer thickness of 500µm. In both cases, we find that the non-linearity
becomes apparent at voltages around 100V, which is much higher than the value of 1 V
which we use to compute the mobility tensor, confirming that we are indeed probing the
mobility in the linear regime.
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Figure 4-13: Components of the mobility tensor as a function of applied potential. For both
bromide and caesium, the linear regime is probed up to an applied potential of about 100V.

While developing the methodology, we have performed several other tests to verify correct
behaviour of the kinetic scheme, to name a final few

• In the absence of a field, detailed balance is obeyed, i.e. Qjip0
i = Qijp

0
j .

• In the absence of a field, the drift velocities are zero, as are the components of the
mobility tensor.

• We obtain the same drift velocity by explicitly applying a field along a generic direction,
as we do from ~vd = µµµ ~E when using the same field in combination with the mobility
tensor obtained by applying fields along [100], [010], [001].

• By only including transitions into or out of a periodic supercell, and multiplying the
cumulative transition rates with the supercell lattice vector, we are able to coarse grain
the kinetic scheme and get identical drift velocities and mobility tensor components.

All of these tests resulted in the expected behaviour, which gives us confidence in the
outcomes of the kinetic scheme. This list of tests is however not exhaustive, and more tests
could be designed and performed to further verify its behaviour.
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4.8 Conclusion

In this chapter, we have introduced the general methodology, which we previously sum-
marised schematically in Figure 4-1, to compute the ionic mobility tensor using input from
ab initio calculations. It is the main workhorse to obtain the results shown in Chapters 5
to 7. To reiterate our approach; we first relax the lattice vectors and internal coordinates of
the unit cell of the orthorhombic structure under the strain constraints. We then generate a
supercell with 320 atoms, and subsequently introduce vacancies in order to relax structures
corresponding to the initial, final and transition states for ion vacancy transitions between
symmetrically inequivalent pairs of sites. Together with the activation enthalpies thus ob-
tained, the vibrational frequencies of the moving ion in these relaxed structures are then
computed so as to derive the attempt frequencies. The results are then used as input to the
rate matrix at the heart of our kinetic model. By applying fields along the three directions
[100], [010] and [001] we are then able to compute the drift velocities in the steady-state,
and from them derive the full mobility tensor.
By repeating these same steps for different strain states, we are then able to find trends in
the mobility as a function of strain. We use the same methodology for each strain state in
the remainder of this thesis. Specifically, we use the exact same parameters as described
in this chapter in terms of cut-off energy and k-point mesh density. The only change we
make is that for the studies on biaxial and uniaxial strain and for one set of SEPS in our
study on hydrostatic pressure, the Hessian matrices from which the attempt frequencies
of vacancy hopping were derived were calculated using finite displacements of 0.010Å, in
contrast to the value of 0.015Å previously introduced. The reason for this is that we pre-
viously found that in some cases a reduction in the finite displacement resulted in a more
consistent appearance of the imaginary mode at the transition state, whereas such a mode
would sometimes appear absent for the higher finite displacement of 0.015Å.
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Chapter 5

Effect of Hydrostatic Pressure on Ionic
Mobility

5.1 Introduction

In the following chapter, we take a first step in providing an understanding of the effects of
strain on mass transport in LHPs. Arguably, the most unbiased means of inducing strain is
through the application of hydrostatic pressure, which is typically exerted using a diamond
anvil cell with the perovskite submerged in a pressure transmitting medium [51,61,152].
Though pressure is unlikely to be a viable approach to tune the properties of perovskite
layers under operation, applying hydrostatic pressure does nevertheless provide an easily
controllable and continuously tunable knob to alter the perovskite, and as such can yield
useful insights into the general properties of perovskites under strain. Indeed, the effects of
pressure on the electronic properties of LHPs have been the subject of a number of experi-
mental studies [57,58,61,304–308], and theoretical calculations have provided explanations
for the observed behaviour in terms of the different modes of structural distortion, and their
effects on inter-ionic bond lengths and bond angles [63–68].
However, despite a number of recent studies indicating that the ionic conductivity of LHPs
is significantly affected by pressure [69,70,197], an atomistic understanding of the influence
of strains, resulting from such stresses, on ionic migration in LHPs is largely lacking. Fur-
thermore, for the oxide perovskites, it is well established that pressure modifies activation
enthalpies for oxygen vacancy migration significantly [309, 310]. Given the soft nature of
LHPs, such effects are likely to be at least as significant in these materials as in their oxide
counterparts.

90



CHAPTER 5. EFFECT OF HYDROSTATIC PRESSURE ON IONIC MOBILITY

In this chapter, we present a quantitative analysis of the effects of hydrostatic (i.e. isotropic)
pressure, as the simplest form of stress, on the migration of bromide and caesium vacancies
in CsPbBr3.

5.2 Structural Response

We now go on to examine the structural response of the pristine lattice to applied pressure.
Hydrostatic pressure in the range 0.0–2.0 GPa was applied to the orthorhombic unit cell in
steps of 0.4 GPa, and the lattice parameters and internal coordinates of the atoms were
allowed to relax while the space group was constrained to Pnma. This range is consistent
with the experimentally and computationally observed stability range of this phase [63, 64,
66,123,139] (we note that, while CsPbBr3 has been reported to undergo a phase transition
at 1.2 GPa, that phase transition is isostructural [63, 123]).
The evolution of the length of the lattice parameters as a function of pressure is shown
in Figure 5-1. Despite the pressure being applied isotropically, the structural response is
significantly anisotropic, such that the length of the c vector is reduced by approximately
10% at 2.0 GPa, in agreement with previous work [123]. In contrast, the lengths of a and
b remain largely unaltered, increasing and decreasing by ∼ 1% respectively.
Our computed values of the lengths of a and b replicate the experimentally measured
values [123] almost perfectly. On the other hand, while the computed length of the c lattice
vector follows a similar trend to what is observed experimentally, the values are consistently
lower than the experimentally determined ones, with the difference increasing from 0.37Å
at 0.0 GPa to 0.58Å at 2.0 GPa. Regarding the evolution of the unit cell volume, shown in
Figure 5-1, we observe that the calculated values again follow the same general trend as the
values determined experimentally, though our values are consistently lower by about 40Å3,
due to the systematic difference in the length of c.
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Figure 5-1: Comparison of the calculated (dashed lines) and experimental (solid lines; from
Reference 123) values of (a) the lengths of the lattice vectors and (b) volume of the unit
cell of CsPbBr3 in the orthorhombic Pnma phase under pressure.

5.2.1 Additional Set of SEPS

In addition to the change in lattice vectors, the coordinates of the ions within the unit cell
are also altered significantly by the applied pressure. This effect is most obviously apparent
as an increased octahedral tilting about the [010] axis, leading to a structure observed and
described in previous work as a ‘squeezed wine-rack’ [123]. This has important ramifications
for the number of sets of SEPS we need to include in our study, as we argue below.
When identifying the sets of symmetrically equivalent pairs of sites (SEPS), a natural starting
point is to consider pairs of sites that are connected by the octahedral edges, which we have
previously described as first nearest neighbours (1-NN). To the best of our knowledge, we
are not aware of any study considering vacancy hopping to sites beyond this shell of 1-NN.
We note however that in principle halide pairs beyond this 1-NN set could also play a role
in migration, which based on the interatomic distances can be grouped as second nearest
neighbours (2-NN), third nearest neighbours (3-NN) and so on. A schematic representation
of representative pairs of 1-NN, 2-NN and 3-NN sites is shown for the cubic phase with
space group Pm3̄m in Figure 5-2. In principle, the number of sets of SEPS to consider can
thus be extended indefinitely by including more and more distant pairs of sites. To limit
the number of symmetrically inequivalent pairs of sites between which we need to consider
hops, we now move on to analyse the intersite distance between these pairs of lattice sites.
Though distance in itself is not a defining measure — the proximity and relative charge
of other species in the structure are important parameters too — we assume that direct
transitions between lattice sites with intersite distances beyond a certain cut-off distance are
unlikely, either because the activation enthalpy is too large, or because such transitions can
be decomposed in several transitions over shorter distances.

92



CHAPTER 5. EFFECT OF HYDROSTATIC PRESSURE ON IONIC MOBILITY

Figure 5-2: Schematic representation of the transition from a vacancy position to its first-,
second- and third-nearest neighbours, represented by 1, 2 and 3, respectively.

In Figure 5-3a, the intersite distances for these SEPS in the Pm3̄m structure are shown,
which correspond to the shells of first, second, third etc. nearest neighbours (1-NN, 2-NN,
3-NN etc.). The distances between SEPS in the orthorhombic Pnma structure at 0.0 GPa
and 2.0GPa are shown in Figure 5-3b and c, and we maintain the same nomenclature (1-NN,
2-NN, etc.) and colour scheme as for the Pm3̄m phase in order to group them, despite the
fact that the distances between pairs within each group are no longer all the same and cover
a range of values due to the lower symmetry of the structure. We note that the distances
vary smoothly between 0.0 and 2.0GPa, and so we do not show those corresponding to
intermediate pressures.
As a result of the severe octahedral tilting, there is thus a significant reduction in the
distance between particular SEPS belonging to neighbouring octahedra, which are connected
by magenta sticks in Figure 5-4, such that it approaches the range of distances between the
1-NN SEPS that are connected by the edges of the octahedra. As will be shown below, hops
between SEPS in this particular set contribute significantly to the anion vacancy mobility
as the pressure is increased. The activation enthalpies for a number of other sets of SEPS,
labeled by ’10’ in Figure 5-3, were also calculated, but their contributions to the mobility
are negligible at all values of pressure considered. We note that the pairs of ‘2-NN’ sites
with distances of ∼ 6.0Å correspond to opposite vertices of an octahedron, and as a result
direct transitions between these two sites are assumed to be blocked by the Pb at the centre
of the octahedron. We thus effectively use a cut-off distance of about 6.0 Å, above which
we assume hops to either have activation enthalpy that is too large, or can be decomposed
in several hops over shorter distances. Looking at Figure 5-3, this creates a natural division
in terms of intersite distances.
Visual representations of the 10 sets of SEPS are shown in Figures 5-5 and 5-6 for the
Pnma structures at 0.0 and 2.0 GPa, along with the corresponding sets of SEPS in the
Pm3̄m structure for clarity.
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Figure 5-3: Distances between symmetrically equivalent pairs of sites (SEPS) in the bromide
sublattice of cubic Pm3̄m structure at 0.0 GPa, and the orthorhombic Pnma structure at
0.0 GPa and 2.0 GPa. The distance between pairs in the first five nearest neighbour (labelled
1-NN, 2-NN, etc.) shells in the cubic structure are shown as blue, red, green, orange and
black lines respectively. The colour scheme is used for pairs in the orthorhombic structure
to indicate the equivalence between pairs in the two structures, with further separated shells
coloured grey. The label ‘10’ to the left of the distance axis of the two plots for the
orthorhombic structure indicates the 10 sets of SEPS for which activation enthalpies were
calculated, while the label ‘7’ indicates the 7 sets that were included in the kinetic scheme.
The remaining 3 sets were shown to have a negligible effect on the mobility, as discussed in
more detail in Section 5.4.1.

Figure 5-4: Structure of the Pnma phase of CsPbBr3 at 0.0 GPa (left) and at 2.0 GPa (right).
The distance between the pairs of bromide sites joined by magenta sticks is significantly
reduced as the pressure is increased.
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Figure 5-5: Visual representation of the sets of SEPS in the cubic Pm3̄m structure (columns
1 and 3) and the orthorhombic Pnma structure at 0.0 GPa (columns 2 and 4) of CsPbBr3.
The first, second and third row correspond to the 1-NN, 2-NN and 3-NN sets of SEPS,
respectively, of the cubic structure. For every pair of figures (columns 1 and 2, and 3 and
4), which correspond to two perspectives of the structures (as indicated by the axes in the
bottom left hand corners), the sets of SEPS are shown for the cubic Pm3̄m to the left,
with the sticks joining the SEPS given the same colours as used in Figure 5-3a, and the
corresponding sets of SEPS for the Pnma phase to the right. Column 2 shows the projection
along the (long) [010] direction, whereas column 4 shows a projection with [010] pointing
up the page, clearly showing the mirror symmetry about the bromide ions on the apical sites,
which are shown as white spheres. The bromide ions at the equatorial sites are shown as
black spheres.
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Figure 5-6: Visual representation of the sets of SEPS in the cubic Pm3̄m structure (columns
1 and 3) and the orthorhombic Pnma structure at 2.0 GPa (columns 2 and 4) of CsPbBr3.
The first, second and third row correspond to the 1-NN, 2-NN and 3-NN sets of SEPS,
respectively, of the cubic structure. For every pair of figures (columns 1 and 2, and 3 and
4), which correspond to two perspectives of the structures (as indicated by the axes in the
bottom left hand corners), the sets of SEPS are shown for the cubic Pm3̄m to the left,
with the sticks joining the SEPS given the same colours as used in Figure 5-3a, and the
corresponding sets of SEPS for the Pnma phase to the right. Column 2 shows the projection
along the (long) [010] direction, whereas column 4 shows a projection with [010] pointing
up the page, clearly showing the mirror symmetry about the bromide ions on the apical sites,
which are shown as white spheres. The bromide ions at the equatorial sites are shown as
black spheres.
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5.3 Anion Vacancy Migration under Hydrostatic Pressure

The activation energies for transitions between the pairs of sites belonging to the 10 sets of
SEPS with the shortest distance between pairs, indicated by the ‘10’ labels in Figure 5-3b
and c, in the Pnma structure are shown in Figure 5-7. The enthalpy profiles of the optimised
paths from which they are derived are shown in Figure 5-8. We note that because of the
two symmetrically inequivalent (viz. apical and equatorial) halide sites, the profiles for the
apical-to-equatorial (A-to-E) paths differ from those for the equatorial-to-apical (E-to-A)
paths by the difference in formation enthalpy of a vacancy at the two sites. The profiles for
the A-to-E transitions are shown relative to the formation enthalpy of the vacancy at the
apical site, at a normalised reaction coordinate value of 0. For the apical-to-apical (A-to-
A) and equatorial-to-equatorial (E-to-E) profiles, the enthalpies are shown relative to the
formation enthalpy of the vacancy at the apical and equatorial sites, respectively.
While most activation enthalpies increase with pressure, those corresponding to transitions
in two E–E sets of SEPS, namely one in which the initial and final sites are members of
the same octahedron (connected by cyan sticks in Figures 5-5 and 5-6), and one in which
the the initial and final belong to neighbouring octahedra (connected by magenta sticks
in Figures 5-5 and 5-6), decrease such that they are significantly lower at 2.0 GPa than
any other, having values of 0.16–0.17 eV. We observe that the activation enthalpies for
hops associated with the 2-NN and 3-NN sets of SEPS are generally higher than those for
hops for the 1-NN sets of SEPS, with the exception of the 2-NN_E-to-E_1 set of SEPS,
indicated by a magenta stick in Figures 5-5 and 5-6. Therefore, only the six 1-NN sets of
SEPS and the one 2-NN_E-to-E_1 set of SEPS are included in the kinetic scheme. We
show the convergence of our results with respect to the number of included sets of SEPS
in Section 5.4.1.
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Figure 5-7: Activation enthalpies of vacancy migration under pressure for hopping between
the apical-to-apical/equatorial-to-equatorial (A-to-A/E-to-E), apical-to-equatorial (A-to-E)
and equatorial-to-apical (E-to-A) SEPS that are included in the kinetic scheme.
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Figure 5-8: Minimum enthalpy paths for a positively charged bromide vacancy to move
between members of the 10 sets of SEPS at pressures up to 2.0 GPa. The colours of the
title boxes correspond to the colours of the sticks in Figures 5-5 and 5-6.
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5.3.1 Convergence of the Activation Enthalpies

To check the convergence of the activation enthalpies, we compare the computed activa-
tion energies from different XC-functionals, different supercell sizes and different calculation
methods. First, we compare the activation energies as computed using either the PBEsol
(black/dashed lines) or SCAN (colour/full lines) XC-functionals, the results of which are
shown in Figure 5-9. We find that the differences are relatively small, meaning that the
results we obtain are not the result of exotic behaviour of the SCAN XC-functional, but
rather a genuine representation of the response to hydrostatic pressure.
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Figure 5-9: Comparison of the activation enthalpies of the different sets of SEPS using
either the PBEsol (black/dashed) and the SCAN (colour/full) XC-functionals. Activation
enthalpies obtained from NEB calculations, using a fairly small supercell containing only 40
atoms.

We also compare the results arising from a change in supercell size. In particular, we com-
pare the activation enthalpies obtained for supercells with 40 (black/dashed lines) and 320
(coloured/full lines) atoms. The 40-atom cell is generated using a [[1,0,1],[0,1,0],[-1,0,1]]
supercell of the orthorhombic unit cell with space group Pnma. The 320-atom cell is a fac-
tor of two larger in all three directions, corresponding to a [[2,0,2],[0,2,0],[-2,0,2]] supercell.
The activation energies obtained using either of these two cells are shown in Figure 5-10.
We observe that the differences between the two cells are quite large. It should be kept
in mind that the use of supercells implies a periodic array of defects, resulting in artificial
interactions between the defects [203]. As a result, we consider the activation enthalpies
obtained using the larger cell, for which these interactions are reduced, to be more accurate.
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Figure 5-10: Comparison of the activation enthalpies of the different sets of SEPS using a
supercell with 40 atoms (black/dashed) and one with 320 atoms (colour/full). Activation
enthalpies obtained from NEB calculations, using the SCAN XC-functional.

Finally, we compare the activation enthalpies obtained using the CI-NEB (black/dashed
lines) and dimer (colour/full lines) methods, the results of which are shown in Figure 5-11.
We observe only very small differences between the two methods, with the results from the
dimer method appearing slightly smoother. As such, either approach is expected to give
reliable results and in the subsequent studies on biaxial and uniaxial strain, the transition
states are optimised using only the dimer method.
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Figure 5-11: Comparison of the activation enthalpies of the different sets of SEPS using the
CI-NEB approach (black/dashed) or the dimer approach (colour/full). Activation enthalpies
obtained using the SCAN XC-functional, for supercells with 320 atoms.
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5.3.2 Attempt Frequencies for Bromide Vacancy Hops

The attempt frequencies for bromide vacancy hops between pairs of sites included in the
kinetic scheme are derived from the vibrational frequencies of the initial and transition state
structures, as expressed in Equation (4.4). The vibrational frequencies are computed using
Hessian matrices that were calculated using finite displacements of 0.015Å. There is only
one set of SEPS for which we make an exception, specifically the 2-NN_E-to-E_2 set of
SEPS indicated by a brown stick in Figures 5-5 and 5-6, and for which we use smaller finite
displacements since no imaginary mode was observed for the transition state when using
finite displacements of 0.015Å at some of the pressures. Specifically, finite displacements
of 0.005Å were used for pressures of 0.4 and 0.8 GPa, finite displacements of 0.010Å were
used for pressures of 0.0 and 2.0GPa, and finite displacements of 0.015Å were used for
pressures of 1.2 and 1.6 GPa. Since these prefactors only have a small influence on the
mobility, compared to the exponential dependence on the activation enthalpy, this inconsis-
tency is unlikely to lead to significant errors. Nonetheless, a more thorough analysis of the
convergence of the prefactors is an important avenue left for future studies. In subsequent
studies of the effects of biaxial and uniaxial strain, we compute the vibrational frequencies
using Hessian matrices that are calculated using finite displacements of 0.010Å.
The values corresponding to each of the 10 sets of SEPS included in the kinetic scheme are
shown in Figure 5-12. As can be seen, the values do not vary smoothly with pressure, which
we attribute to numerical noise. Therefore, the values for each set of SEPS are averaged
over the pressure range, and these average values, indicated by the solid lines, are used as
the attempt frequency values in the kinetic scheme for all values of pressure.
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Figure 5-12: Attempt frequencies of vacancy migration under pressure for hopping between
the apical-to-apical/equatorial-to-equatorial (A-to-A/E-to-E), apical-to-equatorial (A-to-E)
and equatorial-to-apical (E-to-A) SEPS that are included in the kinetic scheme.
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5.3.3 Mobility

We then use the kinetic scheme to compute the mobility tensor as a function of pressure,
using the transition states structures, activation enthalpies and attempt frequencies for va-
cancy hopping calculated for each value of pressure in the range 0.0–2.0 GPa. While the
eigenvectors of the mobility tensor remain parallel to the crystalline lattice vectors, the rela-
tive magnitudes of their eigenvalues change dramatically with increasing pressure as shown
in Figure 5-13a. The pressure dependence is such that at 2.0 GPa, the mobility in the (010)

plane is approximately three orders of magnitude greater than the mobility in the direction
normal to it (i.e. parallel to [010]), leading to an effective 3D-to-2D transition of the mo-
bility. A decomposition of the diagonal components of the mobility tensor in terms of the
contributions of the different sets of SEPS shows that migration at 2.0 GPa is predominantly
due to hops between SEPS connected by the cyan and magenta sticks in Figure 5-13b, for
which the activation enthalpies are significantly decreased at elevated pressures.

Figure 5-13: (a): Dependence on pressure of the diagonal components of the mobility tensor
calculated using the kinetic model incorporating seven sets of SEPS. (b): Structure of the
Pnma phase of CsPbBr3, at 2.0 GPa, shown from two different perspectives. The two sets
of SEPS which make the overwhelmingly major contribution to the mobility at 2.0 GPa are
connected by coloured sticks. The colour scheme is the same as that of Figures 5-5 and 5-6.

5.4 Additional Analysis

5.4.1 Convergence of the Mobility Tensor with Respect to the Number of Paths

We now show the convergence with respect to the number of paths. Because of the higher
activation enthalpies, the inclusion of these additional sets of SEPS in our kinetic model
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is not expected to change the mobility tensor. To verify this, we compare the computed
values for the mobility tensor using either 6, 7 or 10 sets of SEPS. To reiterate, the six
sets correspond to the 1-NN sets of SEPS, while the seventh set corresponds to the set of
2-NN SEPS connected by magenta sticks in Figures 5-5 and 5-6. Finally, the group of 10
sets also includes the additional two sets of 2-NN SEPS and the set of 3-NN SEPS we have
included in our previous analyses of the activation enthalpies and prefactors. The computed
mobility tensor components are shown in Figure 5-14. We observe that the addition of the
seventh set of SEPS is criticial; in its absence we observe that the mobility in the [100]
direction is orders of magnitude lower at high pressures, resulting in an effective 3D-to-1D
transition, instead of the 3D-to-2D transition we observe when including seven sets of SEPS.
In contrast, we observe that the components of the mobility tensor remain largely unaltered
when including all 10 sets of SEPS, such that the results are indeed well-converged upon
the inclusion of the 7 sets of SEPS.
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Figure 5-14: Comparison of the components of the mobility tensor under hydrostatic pres-
sure, when including either 6 (red), 7 (black) or 10 (blue) sets of SEPS.
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Interestingly, we can check our results by reverse engineering an effective activation energy,
which can be derived from the mobility µ using the following expression

µ =
νa2e−Ea/kBT

kBT
, (5.1)

which gives an estimate of µ based on the attempt frequency ν, activation enthalpy Ea and
hopping distance a, assuming that such a hop is representative for an isotropic mobility in
all three directions [222]. Using an attempt frequency of 2THz and a hopping distance of
4.2 Å, we derive the effective activation energies as a function of hydrostatic pressure, the
results of which are shown in Figure 5-15. We find that the effective activation energies are
close to the lowest activation energy in any given direction, giving further credibility to our
approach.
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Figure 5-15: We compute the ’effective’ activation energies in all three directions from the
Arrhenius expression of the mobility, and find that interestingly, these align very well with
the lowest energy barriers in all three directions.
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5.4.2 Effective Dipole Approaches

In general, we wish to compute the work (W ) done when charged ions move under the
influence of an electric field ~E: W = ~µeff · ~E. In the development of our methodology, we
have included this so-called effective dipole ~µeff as the difference between the position vector
of the moving anion in the transition state, and the position vector of the same anion in the
initial state, multiplied by its charge q, as described in Equation (4.6). We have however
tested other methods to include W , which we discuss below.
In their seminal work, Mott and Gurney laid the foundation for a description of the effect of
an electric field on the activation energy for ionic motion in a crystal lattice [240]. For an
ion moving perpendicular to the field, the activation energies are unaltered. In the direction
of the field however, they express the change in activation energy as ±1

2eFa, in which e is
the elementary charge, F is the strength of the electric field and a is the distance between
adjacent lattice sites, such that the effective dipole can be described as ~µeff = qd

2 . In this
approach, it is thus assumed that at the transition state the moving ion is exactly halfway
in between the two lattice sites between which it hops. A schematic description of this
process is shown schematically in Figure 5-16. This approach is denoted as method 1 in the
remainder of this work.

Figure 5-16: The change in the height of the potential energy barrier for the motion of ions
between lattice sites, as originaly postulated by Mott and Gurney [240].

A natural extension of the model removes the assumption that at the transition state the
moving ion is exactly halfway in between the lattice sites, but rather derives the position
of the moving ion from atomistic simulations. The effective dipole can in such cases be
expressed as

~µeff = q (~rs − ~ri) ,

in which q is the charge of the moving ion, and ~rs,i denote the position of the moving
ion at the transition and initial state, respectively. Effectively, the term d

2 has thus been
replaced with (~rs − ~ri). In this approach, which we denote as method 2, the moving charge
is considered equal to the formal charge of the ion and thus takes on integer values [294].
Going from the initial state to the transition state however, the moving ion will generally

105



CHAPTER 5. EFFECT OF HYDROSTATIC PRESSURE ON IONIC MOBILITY

displace other atoms in its vicinity. Therefore, instead of considering just the moving ion,
the displacement of all other atoms between the initial and transition state can also be
computed and included, such that the effective dipole can be described as

~µeff =
∑
n

qn (~rn,s − ~rn,i) ,

again taking the formal charges qn for each of the atoms in the simulation cell. We denote
this as method 3 in the remainder of this sectiion.
Finally, we can consider not only the movement of ions as point charges, but rather take
into account effects from changes in the corresponding electron density and compute the
change in the polarisation between the initial and transition state. Though this approach
is fairly straightforward for finite systems such as molecules, it has only been formalised for
periodic systems some 30 years ago [311–313], the reason being that the absolute value
of the polarisation is not well-defined and depends on the choice of unit cell. An excellent
entry-level explanation of this formalism, named the Modern Theory of Polarisation, is given
in Reference 314. In summary, the polarisation of a periodic system is a lattice, rather than
a single value, such that equally valid values of the polarisation of a certain system differ by
integer values of the so-called polarisation quanta PQ,n, which can be derived from

PQ,n =
1

Ω
eRn,

in which e is the elementary charge, Ω is the volume of the unit cell, and Rn is the nth lattice
vector of the unit cell. Though the absolute value of the polarisation in a periodic system
is thus ill-defined, polarisation differences are well-defined and independent of the choice
of unit cell, as long as the same choice of unit cell and basis is maintained throughout the
analysis. More strictly, the change in polarization along an arbitrary path does not depend
on the path taken but can be derived from only a knowledge of the system at the initial,
transition and final state. Computationally, the expression for the polarisation is equivalent
to that of the Berry Phase, which is readily calculated in most ab initio DFT software
packages, including VASP. Hence, the difference in polarisation going from the initial to the
transition state can be expressed as

~µeff = ~µs − ~µi,

in which ~µs,i describes the polarisation in the transition and initial states. To ensure that
the polarisation values in both cases exist on the same polarisation branch - that is, they do
not differ by integer values of the polarisation quanta - the polarisation can be computed for
several intermediate structures as well, in which case the difference in polarisation between
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subsequent structures should be much smaller than any of the polarisation quanta and if
done correctly, the polarisation should change smoothly along an arbitrary path.
An example calculation of the polarisation along the minimum enthalpy path as computed
using method 4 is shown in Figure 5-17, and shows that the polarisation changes along the
path are smooth, which indicates that the values are on the same polarisation branch; the
changes along the path are much smaller than the polarisation quanta, which are 16 eÅ.
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Figure 5-17: Change in the effective dipole as computed from the change in the Berry phase
along the minimum enthalpy path associated with the 1-NN_E-to-E_2 set of SEPS.

In the discussion of all four of these methods we have implicitly assumed sufficiently low
fields, such that the effective dipole can be assumed to be constant as a function of the
electric field. For high electric fields however, other methods should be considered [241,303].
In summary, we discussed the following methods:

Method 1: The original Mott and Guerney approach: ~µeff = qd
2

Method 2: From atomistic calculations, in the moving-ion approximation: ~µeff = q (~rs − ~ri)

Method 3: From atomistic calculations, including all ions: ~µeff =
∑

n qn (~rn,s − ~rn,i)

Method 4: Within the modern theory of polarisation, from the change in the Berry phase:
~µeff = ~µs − ~µi

The effective dipoles, computed using methods 1, 2, 3 and 4, for the 10 different sets of
SEPS are shown in Figure 5-18. The results from method 1 do not give us any information
on the anisotropy of the ionic displacement during a hop, and are thus less informative
than either of those obtained from the other three methods. Clearly, the effective dipoles
obtained from method 4 are much less smooth than those computed using methods 2 and
3. In some cases, such as shown in Figure 5-18f, the polarisation difference even swaps
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sign as a function of the hydrostatic pressure. Effectively, this corresponds to a reverse in
the direction of ion migration, which does not seem physical. Though the reason for this is
not entirely clear, the apparent noise could result from noise in the electronic contribution.
Hence, we have decided not to include these results in our kinetic model.
The differences between the results from methods 2 and 3 are relatively small, which means
that the effect of the electric field on the migration can be captured sufficiently well using just
a description of the moving ion. This enables a direct calculation of the attempt frequency,
which is only computationally reasonable in the moving-ion approximation. In conclusion,
method 2 is thus most computationally efficient, yet reliable.
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Figure 5-18: Density functional theory calculations of the change in the effective dipole
associated with the transition of the vacancy structure from the local minimum to the
transition state for the different sets of SEPS as a function of hydrostatic pressure. In the
left panel the effective dipole is shown as calculated in the moving ion approximation, in the
middle panel the computed effective dipole is shown as calculated from the displacement
of all ions between the initial and transition state, in the right panel the effective dipole is
shown as calculated from the change in the Berry phase, corresponding to methods 2, 3 and
4, respectively.
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5.5 Caesium Vacancy Migration under Hydrostatic Pressure

5.5.1 Activation Enthalpies

The activation enthalpies for hopping of a negatively charged caesium vacancy between a
representative pair of sites is shown as a function of pressure for each of the three sets of
SEPS in Figure 5-19a. The colours correspond to the pairs of sites connected by sticks in
Figure 4-8. We find that the activation enthalpies associated with all three sets of SEPS
increase with increasing hydrostatic pressure, such that at 2.0 GPa, the values are in a range
of 0.85–1.59 eV. A similar increase of activation enthalpies as a function of hydrostatic
pressure has previously been observed for Mg migration in MgSiO3 [309, 310, 315]. The
increase in activation enthalpy as a function of pressure can be intuitively understood in
terms of the reduction of the aperture size through which the Cs passes during a hop, a
more thorough discussion of which is given in Section 8.2.
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Figure 5-19: (a) Activation enthalpies for negatively charged caesium vacancy migration
under pressure for each of the three sets of SEPS. (b) Prefactors for negatively charged
caesium vacancy migration under pressure between a representative pair of sites for each of
the three sets of SEPS. The colours correspond to the pairs of sites connected by sticks in
Figure 4-8.

5.5.2 Attempt Frequencies

The computed attempt frequencies are shown as a function of pressure in Figure 5-19b. We
note that compared to the values we obtained for bromide vacancy migration, the values for
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caesium vacancy vary more smoothly with pressure, but in keeping with the same method-
ology, we average the attempt frequencies associated with each set of SEPS over the range
of pressures, and use these averaged values as the attempt frequency in our kinetic scheme
for all pressures. The attempt frequencies thus obtained are approximately equal to 1THz,
and shown as horizontal lines in Figure 5-19b. These values are thus slightly lower than
but similar to the ones we computed for bromide vacancy migration, which were spread
around 2THz. Interestingly, peaks which were attributed to vibrations involving the PbBr3
octahedra and Cs atoms were observed in the vibrational spectrum of CsPbBr3 in the THz
range [123, 264, 288–290], though the Raman frequencies associated with the Cs motion
were higher than those associated with vibrations of the PbBr3 octahedra. Nonethelesss,
the experimentally observed peaks in the vibrational frequencies referred to above remain
in the THz range for hydrostatic pressures up to 2.0 GPa [123], justifying our approach of
taking the average value over the pressure range of 0.0–2.0 GPa.

5.5.3 Mobilities

We use the activation enthalpies and attempt frequencies as input to our kinetic scheme,
described in detail in Chapter 4. While the eigenvectors of the mobility tensor remain parallel
to the crystalline lattice vectors, the relative magnitudes of their eigenvalues again change
dramatically with increasing pressure. We find that all components of the mobility tensor
decrease with increasing pressure, such that at 2.0 GPa, they have values of 3.8× 10−16,
4.0× 10−28 and 2.4× 10−21 cm2 V−1 s−1, in the [100], [010] and [001] directions respec-
tively. Similar to the case of bromide migration, the mobility tensor for caesium vacancy
migration is thus strongly anisotropic, yet much more pronouced with principal values at
2.0 GPa varying by over 10 orders of magnitude. We show the relative contributions of the
three sets of SEPS to the prinicipal components of the mobility tensor in Figure 5-21. We
observe that the relative contributions to the mobility remain approximately constant over
the full range of pressures. In the [010] direction, the mobility tensor is dominated by the
contributions from the pairs of sites depicted in green in Figure 4-8. For these pairs of sites,
the displacement vector ~r is indeed approximately aligned with the [010] direction. The pairs
of sites from the other two sets of SEPS, depicted in red and blue in Figure 4-8, instead
span the equatorial (010) plane, with negligble contributions in the [010] direction. This is
reflected in the relative contributions to the mobility in the [100] and [001] directions. In the
[100] direction, long-range migration can occur through pairs of sites belonging to a single
set of SEPS. As a result, ions predominantly hop between pairs of sites from the set with the
lowest associated activation enthalpy, which are the pairs of sites connected by blue sticks
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Figure 5-20: (a) Dependence on pressure of the diagonal components of the caesium vacancy
mobility tensor. (b) Visual representation of the bromide aperture in the initial state (unfilled
spheres and dotted lines) and at the transition state (solid spheres and lines), showing
significant displacements. This suggests that the increased pressure leads to increased steric
hindrance from the nearby atoms to attain the transition state, which leads to increased
activation energies and lowers the mobilities. For a more thorough discussion of this analysis,
the reader is refered to Section 8.2.

in Figure 4-8. In contrast, migration along the [001] direction cannot occur through pairs of
sites belonging to a single set of SEPS. The mobility in the [001] direction is thus limited by
the highest activation enthalpy of the activation enthalpies associated with the two sets of
SEPS, and both sets of SEPS have approximately equal contributions to the mobility with
the differences between the two corresponding to the differences in the displacement vectors
~r associated with the hops between the pairs of sites in these sets.

114



CHAPTER 5. EFFECT OF HYDROSTATIC PRESSURE ON IONIC MOBILITY

0 1 2
0

20
40
60
80

100

Re
la

tiv
e 

Co
nt

rib
ut

io
n 

(%
) [1 0 0]

0 1 2
Pressure (GPa)

[0 1 0]

0 1 2

[0 0 1]

Figure 5-21: Dependence on pressure of the relative contributions to the caesium vacancy
mobility in each of the principal directions of hops between members of each of the three
sets of SEPS.

5.6 Conclusion

In conclusion, we have studied the effects of pressure on anion and A-site cation vacancy
migration in CsPbBr3. At low pressures, anion vacancy migration involves hops between
multiple first-nearest neighbour (1-NN) pairs of sites, which are partitioned into six sets
of symmetrically equivalent pairs of sites (SEPS), and the mobility tensor is approximately
isotropic. As pressure is increased, the activation enthalpies associated with most sets of
1-NN SEPS increase, with only one decreasing significantly. Additionally, the activation en-
thalpy for hops between SEPS in neighbouring octahedra is reduced significantly at higher
pressures. The two effects combined lead to enhanced mobilities in the (010), and a reduced
mobility normal to it, such that the difference is approximately three orders of magnitude,
corresponding to an effective transition from 3D mobility in the absence of pressure, to 2D
mobility at 2.0 GPa. Interestingly, we thus find that though we apply an isotropic stress,
the effects on the ionic mobility are strongly anisotropic. This observation demonstrates the
necessity of a proper consideration of the symmetry and connectivity of the lattice structure
in modelling and understanding anion migration in LHPs.
The activation enthalpies of caesium vacancy migration are even more strongly affected
by hydrostatic pressure, and all increase with increasing pressure. The activation enthalpy
associated with one set of SEPS, depicted in green, are particularly strongy affected and
increases by almost 0.8 eV over the 0.0–2.0 GPa range of pressures. As a result, the com-
ponents of the caesium vacancy mobility tensor strongly decrease with increasing pressure,
reaching values as low as 4.0× 10−28 cm2 V−1 s−1.
More broadly, our results demonstrate the potential of hydrostatic pressure to act as means
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of controlling both the magnitude and directionality of ionic migration in CsPbBr3, and
possibly other LHPs. In the next chapters we will investigate whether such observations can
be extended to other forms of stress.
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Chapter 6

Effect of Biaxial Strain on Ionic Mobility

6.1 Introduction

We now move our focus to the effects of biaxial strain, which, in terms of technological
importance, is a particularly relevant type of strain to study, with a number of studies
reporting a strong correlation between biaxial strain and stability [71–73, 162]. Generally,
the stability of the perovskite layer has been shown to destabilise with tensile biaxial strain,
while its stability is enhanced with compressive biaxial strain.
In these studies, the changes in the relative stability have been attributed to changes in the
levels of ionic migration, as exemplified by the following two quotes;

• ‘The accelerated ion migration in the strained perovskite films can explain the faster
degradation of MAPbI3 into PbI2, because MA+ and I− ions can migrate more easily
from the MAPbI3 films, producing PbI2.’ [71]

• ’We propose that the improved stability on a polymeric substrate and with lower
annealing temperature could be attributed to increased steric barriers to the mobility
of the volatile organic cation, preventing its egress and the subsequent formation of
PbI2.’ [162]

However, attempts at providing an atomistic understanding towards these hypotheses have
been very limited 73,199. While these studies suggest that tensile biaxial strain can indeed
lower the migration barrier for anion vacancy migration, as shown in Figure 6-1, a much
more thorough investigation of the effects of biaxial strain on the anisotropic migration of
both halide and A-site cation migration is necessary, in particular because similar studies
have yielded valuable insights in the oxide perovskites [316–322].
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Figure 6-1: Calculated activation energies for halide anion vacancy migration in perovskites
under tensile biaxial strain (a), no strain (b) and compressive biaxial strain (c). Reproduced
from Reference 73.

In this chapter, we therefore present a quantitative analysis of the effects of biaxial strain
on the migration of bromide and caesium vacancies in CsPbBr3. To be able to restrict
our study to a reasonable range of strain values, we reiterate that biaxial strain typically
results from a mismatch of thermal expansion coefficients, as described in more detail in
Section 2.2.2.2. We refer back to equation Equation (2.8), which is used to estimate the
stress σ∆T due to a mismatch in thermal expansion coefficients (αs,p) as a function of the
annealing temperature ∆T

σ∆T =
Ep

1− νp
(αs − αp) ∆T. (6.1)

Representative values for Ep, νp, αs and αp are shown in Table 6.1.

Table 6.1: Representative values for Ep, νp, αs and αp, used to model the biaxial stress as
a function of annealing temperature.

Parameter Value Reference
Ep 10–20GPa [55,162]
νp 0.3 [162]
αs 1 × 10−5 K−1 [162]
αp 12 × 10−5 K−1 [153]

We can now estimate the biaxial stress as a function of the annealing temperature. Annealing
temperatures for CsPbBr3 have been reported over a wide range of temperatures. In general,
the inorganic halide perovskites can withstand higher annealing temperatures than their
hybrid counterparts because of the volatility of the organic components [73], such that an
annealing temperature of 240◦C is reported for CsPbBr3, which is significantly higher than
those of the hybrid perovskites, which are reported around 100◦C. Interestingly, in a study
testing the viability of using a carbon stack as the hole transporting material, champion
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devices were obtained after heat processing at 400◦C [323]. In another study, both the
crystallinity and PCE were found to be significantly improved at an annealing temperature
of 500◦C, both compared to control experiments without any annealing, and annealing
at 400◦C [324]. In yet another study, the crystallinity and performance of the CsPbBr3
layer were shown to decrease for annealing temperatures above 350◦C due to the formation
of pinholes. Annealing at such high temperatures can even be improved by invoking a
pressurised environment, which prevents any of the constituents from evaporating [325].
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Figure 6-2: Induced stress as a function of annealing temperature for CsPbBr3.

Taking 500◦C as an upper bound for the annealing temperature, we find biaxial stresses
upwards of 1 GPa, as shown in Figure 6-2. With bulk and Young’s moduli of CsPbBr3 of the
order of 20GPa, such stresses of the order of 1 GPa thus lead to strains of the order of +5%.
We note that these strains are substantially larger than those that have been reported in
the literature over a range of -2.4–1% [62, 73]. Compared to experiment however, we have
the computational freedom to push the limits of the this range slightly, to get an insight
into the effects of slightly more severe conditions. Hence, we limit our analysis to a range
of -3% to +5% biaxial strain.
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6.2 Structural Response to Strain

We look at the structural response of CsPbBr3 in response to biaxial strains applied to either
a and b, a and c, and b and c, corresponding to strain in either of the three planes (001),
(010) and (100), respectively. We use this nomenclature interchangably. Strain is applied
uniformly in these planes, e.g. for a tensile biaxial strain of +2% in the (010) plane, the
lattice vectors a and c are increased by 2% each. Meanwhile, the remaining lattice vector,
b in this case, is allowed to relax, as are the internal coordinates of the atoms.
We show the lattice parameters as a function of biaxial strain in Figure 6-3, along with the
evolution of the lattice volume. We find for each of the three strain states, that the length
of the lattice direction perpendicular to the strain plane reduces/increases to compensate for
the increase/decrease in the other two lattice parameters. This effect is weakest for strain in
the (010) plane; at a biaxial strain of 5%, the length of b is decreased by only 3% compared
to the pristine structure, resulting in an overall volume increase of about 7%. In comparison,
the out-of-plane lattice directions reduce by about 7% for biaxial strains of +5% strains in
the (100) and (001) planes, resulting in a volume increase of only 3%. These results are in
line with the components of the elasticity tensor, with C22 being significantly higher than
both C11 and C33, meaning the structure is least deformable along the [010] direction.
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Figure 6-3: Structural response under biaxial strain for CsPbBr3 in the orthorhombic phase
with space group Pnma. The length of the lattice vectors a (blue), b (green) and c (red)
is shown on the left axis, the lattice volume (black) is shown on the right axis.

Furthermore, we find that in the cases of strain in the (100)- and (001)-planes, the relative
ordering of the a and c changes around a value of +2% biaxial strain in the case of strain in
the (100)-plane, and -2% in the case of the strain in the (001)-plane. To investigate the effect
of this inversion on the stability of the structure with space group Pnma, we compare it to
an equivalent structure with space group Pcmn. This Pcmn space group corresponds to a
c̄ba permutation of the abc orientation of the Pnma space group. Schematic representations
of these structures are shown in Figure 6-4. In addition the symmetry operations for both
of these space groups are shown in Table 6.2.
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Figure 6-4: Schematic representation of CsPbBr3 in the orthorhombic phase with the space
groups Pnma and Pcmn.

Table 6.2: Symmetry operations of the Pnma (left) and Pcmn (right) space groups.

Number Pnma
1 x y z
2 x̄ ȳ z̄
3 1/2− x −y 1/2 + z
4 1/2 + x y 1/2− z
5 1/2 + x 1/2− y 1/2− z
6 1/2− x 1/2 + y 1/2 + z
7 x̄ y + 1/2 z̄
8 x 1/2− y z

Number Pcmn
1 x y z
2 x̄ ȳ z̄
3 1/2 + x −y 1/2− z
4 1/2− x y 1/2 + z
5 1/2− x 1/2− y 1/2 + z
6 1/2 + x 1/2 + y 1/2− z
7 x̄ y + 1/2 z̄
8 x 1/2− y z

We then compute the relative energies of both of these structures as a function of tensile
biaxial strain. The lengths of the lattice vectors corresponding to the strain plane are
restricted to the same values for both structures, while allowing the length of the lattice
vector out of the plane, as well as the internal coordinates, to fully relax. The relative
energies of both structures are shown in Figure 6-5. Indeed, we find that for strains in the
(100) plane of 2% and above and for strains in the (001) of 2% and below, the structure
with space group Pcmn is stabilised relative to the structure with space group Pnma. In
all other cases, the structure with space group Pnma remains more stable.
To verify how likely it is for the structure with space group Pnma to transition to a structure
with space group Pcmn, we perform a solid-state nudged elastic band calculations [229], in
which both the internal coordinates as well as the lattice parameters are relaxed for all the
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Figure 6-5: Relative energies of CsPbBr3 in the orthorhombic phase with space groups
Pnma and Pcmn.

intermediate images. The resulting minimum enthalpy paths for transitions from a structure
with space group Pnma to a structure with space group Pcmn are shown in Figure 6-6.
We find that the barrier for such a transition is only about 10meV per formula unit, which
is sufficiently low compared to an approximate kinetic energy of the order of about 25meV
per atom at room temperature, that such transitions should occur spontaneously.
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Figure 6-6: Minimum enthalpy path for transitions between the Pnma and Pcmn orienta-
tions of the unit cell, where (a); the lattice directions in the (001) plane are restricted to
be 2% shorter, and (b); the lattice directions in the (100) plane are restricted to be +2%
longer than in the pristine unit cell with space group Pnma.

As it is likely for the structure to adopt the Pcmn space group when this is energetically
favourable, we will compute activation enthalpies and attempt frequencies for transitions
between pairs of sites in structures with the Pnma and Pcmn space groups, whichever one
is energetically favourable at any given level of strain. We show the new lattice parameters
for this set of structures in Figure 6-7, in which we disconnect the trend between biaxial
strains of -2% and -1% in the (001) plane and +1 and +2% in the (100) plane, to indicate
the change in space group from Pnma to Pcmn. As can be seen from Figure 6-7, the
change in space group is accompanied by a change in volume towards the equilibrium volume.
For example, the volume at +5% biaxial strain in the (100) plane is only 2% higher than in
the pristine structure, while it was 3% for the structure with space group Pnma.

122



CHAPTER 6. EFFECT OF BIAXIAL STRAIN ON IONIC MOBILITY

-3 0 5
7
8
9

10
11
12
13

Le
ng

th
 (

)

a and b strained

-3 0 5
Strain (%)

a and c strained

-3 0 5

b and c strained

a
b
c
vol

760
780
800
820
840
860

Vo
lu

m
e 

(
3
)

Figure 6-7: Structural response under biaxial strain for CsPbBr3 in the orthorhombic phase
with space group Pnma or Pcmn, whichever one has the lowest energy. The length of the
lattice vectors a (blue), b (green) and c (red) is shown on the left axis, the lattice volume
(black) is shown on the right axis.

6.3 Bromide Migration under Biaxial Strain

The evolution under biaxial strain of the activation enthalpies for bromide vacancy hops
corresponding to the six sets of 1-NN SEPS is shown in Figure 6-8. We reiterate that due
to the asymmetry of the apical and equatorial sites, the activation energies are shown both
for vacancy transitions from an apical to an equatorial (A-to-E) site, as well as the reverse
(E-to-A), and that the higher of the two values acts as an effective bottleneck.
In general, we find that biaxial strain can strongly influence the activation enthalpy of bromide
vacancy migration, as evidenced by the range of values we observe, in the range 0.10–0.42 eV.
Despite the general assumption that activation enthalpies increase with compressive strain,
and decrease with tensile strain, we observe no such trends for the activation enthalpies,
not just in general, but also not for individual sets of SEPS. Instead, we observe that the
change in activation enthalpy depends not only on the magnitude of the strain, but also
on its direction. For example, the activation enthalpy for equatorial-to-equatorial transition
corresponding to the cyan path, and indicated by cyan circles in Figure 6-8, decreases to
about 0.12 eV for 5% tensile strain in the (001) plane, while it increases to about 0.35 eV
for 5% tensile strain in the (100) plane. To understand the effect of biaxial strain on the
ionic migration we thus wish to compute the ionic mobility tensor.
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Figure 6-8: Activation enthalpy for V+
Br migration in biaxially strained CsPbBr3.
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In order to do so, we first compute the attempt frequencies associated with transitions
corresponding to the six sets of 1-NN SEPS. The Hessian matrices from which the attempt
frequencies of vacancy hopping were derived were calculated using finite displacements of
0.010Å, in contrast to the value of 0.015Å which we introduced in the development of
the general methodology. We previously found that in some cases, a reduction in this
finite displacement resulted in a more consistent appearance of the imaginary mode at the
transition state, whereas such a mode would sometimes appear absent for the higher finite
displacement of 0.015Å.
The resulting attempt frequencies for transitions of the bromide vacancy between pairs of
sites are shown in Figure 6-9. Similar to what we observed in our study on hydrostatic
pressure, we find that the spread in values is substantial, and that since the values do
not vary smoothly with strain, we attribute this spread to numerical noise. Previously we
calculated the average value for each set of SEPS over the range of pressures. However, as
a result of the changes between the structures with space groups Pnma and Pcmn, the
sets of SEPS do not retain their topological equivalence over the full range of values probed
in the study. Instead of taking the individual values for each set of SEPS, we instead derive
three representative attempt frequencies, namely those for equatorial-to-equatorial, apical-
to-equatorial and equatorial-to-apical transitions, which take on values of average values of
1.25, 1.11 and 1.23THz, respectively.

125



CHAPTER 6. EFFECT OF BIAXIAL STRAIN ON IONIC MOBILITY

0

1

2

3
E-to-E
a and b strained a and c strained b and c strained

0

1

2

3

Pr
ef

ac
to

r (
TH

z) A-to-E

-3 0 5
0

1

2

3
E-to-A

-3 0 5
Biaxial Strain (%)

-3 0 5

Figure 6-9: Prefactors for V+
Br migration in biaxially strained CsPbBr3. The black lines

indicate the average values of 1.23, 1.11 and 1.19 THz, used to set up the rate matrix.
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Finally, taking the activation enthalpies and prefactors as input, we compute the mobility
tensor, which we find diagonalises along the [100], [010] and [001] directions. The com-
ponents of this diagonalised mobility tensor are shown in Figure 6-10. In it, the directions
corresponding to the strained plane are depicted in black for each panel, with the out-of-
plane direction depicted in red.
For all three strain planes, we find that the ionic mobility in the direction out of the plane
increases with tensile strain. In the most severe case of 5% tensile strain in the (001) plane,
it increases by almost three orders up to a value of almost 1×10−3 cm2 V−1 s−1. For strain
in this (001) plane, the ionic mobility in the plane decreases with tensile strain, effectively
resulting in a 1D mobility. In the case of strain in the (010) plane, the mobilty remains
effectively 3D and increases with tensile strain, while it decreases with compressive strain,
covering a range of 10−6–10−4 cm2 V−1 s−1. The mobility also remains fairly isotropic and
also fairly constant for strains in the (100) plane. The components remain mostly below
10−5 cm2 V−1 s−1, with the exception at a value of 5% tensile strain, in which case the
mobility out of the plane approaches a value of 10−4 cm2 V−1 s−1.
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Figure 6-10: Br vacancy mobility under biaxial strain.
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6.4 Caesium Migration Under Biaxial Strain

The evolution under biaxial strain of the activation enthalpies for caesium vacancy transitions
corresponding to the three sets of SEPS is shown in Figure 6-11. In general, we find that
biaxial strain can strongly influence the activation enthalpy of caesium vacancy migration.
One transition, which is predominantly along [010] and the activation enthalpies of which
are depicted by green circles in Figure 6-11, is particularly influenced by biaxial strain in
the equatorial (010) plane. While the activation enthalpy increases to about 1.34 eV at 3%
compressive strain, it decreases to a value of 0.33 eV for 5% tensile strain, thus covering
a range of more than one eV. The activation enthalpies corresponding to transitions for
the other two sets of SEPS cover a much smaller range of values around 0.53–0.97 eV. To
understand the effect of biaxial strain on the macroscopic mobility we now wish to compute
the ionic mobility tensor.
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Figure 6-11: Activation enthalpy for V−Cs migration under biaxial strain.

In order to do so, we first compute the attempt frequencies associated with transitions
corresponding to the three sets of 1-NN SEPS. The Hessian matrices from which the attempt
frequencies of vacancy hopping were derived were calculated using finite displacements of
0.010Å. The resulting attempt frequencies for transitions of the bromide vacancy between
pairs of sites is shown in Figure 6-12. Similar to what we observed in our study on hydrostatic
pressure, we find that the spread in values is substantial, and that since the values do not vary
smoothly with strain, we attribute this spread to numerical noise. Previously we calculated
the average value for each set of SEPS over the range of pressures. However, as a result
of the changes between the structures with space groups Pnma and Pcmn, the sets of
SEPS do not retain their topological equivalence over the full range of values probed in the
study. Instead of taking the individual values for each set of SEPS, we instead derive a
single representative attempt frequency, which takes on an average value of 0.69THz.
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Figure 6-12: Attempt frequencies for V−Cs migration under biaxial strain.

Finally, we compute the mobility tensor, which we find diagonalises along the [100], [010]
and [001] directions. The components of this diagonalised mobility tensor are shown in
Figure 6-10. In it, the directions corresponding to the strained plane are depicted in black
for each panel, with the out-of-plane direction depicted in red. In addition, the range of
bromide mobility values computed in the absence of strain, being 2.2–4.3×10−6 cm2 V−1 s−1,
is shown as a grey bar.
We observe that for all three strain planes, the mobility out of the plane increases with
tensile strain and decreases with compressive strain. This effect is strongest for strain in
the (010) plane, with the out of plane mobility varying by over 10 orders of magnitude over
the full range. At 5% tensile strain, the mobility takes on a value of 2.8×10−7 cm2 V−1 s−1,
which is only an order of magnitude below the values we computed for the bromide mobilty
in the absence of strain.
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Figure 6-13: Cs vacancy mobility under biaxial strain.
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6.5 Conclusion

In summary, we have shown the changes in both the bromide and caesium vacancy mobility
as a function of biaxial strain in the range of -3–5%. Such strains have been strongly linked
to the stability of the perovskite structure, with tensile biaxial strain being linked to increased
degradation while compressive strain has been linked to increased stability.
Our results indicate that the mobilities perpendicular to the plane that is strained, both
in the case of the bromide and caesium vacancy mobility, do increase with biaxial strain
and decrease with compressive strain. In perovskite-based layered devices, this out-of-plane
direction is generally parallel to the aplied field, such that enhanced levels of ionic mobility
could indeed be responsible for the reduced stability under tensile strain. In contrast, the
mobilities in the strained plane however show different trends, some increasing and some
decreasing, depending on the type of strain that is applied. However, these mobilities are
not generally parallel to the electric field, such that enhanced mobilities in the strained plane
are less influential on the structural stability of the perovskite layer.
Though it is hard to distill a single trend describing the behaviour of the mobility as a function
of biaxial strain, the results varying with the type of strain applied, we can nonetheless get
an idea of the effects of such strain by looking at the range of values that are induced. In the
case of the bromide mobility, the overall components of the mobility tensor cover a range of
about three orders of magnitude, roughly between 1×10−7–1×10−3 cm2 V−1 s−1. Though
this amounts to no insignificant variation, we also show that the caesium vacancy mobility
varies over an even wider range, of the order of about seventeen orders of magnitude, roughly
between 2.8×10−24–2.8×10−7 cm2 V−1 s−1. Remarkably, at a tensile strain of about 5% in
the a and c directions, the out-of-plane mobility approaches values observed for the bromide
mobility, of the order of 1×10−6 cm2 V−1 s−1. This puts into question which of the mobile
species are the most important in terms of material degradation. Our results suggest that
because of the strong response of the caesium vacancy mobility, such instabilities could
perhaps be more a result of migration of the A-site cation, rather than the X-site anion.

130



Chapter 7

Effect of Uniaxial Strain on Ionic Mobility

7.1 Introduction

Finally, we wish to finalise our study of the general effects of strain on the ionic migration in
CsPbBr3 by focussing on the effects of uniaxial strain. As discussed previously, such strains
are mainly relevant in the context of flexible solar cells, which are typically bent not only
during operation but also during production [164–169].
Such conditions are mimicked experimentally by rolling the flexible solar cell of thickness z
over a cylinder of radius R, such that the strain can be estimated using z/2R. Such radii are
typically of the order of a few millimeter [172,326], the highest being about 10mm [171,327],
and the lowest being as low as 0.5mm [170]. In the latter case, various film thicknesses
were used to test the stability of the flexible devices. Specifically, thicknesses of 2.5, 30
and 100µm were tested, corresponding to uniaxial strains of the order of 0.25, 3 and 10%,
respectively. The devices under 10% were shown to be very unstable, with the device under
3% also showing significant degradation. In contrast, the thinnest device, the unprecedented
flexibility of which was facilitated by an ultra-thin polymer substrate of ≈ 2.5µm, showed
remarkable stability.
In a different study, the effects of bending on the photoluminescence lifetimes were measured
for flexible films of MAPbI3 [328]. The PL lifetimes were shown to decrease with compressive
strain and increase with tensile strain over a range of -3.7–3.3% strain, which are comparable
to values up to 3.06% observed in Reference 163.
Despite another report in which a perovskite film is stretched to accomodate a strain of
50% [329], we limit our study to a more conservative range of -5–5% uniaxial strain. Given
that experimentally reported activation energies in MAPbI3 in the dark, as shown in Figure 7-
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1, have been reported to vary over a range of 0.53–0.29 eV for strains of 0.2–0.62% lattice
strain [71], the range that we suggest should yield sufficient insight in the underlying trends
regarding the ionic migration under uniaxial strain.

Figure 7-1: Activation energy for ion migration in MAPbI3 in the light and the dark as a
function of uniaxial strain. From Reference 71. Reprinted with permission from AAAS.

7.2 Structural Response to Strain

We then look at the structural response of CsPbBr3, in response to both compressive and
tensile uniaxial strains up to 5%, applied along either of three lattice vectors [100], [010]
and [001]. For each of these directions, strain is applied uniformly along this direction, while
the remaining lattice vectors along the other two directions are allowed to relax, as are the
internal coordinates of the atoms.
We show the lattice parameters as a function of uniaxial strain in Figure 7-2, both in terms
of absolute values and values relative to the pristine structure. We find for each of the
three strain states, that the lengths of both of the other two lattice directions change in
an opposite way compared to the strained direction, so as to compensate for the change
in volume. This effect is weakest for strain in the [010] direction, where the volume is
decreased by 2% for a compressive uniaxial strain of 5%, while it is increased by 2% for a
tensile uniaxial strain of 5%. It is interesting to observe that the response of a and c is
very different in the case of compressive or tensile strain in the [010] direction. Compressive
strain along the [010] direction is solely compensated by a change in the length of c, while a
remains constant. Under weak tensile strain, up to 3%, both a and c decrease, after which
c remains more or less constant and the change in [010] is compensated only by a change
in a.
For uniaxial strain along the [001] direction, both a and b change quasi-linearly to mitigate
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the volume change due to the change along [001]. The change in a is larger than that of
b, which is in line with the fact that C22 is higher than C11. Along with these changes, the
volume is reduced by about 2% for 5% compressive strain along the [001] direction, while
it is increased by about 1% for a 5% tensile strain.
The changes in volume are lowest for strain along the [100] direction, with less than a 1%
reduction under compressive strain, and a 0.5% increase under tensile strain. In these cases,
the change in a is almost solely compensated by a change in c, while b remains more or
less constant. This is again in line with the fact C22 is higher than C33.
Surprisingly, we find that the evolution of the volume seemingly makes several jumps, in
particular for the case of strain in the [100] and [010] directions. Since we use very strict
convergence criteria in optimising the unit cells, these are unlikely to be a result of poor
convergence. Nevertheless, they do seem to be indicative of small fluctuations of the lengths
of the lattice parameters in the directions orthogonal to the strained direction. The obser-
vation that these fluctuations are absent when the length of c is kept fixed could indicate
that these fluctuations are largest for the c, which is in agreement with the fact that it is
the softest direction, with C33 being lower than both C11 and C22.
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Figure 7-2: Structural response under uniaxial strain.

Furthermore, we find that in the case of strains in the [100] and [001]-directions, the relative
ordering of the a and c changes, in the case of strain in the [100]-direction around a value of
2% compressive strain and in the case of [001]-direction around a value of 2% tensile strain.
To investigate the effect of this inversion on the stability of the structure with space group
Pnma, we compare it to an equivalent structure with space group Pcmn. This Pcmn
space group corresponds to a c̄ba permutation of the abc orientation of the Pnma space
group, discussed previously also in our study onthe role of biaxial strain.
We compute the relative energies of both of these structures as a function of uniaxial strain.
We restrict the lengths of the lattice vector corresponding to the strained direction to the
same value for both structures, while allowing the length of the other two lattice vectors,

133



CHAPTER 7. EFFECT OF UNIAXIAL STRAIN ON IONIC MOBILITY

as well as the internal coordinates, to fully relax. The relative energies of both structures
are shown in Figure 7-3. For strains along [010], we find that the structures with space
group Pcmn relax to structures structurally identical to their counterparts with space group
Pnma, but with a permutation of the lattice vectors and the correspondng fractional coor-
dinates. Interestingly, we find for compressive strains along the [100] direction of 2% and
below, and for tensile strains along the [001] direction of 3% and above, that the structure
with space group Pcmn is stabilised relative to the structure with space group Pnma. In
all other cases, the structure with space group Pnma remains more stable.
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Figure 7-3: Relative total energies of the structures with space group Pnma and Pcmn
under uniaxial strain.

To verify how likely it is for the structure with space group Pnma to convert a structure
with space group Pcmn, we perform a solid-state nudged elastic band calculations [229], in
which both the internal coordinates as well as the lattice parameters are relaxed for all the
intermediate images. For two levels of strains, namely 2% compressive strain along [100]
and 2% tensile strain along [001], the resulting minimum enthalpy paths for a transition
from a structure with space group Pnma to a structure with space group Pcmn are shown
in Figure 7-4. We find that in both cases the enthalpy barrier for these transitions is only
about 20meV per formula unit, which is sufficiently low compared to a kinetic energy of
the order of approximately 25meV per atom at room temperature, that such transitions can
occur spontaneously.
As it is thus likely for the structure to adopt the Pcmn space group when this is energetically
favourable, we continue our analysis using a combination of structures with the Pnma and
Pcmn space groups, whichever one is energetically favourable at any given level of strain.
We show the new lattice parameters for this set of structures in Figure 7-5, in which we
disconnect the trend between strains of -1 and -2% along [100] and +2 and +3% along
[001], to indicate the change in space group from Pnma to Pcmn. As can be seen from
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Figure 7-4: Minimum enthalpy path for transitions between the Pnma and Pcmn orienta-
tions of the unit cell, for 2% compressive strain along [100] (a) and 2% tensile strain along
[001] (b), relative to their values in the pristine unit cell with space group Pnma.

Figure 7-5, the switch to the Pcmn space group is accompanied by a rather sharp discon-
tinuity in the trends of the two lattice vectors that are relaxed in both cases. In the case
of strain along the [100] direction, the length of b drops below its pristine value, though it
showed a slight expansion in the structure with space group Pnma. The length of c shows
a sharp increase of about 2%-points, which results in an increase in the total lattice volume
with respect to its pristine value, while it was reduced in the structure with space group
Pnma. We observe similar, but opposite, behaviours for strain in the [001] direction, where
b shows an elongation and a a large contraction, resulting in an overall contraction of the
lattice volume relative to its pristine value.
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Figure 7-5: Structural response under uniaxial strain including permutation.
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7.3 Bromide Migration under Uniaxial Strain

The evolution under uniaxial strain of the activation enthalpies for transitions corresponding
to the six sets of 1-NN SEPS is shown in Figure 7-6. We reiterate that due to the asym-
metry of the apical and equatorial sites, the activation energies are shown both for vacancy
transitions from an apical to an equatorial site (A-to-E), as well as the reverse (E-to-A),
and that the higher of the two values acts as an effective bottleneck.
In general, we find that uniaxial strain has a strong influence on the activation enthalpy of
bromide vacancy migration, as evidenced by the range of values we observe, in the range
0.16–0.47 eV. Despite the general assumption that activation enthalpies increase with com-
pressive strain, and decrease with tensile strain, we observe no such trends for the activation
enthalpies, not just in general, but also not for individual sets of SEPS. Instead, we observe
that the change in activation enthalpy depends not only on the magnitude of the strain, but
also on its direction. For example, the activation enthalpy for equatorial-to-equatorial tran-
sition corresponding to the cyan path, and indicated by cyan circles in Figure 7-6, decreases
to about 0.21 eV for 5% tensile strain in the [100] direction, while it increases to about
0.35 eV for 5% tensile strain in the [001] direction. To understand the effect of uniaxial
strain on the ionic migration we thus wish to compute the ionic mobility tensor.
In order to do so, we first compute the attempt frequencies associated with transitions cor-
responding to the six sets of 1-NN SEPS. The Hessian matrices from which the attempt
frequencies of vacancy hopping were derived were calculated using finite displacements of
0.010Å. The resulting attempt frequencies for transitions of the bromide vacancy between
pairs of sites are shown in Figure 7-7. In analogy with our study on biaxial strain, we derive
three representative attempt frequencies, namely those for equatorial-to-equatorial, apical-
to-equatorial and equatorial-to-apical transitions, which take on average values of 1.20, 1.08
and 1.17THz respectively. These values are very similar to the ones computed in the study
of the effects of biaxial strain, which were computed at 1.25, 1.11 and 1.23THz. In both
studies, the value of the A-to-E transition is slightly lower, which could be indicative of
overall lower vibrational frequencies for the moving ion at an equatorial site compared to an
apical site.
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Finally, we compute the mobility tensor, which we find diagonalises along the [100], [010]
and [001] directions. The components of this diagonalised mobility tensor are shown in
Figure 7-8. In it, the directions corresponding to the strained direction are depicted in red
for each panel, with the other two direction depicted in black.
Contrary to the common assumption that tensile strain increases and compressive strain
decreases the ionic mobility, we observe no such trend for our data. The mobility rises most
strongly for compressive strain in the [010] and [001] directions, reaching values upwards of
1×10−4 cm2 V−1 s−1. Interestingly, the mobility also increases for tensile strain in the [010]
direction, such that strain in this plane should be particularly avoided. In most cases, the
mobility also remains fairly isotropic, apart from the effective 3D-to-1D transitions that we
observe for tensile strain in the [100] direction and compressive strain in the [001] direction.
In the latter case, the trend is similar to what was observed in the case of tensile biaxial
strain in the (001) plane. This is not surprising given that both strain states are comparable,
with the tensile biaxial strain in the (001) plane being compensated by compressive strain
in the [001] direction.
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Figure 7-8: Br vacancy mobility under uniaxial strain.
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7.4 Caesium Migration under Uniaxial Strain

The evolution under uniaxial strain of the activation enthalpies for caesium vacancy transi-
tions corresponding to the three sets of SEPS is shown in Figure 7-9. Despite the general
assumption that activation enthalpies increase with compressive strain, and decrease with
tensile strain, we observe no such trends for the activation enthalpies, not just in general,
but also not for individual sets of SEPS. In general, we do find however that uniaxial strain
can strongly influence the activation enthalpy of caesium vacancy migration. One transition,
which is predominantly along [010] and the activation enthalpies of which are depicted by
green circles in Figure 7-9, is particularly influenced by uniaxial strain in the apical [010]
direction. While the activation enthalpy increases to about 1.12 eV at 5% tensile strain, it
decreases to a value of 0.52 eV for 5% compressive strain. Interestingly, this trend is opposite
to that observed for biaxial in the (010) plane, but not inconsistent given that tensile biaxial
strain in this plain is compensated by compressive uniaxial strain in the [010] direction, and
vice versa for compressive biaxial strain and tensile uniaxial strain. The activation enthalpies
corresponding to transitions for the other two sets of SEPS cover a smaller range of values
around 0.52–0.89 eV. To understand the effect of biaxial strain on the macroscopic mobility
we now wish to compute the ionic mobility tensor.
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Figure 7-9: Activation enthalpy for V−Cs migration under uniaxial strain.

In order to do so, we first compute the attempt frequencies associated with transitions cor-
responding to the three sets of 1-NN SEPS. The Hessian matrices from which the attempt
frequencies of vacancy hopping were derived were calculated using finite displacements of
0.010Å. The resulting attempt frequencies for transitions of the bromide vacancy between
pairs of sites is shown in Figure 7-10. In analogy with our study on biaxial strain, we derive
a single representative attempt frequency which takes on an average value of 0.73THz.
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Figure 7-10: Attempt frequencies for V−Cs migration under uniaxial strain.

Finally, we compute the mobility tensor, which we find diagonalises along the [100], [010]
and [001] directions. The components of this diagonalised mobility tensor are shown in
Figure 7-11. In it, the directions corresponding to the strained direction are depicted in red
for each panel, with the other two direction depicted in black.
Contrary to the common assumption that tensile strain increases and compressive strain de-
creases the ionic mobility, we observe no such trend for our data. Instead, we find that the
mobility rises most strongly for strains in the [010] direction. For compressive strain, the mo-
bility along the strained direction reaches a value of 1.6×10−10 cm2 V−1 s−1, while the mobil-
ity in the plane perpendicular also reaches just below 1×10−10 cm2 V−1 s−1 for tensile strain
of 5%. The lowest mobilities are found along [010], having values of 4.0×10−20 cm2 V−1 s−1

for 5% tensile uniaxial strain along [010], and 1.6×10−20 cm2 V−1 s−1 for 5% compressive
uniaxial strain along [001]. Overall, the range of values for the caesium mobility thus span
a range of 10 orders of magnitude over a range of -5 to +5% uniaxial strain.
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Figure 7-11: Cs vacancy mobility under uniaxial strain.
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7.5 Conclusion

In summary, we have shown the changes in both the bromide and caesium vacancy mobility
as a function of uniaxial strain in the range of -5 to +5%. Such strains have been linked to
the stability of the perovskite structure, with tensile uniaxial strain being linked to increased
degradation while compressive strain has been linked to increased stability.
We find that the response of the mobility to uniaxial strain is more complex. In some
directions, it may indeed increase with tensile strain in a given direction, but for others it
can be shown to decrease. The same contrasting observations hold for compressive strain.
These results are strongly linked with the structural response to uniaxial strain. While we may
strain the perovskite along a certain lattice vector, the two lattice vectors perpendicular to it
will relax in the opposite direction to compensate for the induce strain. If such compensation
occurs along a direction to which the change in migration enthalpy is particularly sensitive,
this may lead to opposite behaviour as expected purely based on the induced strain. To make
this point more clearly, we refer to the pair of Cs sites depicted in green. The activation
enthalpy associated with transitions between this pair of sites is shown to decrease with
compressive strain and increase with tensile strain in the [010] direction, in contrast to the
general understanding. The reason for this behaviour is the compensation of the a and c
lattice vectors in response to straining b, thus mimicking the case of biaxial strain of the
a and c lattice vectors. The results we observe here are thus consistent with our previous
study on the effects of biaxial strain.
Despite the apparent complexity of describing trends in the components of the mobility
tensor, we may still discuss the range of values that can be induced under uniaxial strain. In
the case of the bromide mobility, the overall components of the mobility tensor cover a range
of about three orders of magnitude, roughly between 1×10−7–1×10−4 cm2 V−1 s−1. Though
this amounts to no insignificant variation, we also show that the caesium vacancy mobility
varies over an even wider range, of the order of about ten orders of magnitude, roughly
between 1×10−20–1×10−10 cm2 V−1 s−1. Overall, we find these ranges to be smaller than
in the case of biaxial strain, but the ranges of values that can be observed under uniaxial
strain could nevertheless have significant implications to the operation of perovskite layers
under uniaxial strain, for example in flexible devices.
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Chapter 8

Migration Barrier Analysis

In the previous chapters, we have observed that the activation enthalpies for both bromide
and caesium vacancy transitions can be significantly affected by structural deformation.
The question remains why the corresponding activation enthalpy increases for some types of
strain while it decreases for others. In the final chapter of this thesis we will therefore look
back at all the activation enthalpies we explicitly computed, and look at potential structural
descriptors that can be used to predict the change in activation enthalpy in response to strain.

8.1 Bromide Migration

First, we will elaborate on several common descriptors that have been used to predict the
change of anion vacancy migration barriers in perovskites, most generally in response to
changes in the perovskite composition [330, 331]. Firstly, we look at the intersite distance
to estimate whether transitions between sites that are closer together are generally more
facile than transition between sites further apart. Next, we look at two descriptors that
have been developed and used to predict changes for the oxygen vacancy migration barrier
between 1-NN pairs of sites in the analogous class of oxide perovskites, namely the critical
radius and the metal-anion bond order.

8.1.1 Intersite Distance Approach

A first logical attempt at deriving a description is linked to the question whether transitions
to more distant sites have a higher corresponding activation enthalpy compared to transi-
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tions to more nearby sites. As such, we consider the cartesian distance between the two sites
between which a transition can occur. More specifically, this distance is extracted from the
pristine crystal under strain but in the absence of structural relaxation upon the inclusion
of a vacancy. These distances are shown in Figures 8-1 to 8-3, for the structures under
hydrostatic pressure and biaxial and uniaxial strain.
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Figure 8-1: Intersite distances for anion vacancy transitions between pairs of sites belonging
to the 10 sets of SEPS, labeled by ’10’ in Figure 5-3, as a function of hydrostatic pressure.
The colour scheme is equivalent to that adopted in Figures 5-5 and 5-6. The lines provide
a guide to the eye.
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Figure 8-2: Intersite distances for anion vacancy transitions between 1-NN and 2-NN pairs
of sites, as a function of biaxial strain. Activation enthalpies are only computed for the sets
of 1-NN SEPS. The colour scheme is equivalent to that adopted in Figures 5-5 and 5-6.
The lines provide a guide to the eye.
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Figure 8-3: Intersite distances for anion vacancy transitions between 1-NN and 2-NN pairs
of sites, as a function of uniaxial strain. Activation enthalpies are only computed for the
sets of 1-NN SEPS. The colour scheme is equivalent to that adopted in Figures 5-5 and 5-6.
The lines provide a guide to the eye.
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The correlation with the corresponding activation enthalpies are shown in Figure 8-4 for
the results from our study on the effects of hydrostatic pressure, in which the correlations
for the 1-NN, 2-NN and 3-NN are included. The combined results for hydrostatic pressure
and biaxial and uniaxial strain are shown in Figure 8-5, and are limited to the sets of 1-NN
SEPS.
The activation enthalpies computed in our study on the effects of hydrostatic pressure show
very mixed results when correlated with the intersite distances. While the correlation is
excellent for certain transitions, the cyan and green 1-NN, the magenta 2-NN and the dark
green 3-NN transitions in particular, there appears to be no apparent correlation for others.
Such large differences are somewhat surprising, given that despite the lower symmetry of the
Pnma space group compared to the aristotype, the topology is not very strongly affected.
Interestingly, the correlation is best for the set of 3-NN SEPS and worst for the set of 1-NN
SEPS. This need not be surprising, given that the 1-NN, 2-NN and 3-NN transitions are
quite different. Schematic representations of representative cases of these transitions are
shown in Figure 8-6. While in the case of 1-NN transitions, the moving ion remains close
to the Pb-atom to which it is bound, this is not the case for transitions to more distant
neighbours, the minimum enthalpy path of which is slightly more linear.
In our studies on the effects of biaxial and uniaxial strain, we have limited our analysis to
the computation of transitions between sets of 1-NN SEPS. Again, we observe a reasonable
correlation between the activation enthalpy and the intersite distance corresponding to the
cyan set of SEPS, as well as for the blue set of SEPS, both of which correspond to equatorial-
to-equatorial transitions. For the remaining sets of SEPS, we observe no strong correlation.
Overall, we conclude that the intersite distance is a rather poor descriptor for predicting the
changes in activation enthalpies, in particular for transitions between pairs of 1-NN sites, as
exemplified by the low coefficient of correlation of 0.059 over the full dataset.
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Figure 8-4: Correlations between the activation enthalpy and the intersite distance for transi-
tions between 1-NN, 2-NN and 3-NN sites in the Pnma structure under hydrostatic pressure.
The colour scheme is equivalent to that adopted in Figures 5-5 and 5-6.
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(a) Hydrostatic pressure.
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(b) Biaxial strain.
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(c) Uniaxial strain.
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Figure 8-5: Correlations between the activation enthalpy and the intersite distance for tran-
sitions between 1-NN sites in the Pnma structure under hydrostatic pressure, biaxial strain
and uniaxial strain. The colour scheme is equivalent to that adopted in Figures 5-5 and 5-6.
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(a) Aristotype. (b) 1-NN.

(c) 2-NN. (d) 3-NN.

Figure 8-6: Schematic representations of representative cases of 1-NN, 2-NN and 3-NN
transitions. The origin of their nomenclature and classificiation is depicted in (a), while
minimum enthalpy trajectories are visualised for transitions between representative pairs of
1-NN (b), 2-NN (c) and 3-NN (d) sites in the orthorhombic strucure with space group
Pnma.
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8.1.2 Critical Radius Analysis

To go beyond the simple picture of the intersite distance, we look more closely at the
atomic configuration at the transition state, in particular which atoms in the direct vicinity
of the moving ion need to be displaced in order to facilitate the passage of the moving ion.
Such questions have been investigated previously mainly for oxide migration in the oxide
perovskites [332–334]. This has led to the development of a so-called critical radius model,
in which the critical radius is used as a descriptor for trends in the activation energy, again
mainly to compare different perovskite compositions.
A schematic representation of this critical radius is shown in Figure 8-7. It shows the atomic
configuration at the transition state in the vicinity of the moving ion, which needs to pass
through an opening between two A-site and one B-site cation(s).

Figure 8-7: Critical radius model of the saddle point configuration for anion vacancy migra-
tion in perovskite structures. Reprinted from Reference 332, with permission from Elsevier.

The critical radius rc can be derived from geometric considerations, and for the cubic
aristotype it can be expressed as

rc = a0

(
3

4
a0 −

√
2rB

)
− (rA − rB) (rA + rB)

2 (rA − rB) +
√

2a0
, (8.1)

with a0 the lattice constant, and with rA and rB the ionic radii of the A-site and B-site
cations, respectively. Here, we adopt a slightly different expression, based on Reference 335,
which can be formulated in terms of the Pb-Cs and Cs-Cs interatomic distances as

rc =
α+ β2 − r2

A − 2βrA + r2
B

2rA + 2β − 2rB
, (8.2)

in which α = d2
AA/4 and β =

√
dABdAB* − α, where dAA denotes the Cs-Cs distance

and dAB and dAB* denote the distances between the Pb-atom and either of the Cs-atoms.
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These distances are computed from the structure under strain before the introduction of a
vacancy.
The correlation between the activation barriers and the critical radius in the pristine structure
is shown in Figure 8-8. As we can see from the very low coefficients of correlation, the critical
radius does not seem to be a particularly useful descriptor to predict trends in activation
enthalpy for symmetrically distinct transitions within the pristine material, nor trends in
response to strain, despite its usefulness in predicting trends between different compositions
in the class of oxide perovskites.
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(a) Hydrostatic pressure.
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(b) Biaxial strain.
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(c) Uniaxial strain.
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(d) Combined dataset.

Figure 8-8: Correlation between the activation enthalpy for anion vacancy migration and
the critical radius, derived from the pristine structure under strain, before the introduction
of a vacancy, using Equation (8.2). The colour scheme is equivalent to that adopted in
Figures 5-5 and 5-6.
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8.1.3 Metal-Anion Bond Order

In the case of oxygen vacancy migration, analyses have also been aimed at the average
metal-oxygen bond energy [331, 333, 336, 337]. To the best of our knowledge, this analysis
has not previously been extended to describe activation enthalpy differences within a single
material, and hence we will aim to provide such an attempt here.
First, we analyse the Pb-Br distance during a representative transition, the results of which
are shown in Figure 8-9. We observe that the Pb-Br distance shortens significantly during
the transition, and reaches a minimum value at the transition state. While it is a commonly
observed phenomenon that anion vacancy transitions between 1-NN sites follow a curved
trajectory [87], these results indicate that along the minimum enthalpy path this curvature
is not necessarily uniform.
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Figure 8-9: Pb-Br distance along the minimum enthalpy path for one of the 1-NN sets
of E-to-E SEPS, corresponding to a transition between the pair of sites depicted in cyan
(1-NN_E-to-E_1) in the absence of strain. It is well-known that the instead of being linear,
the path for anion migration along an octahedral edge is typically curved. Here we show
that at the transition state, corresponding to image 5, the Pb-Br distance goes through a
minimum distance, which indicates that along the minimum enthalpy path the curvature is
not necessarily uniform.

To show that this also holds more generally, we show the Pb-Br distance at the transition
state as a function of the Pb-Br distance in the pristine structure in Figure 8-10. In this
figure, the grey line along the diagonal is enveloped by a shaded area, corresponding to a
1% error margin on either side. Moreover, the dashed black lines at 3.15Å indicate the
expected Pb-Br distance based on the sum of their crystal ionic radii [338]. As we can see,
the interatomic distances remain below this value, both in the pristine structure, as well as
in the transition state structures, suggesting a relatively strong interaction between Pb and
Br atoms. Moreover, we observe that in virtually all cases, the Pb-Br distance is lower at
the transtion state than it is in the pristine structure.
Interestingly, while the range of values adopted in the pristine structure is relatively sim-
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ilar, the range of values adopted at the transition state is quite different for the E-to-E
transitions, shown in Figure 8-10a, compared to those for the A-to-E transitions, shown
in Figure 8-10b. While the interatomic distances stay within a narrow range of 2.8–2.9 Å
in the case of the A-to-E transitions, the range is about 2.75–3.00Å in the case of the
E-to-E transitions. In the cubic phase, we would have observed no such different between
symmetrically inequivalent pairs of sites, which is another remarkable result of the reduced
symmetry of the orthorhombic phase with space group Pnma.
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(a) E-to-E.
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(b) A-to-E.

Figure 8-10: Correlation between Pb-Br distance in the initial pristine structure, and that
at the transition state. The grey line along the diagonal is enveloped by a shaded area,
corresponding to a 1% error margin on either side. Moreover, the dashed black lines at
3.15Å indicate the expected Pb-Br distance based on the sum of their crystal ionic radii.
The colour scheme is equivalent to that adopted in Figures 5-5 and 5-6.

The correlations between the Pb-Br interatomic distance in the pristine structure and the
corresponding activation energies are shown in Figure 8-11. In general, the correlation is
very poor, suggesting that the Pb-Br distance in the initial state is not a good descriptor
of the activation energy. Interestingly, despite the seemingly more sensitive response for the
E-to-E transitions, the correlation is actually poorer than that of the A-to-E transitions.
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(a) E-to-E.
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(b) A-to-E.

Figure 8-11: Correlation between Pb-Br distance in the initial pristine structure and the
corresponding activation enthalpy. The colour scheme is equivalent to that adopted in
Figures 5-5 and 5-6.

8.1.4 Predictions from Elasticity Theory

Finally, we consider the dependence of the activation enthalpy, as predicted by linear response
theory, described in more detail in Section 3.7. In particular, we use the elastic dipole tensor
to compute activation enthalpy changes, as described previously in Equation (3.110) and
which we state here again for clarity.

Ha = H0
a − (P ‡ij − Pij)εij ,

= H0
a −∆Pijεij .

(8.3)

In general, stress-dependent calculations require a high cut-off energy to reach convergence.
Below, we will test the convergence of the elastic dipole tensor components.

8.1.4.1 Convergence Test

We test the convergence of the components of the elastic dipole tensor for the initial state
Pij , transition state P ‡ij and their difference ∆Pij = P ‡ij − Pij , and show the results in
Figure 8-12. While we observe that both Pij and P ‡ij only reach convergence at a cutoff
energy of about 450 eV, the difference is well-converged already at 300 eV. Hence, we can use
the results from our calculations at 300 eV to compute the elastic dipole tensor components
and predict the change in migration enthalpy in response to general strain.
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Figure 8-12: Convergence of the components of the elastic dipole tensor for the initial
state Pij , transition state P ‡ij and their difference ∆Pij = P ‡ij − Pij , corresponding to a
transition between the pair of sites depicted in cyan (1-NN_E-to-E_1) in the absence of
strain.

8.1.4.2 Results for Bromide Migration

Using the linear response theory, the changes in the activation enthalpies can thus be derived
from an effective dipole tensor, which we derive from the initial and transition states in the
absence of strain, in combination with the structural deformation resulting from the stress
we apply. The predictions and computed values for the evolution of the activation enthalpies
are shown for the E-to-E transitions in Figures 8-13 to 8-15, and for the A-to-E transitions
in Figures 8-16 to 8-18. In these, the predictions are shown as solid lines, with alternating
black and coloured sections, the colours corresponding to those presented in Figures 5-5
and 5-6. We emphasize that though these lines do not appear to be linear, the predictions
are linear and the variations in the slope are due to the non-linear evolution of the lattice
vectors. The explicitly computed values are shown by coloured markers, again following the
colour scheme of Figures 5-5 and 5-6.
Overall, we find that though the trends predicted by the linear response theory are generally
qualitatively correct for small deformations, the predictions become noticably poorer the
higher the level of strain. It is therefore a suitable tool to identify which transitions are likely
sensitive in a general direction, or to find the general type of strain to which a transition
is most sensitive. Despite its qualities in predicting qualitative trends, we conclude that to
obtain quantitatively correct values for the activation enthalpies, explicit calculations are
nevertheless necessary, in line with previous studies on the linear response theory [320].
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Figure 8-13: Linear predictions (solid lines) compared to computed values (marked points)
of the evolution of the activation enthalpy of E-to-E transitions in response to hydrostatic
pressure. The colour scheme is equivalent to that adopted in Figures 5-5 and 5-6.
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Figure 8-14: Linear predictions (solid lines) compared to computed values (marked points)
of the evolution of the activation enthalpy of E-to-E transitions in response to biaxial strain.
The colour scheme is equivalent to that adopted in Figures 5-5 and 5-6.

5 0 5
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7

Ac
tiv

at
io

n 
En

th
. (

eV
) a strained

5 0 5
Uniaxial Strain (%)

b strained

5 0 5

c strained

Figure 8-15: Linear predictions (solid lines) compared to computed values (marked points)
of the evolution of the activation enthalpy of E-to-E transitions in response to uniaxial strain.
The colour scheme is equivalent to that adopted in Figures 5-5 and 5-6.
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Figure 8-16: Linear predictions (solid lines) compared to computed values (marked points)
of the evolution of the activation enthalpy of A-to-E transitions in response to hydrostatic
pressure. The colour scheme is equivalent to that adopted in Figures 5-5 and 5-6.
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Figure 8-17: Linear predictions (solid lines) compared to computed values (marked points)
of the evolution of the activation enthalpy of A-to-E transitions in response to biaxial strain.
The colour scheme is equivalent to that adopted in Figures 5-5 and 5-6.
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Figure 8-18: Linear predictions (solid lines) compared to computed values (marked points)
of the evolution of the activation enthalpy of A-to-E transitions in response to biaxial strain.
The colour scheme is equivalent to that adopted in Figures 5-5 and 5-6.
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8.1.5 Other Methods

Other approaches have been to look material properties such as the Goldschmidt tolerance
factor and the lattice free volume, which is the volume of the lattice minus the volume
taken up by the ions [331, 333, 336, 337, 339]. Though these approaches have been use-
ful in predicting trends between different compositions, they are not useful to describe the
anisotropy in any given material, since these descriptors do not include any information on
the anistropy of the system.

8.2 Caesium Migration

We will now analyse various descriptors for A-site cation migration. We first analyse the
predictive power of the intersite distance, after which we consider an anion aperture model
from the literature, and our own extension thereof.

8.2.1 Intersite Distance Approach

Similar to the case of bromide, we first consider the intersite distance between the pair of
sites for a given hop as a potential descriptor. A schematic representation of this intersite
distance is shown in Figure 8-19, in which the Cs sites occupying two neighbouring PbBr
’cages’, being first-nearest neighbours of each other, are connected by a simple stick.

Figure 8-19: Schematic representation of the intersite distance between a pair of 1-NN
Cs sites. Caesium, lead and bromide atoms are shown in pink, grey and brown colours,
respectively.

Again our hypothesis is that the further these sites are apart, the harder it might be for an
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ion to hop between them, with a higher corresponding activation enthalpy. The intersite
distances between the pairs of sites belonging to the different sets of SEPS are shown for
the different types of strain in Figures 8-20a, 8-21a and 8-22a, and can be seen to change
noticably with strain.
We then look at the activation enthalpies for a transition between two Cs sites, as a function
of the intersite distance, as shown in Figures 8-20b, 8-21b and 8-22b. There appears to
be no clear correlation between the activation enthalpy and the intersite distance; in some
cases the activation enthalpy increases with increasing intersite distance while in others the
activation enthalpy shows the opposite tendency. The lack of correlation is also apparent
from the low values for the coefficient of determination R2. Hence, the intersite distance
does not seem to be a useful descriptor for the change in activation enthalpy as a function
of strain.
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(a) Evolution of the intersite distance as
a function of hydrostatic pressure.
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Figure 8-20: Evolution of the intersite distance between pairs of 1-NN Cs sites in the strained
structure, before the inclusion of a vacancy, as a function of hydrostatic pressure (a), along
with its correlation with the corresponding activation energy for a transition between these
pairs of sites (b). The colour scheme is equivalent to that adopted in Figure 4-8. The lines
provide a guide to the eye.

160



CHAPTER 8. MIGRATION BARRIER ANALYSIS

-3 0 5
5.4

5.6

5.8

6.0

6.2

6.4

In
te

ra
to

m
ic 

Di
st

an
ce

 (Å
) xy_opt_z

-3 0 5
Biaxial Strain (%)

xz_opt_y

-3 0 5

yz_opt_x

(a) Evolution of the intersite distance under biaxial strain.
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Figure 8-21: Evolution of the intersite distance between pairs of 1-NN Cs sites in the strained
structure, before the inclusion of a vacancy, as a function of biaxial strain (a), along with its
correlation with the corresponding activation energy for a transition between these pairs of
sites (b). The colour scheme is equivalent to that adopted in Figure 4-8. The lines provide
a guide to the eye.
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(a) Evolution of the intersite distance under uniaxial strain.
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Figure 8-22: Evolution of the intersite distance between pairs of 1-NN Cs sites in the strained
structure, before the inclusion of a vacancy, as a function of uniaxial strain (a), along with
its correlation with the corresponding activation energy for a transition between these pairs
of sites (b). The colour scheme is equivalent to that adopted in Figure 4-8. The lines
provide a guide to the eye.
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8.2.2 Halide Aperture Approach

To go beyond the simplistic picture of the intersite distance, we introduce an atomistic model
that has been developed for A-site cation migration in oxide perovskites [340–342]. This
model is based on the observation that the A-site cation has to pass through an effective
aperture, spanned by four X-site anions, and which must be sufficiently large to facilitate
the passage of the A-site cation. A schematic representation of the minimum enthalpy path
is shown in Figure 8-23a, and schematic representations of the aperture are shown in Fig-
ures 8-23b and 8-23c, corresponding to the structure under strain, before the introduction
of a vacancy, and a representative transition state. The four X-site halides spanning the
aperature are denoted by the letters S and L, standing for short and long, respectively; in the
initial state, shown in Figure 8-23b, the interatomic distance between the S-denoted halide
atoms is much smaller than the interatomic distance between the L-denoted atoms. At the
transition state, the octahedra in the vicinity of the moving ion are strongly distorted, such
that the interatomic distance between the S-denoted atoms is greatly increased, while the
interatomic distance between the L-denoted atoms is much less affected. We note that in
such cases, a distinction between long and short pairs of sites is less straightforward, but
because of the topological correspondence of the atoms between the initial and transition
state, we adopt the same nomenclature also for the transition state.
A structural overlay of the atomic displacements for a representative transition in the un-
strained system, the transition along the [010] direction, depicted in green in Figure 4-8 to
be precise, is shown in Figure 8-24. The atomic positions in the initial state are shown by
dotted lines and spheres, while the atomic positions in the transition state are shown using
solid bonds and spheres. As can be seen, the structural relaxation is mostly confined to the
near vicinity of the moving ion. Noticable displacements can be observed for both bromide
and lead atoms, though the displacement is by far largest for the S-denoted bromide atoms.
To gain further insight in the structural differences that can best explain the changes in
activation enthalpy under certain types of strain, we show the structural displacements cor-
responding to the transitions for which we find the highest and lowest activation enthalpies
for caesium migration in our full dataset, as shown in Figure 8-25. The highest activation
energy in our dataset, having a value of 1.58 eV, corresponds to a transition under a hy-
drostatic pressure of 2.0 GPa. The lowest activation energy, having a value of only 0.33 eV,
corresponds to a transition under 5% biaxial strain in the [100] and [001] directions. Both of
these transitions correspond to the same set of SEPS, namely the transition roughly along
[010], depicted by green sticks in Figure 4-8, which we previously found to be the most
sensitive to strain.
In both cases the structural relaxation appears to be strongest for the pair of S-denoted
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(a) Schematic representation of the minimum enthalpy path for
transitions between a pair of 1-NN Cs sites, with pink spheres in-
dicating the position of the moving ion during a transition. For
clarity, the lead-halide framework is kept fixed at the configuration
of the initial state.

(b) Schematic representation of the halide aper-
ture in the structure under strain.

(c) Schematic representation of the halide aper-
ture at the transition state.

Figure 8-23: Schematic representations of the minimum enthalpy path (a) and the halide
aperture in the structure under strain (b) and at the transition state (c) for transitions
between pairs of Cs 1-NN lattice sites. The schematic representation in (b) corresponds to
the bulk structure under strain, but before the inclusion of a vacancy. Caesium, lead and
bromide atoms are shown in pink, grey and brown colours, respectively.
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(a) (b)

Figure 8-24: View down [010] showing a migrating Cs ion at the saddle point and the
consequent local relaxation of the surrounding ions in the absence of strain 0.0 GPa. The
unfilled spheres depict the atomic postions in the pristine structure, with the dashed line
representing the migration aperture before relaxation. Caesium, lead and bromide atoms are
shown in pink, grey and brown colours, respectively.

(a) (b)

Figure 8-25: View down [010] showing a migrating Cs ion at the saddle point and the
consequent local relaxation of the surrounding ions at +5% biaxial strain in the [100] and
[001] directions (a) and 2.0 GPa (b), with corresponding activation enthalpies of 0.33 and
1.58 eV. The dashed line represents the migration aperture before relaxation. Caesium, lead
and bromide atoms are shown in pink, grey and brown colours, respectively.
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atoms. Interestingly, the overall structural relaxation seems much more confined to the near
vicinity of the moving ion in Figure 8-25a, while the structural relaxation clearly extends
beyond the first shell of four bromide and four lead atoms in Figure 8-25b. This observation
can be reconciled with the fact that under severe compressive strain, resulting from the hy-
drostatic pressure, the overall volume is strongly reduced, which gives the atoms less room
to relax. In contrast, the volume is greatly increased with tensile strain, such that atoms
can relax more freely to accommodate the moving ion.

8.2.2.1 dSS as a Descriptor

In a previous study on A-site cation diffusion in LaMnO3, the initial interatomic distance
between the S-denoted atoms was found to be strongly correlated to the activation en-
thalpy [340]. Here we test the same correlation, looking at the interatomic distance between
the pair of S-denoted sites in the strained system, not taking into account any structural
relaxation related to the introduction of a vacancy. We denote this distance dSS, and show
how it changes with strain in Figures 8-26a, 8-27a and 8-28a.
This interatomic distance dSS can either increase or decrease, depending on the level and
type of strain, and can be linked to the the relative level of tilting of the octahedra in re-
sponse to strain. Its correlation with the associated activation enthalpy for caesium vacancy
transitions is shown in Figures 8-26b, 8-27b and 8-28b. Indeed, we find that the correlation
between the activation enthalpy and dSS is stronger than the correlation with the intersite
distance, as indicated by the higher coefficients of determination, in the range of 0.714–
0.763. The value for dSS, and particularly how it changes with strain, can thus be a useful
descriptor to predict the trends for the activation enthalpy under strain.
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Figure 8-26: Evolution of dSS as a function of hydrostatic pressure (a), along with its
correlation with the corresponding activation energy (b). The value of dSS is obtained
from the structure under strain, not taking into account structural relaxations due to the
introduction of a vacancy. The colour scheme is equivalent to that adopted in Figure 4-8.
The lines provide a guide to the eye.
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Figure 8-27: Evolution of dSS, defined as the interatomic distance between the two S-
denoted sites of the aperture in the strained system, as a function of biaxial strain (a),
along with its correlation with the corresponding activation energy (b). The value of dSS
is obtained from the structure under strain, not taking into account structural relaxations
due to the introduction of a vacancy. The colour scheme is equivalent to that adopted in
Figure 4-8. The lines provide a guide to the eye. The colour scheme is equivalent to that
adopted in Figure 4-8. The lines provide a guide to the eye.
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Figure 8-28: Evolution of dSS as a function of uniaxial strain (a), along with its correlation
with the corresponding activation energy (b). The value of dSS is obtained from the structure
under strain, not taking into account structural relaxations due to the introduction of a
vacancy. The colour scheme is equivalent to that adopted in Figure 4-8. The lines provide
a guide to the eye.

8.2.2.2 Aperture Area as a Descriptor

Based on the previous analysis, we can thus conclude that the interatomic distance dSS is
a useful descriptor to predict changes in the activation enthalpy as a function of strain. It
is, to the best of our knowledge, the prevailing descriptor for A-site cation migration in
perovskites. However, not only the distance between the S-denoted anion sites needs to
be sufficiently large to accommodate the moving ions, but so should the distance between
the L-denoted anions. To test whether the dSS descriptor can be improved upon, we thus
wish to include some description of dLL, which we do by computing the effective area of
the aperture. Under the assumption that the aperture can be considered as a diamond, the
effective area can be approximated as half of the product of the diagonals, i.e. the effective
aperture ∆SSLL can be calculated from

∆SSLL =
1

2
dSSdLL, (8.4)

in which dSS and dLL are the distances between the S-denoted and L-denoted bromide
atoms. Though the S- and L-denoted bromide are not always coplanar, deviations from
coplanarity are sufficiently small that this measure of the effective aperture is sufficiently
accurate to test it as a possible descriptor for the changes we observe in the activation
enthalpy as a function of strain. The effective apertures are shown as a function of strain
in Figures 8-29a, 8-30a and 8-34a, along with the correlation between these apertures and
the activation enthalpies, the results of which are shown in Figures 8-29b, 8-30b and 8-31b.
The correlation we find is very good, exemplified by the high coefficients of determination
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in the range 0.837–0.989. The effective area seems to be particularly good at predicting
changes in the activation enthalpy under hydrostatic pressure, for which the value of R2 is
as high as 0.989. For comparison, both the correlation of the activation enthalpy with dSS
and ∆SSLL are shown side-by-side in Figure 8-32. From these figures, it is clear that the
full aperture area is a signficant improvement as a descriptor, when compared to simply the
interatomic distance dSS, with an increased R2 from 0.691 to 0.867.
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Figure 8-29: Evolution of ∆SSLL as a function of hydrostatic pressure (a), along with its
correlation with the corresponding activation energy (b). The values of dSS and dLL used
to compute ∆SSLL are obtained from the structure under strain, not taking into account
structural relaxations due to the introduction of a vacancy. The colour scheme is equivalent
to that adopted in Figure 4-8. The lines provide a guide to the eye.
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Figure 8-30: Evolution of ∆SSLL as a function of biaxial strain (a), along with its correlation
with the corresponding activation energy (b). The values of dSS and dLL used to compute
∆SSLL are obtained from the structure under strain, not taking into account structural
relaxations due to the introduction of a vacancy. The colour scheme is equivalent to that
adopted in Figure 4-8. The lines provide a guide to the eye.
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Figure 8-31: Evolution of ∆SSLL as a function of uniaxial strain (a), along with its correlation
with the corresponding activation energy (b). The values of dSS and dLL used to compute
∆SSLL are obtained from the structure under strain, not taking into account structural
relaxations due to the introduction of a vacancy. The colour scheme is equivalent to that
adopted in Figure 4-8. The lines provide a guide to the eye.
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Figure 8-32: Comparison of the correlation between the activation enthalpy for A-site cation
vacancy migration and the shortest anion-anion distance (a) and the effective aperture area
(b), which we find gives a significantly improved correlation for A-site cation migration
in CsPbBr3. The data are a compilation of the results from the studies on hydrostatic
pressure, biaxial strain and uniaxial strain. The colour scheme is equivalent to that adopted
in Figure 4-8.

We also show the change in effective aperture area upon the introduction of a vacancy, and
at the transition state, both as a function of the initial effective aperture area in the pristine
structure under strain in Figure 8-33. From Figure 8-33a, we observe that the effective
aperture area generally increases slightly upon the introduction of a vacancy, though the
changes are not very large as can be observed from the proximity to the line x = y. As
a result, the aperture area in the vacancy structure will likely also be a good predictor for
the migration enthalpy of caesium vacancy migration, but since it involves an extra step to
obtain, we consider it a less useful descriptor.
As we could already observe from Figures 8-23 to 8-25, the structural relaxation is much
more pronounced in the transition state, where the aperture is ’opened up’ to facilitate the
passage of the moving caesium atom. We show the effective surface area at the transition
state as a function of the aperture area in the pristine structure under strain in Figure 8-
33b. As expected, the aperture area shows a significant increase to values of about 23–25
Å2, with the vast majority just above 24Å2. Though one could expect that the effective
aperture area at the transition state does not strongly depend on strain and is more or less
constant, it is interesting to observe that this expectation is not quite met as the range of
values is still rather large.
Finally, we show the values for dSS and dLL in the initial and transition states in Figure 8-34,
both as a function of their respective values in the structure under strain, not taking into
account structural relaxations due to the introduction of a vacancy. Because of the large
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Figure 8-33: Change in the effective aperture area ∆SSLL upon structural relaxation due to
the inclusion of a vacancy (a) and in adopting the transition state (TS) (b), both relative to
the effective aperture area in the structure under strain, not taking into account structural
relaxations due to the introduction of a vacancy. The colour scheme is equivalent to that
adopted in Figure 4-8. The dotted line indicates y = x.

difference in their values in the pristine structure under strain, we can easily separate them
visually, and group them in boxes denoted with dSS and dLL. Similar to the case of the
effective aperture area, we observe that dSS and dLL show only a slight increase linked to
the structural relaxation upon the introduction of a vacancy. At the transition state, the
value of dSS is increased significantly, from a range of roughly 4–5.6 Å to a range of roughly
6.5–7.0 Å. The change in dLL is much smaller, going from a range of roughly 6–7.4 Å to a
range of 6.8–7.2 Å. In general, these distances are thus increased to allow the passage of
the moving caesium ion, though it is interesting to note that dLL decreases in a few cases.
Moreover, the range of values at the transition state is much smaller than in either the
structure under strain in the absence of a vacancy or the initial vacancy state. This begs
the question whether some threshold distance needs to be reached in order to accommodate
the moving Cs ion.
To answer this question, we look at the distances at the transition state between the mov-
ing caesium ion and the bromide ions spanning the aperture. There are four such Cs-Br
distances at the transition state, two corresponding to the S-denoted and two corresponding
to the L-denoted bromide atoms. The distance between the caesium ion and one of the
S-denoted bromide atom is plotted versus the distance between the caesium ion and the
other S-denoted bromide atom, and likewise for the L-denoted bromide atoms. In doing so,
we can verify how close the caesium ion gets to the bromide atoms, but also to what extent
the caesium atom is halfway between the pairs of S- and L-denoted bromide atoms. The
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Figure 8-34: Change in the interatomic distances between the S- and L-denoted halides upon
structural relaxation due to the inclusion of a vacancy (a) and in adopting the transition
state (TS) (b), both relative to the interatomic distances in the structure under strain, not
taking into account structural relaxations due to the introduction of a vacancy. The colour
scheme is equivalent to that adopted in Figure 4-8. The data points can be grouped in
terms of dSS and dLL distances.

resulting plots are shown in Figure 8-35.
We can make several interesting observations from these plots. Firstly, the data points fall
almost perfectly on the line x = y, which is shown as a grey dashed line, along with a 1%
error margin to this linear slope indicated by the light blue area about this line. Almost all
of the data points lie within this 1% error margin, indicating that at the saddle point the
moving caesium ion is approximately equidistant to either of the S-denoted and either of
the L-denoted bromide atoms. Secondly, we observe that the interatomic distances cover a
reasonably large range of values, roughly between 3.2 and 3.7Å. We note that the crystal
ionic radii of bromide and caesium are about 1.82 and 1.67Å [338], respectively, summing
to a value of 3.49Å. This threshold is shown in Figure 8-35 as a dashed box, and we observe
that many of the interatomic distances are well below what we would expect based on the
sum of their crystal ionic radii. We note that more recently, ionic radii were computed from
first-principles, based on the sphere around an ion which contains 95% of the electron den-
sity, with resulting ionic radii of 1.76, 1.19 and 2.22Å for Cs+, Pb2+ and Br−, respectively.
This results in a sum of the Cs and Br ionic radii of about 3.98Å, which is subsantially
larger than the Cs-Br distances we observe at the transitions state for all sets of SEPS and
all different strain states.
In the previous discussions of the descriptors we have adopted considerations from the view-
point of a pure hard-sphere model, for which we, perhaps remarkably, obtained very useful
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(b) Biaxial Strain.
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(c) Uniaxial Strain.
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Figure 8-35: Correlation between the distances at the transition state of Cs to either of
the S-denoted and either of the L-denoted bromide atoms. The dashed grey line indicates
a perfect correlation, while the shaded region indicates the range of a 1% deviation. The
dashed black lines indicate the sum of the crystal ionic radii, being equal to 3.49Å. A
significant number of Cs-Br distances fall below these thresholds, indicating that a hard-
sphere model may not be accurate. The colour scheme is equivalent to that adopted in
Figure 4-8.
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and valuable descriptors. These considerations are a natural continuation from the wealth
of knowledge that has been obtained on perovskites in general, a lot of which is based
on studies using interatomic potentials. However, in our current study we adopt quantum
chemical approaches, and find that even if we just take the crystal ionic radii into account,
there is significant overlap between the atoms at the transition state. This begs the natural
question whether such a hard-sphere model is really valid in these types of calculations, or
whether there are better ways in which we can define the proximity and level of contact of
atoms from a quantum chemical point of view.
As said, the descriptors described above correspond to the pristine structures, in the sense
that strain can be applied but no vacancies have been introduced. Of course, similar de-
scriptors can also be investigated for structures in which vacancies have been introduced, or
even at the transition state. Though the possible search space for useful descriptors is hard
to exhaust, we have investigated several others, such as the Cs-Br distance at the transition
state, the displacement of both the lead and the bromide atoms at the transition state
(similar to the analysis of cation migration in LaGaO3 [341]), and the effective aperture
corresponding to both the initial and the transition state (rather than the pristine material),
but found that none seemed to give a better correlation with the activation enthalpy. More-
over, the predictive power of a descriptor also lies in the relative ease with which it can be
computed, which favours the implementation of descriptors that can be derived solely from
the pristine material, which is the easiest to compute.

8.2.3 Linear Response Predictions

Finally, the changes in the activation enthalpies can also be derived from the effective dipole
tensor, which we derive from the initial and transition states in the absence of strain, in
combination with the structural deformation resulting from the stress we apply. The pre-
dictions and computed values for the evolution of the activation enthalpies are shown in
Figures 8-36 to 8-38. In these, the predictions are shown as solid lines, with alternating
black and coloured sections, the colours corresponding to those presented in Figure 4-8.
We emphasize that though these lines do not appear to be linear, the predictions are linear
and the variations in the slope are due to the non-linear evolution of the lattice vectors.
The explicitly computed values are shown by coloured markers, again following the colour
scheme of Figure 4-8.
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Figure 8-36: Linear predictions (solid lines) compared to computed values (marked points)
of the evolution of the activation enthalpy of E-to-E transitions in response to hydrostatic
pressure. The colour scheme is equivalent to that adopted in Figure 4-8.
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Figure 8-37: Linear predictions (solid lines) compared to computed values (marked points)
of the evolution of the activation enthalpy of E-to-E transitions in response to biaxial strain.
The colour scheme is equivalent to that adopted in Figure 4-8.
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Figure 8-38: Linear predictions (solid lines) compared to computed values (marked points)
of the evolution of the activation enthalpy of E-to-E transitions in response to uniaxial strain.
The colour scheme is equivalent to that adopted in Figure 4-8.
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Overall we find that in many cases, the predictions based on the effective dipole tensor are
remarkably close to the actually computed values. This is particularly true for the set of SEPS
denoted by the green spheres. The superior predictive power for caesium migration compared
to bromide migration is another reflection of differences in their migration mechanism, which
is not surprising given that the bromide is likely more covalently bound to the Pb-atom, while
the caesium is more ionic.
However, despite this remarkable predictive power of the linear response theory for caesium
migration, we still find a sufficient number of activation enthalpies that are poorly predicted.
Again, we conclude that to obtain quantitatively correct values for the activation enthalpies,
explicit calculations are nevertheless necessary, in line with previous studies on the linear
response theory [320].
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Chapter 9

Insights

In this thesis, we have developed a thorough methodology to study the general effects of
stress and strain on the ionic mobility in CsPbBr3. We show that both the directionality
and the magnitude of the ionic mobility can be strongly affected by strain. For example,
we observed a surprising 3D-to-2D transition of the bromide vacancy mobility tensor under
hydrostatic pressure, and an increase of the caesium vacancy mobility tensor by many orders
of magnitude under tensile biaxial strain, which may be linked to the relative instability of
the perovskite layer in typical solar cell devices.
We reiterate that LHPs are generally considered to be about a factor of 10 softer than their
oxide perovskite counterparts, such that such that even moderate levels of stress can induce
significant levels of strain. Many reports have suggested a direct link between strain in the
perovskite layer and the stability, which remains the bottleneck to the commercialisation of
LHP-based devices. Since the degradation of the perovskite layer is assumed to be facilitated
by mass transport in the perovskite layer, a careful analysis of the effects of strain on the
mass transport in LHPs is necessary, in particular since several experimental studies have
suggested a strong influence of stress and strain on the level of ionic migration in LHPs.
Taking CsPbBr3 as a model system for the larger class of LHPs, we provide an atomistic
understanding of the effects of hydrostatic pressure, biaxial strain and uniaxial strain on
anion and A-site cation vacancy migration. We use results from DFT calculations, in partic-
ular the climbing image nudged elastic band and dimer methods and vibrational frequency
analysis, as input for kinetic modelling. In doing so, we can relate atomistic observations to
macroscopic properties, specifically the anion and A-site cation vacancy mobility tensors.
We emphasize the importance of treating the structural anisotropy of the orthorhombic
phase with space group Pnma, which is the phase adopted by CsPbBr3 over a large range
of operating temperatures, but is also relevant for other LHP compositions. We find that it
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has important implications for the structural response to strain. In the case of hydrostatic
pressure, the pressure is mainly absorbed through increased levels of octahedral tilting and a
reduction of the length of the lattice vector c, along which direction the structure is softest.
It is also relevant in terms of the different levels of compensation of the lattice vectors that
are not strained in the studies on biaxial and uniaxial strain.
An even more important consequence of the reduced symmetry of the orthorhombic struc-
ture with respect to the aristotype, is that the pairs of 1-NN sites split up into six distinct
sets of symmetrically equivalent pairs of sites (SEPS) in the case of the bromide sublattice,
and three sets of SEPS in the case of the caesium sublattice. Interestingly, we find that in
the case of the bromide mobility, the inclusion of an additional set of SEPS, corresponding
to transitions between neighbouring octahedra, is crucial in describing the correct behaviour
in response to hydrostatic pressure. In its absence, we observe an effective 3D-to-1D tran-
sition, while by including it this changes to an effective 3D-to-2D transition of the bromide
mobility, such that the mobility in the apical [010] direction is three orders of magnitude
smaller than those in the equatorial (010) plane. Though the trends depend strongly on the
direction and magnitude of the applied biaxial and uniaxial strain, we find that the mobility
can cover a wide range of values in response to strain, from a value of 4×10−8 cm2 V−1 s−1

up to a value close to 10−3 cm2 V−1 s−1.
The response of the caesium vacancy mobility to strain is even stronger, with values ranging
over more than 20 orders of magnitude, down from 4×10−28 cm2 V−1 s−1 under 2.0 GPa up
to almost 3×10−7 cm2 V−1 s−1 under 5% tensile biaxial strain along a and c. The latter
of these values approaches the range of mobilities typically observed for the halide species,
which is generally considered to be the most mobile. These results however suggest that
under strain the migration of caesium vacancies becomes substantially enhanced, such that
they could significantly affect device properties. In particular, the device stability has been
shown to decrease with tensile biaxial strain and increase with compressive biaxial strain.
Since the caesium mobility is enhanced under tensile strain by a much larger amount than
the bromide mobility, this could indicate that the A-site cation migration should be addressed
in particular in order to improve perovskite stability.
Finally, we have analysed several descriptors for both bromide and caesium vacancy migra-
tion in order to investigate why the activation enthalpies associated with the transitions
increase with some types of strain while decreasing for others. For bromide migration, we
tested descriptors previously used to describe trends in migration enthalpies upon chang-
ing compositions of oxide perovskites, but found them to be unable to describe trends for
CsPbBr3 under strain. We also tested various descriptors for caesium migration, and found
them to be much better at describing trends in the migration enthalpies. The effective
area of the halide aperture through which a moving caesium ion moves during a transition
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was found to be a particularly good descriptor. The reason for the differences between the
predictability in bromide and caesium is likely linked to their relative levels of ionicity; while
caesium is considered to be strongly ionic, the bromide is assumed to be more covalently
bound in the PbBr framework. As a result, purely steric considerations, such as the effective
aperture area, are likely more accurate for caesium than they are for bromide migration.
Most likely, there are several competing interactions that describe the activation enthalpy of
the bromide migration, some of which are steric, but some of which depend more strongly
on the covalent bond with the lead atom, and as a result it has proven much more difficult
to find simple yet accurate descriptors to describe the change in the activation enthalpy of
anion migration in response to strain.
Since CsPbBr3 has been used as a model system for the larger class of LHPs, a natural
question to ask is whether similar behaviour can be expected for other LHPs. Though this
question can only be answered by explicitly performing similar studies, we can make some
predictions based on our current knowledge and insights. For one, the elastic moduli of
CsPbBr3 are comparable to those of different LHP compositions, as was described in more
detail in Section 2.2.1, such that similar structural responses to stress and strain can be
expected also. Based on the atomistic insights we have developed in this model, we may
therefore expect similar trends in the activation energies too, in particular in the case of
A-site cation migration, though the overall correlation between the effective aperture area
and the activation enthalpy might be poorer if hydrogen bonding of the organic molecules
has a strong effect.
To develop better rules of thumb to predict trends in the activation enthalpies for ionic mi-
gration, we would need to extend our migration barrier analysis to go beyond a hard-sphere
model. The current atomistic models, such as the critical radius model for anion migration
and our description of the effective surface area for A-site cation migration, are based on a
minimum volume of space that is necessary such that the moving ion does not touch any
of the atoms in its vicinity at the transition state. However, we observed for both bromide
as well as caesium migration, that the moving ion is often closer to the atoms in its vicinity
than would be allowed purely based on the ionic radii. There have been a lot of recent
advancements on determining the ionic size and shape from first principles, for instance
through Hirshfeld surface analysis [343]. Another very interesting approach that has seen a
lot of recent improvements, is that based on the classical turning surface of the Kohn–Sham
potential [344, 345], which can be used to quantitatively describe the ionic volume and
shape, and the level of covalent and ionic interactions in crystals and molecules [346, 347].
Such a development would thus allow us to get a better description of the interactions of
the moving ion at the transition state with atoms in its direct vicinity and to extract which
interactions are most important in describing the changes in the activation enthalpy.
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When doing similar studies on other LHPs, the phase stability under strain needs to be
carefully tested, as has been done to some degree for MAPbI3 [348, 349], especially since
the energy differences between the different tilting patterns and their corresponding phases
are relatively small even in the absence of strain. In our study on the effects of hydrostatic
pressure, we were able to directly compare the structural response to experimental data, giv-
ing us confidence that the orthorhombic structure with space group Pnma, the anisotropy
of which is critical to our study, remains stable in the range of 0.0–2.0 GPa. No such ex-
perimental evidence was available in the case of biaxial or uniaxial strain. In these studies,
we based our range of study on experimentally observed or exerted strains. Since in some
cases such strains lead to enhanced degradation, this is no guarantee that the orthorhombic
structure with space group Pnma remains stable. In our studies, we have found no evidence
of any other structure becoming more stable, though we observe that we need to take into
account a different representation of the orthorhombic phase. We have found evidence of
only one such permutation to become lower in energy than the original structure, namely
that with space group Pcmn, for which the axes are permuted with respect to the structure
with space group Pcmn. However, 4 such other permutations of the same structure exist,
and to get a more comprehensive overview of the phase stability under strain, all of these,
in addition to those of the other tilting patterns, should be analysed. Though this search
space was prohibitively large to study for the current purposes, this limiation should be kept
in mind.
Another point to keep in mind regarding the computation of any property of LHPs using
DFT calculations, is that for the vast majority of perovskite compositions the ground state is
the orthorhombic phase with space group Pnma, though many of these compositions might
adopt a higher symmetry phase at room temperature. Though it is reasonable to want to
model such higher symmetry phases using DFT, such calculations must be performed with a
lot of care. Though such higher symmetries can easily be constrained in the pristine system,
the symmetry is broken upon the introduction of a defect, such as a vacancy. Typically,
the structure is then relaxed using structural relaxation to find vacancy formation energies
and/or defect migration enthalpies when considering the transition states. Such relaxations
however also include a (favourable) energy component that describes the additional energy
gain for the overall structure to go from the higher symmetry configuration to its lower
symmetry groundstate. Such effects are hard to disentangle afterwards, and sometimes for-
mation energies or migration enthalpies are published including these energy terms, which
make the reported values appear unrealistically low. An example of a study in which this is
observed, yet correctly discussed, is that of the negative formation energy of a grain bound-
ary in FAPbI3 [350].
Another interesting line of questioning to pursue is the role of anharmonicity. In employing
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Vineyard’s rate theory, we have assumed that the potential energy surface for the moving
ion is harmonic in the initial and transition states. However, there has been quite some
evidence suggesting the level of anharmonicity in LHPs can be quite high [85, 351–355].
Anharmonic corrections to Vineyard’s rate equation exist [235, 356], but since those would
only modify the prefactors by a multiplicative factor, the trends we have observed would re-
main unaltered and we have therefore not implemented these modifications though it would
be an interesting development to the model to make. Interestingly, we find slightly smaller
values, roughly a factor of two thirds, for the prefactor when generating Hessian matrices
using finite displacements of 0.010Å compared to a finite displacement of 0.015Å.
In the current methodology, we have also assumed that the macroscopic mobility can be
computed in the dilute limit, i.e. that the concentration of vacancies is sufficiently low that
there is no interaction between mobile vacancies. In doing so, we thus neglect electrostatic
interactions between charged defects, but also blocking effects with sites potentially being
(partially) occupied. It would nevertheless be interesting to study how good this approxi-
mation is given the fact that defect concentrations in LHPs can be quite high, especially in
the case of a build-up of vacancies near interfaces in so called Debye layers.
Going beyond the dilute limit, another interesting question to pursue is whether nearby va-
cancies can affect the local strain field. Such interactions have been studied in other systems
in the context of the linear elasticity theory [243, 244], and such studies could be extended
to the class of LHPs. For example, the presence of a nearby vacancy might locally induce
a lattice contraction, which might affect the activation enthalpy for subsequent hops. An-
other interesting question is that of the interaction between the A-site and X-site vacancies
in terms of the ionic migration. In particular because several studies on the oxide perovskites
have found that the migration enthalpy of the A-site cation is significantly reduced in the
vicinity of an anion vacancy [357–359].
Finally, though we have developed a methodology to describe ionic migration in the bulk,
it would be interesting to study how the presence of interfaces and extended defects af-
fect the ionic migration. Perovskite films, being solution-processed at low temperatures,
are generally riddled with grain boundaries, which have been shown to facilitate ionic mi-
gration [360–363]. Whether such enhanced ionic migration is the result of the necessarily
induced local strains in the vicinity of the grain boundaries, or whether they are the result
of a different transport mechanism remain to be explored.
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Appendix

A.1 Organic Cation Perovskites

A.1.1 Organic Cation Perovskites; Bromide Perovskites

Material Ea (eV) Theo/Exp Source
MAPbBr3 0.168 ± 0.043 Experimental (J-V

curves)
[120]

MAPbBr3 0.2/0.22 (V+
Br) Computational

(NEB DFT-MD)
[120]

MAPbBr3 0.09 (VBr) Computational (DFT) [254]
MAPbBr3 0.227 (Br−) Computational (DFT) [278]
MAPbBr3 0.23 Comp (DFT) [364]
MAPbBr3 1.14 (Br−i )

1.41 V+
Br

Theo DFT [365]

MAPbBr3 0.27 (VBr)
0.34 (IBr)

Computational (DFT) [366]

FAPbBr3 0.33 (VBr)
0.24 (IBr)

Computational (DFT) [366]

Table A.1: Overview of bromide ion migration in MAPbBr3 and FAPbBr3.

A.1.2 Organic Cation Perovskites; Iodide Perovskites
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Material Ea (eV) Comp/Exp Source
MAPbI3 0.50 (large grain film, dark)

0.14 (large grain film, 0.25 sun)
0.27 (small grain film, dark)
0.08 (small grain film, 0.25 sun)
1.05 (single crystal, dark)
0.47 (single crystal, 0.25 sun)

Exp Conductivity [367]

MAPbI3 0.19 ± 0.05 Experimental (PL) [368]
MAPbI3 0.43 (dark) Exp (Impedance) [369]
MAPbI3 0.08 (VI / Ii) Comp (DFT) [254]
MAPbI3 0.58 (V+

I Comp (DFT) [87]
MAPbI3 0.6–0.68 (dark) Exp (photocurrent relaxation) [87]
MAPbI3 0.32–0.33 (VI / V+

I / I−i / Ii) Comp (DFT) [276]
MAPbI3 0.342 Comp (DFT) [29]
MAPbI3 0.30 Comp (DFT) [364]
MAPbI3 0.83 (single crystal, dark)

0.33 (single crystal, 0.25 sun)
Exp Conductivity [370]

MAPbI3 0.17 (dark) Exp Resistance switching [371]
MAPbI3 0.29 (dark) ± 0.06 Exp Transient ion drift [300]
MAPbI3 0.31 (forward sweep, light)

0.23 (reverse sweep, light)
Exp Staircase voltage [28]

MAPbI3 0.19 (dark) Exp (dark current decay) [372]
MAPbI3 0.62 (0.1 mW/cm2)

0.07 (25 mW/cm2)
Exp Conductivity [373]

MAPbI3 0.14 (stoichiometric)
0.18 (excess MAI)
0.10 (excess PbI2)

Exp Normalised current decay [374]

MAPbI3 0.14 Exp PL decay (light) [375]
MAPbI3 0.06 (I0i )

0.08 (I−i )
0.05 (I−i ) (e/h excited state)
0.15 (V0

I)
0.09 (V+

I )
0.15 (V+

I ) (e/h excited state)

Theo ab-initio MD [375]

MAPbI3 0.25 (I−i )
0.53 (V+

I )
Theo DFT [365]

MAPbI3 0.28 (V+
I ) Computational(NEB DFT-MD) [120]

FAPbI3 0.42–0.55 (VI / V+
I ) Comp (DFT) [276]

Table A.2: Overview of iodide ion migration in MAPbI3 and FAPbI3 for both experimental
and theoretical studies.
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A.2 Inorganic Cation Perovskites

A.2.1 Inorganic Cation Perovskites; Bromide Perovskites

Material Ea (eV) Theo/Exp Source
CsPbBr3 0.25 Experimental (Impedance) [115]
CsPbBr3 0.27 (V+

Br) Computational(NEB DFT-MD) [120]
CsPbBr3 0.28 Experimental (PL) [121]
CsPbBr3 0.3 Theoretical (MD) [121]
CsPbBr3 0.49 Experimental (NMR) [117]
CsPbBr3 0.09 Exp (Hysteresis) [376]
CsPbBr3 0.17 (intrinsic region)

0.7 (extrinsic region)
Exp conductivity [116]

CsPbBr3 0.162 (current decay)
0.228 (current buildup)

Exp transient current [118]

CsPbBr3 0.33 (V+
Br) Computational (DFT) [70]

Table A.3: Overview of bromide ion migration parameters.

A.2.2 Inorganic Cation Perovskites; Iodide Perovskites

Material Ea (eV) Theo/Exp Source
CsPbI3 0.29 (V+

I ) Computational(NEB DFT-MD) [120]
CsPbI3 0.35 (V+

I ) Computational (DFT) [70]

Table A.4: Overview of iodide ion migration in CsPbI3.

A.2.3 Comparison between I- and Br-based LHPs

APbI3 APbBr3 A Source
0.08 0.09 MA [254]
0.55 0.58 MA [377]

0.22 (water-intercalated) 0.29 (water-intercalated) MA [377]
0.44 (mono-hydrated) 0.47 (mono-hydrated) MA [377]

0.28 0.2 MA [120]
0.25 / 0.53 (I−i / V+

I ) 1.14 / 1.41 (Br−i / V+
Br) MA [365]

0.35 0.33 Cs [120]

Table A.5: Overview of (all computational) studies looking at halide migration in both APbI3
and APbBr3 systems.
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