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Abstract 

Atomic-resolution imaging of the plasma membrane and its constituents has 

advanced significantly in recent years. However, membrane transport is profoundly 

reliant on dynamic processes ranging from highly concerted atomic fluctuations to 

large-scale conformational changes, which cannot be sufficiently described by static 

structural information. As a consequence, computational methodologies have 

become a prominent tool to investigate membrane organisation and dynamics. In 

particular, molecular dynamics simulation has proven to be a pertinent method to 

investigate how matter is transported through membranes, either directly through 

the membrane or via integral membrane proteins, in an appropriate level of detail. 

In this chapter, we will provide a brief overview of molecular dynamics simulations 

and related methodologies, and use prototypical biological systems to illustrate how 

these methods have contributed to our understanding of unassisted diffusion 

through membranes, passive diffusion through ion channels, signalling through 

receptors and active transport through transporters. 

  



Introduction 

The plasma membrane is an integral constituent of both prokaryotic and eukaryotic 

cells, enclosing the cytoplasm and other cell components. In the latter, the biological 

membrane is the primary instrument governing the passage of solutes to the cell 

interior. A phospholipid bilayer forms the basic structural unit establishing a 

hydrophobic barrier in the membrane core, thus whilst hydrophobic molecules may 

be admitted passage, additional biological assemblies are required for the 

transmission of many molecules. Membrane proteins, as these assemblies are 

known, also play a role in cell signalling, invoking internal processes on recognition 

of external stimuli. A schematic of membrane transport phenomenon can be found 

in Figure 1.  

 

Figure 1. Schematic of transport phenomenon across the plasma membrane: 

hydrophobic drug molecules transit directly through the lipid membrane; ions 

passively diffuse down the electrochemical gradient of the membrane via ion 

channels, represented as the NaVAb sodium voltage-gated channel (individual 

subunits coloured blue, red, yellow and green); binding of extracellular molecules to 

G-protein coupled receptors initiates coupling with intracellular partners and 

subsequent signalling, represented as the β2-adrenergic receptor (yellow); 

molecules can also be actively transported across the membrane, such as amino 

acids through Na+-coupled secondary symporters, represented as the leucine 

transporter (purple). 

The availability of atomic resolution structural information is pivotal to discern the 

underlying principles of membrane transport and communication phenomenon. Vast 

developments in X-ray crystallographic techniques, NMR and innovative structural 



determination methods, such as electron cryo-microscopy, have revolutionized our 

understanding of the three-dimensional structure of membrane proteins.1 In 

combination with the current availability of state-of-the-art computational 

algorithms and high-performance computing facilities, molecular dynamics (MD) 

simulations of membrane proteins in a model environment can now be performed 

routinely to explore a wide range of biological phenomena providing insight for 

which no experimental methods are applicable. Exploration of the dynamic 

behaviour of such entities in atomic detail has become particularly important in the 

realm of medicinal chemistry, where familiarity of ligand transport and binding 

processes, and subsequent activation or deactivation mechanisms, can lead to the 

rational design of drugs with improved potency and efficacy, reduced toxicity and 

subtype specificity. In the following text, we aim to review the considerable insights 

gained from computational methodologies in recent years. 

Computational Methods 

A wide variety of computational methods are currently applied in the field of 

computational chemistry. MD is a common method used to obtain time-dependent 

behaviour of a chemical system. In this method, the motion of interacting particles is 

calculated by the integration of Newton’s equations of motion (EOM). The potential 

energy of the system and the forces, derived from the negative gradient of the 

potential with respect to displacement in a specified direction, can be used to 

calculate the acceleration, and hence forecast the time evolution of the system, in 

the form of a trajectory. 

In systems with a couple of atoms, solutions of EOM can be gained analytically, 

resulting in a continuous trajectory over time. However, in larger systems, the 

subsistence of a continuous potential instigates a many body problem for force 

evaluations, rendering analytic solutions unattainable. In these circumstances, finite 

difference methods can be used; forces are assessed at discrete intervals, and 

considered constant in the hiatus. Positions and velocities at the next timestep, as 

these intervals are known, are computed using force evaluations for each atom 

combined with current positions and velocities. Forces are then recalculated and this 

procedure is repeated, propagating a trajectory describing the flux of the atomic 



coordinates over time in a given equilibrium state, which can then be analysed for 

the properties of interest. 

The potential energy can be obtained by quantum or molecular mechanical 

methods. In the former, only the nuclear motion is evaluated using classical physics; 

atoms and bonds are considered as balls and springs, respectively, and an analytical 

expression for the energy of a system, known as a forcefield, can be derived. This is 

composed entirely of inter- and intramolecular energetic contributions, including 

bond stretching, angle bending, bond rotations and non-bonded terms. This 

architecture neglects electronic properties, such as dipole moments, polarisabilities 

and vibrational frequencies, but allows for the evaluation of molecular motion for 

(biological) systems with a large number of degrees of freedom predominant due to 

reduced computational expense. A wide variety of forcefields for biological 

molecules are available including, but not limited to CHARMM (Chemistry at Harvard 

Molecular Mechanics),2 AMBER (Assisted Model Building with Energy Requirement),3 

and OPLS (Optimized Potentials for Liquid Simulations).4 Each varies in their 

functional form, parameterisation protocol and parameters therein, which are 

generally obtained to provide a suitable reproduction of experimental and/or 

quantum mechanical data. 

Most commonly, individual terms for bond lengths and angles utilise simple 

harmonic potentials on the basis of an energetic penalty associated with a deviation 

from the equilibrium value.2 A torsional angle potential function is also typical to 

model steric barriers associated with the rotation of atoms. With respect to non-

bonded interactions, Coulomb and Lennard-Jones potentials are used to express 

electrostatic and van der Waals forces respectively. In order to appertain 

electrostatic forces via the Coulomb formula, fixed-point charges are assigned at the 

nuclei. However, in reality, molecules are subject to polarisation effects, i.e. the 

charge fluctuates response to an external electric field, induced by the presence of 

additional molecules, thus highlighting a limitation of additive forcefields.5 

Significant efforts to develop polarisable FF have been undertaken in recent years. 

Several schemes have been proposed, among which are the fluctuating charge 

model, the induced dipole model and the Drude oscillator approach. In the 



fluctuating charge model, adopted in in the CHeq forcefield6-7 for example, 

molecular charges remain constant throughout the simulation with individual point 

charges readjusted in consonance with the electronegativity. AMOEBA is the most 

noteworthy forcefield utilising an induced dipole model, where atomic multipoles 

are used explicitly to represent electrostatics; multipoles are calculated via a self-

consistent field procedure, heightening the computational expense of this protocol.8 

Finally, in the Drude oscillator approach, a subsidiary charged particle is attached to 

the nucleus by a harmonic spring, and treated as an extra degree of freedom.9 A 

comprehensive review of the field can be found in reference [10].10 

Despite the universal availability of MD algorithms and forcefields applicable to 

biological macromolecules, the size of model systems of intrinsic membrane 

proteins, and the computing resources this requires, poses inherent limitations. The 

timestep suitable for stable dynamics is dictated by the highest vibrational frequency 

of the molecule, usually the C-H bond; 1 fs is commonplace, with 2 fs permitted 

when supplementary algorithms such as SETTLE,11 an analytical version of the SHAKE 

function are employed to the movement of these bonds. In combination with system 

size up to 1,000,000 atoms, dynamics can be extremely intensive.12 Recent 

expansions in computer hardware and high-performance computing facilities, means 

MD simulations on a nanosecond timescale are now routine, with microsecond 

simulations attainable in recent years. Such methodologies are therefore relevant to 

study a wide range of biological phenomena. Many biological phenomena that occur 

on extended timescales, such as protein folding, complex association and 

conformational changes associated with gating, are generally unattainable by 

atomistic equilibrium MD without the use of tailor-made software. The Shaw Group 

has pioneered the production of millisecond long unbiased simulations by the 

development of the Supercomputer Anton, optimised for use with MD software.13 

However, this technology is not widely available, leading to the development of 

alternative approaches to accelerate sampling. 

Using a reduced representation is one such approach, utilizing classical MD 

simulations, to increase the speed and hence timescales obtainable, as well as 

simulate larger systems with increased complexity. Coarse-grained (CG) molecular 



dynamics, as this is known, reduces the number of degrees of freedom in a 

simulation system by treating a group of atoms as a single entity, significantly 

curtailing the computational expense of each step. To convert an all-atom structure 

to a coarse-grained model, hydrogen atoms are not considered, with a number of 

heavy atoms (typically three or four) grouped into a single interaction site, known as 

a ‘bead’. Interaction potentials are then characterised dependent on the CG model, 

with required parameters generally developed to reproduce microscopic properties 

recorded in atomistic simulations and thermodynamic data derived by experimental 

means. Originally developed to capture the extended time and large-scale behaviour 

of membranes, a number of CG forcefields have emerged from the research groups 

of Klein,14-15 Marrink16-17 and others.18 The implementation of these schemes 

reduces the number of required calculations, as well as increasing the timestep of 

each iteration (20-40 fs) providing a powerful tool to accelerate molecular 

simulations. Methods to maintain a level of chemical specificity are also embedded 

in each scheme; in the Martini forcefield, from Marrink and coworkers, sites are 

classified by the chemical nature of the region i.e. polar, non-polar, apolar (a mixture 

of polar and non-polar groups) and charged, for example. Additional techniques are 

often required to sample phenomena where both atomistic and coarse-grain 

methodologies are not appropriate, such as those that occur on an extended 

timescale or involve an energetic barrier.  

From MD trajectories of the system in time structural and dynamical quantities as 

well as kinetic and thermodynamic properties can be calculated using the principles 

of statistical mechanics. Among the thermodynamic quantities, it is the free energy 

that provides a direct link between statistical mechanics and thermodynamics, and 

through which other thermodynamic quantities can be obtained. A long-standing 

method to calculate the underlying free energy of a system is known as free energy 

perturbation (FEP). In this method, alchemical transformations are performed to 

overcome energetic barriers, and the relative free energy differences are calculated 

by a thermodynamic cycle.19-20 Several algorithms also exist to accelerate sampling 

along a pre-defined set of reaction coordinates and estimate the potential of mean 

force (PMF), such as umbrella sampling, metadynamics, adaptive biasing force or 



steered MD. Such reaction coordinates, known as collective variables (CV), are 

chosen to elucidate a specific conformational transition. A free energy estimate as a 

function of the collective variables, as well as the equilibrium properties, can be 

obtained providing a wealth of information about the simulation system at a fraction 

of the expense of traditional all-atom MD. 

Umbrella sampling (US)21 is perhaps one of the most popular enhanced sampling 

method in this field, where a bias potential along user-defined CVs provokes 

conversion between stable thermodynamic states. Independent MD simulations are 

performed at intermediary steps, known as windows, which can be combined using 

the weight histogram analysis method (WHAM)22-23 or umbrella integration.24 Each 

window represents equilibrium sampling of energetically distinct locales; accordingly 

such evaluation estimates the consolidated equilibrium free-energy surface.  

Another method in this group is steered molecular dynamics (SMD) simulations.25 

SMD are akin to well-established experimental techniques, such as atomic force 

microscopy or optical tweezers, where an atom is external force is applied to an 

atom, or group of atoms, to overcome barriers and sample a specific process.25 

Relative free energies can then be obtained by the Jarzynki equality.26 

In metadynamics, a superficial bias potential is utilised to advance sampling along 

suitable CVs, diverting from configurational space previously inhabited. The biasing 

potential is adjusted by the addition of a Gaussian function, augmenting the energy 

of the system and departing from local free energy minima, allowing the exploration 

of alternative thermodynamic states separated by energetic barriers. Once 

convergence has been achieved, effectively when the entire free energy profile has 

been flattened, it can be easily reconstructed to provide an unbiased estimate of the 

landscape as a function of the CVs. 

The adaptive biasing force method (ABF)27 is largely based on thermodynamic 

integration, whereby the instantaneous force along the reaction coordinate is 

evaluated directly and counteracted by an external biasing force of equal and 

opposite magnitude. This effectively provides a smooth energy landscape, and 

uniform sampling irrespective of energetic barriers allowing accelerated dynamics.  



In the following sections, a wide range of literature will be discussed to illustrate 

how conventional and accelerated MD methods have been used to provide crucial 

insights into the functioning of the plasma membrane and its constituents on an 

atomistic level. 

Unassisted Diffusion Across Lipid Bilayers 

In the first instance, MD simulations have become an established tool to characterise 

unassisted transport across lipid bilayers, as a model for the biological membrane. 

The properties of lipid bilayers are generally characterised by a hydrophilic exterior 

and hydrophobic interior, favourably interacting with aqueous intra- and 

extracellular compartments (Figure 2A). In reality, of course, the situation is 

significantly more complex; membranes are highly heterologous systems that are 

capable of transporting small solutes and impermeable to many others. Even though 

overall permeability coefficients can be obtained by experimental and computational 

means, the latter is required to explicitly represent structural and dynamical 

fluctuations across lipid bilayers and, hence, gain atomistic mechanistic details of 

transport phenomenon. Although embedded proteins are instrumental in a manifold 

of transport events as described in later sections, unassisted diffusion is the 

prevailing manner by which small molecules, including drugs, gain access to the cell. 

In the following section, we aim to review a selection of recent publications to 

illustrate the use of computational simulations to explore membrane permeability 

properties. Model membranes comprised of a single species of phospholipid, such as 

1-palmitoyl-2-oleoyl-sn-glycero-3-phosphocholine (POPC), 1,2-dioleoyl-sn-glycero-3-

phosphocholine (DOPC) and 1,2-dipalmitoyl-sn-glycero-3-phosphocholine (DPPC) are 

typically used in this context (Figure 2B).  



 

Figure 2. (A) Representation of a single-component lipid bilayer typically used as a 
model plasma membrane. (B) Structures of common phospholipid molecules used in 
MD simulations.  

Passive diffusion across lipid bilayers is historically characterised by a solubility-

diffusion mechanism; the solute diffuses from the extracellular solution and 

negotiates the membrane prior to accessing the cytoplasm. If partitioning at the 

membrane-water interfaces is assumed to be at equilibrium, and the membrane is 

considered as a homogenous oil slab in line with Overton’s correlation between 

membrane permeability and oil/water partitioning coefficient of a solute28 a simple 

relationship between the oil/water-partitioning coefficient (K), the diffusion 

coefficient of the solute in solvent (D) and the membrane thickness can be used to 

yield the membrane permeability coefficient (P):29 

𝑃 =
𝐾𝐷

ℎ
     Equation 1 

The inhomogeneous solubility-diffusion model provides notable improvements by 

taking into account the heterogeneous behaviour of lipid bilayers, procuring 

permeability coefficients as a function of membrane depth.30 Comprehensive 

sampling of the entire diffusion process is currently unattainable by all-atom MD 

simulations, due to the computational expense and the stochastic nature of the 

technique. Therefore, the applicability of this model to MD simulations31 is 

dependent on enhanced sampling techniques; the original implementation utilised 

the z-constraint method31 whereby the centre of mass of the molecule in question is 

constrained at defined positions along the z-axis, obtaining free-energies and depth-



dependent diffusion coefficients as a function of the constraining force required at 

each position. Methods outlined in Computational Methods such as umbrella 

sampling21 can also be applied. Such practices remain commonplace today, with 

alternative techniques to calculate such parameters emerging in recent years.32-34  

The earliest studies utilising MD simulations to probe passive diffusion primarily 

focused on small molecules, such as water, oxygen and carbon dioxide.31 The 

predictions obtained qualitatively agreed with known transport phenomenon of 

such molecules: oxygen and carbon dioxide are able to permeate relatively 

unhindered, where as water diffusion is impeded and therefore, requires aquaporins 

for fast and efficient transport. This analysis was extended to the most common 

functional groups. However, the inaccuracy of observed permeability coefficients 

was notable in comparison to experimental determinations. Fortunately, 

advancements in computer hardware and empirical forcefields have enabled the 

characterisation of transport properties to be undertaken at increasing timescales 

and levels of accuracy. 

In a recent study by Riahi and Rowley,35 the permeability of water and hydrogen 

sulphide was evaluated using the Drude polarisable model, where experimental 

diffusion coefficients have been used to optimise parameters for both 

substances36,37-38 and the lipid DPPC.39 Incorporation of induced polarisation effects 

enabled agreement between calculated and experimental diffusion coefficients at a 

value of (2.6 ± 0.5) x 10-5 cm/s for water,40 previously calculated as two orders of 

magnitude greater by additive forcefields.41 In comparison, a coefficient of 11.9 ± 0.7 

was obtained, suggesting hydrogen sulphide permeates approximately 400,000 

times faster, and reinforcing experimental suggestions that hydrogen sulphide is at 

least four orders of magnitude greater than water35 rendering facilitated transport 

unnecessary.42 This is attributed to distinct energetic barriers arising from 

electrostatic contributions (27 kJ/mol for water vs. 2.6 kJ/mol for hydrogen 

sulphide); the dominant hydrogen bonding character of water cannot be obtained in 

the hydrophobic tail region disfavouring the permeation of individual molecules; in 

contrast, hydrogen sulphide is relatively hydrophobic, thus hydrogen bonding 

capabilities with water are limited, and occupation of the inner membrane is 



encouraged. Therefore, hydrogen sulphide demonstrates permeability on a similar 

scale to non-polar solutes,43 undeterred by its innate polarity. This phenomenon 

likely contributes to the remarkable potency of hydrogen sulphide in biological 

systems.44 

The inherent relationship between membrane permeability and biological activity is 

also important in a drug discovery context. Penetration of cell membranes is 

imperative to gain access to target sites; the evaluation of permeability coefficients 

and free-energy profiles of drug molecules evaluation, in a similar manner to small 

molecules, can be used to assess the likelihood of reaching such sites and hence 

elicit a functional response. Experimental determination of drug permeabilities 

requires intensive experimental techniques, thus a plethora of computational 

studies to characterise the behaviour of clinically relevant molecules in model 

membranes have emerged to complement experimental work. A chemically diverse 

range of molecules has been investigated, establishing the partitioning properties of 

a broad spectrum of drug classes. Orsi and Essex, for example, demonstrated steroid 

hormones are centralized in the glycerol region, where as, β-blockers tended 

towards the headgroup region, due to favourable interactions between the central 

oxygen’s and polar moieties in the membrane.45 Overall, a general consensus has 

emerged that large drug molecules primarily accumulate at the extended 

polar/apolar interface to accommodate their amphiphilic nature.46 Such molecules 

are found to have a lower energy than in bulk water, with small barriers to 

overcome, providing an energetically permissible route for drug transit. The 

calculated ΔG  values can sometimes diverge from those determined experimentally, 

which could be attributed to the use of bilayers containing a single species of lipid 

and/or consideration of a single drug molecule in the majority of models, even 

though simultaneous diffusion of a number of molecules may actually occur.47  

The interrelationship between solute concentration and membrane permeabilities 

has been examined via MD simulations. Comparison of ABF-generated free energy 

profiles of the anti-cancer drug, paclitaxel permeation through a pure POPC bilayer 

and POPC bilayers containing 12 mol % paclitaxel suggested incorporation of 

paclitaxel endorsed the transportability of the drug by increasing the partitioning 



from water to the bilayer (~9 vs~21 kcal/mol) and decreasing the barrier to transfer 

between leaflets in the bilayer (~7 vs. ~4 kcal/mol).48 In the paclitaxel-rich bilayers, 

aggregates are formed from both random and lattice-based starting configurations, 

which decrease the lipid tail order parameter and promote translocation of water 

into the membrane, confirming earlier experimental predictions of pore formation in 

a concentration-dependent manner.49 

The ability of small membrane bound molecules to cause significant perturbations in 

membrane structure and accelerate drug permeation has been exploited particularly 

where transdermal drug delivery is concerned.50 Molecules such as dimethyl 

sulfoxide,51 ethanol,52 acetone53 and oleic acid54 have been proposed as chemical 

penetration enhancers, to breach the skin barrier by improving permeability of the 

lipid bilayers of the stratum corneum. The molecular mechanisms by which such 

molecules act have been investigated in a number of computational studies to 

date.55-61 

Dimethyl sulfoxide molecules, for example, were found to freely partition into 

bilayer and accumulate beneath the lipid headgroups, swelling the distance between 

adjacent headgroups and dispersing the tails, increasing membrane flexibility and 

decreasing thickness.55 Above a certain concentration threshold structural defects 

generate transient water pores, in a similar manner to paclitaxel, with a further 

increase expelling individual lipids from the membrane and destroying the bilayer 

structure.56 The concentration dependence of dimethyl sulfoxide permeability 

enhancement experimentally52 and for pore formation computationally suggests the 

two phenomena could be related, providing a feasible explanation for the amplified 

permeabilities of both hydrophobic and hydrophilic compounds through the skin.52 

Comparison of DPPC and DOPC showed that the latter is less susceptible to these 

effects, demonstrating enhanced stability and diminished dimethyl sulfoxide 

diffusion.57 

These examples demonstrate how computational methodologies have provided a 

mechanistic understanding of experimentally established phenomenon, such as the 

exclusion of charged and hydrophilic molecules, the partitioning properties of 

hydrophobic drug molecules and membrane perturbations as a result of molecule 



entry. The alternative entry routes to membrane passage, via embedded proteins, 

will be explored in the following sections. 

Passive Transport by Ion Channels 

Ion channels facilitate the passive diffusion of ionic species down their 

electrochemical gradient from the extracellular medium into the cell cytoplasm. 

Permeation is controlled by the onset of various external stimuli, such as 

transmembrane voltage, heat, ligand binding, and mechanical stretch, and is 

responsible for regulating electrical signals across the cellular membrane. 

The voltage-gated ion channel (VGIC) family that specifically conduct Na+ (NaV 

channels) and K+ ions (KV) channels, for example, are responsible for the generation 

of action potentials in excitable cells in various tissues in the heart, brain and 

nervous system, and thus play a crucial physiological role. VGIC’s are a common 

target for antiarrhythmic agents, local anaesthetics, anticonvulsants and pain 

therapeutics.62-63 Understanding how such proteins assemble and function is 

therefore of great pharmacological importance.  

Elucidation of the crystal structure of the KcsA channel from Streptomyces lividans in 

1998, provided the first atomistic description of the pore structure of an ion channel, 

a tetrameric arrangement with each monomer containing two transmembrane α-

helices and an intermittent pore loop (Figure 3).64 The latter was found to contain a 

pore helix and the signature selectivity sequence and thus has become known as the 

selectivity filter.65-66 Between the selectivity filter and the cytoplasm, a water-filled 

cavity is present to provide an ideal environment for ion transfer.67 MD simulations, 

using KcsA, have extensively analysed the mechanism by which K+ channels 

selectively and efficiently conduct K+ ions.68-72 The abundance of K+ channel 

structures now available has enabled various aspects of K+ channel function, such as 

voltage-sensing, cytoplasmic gating and drug blockage to be examined by 

computational analyses.73-75 Several comprehensive reviews are available on this 

subject.76-77 Similarly, since the publication of the first crystal structure of the NaVAb 

from Arcobacter butzleri,78 and subsequent structures from bacterial sources,79-82 

significant efforts have been focused towards elucidating analogous functional 

properties in NaV channels. The pore structure of NaVAb showed similar 



characteristics to K+ channels, displaying a voltage-domain attached via a linker 

domain, as shown in Figure 3. In this section, recent insights gained from the NaVAb 

channel will be used to illustrate the application of computational methodologies to 

complex questions regarding ion channels.  

 

Figure 3. (A) Structure of KcsA potassium channel. (B) Proposed ion binding sites in 

the KcsA K+-channel selectivity filter. (C) Structure of voltage-gated sodium channel 

NaVAb. (D) Proposed ion binding sites in NaVAb Na+-channel selectivity filter. Only 

two domains are shown for clarity throughout. 

The resolved selectivity filter structure identified three possible ion-binding sites 

which were apparently capable of coordinating partially hydrated ions; at the 

extracellular entrance, the SHFS site formed of a ring of anionic glutamate residues 

Glu177, was proposed to attract extracellular cations; deeper sites proposed (SIN and 

SCEN) were composed of carbonyl backbones Leu76 and Thr175 respectively (Figure 

3D). The observed ion dynamics in early MD simulations was consistent with 



predictions from structural data.83 The binding sites were also confirmed as energy 

minima in single and multi-ion PMF conduction profiles 84-85 and later MD 

simulations on a microsecond timescale. The conformation of the residues forming 

the binding sites was largely unchanged irrespective of the presence of ions,86 in 

contrast with K+ channels whose sites depend on the presence of K+ ions for 

stability.87-89 

The precise sequence of events inducing Na+ conduction was examined via umbrella 

sampling calculations, sampling conduction along the permeation axis. As expected, 

a deep energy well between –5 kcal/mol 90 and -8 kcal/mol85 was observed at SHFS. 

Entrance to further sites, however, was subject to a barrier of 4 kcal/mol 90 85, 

suggesting movement of isolated ions was not the primary mechanism of 

conduction, as proposed from flux measurements.91 Accompanying multi-ion profiles 

displayed an reduced energy barrier below 3 kcal/mol for penetration of the 

selectivity filter, advocating translocation of Na+ ions likely occurs via sequential 

movement through doubly occupied extracellular/SHFS, SHFS/SHFS, SHFS/SCEN, SHFS/SIN, 

SHFS/intracellular conformations, in a so-called loosely coupled ‘knock-on’ 

mechanism. Additional efforts to characterise the minimum energy pathway utilizing 

metadynamics, taking into account binding as a function of the radial distribution 

around the pore axis, identifying an additional ‘drive-by’ mechanism of conduction.92 

Extensive MD simulations of ~22 μs in the absence of a transmembrane voltage, 

provided direct observations of knock-on/off transitions, multi-ion configurations 

constituted over 90% of the simulation trajectory.93 Interestingly, more than 20% 

were triply occupied states of the selectivity filter, which have also been observed in 

bias-exchange metadynamics simulations.94 

The presence of such states has been associated with conformational states of the 

selectivity filter, divergent from the crystal structure. Multi-microsecond simulations 

revealed Glu177 could occupy an additional conformational state directed towards 

the selectivity filter, as opposed to the extracellular medium, which is thought to 

catalyse Na+ permeation.93 Boiteux et al disclosed PMF profiles with a double energy 

well at this site, resulting in reduced energy barriers, supporting this proposal.95 An 

increased occupancy of the selectivity filter is observed in this case, providing further 



evidence of a conduction mechanism involving three ions. Studies have since 

proposed distinct multi-ion conduction mechanisms may be in operation during 

inward and outward conduction.96 

The protonation state of Glu177 has also been under intense scrutiny throughout 

MD simulations. Multiple studies utilizing both equilibrium95 and free-energy MD.84 

97 methodologies conclude conduction is favoured in the wholly deprotonated state, 

and is unfeasible when multiple residues are protonated. 

The mechanism by which Na+ channels exclude other monovalent and divalent ions 

has been explored by comparison of single and multi-ion PMF profiles.84-85 These 

profiles demonstrated that even though K+ ions were capable of penetrating the 

channel with a favourable network of coordinating ligands, a heightened barrier was 

identified in the plane of the Glu177 side-chains.84 This observation was rationalised 

using geometric arguments, as K+ is unable to permeate this region unperturbed in 

an optimum geometry, and supported by a systematic comparison between 

selectivity and pore radius in the same study. The overall free-energy difference for 

K+ relative to Na+ was calculated as 3 kcal/mol in line with experimental permeability 

ratios. PMF profiles of Ca2+ conduction displayed distinct energy landscapes from 

both Na+ and K+, suggesting further mechanisms of selectivity in the NaV filter. Corry 

et al proposed the desolvation energies of Ca2+ likely results in hindered 

permeation;90 in addition, Ke et al advocated that transfer from SCEN to the central 

pore was energetically unfavourable, thus sustained inhabitancy of this site blocks 

inward conduction of Ca2+.98 

As well as exploring mechanistic aspects of NaV channel conduction and selectivity, 

aspects of channel modulation have also been explored computationally. NaV 

channels represent a putative target for local and general anaesthetics, yet the 

functional binding sites of such molecules, and the pathway by which they can 

access them are not widely understood. A multitude of experimental studies have 

proposed the existence of a ‘hydrophobic pathway’ enabling the entrance of 

hydrophobic molecules, when entrance is obstructed from both extracellular and 

intracellular vestibules.99 The NaVAb structure revealed the presence of hydrophobic 

side-portals, termed fenestrations, thought to represent such a route. Thus, the 



dynamics of these sites and their accessibility to drug molecules have been the focus 

of several studies in recent years. 

Using a structural model of NaChBac, Raju et al identified three binding sites of the 

general anaesthetic isoflurane, in the extracellular, linker and pore domains using 

flooding simulations, with subsequent FEP calculations to estimate the free energy 

of binding of each site.100 Entry/exit routes were observed on the fly, including 

traversal of the fenestrations to the central pore site, confirming the feasibility of the 

portals as access pathways. The evolution of the size and dynamics of the 

fenestrations and hence, the size restrictions imposed on incoming drug molecules 

were subsequently explored by Kaczmarski and Corry.101 A range of bacterial NaV 

channels displayed an average bottleneck radii between ~1.6 and 2.2 Å, reaching a 

maximum bottleneck radii between ~2.6 and 2.8 Å. Thus, in the maximally extended 

state, the portals are capable of accommodating phenyl rings, a key constituent of 

most sodium-channel blocking drugs.102 Entrance of larger drugs would, therefore, 

require considerable perturbations of the fenestration or drug conformation. In 

NaVAb, F203 acted as the central gate to fenestration size, illustrating that 

fluctuations in bottleneck radii are primarily determined by rapid side-chain 

rotations. The entrance of lipid molecules was also found to modulate fenestration 

size and dynamics. Further studies investigated access of the local anaesthetic 

benzocaine and the anti-epileptic drug phenytoin to the central pore; in agreement 

with the predicted physical constrictions, free energy maps constructed from 

umbrella sampling simulations,103 and extensive unbiased MD simulations indicated 

a larger barrier for the entrance for the larger phenytoin, although both exhibited a 

minimum energy pathway through the lateral fenestrations.104 The possible 

existence of lateral fenestrations in K+ channels has subsequently been investigated 

using MD simulations, identifying tuneable openings in the two-pore domain K+ 

channel family.105 

In conclusion, MD simulations have revealed key principles of ion conduction in 

bacterial NaV channels. It is now understood that permeation at high-throughput 

requires two ions at a minimum, which are loosely coupled with each other and 

water molecules in the selectivity filter, in stark contrast to K+ channels. 



Furthermore, lateral fenestrations have been confirmed as viable entry routes for 

small hydrophobic molecules to reach high-affinity binding sites in the central pore. 

The molecular determinants of conduction and selectivity of Ca2+ channels are yet to 

be distinguished, and will likely be the subject of computational studies when high-

resolution structural information is available.  

  



Facilitated Diffusion by Transporters 

Membrane transporters are a highly specialised class of membrane proteins, which 

couple substrate translocation to a variety of cellular energy sources. A wide range 

of chemical species are admitted passage via transporters, often against the 

electrochemical gradient of the plasma membrane. This process is thought to occur 

by means of an alternating access mechanism, whereby the transporter interior is 

sequentially exposed to the intracellular and extracellular frontiers of the 

membrane. Primary transporters utilise energy input directly from chemical 

reactions, whilst secondary transporters derive are driven by an electrochemical 

gradient. MD simulations have provided considerable insights into the 

interrelationship between transporters and chemical driving forces, and how this is 

coupled to the large-scale conformational changes underlying the alternating access 

model. In this section, we have limited our discussion to the Leucine transporter 

(LeuT), which has become a prototype for structural and dynamical analyses of 

neurotransmitter sodium symporter (NSS) family, to illustrate the progression of our 

understanding in this field.  

NSS’s are responsible for the selective re-uptake of substrates to terminate 

neurotransmission at synapses.106 These transporters function in a Na+ dependent 

manner, coupling the passive diffusion of Na+ down the electrochemical gradient, to 

the active transport of substrate molecules, including monoamine neurotransmitters 

(serotonin, dopamine, norepinephrine), amino acids and osmolytes (betaine, 

taorine, creatine). Eukaryotic NSS are the pharmacologically as targets for important 

drugs, such as anti-depressants,107 as well as psychoactive substances, such as 

cocaine.108 Determination of the structure of the bacterial amino acid transporter 

LeuT elucidated the basic transmembrane architecture of NSS’s,109 denoted the 

‘LeuT fold’, comprised of two five-helical bundles in an anti-parallel arrangement 

(Figure 4A).110 A wealth of atomic resolution structural information of LeuT from 

Aquifex aeolicus has since emerged,111-114 revealing various novel aspects of NSS 

assembly. The available structural information advocates a mechanism of alternating 

access in which Na+ ions and the substrate bind to an outward-facing open (OFO) 

state, and released by a series of concerted transitions between outward-facing 



closed (OFC), inward-facing closed (IFC) and inward-facing open (IC-O) states, where 

the transporter can loop back to the initial conformation. The availability of LeuT 

structures has allowed in-depth investigation of its behaviour by MD simulations, as 

a paradigm for the NSS transporter function. 

 

Figure 4. (A) Crystal structure of LeuT receptor in OFC conformation with two Na+ 

ions and leucine bound. (B) Close-up of substrate and ion binding sites. (C) Proposed 

sequence of ion binding; straight and dashed lines represent the movement of the 

first and second ions respectively. Throughout, protein residues are shown in licorice 

representation, with blue, red, cyan and orange parts representing nitrogen, oxygen, 

carbon in LeuT and carbon in leucine. Sodium ions are shown as yellow spheres.  

Crystallographic information of LeuT has elucidated the presence of two Na+ binding 

sites (Na1, Na2), in close proximity to the substrate-binding site (S1) in the 

membrane core (Figure 4B).110 Na1 explicitly coordinates the substrate, alongside 

residues Ala22, Asn27, Thr254 and Asn286 in an octahedral arrangement. In 

contrast, Na2 is entirely composed LeuT residues (Gly20, Val23, Ala351, Thr354 and 

Ser355), coordinating ions in a trigonal bipyramidal manner. In the initial 

computational studies, the dynamics of such sites was investigated. 



In the first MD study, Celik et al performed a series of unbiased MD simulations on 

the initial crystal structure of an OFC, which contained the bound substrate and two 

Na+ ions, to explore dynamics of this LeuT complex.115 The most notable interactions 

in the observed substrate binding process of the zwitterionic leucine involved a salt 

bridge in the extracellular vestibule (Arg30 and Asp404) and an ion occupying Na1 on 

occupation of the canonical binding site. FEP/MD simulations were undertaken by 

Noskov and Roux to discern the mechanism by which other cations are excluded 

from Na+ binding sites, and hence the specificity of LeuT to Na+ ions.116 Interestingly, 

distinct mechanisms of selectivity were observed; in Na1, coordination to a 

negatively charged residue results in preferred binding of Na+, where as geometric 

constraints were proposed to operate in Na2. The influence of ion occupation on 

substrate binding was also assessed using FEP simulations, revealing optimum 

substrate coupling to Na+ when both sites are occupied, and enhanced structural 

stability of the substrate and Na+ site selectivity when Na2 is inhabited.117  

Celik also undertook a series of steered MD experiments to probe the formation of 

IFC complex. Entrance to the site required an open state of the aromatic lid (Phe353), 

which closed upon stable binding, thus illustrating as a key transition between OFO 

and OFC states.115 Later unbiased simulations of the OFC state, with the substrate 

removed, displayed spontaneous opening to a conformation poised for substrate 

binding, similar to the OFO crystal structure, demonstrating Na+ binding in isolation 

to biases the transporter towards this state and further elucidating the 

conformational changes involved in this transition.118 The authors noted that the 

affinity for Na1 is inversely proportional with the progression of the transition of the 

IFO state, thus it is likely occupation of Na2 contributes to the stability of this 

conformation. This has recently been confirmed by mutagenesis of the Na2 site 

(Thr354 and Ser355), which was found to stabilize the IFO state by direct interactions 

with helices 1 and 8.119  

Computational analyses have also been able to predict additional Na+ sites, not 

identified during crystallographic data, in order to delineate the precise series of 

events constituting Na+ and substrate entrance (Figure 4C). Zhao et al identified an 

additional binding site in close proximity to Na1 located on Glu290, referred to as 



Na1’ from this point forward.118 The evolution of the protonation state of Glu290 is 

known to be an integral part of the transport cycle, corroborating this prediction.120 

Using extensive all-atom MD simulations (~20 μs), Zomot et al identified an 

additional binding site, namely Na1’’, constituted of Ser256 and Ser355 side-chains 

and the backbone carbonyl of Asn21, and have provided an exhaustive account of 

Na+ translocation events, and associated conformational changes.121 Site Na1’’ 

appears constitutes the first point of contact for Na+ ions, attracting anions from the 

extracellular medium throughout; within hundreds of nanoseconds, this ion shifts to 

Na1 where it maintains residence, or transiently occupies Na1’. The Na1’’ site may 

remain vacant whilst Na1 is occupied, or hold a further incoming ion, which can 

subsequently enter Na2. Simultaneous population of both sites is consistently 

correlated with expansion of the extracellular entrance, permitting access of the 

substrate to S1. Following binding, the entrance is concealed by local 

rearrangements, notably the side-chain isomerization of Phe253. Subsequently, the 

surrounding helices undergo global rearrangements to evolve conformations 

capable of releasing the bound species.  

In the OFO state, Zhao and Noskov observed the formation of water wires from the 

cytoplasm to the to the S1 and Na2 sites in the IFO state, may facilitate ion release 

and prompt inter-helical arrangement and flooding of the intracellular opening.122 

Using free energy calculations, Thr345 was shown to occupy single rotameric state 

when Na2 is occupied, as opposed to two degenerate states when it is vacant, and 

thus may act as a switch to vacate Na2 and advance the transport cycle.  

Significant efforts were directed towards prediction of further intermediates in the 

transport cycle, such as the IFO structure. 123-125 Tajkhorshid et al produced an IFO 

model by homology modelling of the inward-facing state,126 based on the structures 

of outward-facing LeuT110 and inward facing vSGLT 127. Simulations of this state 

consistently displayed intracellular release of Na2. Quick et al proposed a similar 

structure, in addition to other unknown states, by varying the presence of leucine in 

the binding site and Na+ ions in known crystal structures and performing accelerated 

MD simulations in combination with principal component analysis.123 All inward-

facing conformations were found to contain a vacant Na2 site. The eventual 



crystallization of a LeuT inward-facing state111 further corroborated earlier 

predictions that Na2 initiates intracellular release; Na+ ions were weakly coupled 

with the Na2 site, persistently exiting to the intracellular medium and initiating 

release of the bound substrate and ion in Na1 in the same direction.128 The 

protonated/neutral state of Glu290 (Na1’ site) in the inward-open state is proposed 

to enhance dissociation of ions to the intracellular solution.129 These observations 

provide a mechanistic understanding of how negative charges in close proximity to 

the characteristic Na+ binding sites, such as Glu290 in the LeuT transporter or 

chloride ions in eukaryotic NSS, may regulate ion binding and release.120 

The overall mechanism of release has been a source of controversy throughout the 

literature. Early SMD simulations by Shi et al revealed a second substrate-binding 

site (S2), leading to proposals of an allosteric mechanism of transport whereby 

occupation of the secondary binding site, triggers release of the inhabitants of S1 

and Na1.130 Furthermore, the observed overlap of the S2 site with the binding site of 

tricyclic antidepressants has lead to suggestions that the S2 site could exert an 

activator or inhibitory effect dependent on the manner of binding.112-113 

Championed by Javitch and Weinstein,130-132 the presence of the S2 binding site has 

been widely disputed throughout the literature, with Gauaux and coworkers, for 

example, endorsing the functional significance of the S1 site only.110, 133-136 Differing 

reports have also emerged in computational studies. Extensive unbiased simulations 

by Zomot et al, do not observe alanine binding, and only partial leucine binding in 

the S2 site.121 On the other hand, using a complex protocol combining of 

accelerated, targeted and conventional MD, Cheng et al have identified an increase 

in the substrate-binding affinity of the S2 site whilst progressing towards an inward-

facing state and subsequent displacements in the putative S1 site.137 Furthermore, 

unbiased simulations with Ala and Leu and inhibitors known inhibitors bound at the 

S2 site revealed key structural alterations in the extracellular portion of TM6 which 

may be propagated throughout the transporter and influence its functional state.138 

FEP/MD simulations yielded favourable absolute binding free energies for tricyclic 

antidepressants in the range of -12 to -14 kcal/mol.139 These energies were dissimilar 



on removal of the substrate, supporting a thermodynamic coupling mechanism 

between the two sites.112  

The final question remaining of LeuT transport involves the inward-to-outward 

transition to restart the translocation mechanism. The recent crystallization of WT 

LeuT in a Na+ and substrate-free state by Malinauskaite et al provided the first 

insights into the structure of an intermediate involved in this transformation.114 MD 

simulations confirmed both Na+ sites are inaccessible to extracellular ions in the 

structure, with a distinct Na1 conformation observed stable throughout. Highly 

conserved residue, Leu25, is found to consistently occupy the S1 site, and occlude 

Glu290 from the extracellular environment, reportedly acting as gatekeeper for Na+ 

binding and playing an intimate role in H+-counter-transport during the return 

transition. The authors propose release of the counter-ion stimulates reorientation 

of Leu25, allowing entry to the sites and initiation of the forward transport cycle. 

Remarkably, using the available crystal structures of LeuT, MD simulations have 

provided a full atomistic description of the entire transport cycle. Key questions 

concerning the locality and behaviour of Na+ binding sites, the interrelationship 

between such sites and substrate binding at different stages of the transport cycle, 

as well as a possible allosteric mechanism involving a second substrate-binding site 

have been addressed. 

In a wider context, these studies have examined the key principles of membrane 

active transport: molecular determinants of substrate binding, coupling to external 

energy sources and conformational changes constituting the alternative access 

mechanism. These fundamental principles of active transport have been examined in 

a number of transporter families, and it is likely that a detailed description of active 

transport in these assemblies will emerge in the future. 

Signaling via Receptors 

Cell surface receptors are intrinsic membrane proteins forming the primary 

communication mechanism between the cell exterior and interior. The functionality 

of receptors is dependent on the transformation of the protein transmembrane 

between conformational states, in response to the binding of extracellular 



molecules. Ligand-gated ion channels are a family of membrane receptors that allow 

ion influx/efflux in response to bound neurotransmitters. G-protein coupled 

receptors (GPCR’s) constitute a significant class of membrane receptors, which 

couple to heterotrimeric G-proteins on activation to initiate intracellular signalling 

cascades. GPCR’s are susceptible to hormones, neurotransmitters, and sensory 

stimuli, thus they are critical for basic physiological function of eukaryotic 

organisms.140 As a consequence, GPCR’s have been implicated in neurological 

disorders, cardiac failure, cancer and diabetes, and are the target of a significant 

proportion of pharmaceuticals available on the market today.141-142  

 

Figure 5. Crystal structure of β2-adrenergic receptor (PDB ID 3SN6) in fully activated 

state with bound agonist and heterotrimeric G-protein. The position of the plasma 

membrane is indicated by a solid black line. 

As GPCR activation is a profoundly dynamic process reliant on large-scale 

conformational changes, elucidation of high-resolution three-dimensional structures 

has proven difficult.143 The ground breaking crystal structure of light sensitive 

pigment, rhodopsin, revealed the conserved transmembrane arrangement of seven 

α-helices of class A GPCR’s and provided high-resolution data appropriate for MD 



simulations. In recent years, computational analyses of GPCR’s has been significantly 

aided by the increase in X-ray crystallographic information and state-of-art 

homology modelling tools, exploring numerous facets of GPCR behaviour, such as 

ligand binding, G-protein coupling, lipid modulation the highly concerted 

conformational changes associated with activation/inactivation processes. The β2-

adrenergic receptor has been the focus of seminal studies exploring the latter, due 

to the availability of structural information in multiple functional states, including a 

fully activated state in complex with extracellular agonist and intracellular G-protein 

complex (Figure 5). Thus, it will be used as an archetypal example of how 

computational methodologies have advanced our understanding of the relationship 

between GPCR structure and function. 

Multiple studies have advocated that an ensemble of conformational states exist for 

individual GPCR functional states.144-145 The initial β2AR structures, in complex with 

inverse agonist carazolol and timolol,146-149 allowed theoreticians to characterise the 

ensemble of conformational states representing the inactive state of the receptor.150 

Unexpectedly, a salt bridge between the intracellular ends of helices III and VI, 

dubbed the ‘ionic lock’, was broken in the inactive state structures, in defiance of 

biochemical evidence arguing this event represents a crucial activation step.151 

Microsecond simulations of these structures were able to demonstrate that inactive 

β2AR actually exists in conformational equilibrium between states with a broken and 

intact ionic lock.150 These observations suggest the receptor is likely biased towards 

the broken state upon receptor activation, reconciling with the previous 

experimental work mentioned.151  

The elucidation of the agonist bound β2A receptor lead to further investigation of 

GPCR conformational states and the transitions between them. Rosenbaum et al 

explored the dynamics of this complex on an extended timescale using the Anton 

Supercomputer.152 This seminal study demonstrated the feasibility of simulations up 

to 30 μs in length for the study of integral proteins, and provided unprecedented 

insights into the behaviour of this complex. After approximately 11 μs, the active 

state receptor spontaneously transitioned to the inactive structure that remained 

stable for the duration of the simulations, advocating that binding to an intracellular 



partner was absolutely required for stabilization of a fully activated conformation. 

Later experimental and computational works supported this hypothesis.153 

Dror et al proposed an atomically detailed activation mechanism based on the 

transition between functionally active and inactive states, via a number of previously 

unreported intermediates, observed reproducibly in over 30 independent 

simulations.154 Three functionally important regions were identified, the intracellular 

G-protein-binding site, the extracellular ligand-binding site and the junction in 

between, the so-called ‘connector’ region. The regions are loosely coupled, although 

the connector region is largely responsible for communicating small-scale ligand 

related movements and large-scale helical movements surrounding the intracellular 

binding pocket. Interestingly, the simulations suggest the activation process 

originates from the latter; outward movements of helix VI initiate conversion to an 

intermediate state, which incorporates an expanded G-protein site, and an 

equilibrium between active and inactive states in the ligand binding site and 

connector region. Subsequent agonist binding biases this equilibrium towards active 

conformations. Finally, an intracellular binding partner may interact and trigger the 

final stage of the activation process. Detailed understanding of specific receptor 

conformations, as described here, may contribute to the design of drugs targeting 

specific functional states of GPCR’s. Knowledge of the interrelationship between 

cellular entities, such as G-proteins and arrestins, and the multitude of 

conformational states of the β2AR will refine this scheme further. 

A key question that has not been addressed throughout these mechanistic studies is 

the assembly of GPCR dimers and higher-order oligomers, and their functional role 

of in the intracellular signalling pathway. Hydrophobic mismatch, where the length 

of the membrane spanning segments conflicts with the length of the hydrophobic 

core of the membrane, has been proposed to stimulate GPCR dimerization, and has 

consequently been explored using MD simulations.155 Using a novel multi-scale 

approach known as Continuum-Molecular Dynamics, Mondal et al quantified 

energetic penalties emerging from this phenomenon in individual transmembrane 

helices of GPCR’s, enabling the prediction of energetically favourable contact 

interfaces by comparison such energetic costs in monomeric and oligomeric 



states.156 In the β2A receptor, the hydrophobic mismatch was considerably reduced 

in the transmembrane helices I, IV and V consistent with the typical interfacial 

regions elucidated from unbiased CGMD (helices I-I, V-V and IV-V),157 with similar 

results obtained using a bilayer containing 10% cholesterol. Duplicate analysis of the 

β1A displayed distinct oligomerisation patterns, with a single predicted contact 

interface localized on helix I. Overall, these results were akin to experimental 

evidence showing the β1A preferentially forms dimers,158 where as the β2A receptor 

can form more extensive dimers as well as higher-order oligomers.159  

Prassanna et al performed extensive CGMD of the β2A receptor in bilayers 

containing increasing concentrations of cholesterol to examine the effect of 

cholesterol on the dimerization process.160 In 0% cholesterol, the receptors form a 

homo-interface involving helices IV and V; in 50% cholesterol, a homo-interface 

between helices II and I is formed; whilst in the concentrations between (9 and 30%) 

a hetero-interface is observed comprising a combination of the two. Increased 

cholesterol occupancy at helix V is observed throughout, advocating specific 

cholesterol interaction bias the oligomer towards distinct oligomeric states.  

It is well established throughout the literature that functionality of integral 

membrane proteins is dependent on the composition of the plasma membrane, thus 

it is possible the influence of membrane organization extends further than GPCR 

dimerisation. Many GPCR’s have demonstrated a functional dependence on 

membrane cholesterol in particular, which is considered to act either by direct 

interactions or indirect effects involving the biophysical properties of the membrane. 

Unbiased MD simulations, either CG or atomistic, of GPCR’s embedded in lipid 

bilayers enriched with cholesterol molecules have become a popular tool to identify 

cholesterol binding sites.161-164 Utilising this protocol, Cang et al revealed the 

presence of three extracellular and four intracellular high occupancy sites. The 

accuracy of such predictions was supported by the likeness between three sites and 

those observed in crystal structures of GPCR’s with bound cholesterol molecules. Of 

note, two cholesterol molecules occupy the surface of helix I and VIII, consistent 

with that observed in the dimeric structure of the β2AR (PDB 2RH1), contrasting with 

claims that the observed organization was an artefact caused by crystal packing.147 



Furthermore, a cleft between the extracellular ends of helices I, II and VII, 

accommodated a cholesterol molecule in a stable manner for the duration of the 

trajectories. The authors suggest habitation of this site, and the resulting 

stabilisation of residue Trp313, may facilitate ligand-receptor binding. 

Prasanna et al identified a specific POPC binding site between helices I and VII, in a 

similar position in the extracellular leaflet.165 This site had been previously suggested 

to accommodate lipids from X-ray crystallographic information of the α2-adenosine 

receptor. Neale et al explored the relational between specific phospholipid 

interactions and receptor activation state.161 Using MD simulations with a 

cumulative time of 0.25ms, the authors observed individual phospholipid molecules 

entering the receptor by an opening in the cytoplasmic leaflet between helices VI 

and VII and forming a salt-bridge that directly impedes ionic lock formation, thus 

stabilizing the active state. This phenomenon was enhanced by the presence of 

anionic lipids, elucidating a possible mechanism by which such lipids perpetuate 

receptor activation. 

In conclusion, MD has provided crucial insights into how GPCR’s convert between 

functional states to convey signals, as a result of highly synchronized structural 

transitions emanating from atomic fluctuations. The driving forces of receptor 

dimerisation have been studied, and the functional significance of higher order 

oligomers considered. The close association between membrane lipids and receptor 

state has been explored, with the identification of multiple functional binding sites 

of both cholesterol and phospholipid molecules. 

Conclusions 

Molecular dynamics simulations have become an essential tool to study the 

dynamics of biological systems in atomic resolution, and elucidate the molecular 

mechanisms of numerous phenomena that cannot be gained by experimental 

means. A detailed understanding of how many small molecules interact with lipid 

bilayers, and consequential diffusion or exclusion processes has been gained, which 

can be applied in a medicinal chemistry context to assess the likelihood of drug 

molecules reaching intracellular targets. Furthermore, computational methodologies 

in combination with high-resolution structural information of integral membrane 



proteins have provided crucial insights into how such assemblies function as highly 

efficient transport machinery. For ion channels, multiple conduction mechanisms for 

selective transport through K+ and Na+ channels have emerged, as well as 

characterisation of a novel pore access pathway through lateral fenestrations in the 

latter. In the case of GPCR’s, conformational ensembles of active and inactive 

functional states have been described, and the inter-conversion transitions 

delineated, providing a general mechanism of GPCR activation. The influence of the 

membrane environment on GPCR dynamics by direct and indirect effects has been 

explored intensively. Finally, significant advances have been made in understanding 

the alternating access mechanism underlying transporter function, and how such 

changes are driven by cellular energy sources. Overall, such insights have 

considerable contributed to our understanding of membrane transport, and will 

significantly advance the ration design of drugs in the future. The increasing 

availability of high-resolution structural information, growth in computer capabilities 

and development of state-of-the art MD algorithms and accompanying force fields 

will markedly amplify the use of computational simulations for the study of intrinsic 

membrane proteins in the coming years.    
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