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Abstract

Heat and mass transfer enhancement in industrial processes is critical in improving the efficiency

of these systems. Several studies have been conducted in the past to investigate different strategies

for improving heat and mass transfer enhancement. There are however some aspects that war-

rant further investigations. These emanate from different constitutive relationships for different

non-Newtonian fluids and numerical instability of some numerical schemes. To investigate the

convective transport phenomena in nanofluid flows, we formulate models for flows with convec-

tive boundary conditions and solve them numerically using the spectral quasilinearisation methods.

The numerical methods are shown to be stable, accurate and have fast convergence rates. The con-

vective transport phenomena are studied via parameters such as the Biot number and buoyancy

parameter. These are shown to enhance convective transport. Nanoparticles and microorganisms’

effects are studied via parameters such as the Brownian motion, thermophoresis, bioconvective

Peclet number, bioconvective Schmidt number and bioconvective Rayleigh number. These are

also shown to aid convective transport.
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Chapter 1

Introduction

1.1 Background

In this thesis, we investigate the impact of convective boundary conditions on the heat and mass

transfer in nanofluid flows using the spectral quasilinearisation numerical methods. Fluid dynam-

ics deal with the study of fluids in motion [1]. The study of fluid dynamics seeks to give insights

into the structure and behavior of fluid flows [2]. Fluid dynamics has a wide range of industrial

and biological applications including, but not limited to, wheezing, blood flow, electricity gener-

ation, the design and performance of air and sea crafts, windmills, water sprinklers and missiles

[2]. Fluid flow plays a pivotal role in the transport phenomenon, including the transfer of mass,

charge, energy and momentum in a wide range of industrial, chemical and biological applications

[3]. Of the three modes of heat and mass transport, convection leads to large spatial transportation

capabilities over a significantly shorter time scale compared to diffusion [4]. Although several

studies on convective transport are found in the literature [5–10], there are aspects that warrant

further consideration.

Thermal convection consists of a flowing fluid that is in thermal contact with a solid surface that is

in thermal disequilibrium with the fluid [11]. This is the most common setup encountered in many

industrial applications resulting in convective boundary conditions. The need to improve heat and

mass transfer efficiency in industrial processes is fundamental in fluid dynamics research. There

has been advancements in recent years in enhancing heat transfer in industrial applications. One

such study is the work of Popov et al [12], where they studied the heat transfer enhancement for
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power installation. According to Popov et al [12], the methods of heat transfer enhancement are

focused on reducing the thermal resistance of the near-wall layer during convective heat transfer.

This increases the coefficient of heat transfer without increasing the working surface of the appa-

ratus. Convective transport has also been reported to play a crucial role in the transportation of

growth factors that were previously thought to be transported by diffusion alone [13]. Convective

solute transport is also encountered in interstitial mass transport [14–17]. In climate modeling,

convective flow is responsible for the global-wide circulation in the atmosphere [18]. A disruption

of the normal convective transport in the atmosphere may lead to temperature inversion [18].

Convective transport lies at the heart of many industrial, chemical, and biological processes. In

mathematical modeling, convective transport is accounted for by a nonlinear term. This term

normally introduces some numerical instability called convective instability in the solution of the

system [19–21]. Developing numerical schemes that are not prone to these numerical instabilities

is crucial in the study of heat and mass transfer for industrial applications. Models for flows in

different geometries and different fluids with various rheological properties are formulated and

solved numerically using a fairly new scheme, the spectral quasilinearisation technique. The ac-

curacy, stability and convergence of the methods are tested and compared with other methods for

validation purposes. In the case where no analogous models are found in literature, the residual

errors are used to validate the accuracy of the numerical scheme.

Fluids are normally classified as Newtonian or non-Newtonian. Newtonian fluids are fluids that

follow Newton’s law of viscosity, i.e, the viscous stresses arising from the fluid flow are linearly

proportional to the strain rate. Examples of Newtonian fluids include water, kerosene and gasoline.

Fluids that do not obey this relationship, i.e shear stress is not linearly dependent on strain rate, are

classified as non-Newtonian. These fluids include, among many others, coal slurries, colloidal sus-

pension, blood and asphalt [1, 2]. Other rheological properties may be used in the classification of

a fluid as Newtonian or non-Newtonian. When modeling the fluid flow, it is important to correctly

capture the rheology of the fluid and represent this adequately in the mathematical model. Due to

the variability and complexity of non-Newtonian fluids, there is no single constitutive relationship

that correctly models all non-Newtonian fluids [22, 23]. As such, different models have been de-
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veloped for different non-Newtonian fluids. Some of the models developed for this purpose are

Casson, couple stress fluids, Jeffery, Maxwell, micropolar, Oldroyd-B and Powell-Eyring. These

models capture some peculiar aspects of a particular fluid that may need emphasis, for example,

the Powell-Eyring model accounts for fluids that behave like Newtonian fluids under low and high

strain rate [23] and the couple stress seeks to account for the forces in the fluid due to additives

[24].

1.2 Heat and mass transfer

Heat and mass transfer are two kinetic processes that can be studied separately or jointly. Lately,

it has been found to be more judicious to study the two jointly, especially in engineering settings

as they often influence one another. This is normally encountered or explained as the Soret and

Dufour effects [25–27]. The Soret effect is mass flux due to a temperature gradient and the Dufour

effect is the energy flux due to a concentration gradient. We investigated heat and mass transfer

in nanofluid flow. They were interested in establishing how heat that is either fed to the system

or produced during an industrial process affects the fluid and flow properties. Similarly, we were

also interested in establishing how the concentration gradients in a fluid affect the fluid and flow

properties too.

Heat transfer is thermal energy in transit due to a spatial temperature gradient [28]. If heat and

heat transfer are not properly managed thermal runaways may occur leading to accidents, entropy

generation and poor performance by a thermal system [29–31]. Entropy generation is considered

in Chapter 4 where the study sought to understand the processes that lead to entropy generation

and how this can be minimized.

When a temperature gradient occurs in a stationary medium, heat transfer proceeds by conduction.

If the medium is a moving fluid, then heat transfer is by convection. The third mode of heat transfer

is thermal radiation. This is thermal energy that is emitted as electromagnetic waves, by a body

at a higher temperature, to a body with low temperature. This mode of transport does not need a
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medium for transport.

In conduction, heat transfer occurs at the molecular or atomic level. Molecules with a higher

thermal energy vibrate and collide with molecules with a lower thermal energy and in the process

they transfer some of their thermal energy. Conduction depends mainly on four factors, namely

the temperature gradient, the cross-sectional area of the material involved, length of the path and

the properties of the materials involved. To quantify the amount of heat transfer by conduction the

Fourier’s law is used. This is given as,

q′′x =−k
dT
dx

, (1.1)

where q′′x is the heat flux (W/m2), k is the heat transport property of the fluid (W/m.K) and dT/dx

is the temperature gradient. The negative sign indicates that heat transfer is in the direction of

decreasing temperature.

In convection, there are two mechanisms for heat transfer. The first one is the diffusion process,

due to the random movement of molecules and the second one is advection or bulk transport in

the flow. If temperature gradients exist in moving fluid then heat transfer occurs by convection. In

this thesis, the problems that were studied consisted of a solid surface moving through a fluid at

a different temperature. Such problems are said to have convective boundary conditions and this

phenomenon in the thermal boundary conditions at the surface.

When close to a surface, diffusion is the dominant mechanism for heat transfer due to the no-

slip condition. When far from the surface, advection dominates. Convection can be classified as

forced convection if an external device is used to drive the flow, or natural convection if the flow

is driven by buoyancy forces resulting from temperature differences in the fluid. The rate equation

for convective heat transfer is,

q′′ = h(Ts −T∞) , (1.2)
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where q′′ is the convective heat flux (W/m2.K), Ts and T∞ are the surface and ambient fluid tem-

peratures and h is the convection heat transfer coefficient (W/m2.K).

The third mode of heat transfer is thermal radiation. In this thesis, we investigated the influence

of thermal radiation in Chapters 2 and 5. Thermal radiation is the energy emitted by a body that

is at a nonzero temperature [28]. The emitted energy is transported by electromagnetic waves or

photons. No medium is required for this form of heat transfer, in fact, radiation transfer is most

effective in a vacuum [28]. The rate at which the radiation energy is released by a body is termed

the surface emissive power E. The Stefan-Boltzman law is used to approximate the energy emitted

by a body (W/m2) as,

Eb = σT 4
s , (1.3)

where Ts is the absolute temperature of surface and σ is the Stefan-Boltzman constant (σ = 5.67×

10−10W/m2). Equation (1.3) represents the heat flux emitted by a black-body. The heat flux

emitted by real surfaces is normally modeled by including a radiative property term for the surface

called the emissivity 0 ≤ ε ≤ 1, so that,

E = εσT 4
s . (1.4)

The concept of mass transfer is analogous to that of heat transfer. Mass transfer is solute in transit

as a result of spatial solute differences [3, 28]. The basic types of mass transfer include diffusion

in a quiescent medium and mass exchange between phases [32]. The models investigated in this

thesis considered mainly mass transfer in laminar flow. Mass transfer by diffusion is driven by a

concentration gradient in a medium. Fick’s law is used to describe this type of mass movement

and is given by
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Q̇ =−κdi f f A
dC
dx

, (1.5)

where Q̇ is the mass flow rate, κdi f f is the diffusion coefficient, A is the area normal to the flow

direction and dC/dx is the concentration gradient.

The diffusion coefficient and subsequent diffusion are dependent on the temperature [1]. Higher

temperatures increase the velocity of the molecules and thus increase diffusion. Diffusive mass

transport is further influenced by the molecular spacing or mean free path. Diffusion is high if

the molecular spacing is high because particles/molecules have a longer distance to travel before

colliding with another particle/molecule. As such, diffusion is highest in gases followed by liquids

and lastly in solids. Although there are many diffusion mechanisms, they were not discussed in

detail at this point due to their limited consideration in this thesis.

Mass convection or convective mass transport is the mass transfer between a surface and a moving

fluid through both diffusion and bulk fluid motion [1]. If the mass is constantly supplied from a

surface in a moving fluid, a solute boundary layer will develop just like in the case of convective

heat transport. If the fluid stops or is stationary, then mass transport reduces to diffusion only.

When close to the surface, diffusion transport is dominant due to the no-slip boundary condition.

When further from the surface, the fluid has significant momentum and the bulk transport will be-

gin to dominate.

1.3 Nanofluids

Nanofluids are a class of emerging industrial fluids. They are more desirable over convectional

fluids due to their unique thermal properties. The term nanofluid was introduced by Choi and

Eastman in 1995 [33] to describe fluids in which nano-sized particles are added to a base fluid to

enhance certain properties. Nanofluids have a wide range of applications that include antibacte-

rial activity, cooling systems, solar water heating, diesel combustion, application in transformers,
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targeted drug delivery, nuclear reactors and many others [34–37]. A typical nanoparticle is a sta-

ble metal (Al, Cu, Ag, Au, Fe), an oxide (Al2O3, CuO, TiO2, SiO2), carbide (SiC), nitrate (AlN,

SiN) or a non-metal (graphite). The common base fluids are water, ethylene glycol, oil, polymer

or bio-fluid [38]. Some previous studies have suggested that metallic nanoparticles enhance the

thermal and electrical conductivity of the base fluids [39]. The idea of improving the conductivity

of a fluid by the use of solid particles had been reported before by Maxwell [40]. The results of

these studies were not commercialised because these fluids tended to damage mechanical pumps

and clog flow passages due to the particles settling [39, 41] and this presented a major challenge

towards commercialisation.

The use of a nanofluid improves conductive and convective heat transfer [42]. The enhancement

of thermal conductivity is attributed to nanoparticle aggregation. Particle aggregation is believed

to lead to percolation paths which enhance the thermal conductivity parameter beyond what is

predicted by the mean-path theory for well-distributed nanoparticles [42–45]. Some researchers,

however, do not subscribe to the theory of nanoparticle aggregation as the primary cause of the

thermal conductivity parameter enhancement. Although similar hypotheses have been put forward

for the convective heat transfer coefficient, no conclusive mechanism has been attributed to the

convective heat transfer coefficient enhancement [42].

It has been suggested that nanoparticles also play a vital role in altering other fluid properties,

among them, the specific heat capacity and the viscosity [42, 46–50]. For these properties, nanopar-

ticles are believed to have a deleterious effect. The specific heat of the nanofluid mixture is gen-

erally below that of a pure liquid since the specific heat capacity of the solids is less than that of

fluids [42]. Viscosity tends to increase with an increase in the nanoparticle volume fraction. This

is attributed to nanoparticle aggregation and/or nanoparticle size [42]. The addition of more than a

certain optimum amount of particles is thus detrimental to the heat transfer of a system [42].

Buongiorno [51] suggested that the convective heat transfer in nanofluids is mainly driven by

Brownian diffusion and thermophoresis. This is the main reason for the inclusion of the two terms

when modeling the flow of a nanofluid. As the nanoparticles move in the fluid, convective heat

transfer is enhanced by the nanoparticle dragging the fluid surrounding it. The results for this phe-
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nomenon were reported in chapters 2 to 6.

In chapter 6, we study the effect of rotation and bioconvection on the fluid and flow properties of a

nanofluid. Bioconvection is the convective motion that is initiated and maintained by microorgan-

isms in a fluid medium [52–57]. Microorganisms respond to some external stimuli such as oxygen

consumption (oxytactic), gravitational torque (gyrotactic), chemical concentration (chemotactic),

thermal changes (thermotaxis) or light (phototactic) [38, 58–60]. The common microorganisms

include algae, bacteria, dinoflagellates and diatomic [53, 61]. The swimming microorganisms are

denser than the base fluid. The aggregation of these microorganisms at the upper surface of the

fluid initiates an overturning instability synonymous with Rayleigh-Benard convection [62]. The

falling plumes are believed to deliver oxygen to the bottom of the tank in the case of oxytactic

microorganisms faster than diffusion [52, 63, 64]. Although the drive towards the use of ‘green

technologies’ in the industry is a major driving force towards the utilisation of bioconvection mech-

anisms [53], most of the theories surrounding bioconvection are still not fully understood or proven

[52]. Most experimental evidence to support mass enhancement have been inconclusive. It is for

this reason that we sought to study the influence of bioconvection from a theoretical perspective to

gain some insight into the subject area. In as much as there are many theoretical studies on bio-

convection [38, 58, 59, 65–69], most, if not all, did not investigate the rotational effects of the fluid

with a floating insulated plate. These two aspects form the focus of the study and were presented

in Chapter 6.

1.4 Non-dimensionalisation and numerical techniques

In modeling fluid flow, the transport equations are generally highly nonlinear partial differential

equations that do not have analytic solutions. To gain some insights into the flow dynamics, we

use numerical simulations to approximate the solutions. Although there are several techniques for

solving differential equations, most methods work only for a limited class of problems [70]. Sim-

ilarity transformations have in the past yielded solutions to nonlinear partial differential equations

which would be intractable to a standard solution technique. A similarity solution of partial differ-
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ential equations occurs if the number of independent variables can be reduced by at least one from

the original number.

In this thesis, we solve systems of equations describing fluid flows using the similarity transfor-

mations to first transform the set of equations to a system of ordinary differential equations. The

methods of determining the similarity transformations can be classified into two categories, the

direct methods and group methods.

1.4.1 Direct Methods

Direct methods do not invoke any group invariance. These methods include dimensional analysis,

free parameter and separation of variables method. Although these methods are straight forward

in determining similarity transformations, they are often limited to a few contrived cases.

Dimensional analysis reduces the number and complexity of the variables required to describe

a given phenomenon by making use of information implied by the units of the physical quanti-

ties involved. This is a technique for restructuring the original variables using dimensions of the

problem into a set of dimensionless problems using the constraints imposed upon them by their

dimensions. Such non-dimensional variables are fewer and have a more appropriate interpretation

than the original variables [71]. The Buckingham π-theorem provides a way of computing these

dimensionless parameters even if the form of the equation is unknown [72].

The free parameter method depends on the unknown transformation function of independent vari-

ables occurring in a particular function suggested by possible similarity. One of the functions of

this product is a function of all independent variables except one, and the other depends on a sin-

gle parameter, say η. η is a variable involving all independent variables [71]. If we let u be the

dependent variable for a certain partial differential equation with independent variable given by

x1,x2, · · · ,xn,y, u can be expressed in the form,

u = Φ(x1,x2, · · · ,xn)F(η), (1.6)
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where

η = η(x1,x2, · · · ,xn,y).

The separation of the variable method was introduced by Winternitz and Fris [73] and works sim-

ilar to the free parameter method. The difference is that in the separation of variables method η

is assumed to be separable and initially specified while the free parameter method makes no such

specification on η [71].

The direct method by Clarkson and Kruskal [74] was used to find a similarity transformation for

the first, second and fourth Painvele equations that could not be established using the Lie group

method [74]. The direct method however often leads to tedious algebraic manipulations especially

for huge and highly nonlinear systems of partial differential equations. This presents a major

setback for the method.

1.4.2 Group methods

The underlying idea with this method is to find a set of transformations such that the system is

invariant when applied [70, 75]. The group theoretic approach is further divided into two dis-

tinct categories, which are: Those methods that search for finite group transformations such as

the Birkhoff (1948) and Mogan’s method (1952), Moran and Gaggioli method (1968) as well as

the Hellums-Churchill method (1964) and those methods that search for infinitesimal groups of

transformations such as the classical method by Lie (1922), nonclassical method by Bluman and

Cole (1974) and characteristic function method by Na and Hansen (1969) [71].

1.4.3 Numerical methods

Due to the high nonlinearity and complexity of the systems for modeling fluid flow, analytical

solutions are often difficult to find, hence the reason numerical methods are employed. Although

there are known methods for evaluating analytic solutions for solving nonlinear partial differential
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equations such as Adomian decomposition, homotopy and the tanh-function method, they have

major drawbacks. Some of these drawbacks include slow convergence rates and that they may be

cumbersome to use [76].

The standard homotopy analysis method by Liao [77] often works well, it is reported to have a

low convergence rate and limited region where the solutions are valid [76]. The finite difference

scheme, on the other hand, is a well-established and simple numerical scheme to implement [78].

The method uses a point-wise approximation of the equations. Its accuracy improves with an in-

creasing number of grid points. This presents a problem because using more grid points requires

more resources and thereby takes long to compute. Although some differential equations may be

solved using finite differences, it becomes difficult to use the method if complex geometries are

encountered or unusual specifications to boundary conditions are made [79, 80].

The finite element method has gained popularity as a numerical method of choice in engineering

from structural analysis, heat transfer, fluid flow, mass transport and electromagnetic potential. The

finite element method works by dividing the domain into small sub-domains called elements. This

process, called discretisation of the domain, has the net effect of reducing the continuum problem

with an infinite number of unknowns to one with a finite number of unknowns at specified points

called nodes [78]. Besides, it has several advantages that include: an accurate representation of

complex geometries; the inclusion of material with non-homogeneous properties; easy represen-

tation of the total solution that captures the local effects and produces sparse matrices that can be

solved at a fraction of the cost compared to their full matrices counterparts [81]. Each sub-domain

is represented by a set of element equations. These element equations approximate the original

equation locally. The method works by constructing an integral of the inner product of residuals

and the weight functions and then sets the integral to zero. In simpler terms, it minimizes the error

of approximation by fitting trial functions into the differential equation [78]. The finite control

volume, on the other hand, is obtained using constant weights. A global system of equations is

generated by combining the element equations. Despite all the positives that the finite element

method has over the finite difference method, the method has its disadvantages. Some of these in-
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clude; a general closed-form solution, which allows one to examine system response to changes in

various parameters, is not attained; the method only produces approximate solutions; the method

has some inherent errors and mistakes by users can be fatal [81].

Spectral methods are a class of numerical methods used to solve differential equations arising in

applied mathematics, science and engineering. The name spectral method is derived from the fact

that the solution is expressed as a series of orthogonal eigenfunctions of some linear operator. In

this form, the numerical solution is related to its spectrum, hence the name [81, 82]. The basic

idea behind the spectral methods is to write the solution of a differential equation as a sum of ba-

sis functions of the complex exponentials, Chebyshev or Legendre polynomials [83] and choose

the coefficients in a manner that the differential equation is satisfied. Spectral methods and finite

element methods are built on similar principles. There are however some fundamental differences

between the two methods. The first difference is that the finite element sub-divides the domain

into sub-intervals and chooses local polynomial functions of fixed degree which are non-zero and

only over a couple of sub-intervals. Spectral methods, on the other hand, use global basis functions

which are polynomials of a high order and are non-zero, except at isolated points over the entire

domain [81]. The second difference is that the finite element method produces sparse matrices that

are easier to compute while spectral methods produce full matrices that are more computationally

demanding. Another difference is that the basis functions in spectral methods can be differenti-

ated analytically and each coefficient an can be determined by all grid points. That being said, it

means the spectral methods are N-point formula, unlike their finite element method counterparts

that are 3-point and finite difference methods that are normally low order methods [81]. This is

the property that makes spectral methods a better numerical scheme as compared to finite element

and finite difference methods. Spectral methods are however more difficult to program, irregular

domains lead to severe losses in accuracy although there have been some improvements over the

years for these setbacks [81].

Upon applying the similarity transformations the partial differential equation is reduced to an or-

dinary boundary value problem with normally one or two independent variables. The resulting

boundary value problem is solved using a numerical scheme. Although there are numerous com-

12



mon numerical schemes such as the Runge-Kutta methods, finite element method, finite difference

method, Adomian decomposition method, Keller-box and the homotopy method that have been de-

veloped and used over the years, these have presented some limitations. Some of these limitations

include; small regions for convergence, the requirement for more grid points for approximation

leading to a high demand in memory and time thus becoming computationally expensive, ineffi-

ciency in cases involving singularities, discontinuities and problems with multiple solutions [84].

In the current study, we used spectral based methods to solve the resulting boundary value prob-

lem. Spectral methods are the best choice for solving differential equations (ordinary and partial

differential equations) at a high accuracy on a simple domain if the data defining the problem is

smooth [85]. The quasilinearisation method (QLM) is a generalization of the Newton-Raphson’s

method [86]. A direct implementation of a numerical scheme is not an easy task with most nonlin-

ear systems due to either the high order of both dimensions and differential operator or nonlinearity

[87]. quasilinearisation is a systematic way of obtaining linear boundary functions to an otherwise

nonlinear system [88]. The method provides a sequence of functions which in general converges

rapidly to the original equations. The unique feature of the quasilinearisation technique is the

quadratic convergence and monotonicity, which render the method superior [89]. The derivation

of the QLM is based on the linearization of the nonlinear components of the governing equations

using the Taylor series assuming that the difference between successive iterations, that is at r+1,

and r is negligibly small. In this thesis we depended on two methods, the spectral quasilinearisation

method (SQLM) that was proposed by Mosta et al [90] and the bivariate spectral quasilinearisation

method (BSQLM) that was introduced by Mosta et al [76]. Although the SQLM has a very high

convergence it is limited to cases where there is only one independent variable. The BSQLM, on

the other hand, works when there are two independent variables and requires fewer grid points

[81, 91]. The BSQLM is used to solve the problem in Chapter 5 where the similarity variables

has two variable η and ξ; and for the rest of the problems, the SQLM suffices since the similarity

variables have one variable η.
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1.5 Problem statement

Due to different constitutive relationships, non-Newtonian fluids have different and complex math-

ematical models to describe them. Often times, these models do not have analytical solutions and

thus require numerical methods to solve them. Although numerical techniques offer a solution to

this challenge, there are stillsome draw-backs associated with using numerical schemes. The major

ones are; numerical instability when solving reaction-diffusion equations, slow convergence and

stability of the numerical scheme.

1.6 Objectives

1.6.1 Main Objective

The main objective of this thesis is to test the accuracy, stability and convergence rate of a fairly

new numerical scheme; the spectral quasilinearisation method in solving the nonlinear advection-

diffusion type of equations with convective boundary conditions.

Specific Objectives The specific objective are:

• formulate models for different non-Newtonian fluids,

• solve these models numerically using the spectral quasilinearization method,

• test for accuracy of the model by plotting the residual errors and the convergence rate by the

number of iteration needed for the scheme to converge,

• investigate the impact of physical parameters of interest on the flow properties of these fluids.

1.7 Significance of the study

The findings of this study will prove insightful knowledge in computational fluid dynamics and

forging a way forward in the implementation of spectral methods in commercial softwares.
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1.8 Structure of the thesis

The remainder of the thesis is structured as follows:

In Chapter 2, we study momentum, heat and mass transfer in a Powell-Eyring MHD flow over a

nonlinear stretching surface. In this chapter, a model with non-convective boundary conditions is

considered. The remainder of the chapters focus on models with convective boundary conditions

considering some aspects that have an impact on it, either positive or negative. In Chapter 3, we

formulate and analyse a model for an unsteady flow for Arrhenius activation energy and binary

chemical reaction of nanofluid with convective boundary conditions. In Chapter 4, a study of the

effect of the order of a chemical reaction, entropy generation and activation energy with convective

boundary conditions is conducted. In this chapter, we investigate whether the order of a chemical

reaction plays a role in heat and/or mass transfer. In Chapter 5 we study the impact of oxytactic

microorganisms in a rotational nanofluid with convective boundary conditions. There is also a

consideration of a metal plate that is either dragged by the fluid, drags the fluid, floats on the fluid

or is moving in the opposite direction affects the flow dynamics. In this section, we are interested

in assessing the extent of heat and/or mass transfer enhancement by the use of microorganisms.

In Chapter 6, we study the effect of temperature-dependent viscosity and thermal conductivity

on couple stress nanofluid with convective boundary conditions. A new formulation and analysis

for variable thermal conductivity is presented. In this section, we investigate the convective heat

and mass transfer using the fact that viscosity and thermal conductivity are non-constant in the

boundary layer. The assumption of constant viscosity and thermal conductivity is not true for

certain temperature ranges. Lastly, in Chapter 7, we present a general discussion and conclusion.
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Chapter 2

Spectral Quasilinearisation Methods for Powell-

Eyring MHD Flow Over a Nonlinear Stretch-

ing Surface

In this chapter, we study the flow of a Powell-Eyring magnetohydrodynamic over a nonlinearly

stretching sheet. The Powel-Eyring model is suitable for a non-Newtonian shear-thinning fluid

[92] that behaves like a Newtonian fluid under low and high shear stress [93, 94]. This behavior

is attributed to two types of molecular bonds that must be broken before the fluid flows. The

type I strong bonds permit the flow of the fluid according to the non-Newtonian law and the type

II bonds allow the flow of the fluid according to the Newtonian law [95]. This model has been

adopted in modeling pseudo-plastics [96] and greases [95]. The current model seeks to analyse

the convective flow of a Powell-Eyring nanofluid over a nonlinear stretching surface. Thermal

radiation and viscous dissipation effects are the other factors that have not been considered for

Powell-Eyring nanofluid flow over a stretching surface in the past.
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In most industrial processes heat generation is an important aspect for production. Heat affects the qual-
ity of the end product and if it is not properly regulated this may lead to thermal runaways. In this paper
we address the problem of the flow of a Powell-Eyring nanofluid over a nonlinear stretching surface with
processes that either generate heat or result in heat loss, such as viscous dissipation, thermal radiation,
nanoparticle Brownian motion and thermophoresis. An electrically conducting fluid is considered and a mag-
netic field is applied transverse to the stretching sheet. The nonlinear ordinary differential equations are solved
numerically using the spectral quasi-linearization method. We showed that increasing the thinning parameter
leads to an overshoot in the temperature and an increase in the thermal boundary layer thickness accompa-
nied by an increase in flow velocity. The Brownian motion parameter was shown to reduce the fluid veloc-
ity due to generation of long velocity fields by Brownian particles in the surrounding fluid. Although there
is an overshoot in temperature for certain parameter values, the steady-state is eventually attained in the
long run. This is because of heat advection due to the ascending buoyant fluid and chemical species in the
fluid.

KEYWORDS: Powell-Eyring Fluid, Spectral Quasi-Linearization Method, Stretching Sheet, Nanoparticles, Viscous
Dissipation, Thermophoresis, Thermal Radiation, Thermal Runaway.

1. INTRODUCTION
The study of the flow of non-Newtonian fluids is a popu-
lar area of research because these fluids are important in
industrial applications. These fluids are found in several
industrial technological processes such as the continuous
stretching of plastic films, coal-oil slurries, metal spin-
ning, metal extrusion, continuous casting, glass blowing,
extrusion of polymer sheet from die etc. Heat transfer in
stretching surfaces is a crucial area of research for indus-
trial and manufacturing processes. In these processes the
quality of the final product depends significantly on heat
transfer rate. It is therefore important that proper cooling
rates are attained for the best quality product. Most indus-
trial fluids deviate from the Newtonian model, and thus the
usual Navier-Stokes equations fail to adequately describe
the flow of these fluids. The Powell-Eyring fluid model has
some advantages over the Newtonian fluid model in that, it
is derived from the kinetic theory of fluids rather than from

∗Author to whom correspondence should be addressed.
Email: hiranmoymondal@yahoo.co.in
Received: 3 November 2017
Accepted: 15 January 2018

empirical relations and secondly it reduces to a Newtonian
fluid under very low and high shear stress. Heat is gen-
erated as adjacent fluid layers slide over each other in a
process known as viscous dissipation. This occurs when a
flowing viscous fluid converts some of its kinetic energy
into internal energy resulting in an increase in tempera-
ture. Bearing in mind that the quality of product from a
stretching, blowing or extrusion processes depends on the
cooling rate, it becomes important to investigate any pro-
cess that may lead to changes in the temperature of the
fluid.
On the other hand nanofluids present a new kind of

fluid for energy transport. Nanofluids consist of nanopar-
tices, normally aluminum, gold, iron oxide, platinum, sil-
ica, silver etc. of sizes ranging from 1 to 100 nanometers
suspended in a base fluid to increase/improve their thermal
performance. Nanofluids have a wide range of applica-
tions such as in cooling systems, solar water heating and
improving diesel generator efficiency. Thermophoresis is
a phenomenon where different particles exhibit different
responses to the force of a temperature gradient. It is a well
known fact that energy fluxes arise due to temperature and

J. Nanofluids 2018, Vol. 7, No. 5 2169-432X/2018/7/917/011 doi:10.1166/jon.2018.1503 91717
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concentration gradients and also that mass transfer may
occur as a result of temperature gradients.
The effect of thermal diffusion and diffusion thermo on

heat and mass transfer in a mixed convective boundary
layer for a Powell-Eyring fluid over a nonlinear stretch-
ing surfaced was investigated by Panigrahi et al.1 They
concluded that both the Soret and Dafour effects enhance
the concentration and the temperature in the boundary
layer. Panigrahi et al.2 studied the magnetohydrodynamic
(MHD) effect on mixed convection boundary-layer flow
of a Powell-Eyring fluid past a nonlinear stretching sur-
face. They observed that the momentum boundary thick-
ness increased and the thermal boundary layer decreased
with an increase in thinning parameter. The momentum
boundary layer decreased while the thermal boundary
layer increased for increase in the shearing rate parame-
ter for both aiding and opposing mixed convection flows.
The boundary layer flow of the Powell-Eyring fluid over
a linearly stretching sheet was analyzed by Javed3 and
Jalil.4 Malik5 studied the analytic solution for the steady
flow of a Powell-Erying fluid due to a stretching cylin-
der with temperature dependent variable viscosity. Khan
et al.6 analyzed the numerical and analytical solution of
MHD Powell Eyring fluid flow with effects of joule heat-
ing, thermophoresis and chemical reaction. Hayat7 studied
the steady two-dimensional flow of a Powell-Eyring fluid
over a stretching surface with homogeneous-heterogeneous
reactions. The study showed that the boundary layer
thickness increases by increasing the thinning parameter
whereas it decreases by increasing the shearing rate param-
eter. The concentration is also an increasing function of
Schmidt number and decreasing function of strength of
homogeneous reaction. Lastly mass transfer rate increases
for larger rate of heterogeneous reaction. The study of
the stagnation point flow of a MHD Powell-Eyring fluid
over a non-linearly stretching sheet in the presence of heat
source/sink was presented by Vittal et al.8 The findings in
that study were that for the free stream velocity dominat-
ing the stretching velocity, the velocity field increases and
the momentum boundary layer thickness decreases; how-
ever the boundary layer thickness and flow field velocity
increases for shrinking. Also the thermal boundary layer
thickness decreased for heat sink and increased for heat
source. Mushtaq et al.9 investigated the effect of expo-
nentially stretching Sheet in a Powell-Eyring fluid. The
study revealed that the momentum boundary layer thick-
ness increase with an increase in the rheological fluid
parameter and this increase was accompanied by larger
wall shear stress.
A study of a steady, laminar, two-dimensional bound-

ary layer flow and heat transfer of an incompressible, vis-
cous non-Newtonian fluid over a non-isothermal stretching
sheet in the presence of viscous dissipation and internal
heat generation/absorption was given by Prasad et al.10

The study concluded that increasing values of material
parameters increased the velocity and hence the boundary
layer thickness. An increase in the shear thinning param-
eter was noted to cause a decrease in the skin friction
coefficient. The temperature distribution was observed to
be unity at the wall in the prescribed surface temper-
ature case and less than unity at the wall in the pre-
scribed heat flux case. They further noticed that increasing
the material parameter and injection parameter increased
the thermal boundary layer thickness. Pal and Mondal11

studied the influence of thermophoresis and Soret–Dufour
on magnetohydrodynamic heat and mass transfer over a
non-isothermal wedge with thermal radiation and Ohmic
dissipation. Mondal et al.12 analyzed the MHD three-
dimensional nanofluid flow on a vertical stretching surface
with heat generation/absorption and thermal Radiation.
The aim of the present paper is to study the effects

of mixed convection Powell-Eyring nanofluid over a
nonlinear stretching with nonlinear thermal radiation, vis-
cous dissipation and thermophoresis parameter. The non-
linear differential equations are solved numerically. It is
hoped that the results obtained will serve as a com-
plement to the previous studies. The present study has
many applications in cooling of metallic plate, move-
ment of biological fluids, melt spinning, heat exchangers
technology, and oceanography. The conversations equa-
tions are solved using the spectral quasi-linearization
method (SQLM). The behavior of velocity, temperature
and nanoparticles volume fraction are studied and visualize
graphically.

2. MATHEMATICAL FORMULATION OF
THE PROBLEM

A steady two-dimensional laminar boundary layer flow of
an incompressible viscous fluid over a semi-infinite perme-
able nonlinear stretching surface is considered. The surface
is stretched along the positive x-direction at a velocity
Uw�x� = cxm and also stretched non-linearly along the
y-direction at a velocity Vw�x� = dxn such that the ori-
gin remains fixed. Heat and chemical species are supplied
from the plate at constant rates into the fluid thereby induc-
ing a buoyancy force.
The Cartesian coordinate system is chosen in such a

way that the x-axis is along the plate and y-axis is nor-
mal to it. The plate is maintained at a constant tem-
perature and concentration of Tw and Cw respectively.
The ambient temperature and concentration in the free
stream, far away from the plate/wall are T� and C�
respectively.
The physical set-up of the problem is shown in Figure 1.
The governing equations for the Powell-Eyring fluid are

given by:
�u

�x
+ �u

�y
= 0 (1)
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Fig. 1. Physical set-up.
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(
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u
�C

�x
+ v

�C

�y
=DB

�2C

�y2
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T�

�2T
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(4)

The shear stress component �xy for the Powell-Eyring
fluid having dynamic viscosity 
, the fluid material param-
eters � and � with dimensions S−1 and Pa−1 respectively
is given by

�xy = 

�u

�y
+ 1

�
sinh−1

(
1

�

�u

�y

)
(5)

The inverse sine hyperbolic function accounts for the shear
thinning of the fluid. �u� v� are the fluid velocity compo-
nents in the x and y directions. B�x�, T and C are the
magnetic field, temperature of the fluid and concentration
of nano-particles. � is the conductivity of the fluid, g the
gravitational acceleration, �T and �C are the volumetric
coefficients of thermal and mass expansion, 	 is the ther-
mal conductivity, � is the density, Cp is the specific heat at
constant pressure for the fluid, � is the ratio between effec-
tive heat capacity of the nanoparticles and the base fluid,
DB and DT are the coefficients of mass and thermophoretic
diffusion, qr is the radiative heat, T� and C� are the free
stream temperature and concentration (outside the bound-
ary layer), k∗ is mean absorption coefficients and �∗ is the
Stephan-Boltzman constant. We use non-linear radiative
heat flux given by Rosseland approximation which allows
one to obtain results for both small and large differences

between Tw and T�. The thermal radiation qr and the wall
temperature excess ratio are given by

qr =−4�∗

3k∗
�T 4

�y
�


w = Tw
T�

(6)

where T 4 = T 4
��1+ �
w − 1�
�4.13 The following similar-

ity variable and stream function are used to transform the
partial differential equations (PDE).

� = y

√
2cx−2/3

3�
� � = f ���

√
3c�x4/3

2
�


���= T −T�
Tw −T�

� ���� = C−C�
Cw −C�

�

u= ��

�y
� v =−��

�x

(7)

we obtain

u= cx1/3f ′� v = 1
3
��f ′ −2f �

√
3c�x−2/3

2
(8)

The stretching velocity Uw, the succussion velocity Vw,
and wall temperature Tw, the wall concentration Cw are
considered as

Uw = cx1/3� Vw = dx−1/3�

Tw = T�+A1x
−1/3� Cw = C�+A2x

−1/3
(9)

Here c, d, A1 and A2 are taken to be constants. The bound-
ary conditions for the problem are are given as

u=Uw=cx1/3� v=Vw=dx−1/3�

T =Tw=T�+A1x
−1/3� C=Cw=C�+A2x

−1/3 at y=0

u→0� T →T�� and C→C� as y→�
(10)

The transformation leads to the following set of ordinary
differential equations (ODE)

f ′′′ + f ′′′

����
√
1+ �2c3�f ′′�2/3��2�

+ ff ′′ − 1

2
�f ′�2

−3
2
Mf ′ + 3

2
�1
+

3
2
�2�= 0 (11)

Table I. Residual errors for different iterations.

i f ��� 
��� ����

1 2�046325×10−2 4�310583×100 1�727172×10−2

2 1�231527×10−3 3�160801×10−2 8�817625×10−4

3 9�984863×10−6 2�405911×10−5 8�539702×10−6

4 1�258113×10−6 1�372335×10−9 8�086167×10−10

5 3�325615×10−7 5�168923×10−10 1�416281×10−10

6 4�026294×10−7 3�977156×10−10 7�236286×10−10

7 4�947002×10−6 1�718940×10−9 1�562538×10−10

8 3�690998×10−6 1�325910×10−9 5�479845×10−10

9 4�199970×10−7 8�244765×10−10 4�920113×10−10

10 2�499023×10−6 3�059624×10−10 1�444410×10−10
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1
Pr


′′ +Nb
′�′ +Nt�
′�2+ 1
2
f ′
+ f
′ +Ec�f ′′�2

+ Nr

Pr
�3�1+ �
w−1�
�2�
w −1��
′�2

+ �1+ �
w−1�
�3
′′�= 0 (12)

1
Le

�′′ + 1
Le

Nt

Nb

′′ + 1

2
f ′�+ f�′ = 0 (13)

where M is the magnetic parameter, �1 is the mixed con-
vection parameter, �2 is the solutal buoyancy parameter,
Pr is the Prandtl number, Nr is the thermal radiation
coefficient, Nt is the thermophoresis parameter, Nb is the
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Fig. 2. The residual errors on f ���, 
��� and ���� for different iterations.

Brownian motion parameter, Le is the Lewis number and
Ec is the Eckert number.

M = �B2
0

c2
� �1 =

g�T A1

c2
� �2 =

g�CA2

c2
�

Pr = �Cp�

	
� Nr =

16�∗T 3
�

3	k∗
� Nt =

�DT �Tw −T��
�T�

�

Nb =
�DB�Cw −C��

�
� Le = �

DB

� Ec = �cx1/3�2

Cp�Tw −T��
(14)
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Using the binomial expansion to evaluate on the second
term of Eq. (11) we obtain

1√
1+ �2c3�f ′′�2/3��2�

≈ 1− c3�f ′′�2

3��2
(15)

By neglecting all higher order terms for �f ′′2/�2� � 1. The
equation reduces to

�1+ ��f ′′′ − ��

3
f ′′′�f ′′�2+ ff ′′ − 1

2
�f ′�2− 3

2
Mf ′

+ 3
2
�1
+

3
2
�2�= 0 (16)

where � = 1/������ and � = c3/���2� are the Powell-
Eyring fluid parameters, the thinning and shearing rate
parameters respectively. If the fluid parameters are zero the
equation reduces to that of a viscous fluid. The boundary
conditions are

f �0� = fw� f ′�0�= 1� 
�0�= 1� ��0�= 1�

f ′���= 0� 
���= 0� ����= 0
(17)

where

fw =−d

√
3

2c�
(18)

is the blowing or suction parameter.
Using the Taylor’s series expansion of order 3 to approx-

imate sinh−1�1/���u/�y�� we obtain,

1
�
sinh−1

(
1
�

�u

�y

)
= 1

��

�u

�y
− 1

6��3

(
�u

�y

)3

(19)

The wall shear stress �w = ��y = 0� is given as

�w =
(

+ 1

��

)(
�u

�y

)
�y=0

− 1
6��3

(
�u

�y

)3

�y=0

(20)

Table II. Variation in f ′′�0�, −
′�0� and −�′�0� for �1 = 0�5, �2 = 0�4, Nr = 0�5, 
w = 2, Pr = 6�8, fw = 0 and varying other parameters.

� � Nb Nt Le Ec M f ′′�0� −
′�0� −�′�0�

0.1 0�2 0�5 0�5 0�22 0�2 2 −1�19136195 0�41251485 −0�21667967
0.2 −1�14629696 0�41949441 −0�22260059
0.3 −1�10614681 0�42577077 −0�22783812
0.4 −1�07011047 0�43145288 −0�23250056
0.5 −1�03755150 0�43662750 −0�23667403
0.2 0�4 0�5 0�5 0�22 0�2 2 −1�15040631 0�41915360 −0�22228759

0�6 −1�15462518 0�41880747 −0�22196951
0.2 0�2 0�4 0�5 0�22 0�2 2 −1�12717724 0�43987207 −0�32591778

0�3 −1�09362760 0�46569524 −0�50432873
0.2 0�2 0�5 1�0 0�22 0�2 2 −1�07186677 0�39888090 −0�49299203

1�5 −1�00824126 0�37093923 −0�69180135
0.2 0�2 0�5 0�5 2�4 0�2 2 −1�24660167 0�16762400 0�49624915

5 −1�29034370 0�12433024 0�86412238
0.2 0�2 0�5 0�5 0�22 0�3 2 −1�14543184 0�37309477 −0�17686001

0�5 −1�14372801 0�28057920 −0�08564542
0.2 0�2 0�5 0�5 0�22 0�2 2.5 −1�36635599 0�37608605 −0�19469218

3 −1�56402718 0�33536311 −0�16646609

The skin friction coefficient Cf , the local Nusselt number
Nux and the local Sherwood Shx are given by

Cf =
�w

�1/2��U 2
w�x�

� Nux =
xqw

	�Tw −T��
�

Shx =
xqm

D�Cw −C��
� qw =−	

(
�T

�y

)
�y=0

�

qm =−D

(
�C

�y

)
�y=0

(21)

	 and D are the thermal conductivity and molecular diffu-
sivity, so that these equations yield

CfRe
1/2
x = 2

√
2
3

[
�1+ ��f ′′�0�− ��

9
�f ′′�0��3

]
�

NuxRe
−1/2
x =−

√
2
3

′�0�� ShxRe

−1/2
x =−

√
2
3
�′�0�

(22)
where Rex = �xUw�x��/� is the local Reynolds number.

3. NUMERICAL SOLUTION USING
SPECTRAL QUASI-LINEARIZATION
METHOD

If one wishes to solve an ordinary differential equation
(ODE) or a partial differential equation (PDE) to a high
level of accuracy on a simple domain, then spectral meth-
ods are usually the best tool to use. The connection
between the smoothness of a function and the rate of decay
of its Fourier transform determines the size of aliasing
errors introduced by discretisation. Motsa et al.14 stud-
ied the quasi-linearization method for systems of nonlin-
ear boundary value problems. These connections explain
how the smoothness depends on function being approx-
imated.15 There are a number of other iterative numeri-
cal methods in literature that are used to solve coupled
non-linear equations. Some of theses methods include the
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continuation method,16 homotopy analysis method (HAM).
Prashanth17 established a semilocal convergence of the
continuation method combing the Chebyshev method and
the convex acceleration of the Newton’s method that pro-
duced superior results compared to the convectional meth-
ods. The coupled nonlinear ordinary differential Eqs. (12),
(13) and (16) are solved numerically using a spectral
quasi-linearization method (SQLM). The nonlinear com-
ponents of the system of ordinary differential equations
give the following iterative sequences of linear differential
equations

a0� r f
′′′
r+1+a1� rf

′′
r+1+a2� r f

′
r+1+a3� rfr+1

+a4� r
r+1+a5� r�r+1 = Rf �

b0� r 

′′
r+1+b1� r


′
r+1+b2� r
r+1+b3� rf

′′
r+1+b4� r f

′
r+1

+b5� r�
′
r+1+b6� rfr+1 = R
�

c0� r�
′′
r+1+ c1� r�

′
r+1+ c2� r�+ c3� rf

′
r+1+ c4� r fr+1

+ c5� r

′′
r+1 = R�

(23)

where a0� r = �1 + �� − ���/3�f ′′2
r , a1� r = fr −

�2��/3�f ′′′
r f ′′

r , a2� r = −f ′
r − �3/2�M , a3� r = f ′′

r , a4� r =
�3/2��1, a5� r = �3/2��2, b0� r = 1 + Nr�1 + �
w −
1�
r�

3, b1� r = 6Nr�
w − 1��1+ �
w − 1�
r�
2
′

r + Prfr +
PrNb�′

r + 2PrNt
′
r , b2� r = 3Nr
′′

r �1 + �
w − 1�
r�
2
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Fig. 3. The effect of suction/injection fw on (a) velocity, (b) temperature and (c) concentration.

�
w −1�+6Nr�
w−1�2�
′
r �

2 �1+ �
w−1�
r�, b3� r =
2PrEcf ′′

r , b4� r = PrNb
′
r , b5� r = Pr
′

r , c0� r = 1, c1� r =
Lefr , c2� r = 1/2Lef ′

r , c3� r = 1/2Le�r , c4� r = Le�′
r ,

c5� r = Nt/Nb, subject to the boundary conditions

fr+1�0�=fw� f ′
r+1�0�=1� f ′

r+1���=0� 
r+1�0�=1�


r+1���=0� �r+1�0�=1� �r+1���=0
(24)

The initial guesses are selected such that they satisfy the
boundary conditions, and these were chosen as f0��� =
fw−�e−�−1�, 
0���= e−� and �0���= e−�. Upon apply-
ing the spectral quasi-linearization technique we obtain the
system

A1�1f +A1�2
+A1�3�= Rf �

A2�1f +A2�2
+A2�3�= R
�

A3�1f +A3�2
+A3�3�= R�

(25)

Here Ai�j �i� j = 1�2�3� and Rm �m = f � 
��� are given
as:

A1�1 = diag�a0� r �D3+diag�a1� r �D2+diag�a2� r �D1

+diag�a3� r �I�

A1�2 = diag�a4� r �I� A1�3 = diag�a5� r �I�

A2�1 = diag�b3� r �D2+diag�b4� r �D1+diag�b6� r �I�

A2�2 = diag�b0� r �D2+diag�b1� r �D1+diag�b2� r �I�
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A2�3 = diag�b5� r �D1� A3�1 = diag�c3� r �D1+diag�c4� r �I�

A3�2 = diag�c5� r �D2�

A3�3 = diag�c0� r �D2+diag�c1� r �D1+diag�c2� r �I�

Rf = frf
′′
r − 1

2
f ′2
r − 2��

3
f ′′′f ′′2�

R
 = PrNt
′2 +PrEcf ′′2 +3Nr�1+ �
w−1�
�2�
w −1�
′2

+ �3Nr
′′
r �1+ �
w−1�
r�

2�
w −1�

+6Nr�
w−1�2
′2
r �1+ �
w−1�
r��
�

R� = Lef�′ + 1
2
Lef ′�

(26)
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Fig. 4. The effect of fluid parameters � and � on velocity, temperature and concentration.

In matrix for this can be written as⎡
⎢⎢⎣
A1�1 A1�2 A1�3

A2�1 A2�2 A2�3

A3�1 A3�2 A3�3

⎤
⎥⎥⎦

⎡
⎢⎢⎣
fr+1


r+1

�r+1

⎤
⎥⎥⎦=

⎡
⎢⎢⎣
Rf

R


R�

⎤
⎥⎥⎦

To validate the accuracy of the numerical scheme and it
convergence we use the residual errors given in Table I
and the plots for these residuals for graphical representa-
tion are given in Figure 2. The residual errors for different
number of iterations are plotted for the functions f ���,

��� and ���� with M = 2 and Ec = 0�2. An average of
five iterations was found to be sufficient to guarantee resid-
ual errors of orders of ��10−7��, ��10−10�� and ��10−10�� for
the functions f ���, 
��� and ���� respectively. We can
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therefore conclude that the SQLM has a fast convergence
rate making it a suitable numerical tool to use in these
types of nonlinear boundary value problems.
We investigate the effect of varying some parame-

ter on the non-dimensional local skin friction coefficient,
the non-dimensional local Nusselt number and the non-
dimensional local Sherwood number for our Powell-Eyring
fluid. These are given by values that are proportional to
f ′′�0�, −
′�0� and −�′�0� respectively. The results are
shown in Table II.

4. DISCUSSION OF RESULTS
In order to assess the impact of certain parameters on
the flow velocity, temperature and concentration, we plot
the graphs of velocity (f ′���), temperature (
���) and
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Fig. 5. The magnetic effect M and viscous dissipation Ec on velocity, temperature and concentration.

concentration (����) by varying one parameter of interest
and keeping the rest fixed. We begin by investigating the
effect of suction or injection, that is the effect of fw . We
have a suction if fw is positive otherwise it is an injec-
tion and this is depicted in Figure 3. Suction reduces the
the velocity and temperature in the boundary layer. In heat
transfer laminar flow is associated with with Nusselt num-
ber that is close to one. A Nusselt number of one means
that convection and conduction heat transfer are of the
same magnitudes thereby enhancing heat transfer between
the solid surface and the fluid. Close to the solid surface
suction increases the concentration. This due to the bulk
movement of the chemical species with the fluid towards
the surface and this movement dominates other processes
like diffusion that may otherwise result in the chemical
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species moving away from the solid surface. Far away
from the solid surface suction reduces the concentration of
the chemical species.

In order to analyze the influence of the thinning
parameter � and shear rate parameter � we plot the veloc-
ity, temperature and concentration graphs by varying these
parameters illustrated in Figure 4. The thinning parame-
ter increases the velocity of the fluid. This is attributed to
a decrease in the fluid viscosity resulting in the observed
phenomenon. An increase on the thinning parameter how-
ever causes the temperature to decrease and an overshoot
in the concentration within the boundary layer. There are
no noticeable changes due to the different values of shear
rate parameter except for an overshoot in the concentration
within the boundary layer.
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Fig. 6. The effect of �1 and �2 on velocity, temperature and concentration.

The influence of the magnetic effect and viscous dissipa-
tion are illustrated in Figure 5 on the velocity, temperature
and concentration profiles. The magnetic effect reduces
the velocity for increasing values of M . This is because
the magnetic effect introduces a retarding force which acts
transverse to the direction of applied magnetic field. How-
ever for increasing values of M increases the temperature
and concentration increase within the boundary layer. Vis-
cous dissipation increases the velocity and temperature.
An increase in the the fluid velocity may be attributed to
a reduction in fluid viscosity as a result of frictional heat-
ing making the fluid more ‘easy’ to flow. The increase in
the velocity is however insignificant as the heat generation
takes place in a smaller region compared to the rest of the
fluid and this explains the decrease in temperature as we
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Fig. 7. The effect of thermal radiation Nr and thermophoresis Nt on velocity, temperature and concentration.
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Fig. 8. The effect of Brownian motion parameter Nb on velocity, temperature and concentration.
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move further into the free stream away from the surface.
Viscous dissipation also causes an increase of the concen-
tration and the concentration boundary layer, however this
effect decreases for increasing values of the Eckert num-
ber.

In Figure 6 we analyze the influence of thermal and
concentration buoyancy on the velocity, temperature and
concentration in the boundary layer. The two parameters
have the same effect on the velocity, temperature and con-
centration. Both parameters �1 and �2 increase the veloc-
ity for increasing values. Heat is lost in both cases for
thermal and solutal buoyancy parameter through advection
by ascending fluid and chemical particles. This leads to a
decrease in the temperature for increasing values of both
the thermal and solutal buoyancy parameters.

The impact of thermal radiation parameter Nr and
thermophoresis parameter Nt are analyzed in Figure 7.
Both the thermal radiation parameter and thermophoresis
parameter increase the temperature of the in the boundary
layer. There is no significant effect of thermal radiation on
velocity and concentration and as such we omit the graphs.
An increase in the thermophoretic parameter is associated
with an increase in the velocity and concentration of the
chemical species.

The influence of Brownian motion is studied in Figure 8.
The velocity is observed to decrease as the Brownian
motion parameter increase. This is attributed to generation
of a long velocity field by each Brownian particle in the
surrounding fluid. The temperature increases with increas-
ing values of Brownian motion parameter. An increase in
the Brownian motion will increase the movement of the
nanoparticles close to the surfaces and this increases the
thermal conductivity of the fluid resulting in the observed
phenomenon, although some researcher believe that this
contribution is very small if not insignificant. Increasing
the Brownian motion decreases the concentration of solute
in the boundary layer. Increasing the Brownian motion
parameter will result in more species ‘leaving’ the bound-
ary layer than those ‘coming’ into the boundary layer
because the boundary layer is relatively thin compared to
the free stream and hence the observed phenomenon.

5. CONCLUSIONS
The MHD flow of Powell-Eyring nanofluid with thermal
radiation, viscous dissipation and thermophoresis was ana-
lyzed. Numerical solutions were obtained using the spec-
tral quasi-linearisation method. Parameters of interest were
investigated to ascertain their influence on fluid flow char-
acteristics, and these are, the flow velocity, temperature
and concentration. The following important observations
were made;
• the Brownian motion of nanoparticles reduce the fluid
velocity by generating long velocity fields,

• although viscous dissipation, thermal radiation, ther-
mophoresis and magnetic effect led to an increase
in the temperature within the boundary layer, there
were no thermal runaways suggesting that the cooling
was effective and there is no overheating during the
process,
• the Powell-Eyring fluid respond more to the fluid
thinning parameter � than shear rate parameter �, thus
adjustment to thinning parameter may lead to more vari-
ability in the quality of final product than that of shear
rate parameter,
• both thermal and solutal buoyancy parameters have the
same effect to the fluid flow.

Other observations are consistent with previously pub-
lished work such as1,2 on the impact of magnetic field and
buoyancy parameters. They showed that the magnetic field
reduces the velocity of the fluid in the boundary layer. The
buoyancy parameters increased the velocity while decreas-
ing the temperature in the boundary layer.
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Summary

In this chapter, a Powell-Eyring MHD nanofluid flow over a nonlinear stretching surface was stud-

ied. The resulting system of equations was solved numerically using the spectral quasilinearisation

method. Important physical and flow properties were studied via the analysis of specific parameters

of interests. Brownian motion and thermophoresis parameters are key in the velocity, thermal and

solute boundary layer profiles. The shearing parameter thickens the thermal and solute boundary

layers. There are no noticeable effects for the thinning parameter.
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Chapter 3

Activation energy and binary chemical re-

action effects in mixed convective nanofluid

flow with convective boundary conditions

In this chapter, we study the effect of activation energy in a binary chemical reaction flow. A binary

chemical reaction is one that occurs in two stages. The concept of fluid flow with binary chemical

reaction and activation energy was introduced by Bestman [97]. Activation energy is important to

consider when dealing with chemical reactions. It is defined as the minimum energy required to

initiate a chemical reaction. A study was done on the combined effects of activation energy and

binary chemical reactions in convective nanofluid flow with convective boundary, being the aspects

that have not been studied before this study. The system of equations was solved using the spectral

quasilinearisation method.
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a b s t r a c t

In this paper, we present a theoretical study of the combined effects of activation energy and binary
chemical reaction in an unsteady mixed convective flow over a boundary of infinite length. The current
study incorporates the influence of the Brownian motion, thermophoresis and viscous dissipation on the
velocity of the fluid, temperature of the fluid and concentration of chemical species. The equations are
solved numerically to a high degree of accuracy using the spectral quasilinearization method.
Brownian motion was noted as the main process by which the mass is transported out of the boundary
layer. The effect of thermophoretic parameter seems to be contrary to the expected norm. We expect the
thermophoretic force to ‘push’ the mass away from the surface thereby reducing the concentration in the
boundary layer, however, concentration of chemical species is seen to increase in the boundary layer with
an increase in the thermophoretic parameter. The use of a heated plate of infinite length increased the
concentration of chemical species in the boundary layer. The Biot number which increases and exceeds
a value of one for large heated solids immersed in fluids increases the concentration of chemical species
for its increasing values.
� 2018 Society for Computational Design and Engineering. Publishing Services by Elsevier. This is an open

access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).

1. Introduction

The study of boundary layer flow of a mixture of fluids with
heat and mass transfer past a continuous surface has a lot of appli-
cations in aerodynamics, extrusion of plastic and rubber sheets,
crystal growing and so on (Makinde & Olanrewaju, 2011;
Shafique, Mustafa, & Mushtaq, 2016). The Arrhenius activation
term was introduced in 1889 by Svante Arrhenius. It models the
minimum energy which must be available to a chemical system
with potential reactants to produce a chemical reaction.
Lazaridis, Savara, and Argyrakis (2014) suggested that in a success-
ful reaction, it is reasonable to assume that a reaction occurs with a
certain nonzero probability. In the study, the researchers investi-
gated the effect of varying this probability on the rate of reaction.
A binary chemical reaction is a reaction that occurs in two steps.
These types of reaction are common in deposition processes, both
chemical vapour deposition (CVD) and chemical liquid deposition
(CLD). Chemical deposition has industrial applications such as

coating of metallic objects and glasses, manufacture of electronic
devices eg diodes and transistors, gas-permeation barriers and
many other applications (Pedersen & Elliott, 2014). In a binary
chemical reaction, the activation energy has been shown to be a
significant factor (Shafique et al., 2016). During a chemical deposi-
tion process, the reaction must occur on the surface of the sub-
strate (Pedersen & Elliott, 2014). Since the reactor chamber is
heated from outside, some reactions may occur away from the sub-
strate surface leading to a processes known as the gas phase nucle-
ation and this presents a major problem (Rana, Chandrashekhar, &
Sudarshan, 2012). In order to ensure that atomic layer deposition
(ALD) surface reactions take place and not the CVD-like reactions,
one can execute a purge step after each half-cycle to remove the
residual precursor or reactants (Profijt, Potts, Van de Sanden, &
Kessels, 2011). Despite not being understood fully, the liquid phase
deposition (LPD) or chemical liquid deposition is superior to other
deposition techniques because of low processing temperature, the
simplicity of the equipment, high growth rate (12nm=h) and low
operational cost (Sun & Sun, 2004). In order to improve/enhance
thermal properties of fluid for industrial applications, ordinary flu-
ids are normally replaced with nanofluids. The term nanofluid was
coined by Choi in 1995 (Choi & Eastman, 1995) to describe fluids
where nano-sized particles are added. The material used range

https://doi.org/10.1016/j.jcde.2018.07.002
2288-4300/� 2018 Society for Computational Design and Engineering. Publishing Services by Elsevier.
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from stable metals, oxides, carbides, nitrates and non-metals (Das,
Sharma, & Sarkar, 2016; Muhammad & Nadeem, 2017;
Muhammad, Nadeem, & Mustafa, 2018; Nadeem, Ahmad, &
Muhammad, 2018). In this study, we focus on the flow of a binary
chemically reacting fluid with Arrhenius activation energy and
convective boundary conditions. This study seeks to address the
impact that activation energy and frictional heating among other
factors have on the flow of such fluids. An understanding of the
influence of frictional heating on a binary chemical reaction may
help in the elimination of premature reactions occurring away
from the surface of the substrate and thus improve the deposition.
Heat transport in stretching or moving sheets and ambient fluid
has become very critical in most engineering applications
(Muhammad, Nadeem, & Haq, 2017). In this study we consider
the concentration of one of the end products of the chemical reac-
tion rather than tracking the concentration of the reactants. The
study of the combined effects of activation energy and binary
chemical reactions have been considered by several researcher
(Abbas, Sheikh, & Motsa, 2016; Daniel, Aziz, Ismail, & Salah,
2017; Makinde, Olanrewaju, & Charles, 2011; Maleque, 2013a,
2013b; Nadeem, Ahmad, Muhammad, & Mustafa, 2017).

Makinde and Olanrewaju’s (Makinde & Olanrewaju, 2011)
study focused on the buoyancy parameter, i.e. thermal and solutal
Grashof number. They showed that the momentum boundary layer
thickness generally decreased with increasing buoyancy parameter
values. Reverse flowwithin the boundary layer was shown to occur
with increasing buoyancy values. Wall suction causes the momen-
tum boundary layer to decrease while injection causes the momen-
tum boundary layer to increase. An increase in the Damkohler
parameter was shown to increase the temperature of the fluid.
An increase in the Damkohler parameter reduced the concentra-
tion of chemical species in the boundary layer. The Schmidt num-
ber was however shown to have a reverse effect on the boundary
layer. An increase in the Schmidt number causes the species con-
centration to increase within the boundary layer. Results from
(Makinde et al., 2011) show that a reverse flow within the bound-
ary layer is enhanced with an increase in the intensity of buoyancy
forces, injection, destructive chemical reaction, radiation absorp-
tion, and thermo-diffusion effect and a decrease in the diffusion-
thermal effect and also that fluid temperature increases. The spe-
cies concentration decreases with an increase in Soret number
and a decrease in Dufour number. Abbas et al. (2016) conclude that
increasing values of non-dimensional activation energy enhances
the concentration profile within the boundary layer. Maleque
(2013a) found that a small decrease in temperature profile is found
for increasing values of the preexposure parameter for exothermic
reaction, but opposite effects are found for endothermic reaction.
The chemical reaction rate decreases with increasing activation
energy. He further concluded that the velocity and temperature
profiles increase with increasing chemical reaction rate constant
for exothermic reaction, but opposite effects are found for
endothermic reaction. Buoyancy and heat generation/absorption
were shown to have marked effects on the boundary layer and
velocity profile in Maleque (2013b). The effect of heat generation
coefficient is to expand the boundary layer thickness, and the
opposite effect is found for heat absorption. Thus, the heat gener-
ation/absorption coefficient has the same effects on skin-friction
coefficients. The effect of rotation was studied by Awad, Motsa,
and Khumalo (2014). He showed that for small values of the rota-
tion rate parameter a monotonic exponential decay in the velocity
profiles was observed and an oscillatory decay for large values.

The objective of this study is to investigate the unsteady flow
with activation energy and binary chemical reaction over a bound-
ary of infinite length. The temperature condition at the boundary
depends on the Biot number. The model equations are solved
numerically using a recently developed spectral quasi-

linearization method. The second objective is to explore the accu-
racy and convergence of the method through the evaluation of the
residual errors norms and to investigate the impact of flow param-
eters on the transport processes. The results may give insights as to
the choice of parameter values that may be used in engineering
applications. The influence of pertinent parameters on the physical
quantities has been examined graphically.

2. Mathematical analysis

Consider the flow of an unsteady one-dimensional viscous
nanofluid over an infinitely long flat plate moving with velocity
U0 in a binary chemical mixture. Since the plate is infinite and
the motion is unsteady all the flow variables depend only on y
and time t. The temperature and concentration far from the wall
are T1 and C1.

The geometry of the problem is chosen in the Cartesian coordi-
nate system ðx; yÞ such that the velocity component u is parallel to
the plate and is taken to be the x-axis while v is perpendicular to
the plate and is taken to be in the y-axis. The flow is assumed to
be parallel to the plate, that is, along the x-axis. The geometry of
the problem is given in Fig. 1.

The system of equations for the flow of a nanofluid with ther-
mophoresis and a binary chemical reaction with Arrhenius activa-
tion energy can be written as follows.

@v
@y

¼0; ð1Þ

@u
@t

þv @u
@y

¼ l
qf1

@2u
@y2

þ 1�C1ð Þgbqf1 T�T1ð Þ

� qp�qf1
� �

gðC�C1Þ; ð2Þ
@T
@t

þv @T
@y

¼a
@2T
@y2

þ l
ðqcpÞf

@u
@y

� �2

þs DB
@T
@y

@C
@y

þ DT

T1

@T
@y

� �2
( )

; ð3Þ

@C
@t

þv @C
@y

¼DB
@2C
@y2

�k2r
T
T1

� �n

Exp � Ea

kT

� �
C�C1ð ÞþDT

T1

@2T
@y2

: ð4Þ

Fig. 1. Flow configuration and coordinate system.
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a ¼ km
ðqcÞf

and s ¼ ðqcÞp
ðqcÞf

The boundary conditions for Eqs. (1)–(4) are given in the form:

u¼U0; �kf
@T
@y

¼ hf ðTf �TÞ; DB
@C
@y

þ DT

T1

@T
@y

¼ 0; at y¼ 0; t> 0

u! 0; T ! T1; C! C1 as y!1; t> 0 ð5Þ

where ðu; vÞ are the velocity components along ðx; yÞ directions,
respectively, l is the viscosity, qf1 is the density of the base fluid,
g is the acceleration due to gravity, b is the volumetric thermal
expansion coefficient of the nanofluid, qp is the density of nanopar-
ticle, T is the temperature, C is the concentration of the fluid, a is the
thermal diffusivity of the base fluid, cp is the specific heat at con-
stant pressure, s is the ratio of the effective heat capacity of the
nanoparticle material and heat capacity of the fluid, DB is the Brow-
nian diffusion coefficient, DT is the thermophoretic diffusion coeffi-
cient, km is the thermal conductivity, ðqcÞf is the heat capacity of the
base fluid and ðqcÞp is the effective heat capacity of the nanoparticle

material, k2r is the chemical reaction rate constant,
T=T1ð ÞnExp �Ea=kTð Þ C � C1ð Þ is Arrhenius function, n is a constant
exponent and Ea is the Activation energy.

3. Transformation of equations

The velocity components are given by (Maleque, 2013a, 2013b)

u ¼ U0f ðgÞ and v ¼ � v0m
dðtÞ ; ð6Þ

where g is the similarity variable g ¼ y
dðtÞ

� �
; dðtÞ is a scaling param-

eter, f represents the scaled velocity and v0 is the suction/injection
velocity.

The temperature and concentrations are represented as

T ¼ T1 þ ðTf � T1ÞhðgÞ and C ¼ C1 þ ðCw � C1Þ/ðgÞ ð7Þ
hðgÞ is the dimensionless temperature and /ðgÞ is the dimensionless
concentration. On using Eqs. (6) and (7), Eqs. (2)–(4) transform into
the following boundary value problem

f 00 þ Agþ v0ð Þf 0 þ Gr
Re

h� Nr/ð Þ ¼ 0; ð8Þ
h00 þ Pr Agþ v0ð Þh0 þ PrEcf 02 þ PrNbh0/0 þ PrNth02 ¼ 0; ð9Þ
/00 þ Sc Agþ v0ð Þ/0 � Sck2 1þ nchð Þ

Exp � E
1þ ch

� �
/þ Nt

Nb
h00 ¼ 0; ð10Þ

f 0ð Þ ¼ 1; f 1ð Þ ! 0; ð11Þ
h0 0ð Þ ¼ �Bið1� hð0ÞÞ; h 1ð Þ ! 0; ð12Þ
Nb/0 þ Nth0 0ð Þ ¼ 0; / 1ð Þ ! 0: ð13Þ

The prime denotes differentiation with respect to g. The param-
eters in Eqs. (8)–(13) are the unsteadiness parameter A, scaling
parameter d, Grashof number Gr which is the ratio of the buoyancy
to viscous force acting on a fluid, Reynolds number Re which is the
ratio of inertial forces to viscous forces, Buoyancy ratio parameter
Nr which is an upward force exerted on an object that is immersed
in a fluid, Prandtl Pr, a ratio of momentum diffusivity to thermal
diffusivity, Eckert number Ec which is ratio of advective transport
to heat dissipation potential, Brownian motion parameter Nb the
random movement of particles in a fluid, thermophoresis parame-
ter Nt which is the movement of microscopic particles due to a
force of a temperature gradient, Schmidt number Sc, a ratio of
momentum diffusivity and mass diffusivity, the dimensionless

chemical reaction rate constant k2, the temperature relative
parameter c, the dimensionless activation energy E and Biot num-
ber Bi which is the ratio of the heat transfer resistances inside of
and at the surface of a body. These parameters are defined as;

A ¼ dd0
m

; dðtÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2Amt þ L2

q
;

Gr ¼ 1� C1ð Þgbqf1MTd3

m2
; Re ¼ U0d

m
;

Nr ¼
qp � qf1

� �
MC

ð1� C1Þqf1bDT
; Pr ¼ m

a
; Ec ¼ U2

0

cp Tf � T1
� � ;

Nb ¼ sDBMC
m

;

Nt ¼ sDTMT
mT1

; Sc ¼ m
DB

; k2 ¼ k2r d
2

m
; c ¼ Tf � T1

T1
;

E ¼ Ea

kT1
; Bi ¼ hf

kf
dðtÞ:

4. Heat and mass transfer coefficients

The heat transfer rate from the surface of the plate is given by

qw ¼ �k
@T
@y

	 

y¼0

; ð14Þ

The local Nusselt number is defined as

Nu ¼ dqw

k Tf � T1
� � : ð15Þ

Nu ¼ �h0 0ð Þ: ð16Þ
The mass flux at the surface of the wall is given by

qm ¼ �Dm
@C
@y

	 

y¼0

ð17Þ

The local Sherwood is defined as

Sh ¼ dqm

DmðCw � C1Þ : ð18Þ

Using Eq. (17) in Eq. (18) the dimensionless Sherwood number
obtained as

Sh ¼ �/0 0ð Þ: ð19Þ

5. Numerical solution using spectral quasi-linearization
method

The set of ordinary differential Eqs. (8)–(10) together with the
boundary conditions (11)–(13) are solved using the spectral
quasi-linearization method to get a high accuracy. The fundamen-
tal principle of spectral collocation methods is that, given discrete
data on a grid, interpolate the data globally and, then evaluate the
derivatives of the interpolant on the grid (Canuto, Hussaini,
Quarteroni, & Zang, 1988; Trefethen, 2000). The quasi-
linearization method (QLM) is a generalization of the Newton-
Raphson method (Bellman & Kalaba, 1965). The derivation of the
QLM is based on the linearization of the nonlinear components of
the governing equations using the Taylor series assuming that
the difference between successive iterations, that is at r þ 1, and
r is negligibly small. We solve the nonlinear system of ordinary dif-
ferential equations with boundary conditions (11)–(13) using the
spectral quasi-linearization method (SQLM). The nonlinear
components of the system of ordinary differential equations give
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the following iterative sequences of linear differential equations.
First define functions F;H and U for Eqs. (8)–(10) respectively as;

F ¼ f 00 þ ðAgþ v0Þf 0 þ Gr
Re

ðh� Nr/Þ; ð20Þ

H ¼ h00 þ PrðAgþ v0Þh0 þ PrEcf 0
2 þ PrNbh0/0 þ PrNth0

2
; ð21Þ

U ¼ /00 þ ScðAgþ v0Þ/0 � Sck2ð1þ nchÞ

Exp � E
1þ ch

� �
/þ Nt

Nb
h00: ð22Þ

We construct the errors from the iterative process for Eqs. (8)–(10)
as given by (23)–(25) respectively

a0rf
00
rþ1 þ a1rf

0
rþ1 þ a2rhrþ1 þ a3r/rþ1 � F ¼ Rf ; ð23Þ

b0rh
00
rþ1 þ a1rh

0
rþ1 þ b2rf

0
rþ1 þ b3r/

0
rþ1 �H ¼ Rh; ð24Þ

c0r/
00
rþ1 þ c1r/

0
rþ1 þ c2r/rþ1 þ c3rh

00
rþ1 þ c4rhrþ1 �U ¼ R/: ð25Þ

subject to the boundary conditions

f rþ1ð0Þ ¼ 1; f rþ1ð1Þ ! 0 ð26Þ
h0rþ1ð0Þ ¼ �Bið1� hð0ÞÞ; hrþ1ð1Þ ! 0 ð27Þ
Nb/0

rþ1ð0Þ þ Nth0rþ1ð0Þ ¼ 0; /rþ1ð1Þ ! 0 ð28Þ
where the coefficients in (23)–(25) are given as;

a0;r ¼ 1; a1;r ¼ ðAgþ v0Þ; a2;r ¼ Gr
Re ; a3;r ¼ � GrNr

Re ; b0;r ¼ 1;

b1;r ¼ PrðAgþ v0Þ þ PrNb/0
r þ 2PrNth0r ; b2;r ¼ 2PrEcf 0r;

b3;r ¼ PrNbh0r ;

c0;r ¼ 1; c1;r ¼ ScðAgþ v0Þ;
c2;r ¼ �Sck2ð1þ nchrÞe�E=ð1þchrÞ; c3;r ¼ Nt

Nb

c4;r ¼ � Sck2e�E=ð1þchr ÞðEþnþnð2þEÞchrþnc2h2r Þ
ð1þchrÞ2

ð29Þ
The initial guesses are selected as functions that satisfy the

boundary conditions, and these were chosen as

f 0ðgÞ ¼ e�g; h0ðgÞ ¼ Bi
1þBi e

�g; /0ðgÞ ¼ � Nt
Nb

Bi
ð1þBiÞ e

�g: ð30Þ
In order to apply the SQLM to solve the system of nonlinear

ordinary differential (23)–(25) we transform the domain from
0 6 g 6 Lx to �1 6 x 6 1 using the transformation g ¼ Lxðxþ 1Þ=2
(Kameswaran, Sibanda, & Motsa, 2013). We use the Gauss-
Lobatto collocation points defined by

xi ¼ cos
pi
N

� �
; i ¼ 0;1;2; � � � ;N ð31Þ

The spectral collocation method uses a differentiation matrix
ðDÞ to approximate the derivative of unknown variables at the col-
location points as a matrix vector product. The D-matrix is con-
structed for the domain ½�1;1� so we scale this matrix for the
domain ½0; Lx� by taking D1 ¼ 2D=Lx, so that

dFð1Þ
r

dg
ðgjÞ ¼

Xn
k¼0

D1f ðgkÞ ¼ D1Fm; j ¼ 0;1;2; � � � ;N ð32Þ

where F ¼ f ðg0Þ; f ðg1Þ; f ðg2Þ; � � � ; f ðgNÞ½ �T represent the vector func-
tion at the collocation points. Higher order derivatives are given
as powers of the scaled differentiation matrix

FðpÞ ¼ D1pFr : ð33Þ
Using the scaled differentiation matrix on (23)–(25) we obtain;

A11f rþ1 þ A12hrþ1 þ A13/rþ1 ¼ Rf

A21f rþ1 þ A22hrþ1 þ A23/rþ1 ¼ Rh

A31f rþ1 þ A32hrþ1 þ A33/rþ1 ¼ R/

ð34Þ

In matrix for this can be written as

A11 A12 A13

A21 A22 A23

A31 A32 A33

2
64

3
75

f rþ1

hrþ1

/rþ1

2
64

3
75 ¼

Rf

Rh

R/

2
64

3
75

where

A11 ¼ diagða0;rÞD2þ diagða1;rÞD1;
A12 ¼ diagða2;rÞI; A13 ¼ diagða3;rÞI
A21 ¼ diagðb2;rÞD1;
A22 ¼ diagðb0;rÞD2þ diagðb1;rÞD1; A23 ¼ diagðb3;rÞD1
A31 ¼ ZerosðN þ 1;N þ 1Þ; A32 ¼ diagðc3;rÞD2þ diagðc4;rÞI,
A33 ¼ diagðc0;rÞD2þ diagðc1;rÞD1þ diagðc2;rÞI

Residual error analysis
We validate the accuracy and convergence of the SQLM by per-

forming a residual error analysis. We tabulate the residual errors in
Table 1 and Fig. 2.

From Table 1 we note that the smallest values for residual
errors were attained after 2 iterations for f ðgÞ and 4 iterations
for hðgÞ and /ðgÞ. This shows that the SQLM is an accurate method
with a good convergence rate. In order to have a clearer picture on
the convergence rates, we plot the residual errors against the num-
ber of iterations in Fig. 2.

6. Discussion of results

In this paper, we investigate the impact that the activation
energy has on a binary chemical reacting nanofluid with convec-
tive boundary conditions. We investigate the influence that the
thermal and chemical parameters have on the velocity, tempera-
ture and concentration of the fluid in the boundary layer. We begin
by investigating how the drag, heat transfer and mass transfer on
the solid boundary are affected by certain parameters. We do so
by varying a parameter of interest while keeping the rest constant
and note the changes to the local skin friction coefficient (Cf ), local
Nusselt (Nu) number and local Sherwood number (Sh). The results
are given in Table 2.

In Table 3 we give a summary of the parameter values in the
model and the sources from which they were obtained.

The unsteady parameter A is investigated in Fig. 3 by plotting
the velocity, temperature and concentration profiles for different
values of the parameter. Increasing the unsteady parameter from
the steady value of 0, led to a decrease in the velocity, temperature
and concentration in the boundary layer. As the fluid transition
from laminar flow to turbulent flow the velocity, heat transfer
and mass transfer all decrease. Results from the current study
are consistent with results from (Maleque, 2013a). The overshoot
in the concentration profile can be attributed other factors, not
the unsteady parameter. The effect of the unsteady parameter is

Table 1
Residual error for different iterations.

i f ðgÞ hðgÞ /ðgÞ
1 7:867129� 10�11 3:191528� 10�1 2:535005� 10�1

2 3:159872� 10�11 7:612455� 10�4 1:025387� 10�3

3 8:640200� 10�11 4:233677� 10�9 4:432544� 10�7

4 8:753887� 10�11 9:773146� 10�11 2:045453� 10�11

5 9:731593� 10�11 2:188154� 10�10 6:840795� 10�11

6 1:182343� 10�10 7:860722� 10�10 2:582401� 10�11

7 7:753442� 10�11 3:279255� 10�10 5:194600� 10�11

8 5:161382� 10�11 3:652539� 10�10 4:351142� 10�11

9 3:808154� 10�11 3:276447� 10�10 5:004180� 10�11

10 8:185452� 10�11 5:311367� 10�10 2:323225� 10�11
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analyzed by comparing the curves for different values of the
unsteady parameter.

We note that the velocity and temperature are not affected by
most parameters and as such we turn our focus to parameters that
are associated with the activation energy and chemical reaction.
The graphs for the effect of different parameters on the concentra-
tion profiles are given in Fig. 4. An increase in the activation energy

parameter E and the thermophoretic parameter Nt leads to an
increase in the chemical species concentration at the boundary
layer. The observation on the thermophoretic parameter is not
consistent with the expected outcomes. Thermophoresis leads to
a net movement of particles from a hotter region to a colder region.
This has applications in removing small particles from gas streams
and determining exhaust gas projectiles. Results from Malvandi

Fig. 2. Residual errors for velocity, temperature and concentration profiles.

Table 2
Effect of varying parameters on skin friction coefficient (Cf ), local Nusselt number (Nu) and local Sherwood number (Sh) and
v0 ¼ 2;Gr ¼ 1:5;Re ¼ 1; Bi ¼ 100; Ec ¼ 0:2; c ¼ 1;n ¼ 1; Pr ¼ 6:8.

A Sc Nr Nb Nt E k �f 0ð0Þ �h0ð0Þ �/0ð0Þ
0.0 0.6 0.5 0.3 0.1 1.0 5.0 1.912449 9.865404 �2.739898
0.5 0.6 0.5 0.3 0.1 1.0 5.0 2.126137 9.941617 �2.759319
1.0 0.6 0.5 0.3 0.1 1.0 5.0 2.293911 10.037429 �2.785280
1.0 0.3 0.5 0.3 0.1 1.0 5.0 2.322190 10.238323 �2.987516
1.0 0.0 0.5 0.3 0.1 1.0 5.0 2.789233 10.291383 �3.400554
1.0 0.6 0.25 0.3 0.1 1.0 5.0 2.269238 10.052712 �2.790421
1.0 0.6 0.0 0.3 0.1 1.0 5.0 2.244563 10.067812 �2.795502
1.0 0.6 0.5 0.2 0.1 1.0 5.0 2.318582 10.021971 �4.170131
1.0 0.6 0.5 0.1 0.1 1.0 5.0 2.392579 9.974499 �8.292432
1.0 0.6 0.5 0.3 0.2 1.0 5.0 2.332045 9.108249 �4.947295
1.0 0.6 0.5 0.3 0.3 1.0 5.0 2.367588 8.191294 �6.501718
1.0 0.6 0.5 0.3 0.1 0.5 5.0 2.283544 9.900079 �2.607755
1.0 0.6 0.5 0.3 0.1 0.0 5.0 2.274071 9.751707 �2.413290
1.0 0.6 0.5 0.3 0.1 1.0 2.5 2.322548 10.342466 �3.182157
1.0 0.6 0.5 0.3 0.1 1.0 0.0 2.346528 10.524261 �3.413481
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Table 3
Parameters in the model and their values.

Parameter Symbol Value Source

Grashof number Gr (0.1,5) Makinde and Olanrewaju (2011)
Reynolds number Re 1 assumed
Buoyancy parameter Nr (0.3,1.2) Pal and Mondal (2011)
Prandtl number Pr (6.8,7.2) Abbas et al. (2016)
Eckert number Ec (0.1,0.4) Makanda et al. (2013)
Brownian motion parameter Nb 0.5 Sithole et al. (2018)
Thermophoresis parameter Nt 0.5 Sithole et al. (2018)
Schmidt number Sc 0.6 Makinde and Olanrewaju (2011) and Maleque (2013a)
Chemical reaction constant k2 5 Makinde and Olanrewaju (2011) and Maleque (2013a, 2013b)

temperature relative parameter c (0,5) Awad et al. (2014)
Activation energy E 1 Makinde and Olanrewaju (2011), Maleque (2013a), and Awad et al. (2014)
Biot number Bi (0.1,100) Uddin et al. (2012), RamReddy et al. (2013), and Kameswaran et al. (2013)
suction/injection parameter v0 (�3,3) Makinde and Olanrewaju (2011) and Maleque (2013a)
Steadiness parameter A (0,1) Maleque (2013a)
Constant exponent n (�1,1) Maleque (2013a) and Awad et al. (2014)

Fig. 3. Effect of unsteady parameter A.
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and Ganji (2014) showed that the concentration of the nanoparti-
cles was higher on the cold wall (nanoparticle accumulation) and
lower near the adiabatic wall(nanoparticle depletion). Similar
results were obtained by Malvandi and Ganji (2014) who showed
that the concentration of nanoparticles in the core of the
microchannel was higher than near the heated wall. In this study
the results are contrary to the expected results, that is, the concen-
tration is seen to increase with increasing values of thermophoretic
parameter in the boundary layer. This observation can be attribu-
ted to the confounding effect of the thermophoretic parameter
and activation energy. An increase in the thermophoretic parame-
ter is associated with an increase in temperature Fig. 5, which is
also associated with an increase in activation energy thereby
increasing the rate of chemical reaction leading to a high concen-
tration in the boundary layer. Similar results can be found in
Mabood, Khan, and Ismail (2015). However increasing the constant
exponent n, Brownian motion parameter Nb and the chemical reac-

tion constant k causes a decrease in the chemical species within
the boundary layer. These results are consistent with the expected
results. The Brownian motion parameter increases the ‘indecisive’
random movement of molecules. Increasing the Brownian motion
increases the movement of molecules in and out of the boundary
layer and the free stream. Since the free stream is relatively large
compared to the boundary layer some of the molecules that enter
the free stream may not ‘come back’ into the boundary layer
resulting in a net decrease in concentration of molecules in the
boundary layer. Similar results for Brownian were drawn by
Mustafa, Khan, Hayat, and Alsaedi (2017) and Mabood et al. (2015).

The viscous dissipation is analyzed by making observations of
changes in the temperature profile for varying values of the Eckert
number Ec in Fig. 5. Increasing the Eckert number increases the
temperature of the fluid leading to thickening of the thermal
boundary layer which is consistent with heat generation due to
the frictional effects of the fluid. These observations are consistent

Fig. 4. Concentration profiles for different parameters.
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with those found in literature such as (Mahdy & Chamkha, 2010;
Yazdi, Abdullah, Hashim, & Sopian, 2011). We also observe the pos-
itive correlation between the temperature and the thermophoretic
force. Increasing the temperature of the fluid will result in an
increase in the thermophoretic parameter.

We analyze the effect of Biot number on the temperature and
concentration in Fig. 6. It is shown that increasing the Biot number
will result in an increase in both the temperature and concentra-
tion in the boundary layer. Since we considered a plate of infinite

length, this means the length scale is long enough so that the Biot
number exceeds one. This implies that heat resistance offered at
the surface is less than heat resistance offered within the solid
plate. Temperature gradients within the solid are no longer negli-
gible, we can no longer assume constant temperature within the
solid. This is so since the plate is heated to maintain a constant
temperature yet it is constantly being cooled at the surface by
the fluid it comes in contact with. The transfer of thermal energy
from the solid to the fluid results in an increase in the thermal
energy of the fluid leading to an increase in the fluid temperature
and concentration of the chemical species as a result of an increase
in the chemical reaction. The result on the effect of Biot number on
concentration in this study concurs with the result by Makinde and
Aziz (2011). They showed that concentration increased for increas-
ing values of the Biot number.

Fig. 7 seeks to give an analysis of the chemical reaction constant
k by taking values from 0 to 1 in the step of 0.1. It is shown that the
chemical reaction constant causes the concentration to decrease in
a nonlinear pattern in the boundary layer. Pal and Mondal (2012)
also drew a similar conclusion for this parameter. The analysis is
done for different values of Brownian motion Nb and thermophore-

Fig. 5. Temperature profile for the Eckert number and thermophoresis.

Fig. 6. An analysis of the influence of Biot number on temperature and concen-
tration profiles.

Fig. 7. Analysis of the effect of chemical reaction parameter (k) on the concentra-
tion for different values of Nb and Nt.
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sis Nt by fixing values for one parameter and varying the other
parameter in three steps (0.1, 0.2 and 0.3). The least concentration
occurs when both Nb and Nt have values of 0.3 and is highest when
both parameters have values of 0.1. For fixed values of Nb (0.3) and
varying Nt the concentration increases with increasing values of Nt
and this is consistent with the observation made earlier on the
influence of thermophoresis on concentration. The concentration
showed a decreasing trend for increasing values of Nb and fixed
values of Nt (0.1). This too is consistent with the earlier observation
made for the effect of Brownian motion on concentration.

Fig. 8 seek to give an analysis of the effect of varying the Eckert
number on the temperature for different values of the Brownian
motion parameter and thermophoresis parameter. Increasing the
thermophoresis parameter increases the temperature while the
Brownian motion has no effect on the temperature. This observa-
tion is consistent with the previous observation that we made,
the thermophoretic force is in the direction of a lower temperature
and this will result in temperature increase in that region and
Brownian motion is by a random process that has no bearing on
the temperature difference of any two regions and thus it does
not affect the temperature.

7. Conclusion

In this paper, we considered the effect of activation energy,
Brownian motion and thermophoresis on a binary chemical
unsteady nanofluid with convective boundary conditions. The gov-
erning nonlinear partial differential equations are reduced to sec-
ond order nonlinear ordinary differential equations using an
appropriate similarity transformation and solved using the spectral
quasi-linearization method. The following observations were
made.

� The unsteady parameter reduces the velocity and temperature
of the fluid while on the other hand increases the concentration
of the chemical species in the boundary layer.

� The activation energy and thermophoresis parameters increase
the concentration of the chemical species in the boundary layer
while the Brownian motion and the chemical reaction constant
reduces the concentration of the chemical species in the same
region.

� The Eckert and the thermophoresis parameters are found to
increase the temperature of the fluid.
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Summary

This study focused on the unsteady convective flow of a binary chemically reacting nanofluid with

Arrhenius activation energy and convective boundary conditions. The flow of chemically reacting

fluids is critical in many industrial processes hence the need to fully understand the underlying

dynamics. In this study, activation energy was shown to increase the solute boundary layer. The

thermal and solute boundary layer decrease for increasing values of the Biot number. This is due

to an increase in both velocity and temperature in the boundary layer.



Chapter 4

Activation energy and entropy generation in

viscous nanofluid with higher order chemi-

cally reacting species

In Chapter 3, we studied the impact of activation energy and binary chemical reaction effects in

mixed convective nanofluid flow with convective boundary conditions. The study is extended to

consider the effect of the order of a chemical reaction and entropy generation. The order of a

chemical reaction for a reactant is the power the concentration is raised to in the rate equation [98].

It gives the relationship between the concentration of a reactant and the rate of the reaction. In this

study, we sought to gain some insights into heat and mass transfer phenomena as well as the flow

properties of nanofluid flow with a higher-order chemically reacting species.

Another important aspect that was considered was the entropy generation. Entropy is a thermody-

namic quantity that represents a system’s thermal energy unavailability for conversion to mechan-

ical energy [99, 100]. Entropy generation is due to irreversible processes in momentum, heat and

mass transfer. It is for this reason that entropy generation was studied to understand the processes

that lead to entropy generation and how these can be minimised. The concept of entropy generation

minimisation is important in the design of efficient mechanical systems. Entropy minimization has

been studied by researchers such as Adrian Bejan [101]. 1

1In press, International Journal of Ambient Energy: 13 December 2019
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Abstract

In this paper, we investigate the boundary layer flow of a steady viscous nanofluid with activation energy and a

high order chemical reaction. The flow equations are solved to a high degree of accuracy using the spectral quasi-

linearization method with residual errors less than 10−08. The changes in the local skin friction coefficient, local

Nusselt number and local Sherwood number with flow parameters are analyzed. Both the activation energy and

order of the chemical reaction are shown to enhance the momentum and solute boundary layers while decreasing

the thermal boundary layer. Increasing the activation energy and the order of the chemical reaction reduces the

Bejan number, indicating that viscous dissipation and mass transfer-induced entropy dominate irreversibility of

the heat transfer. The impact of particle Brownian motion and thermophoresis are also discussed in detail. Heat

generation is shown to increase heat transfer irreversibility as evidenced by an increase in the Bejan number when

the parameter is increased.

Keywords: Order, Chemical reaction, Activation energy, Nanofluids, Entropy generation, Bejan number,

Brownian motion, Thermophoresis

1. Introduction

Most manufacturing processes involve the flow of reactive fluids or fluids with dissolved reactants. The study of

heat and mass transfer in the boundary layer flow of viscous incompressible nanofluids driven by stretching sheet

is at the center of of the studies in heat and mass transfer. Such flows are encountered in industrial processes such

as, metal and plastic extrusion, glass blowing and polymer extrusion [39, 60, 26].

The quality of most industrial end products depend on cooling rates [66] and chemical reactions [65], this could

be be either the rate of reaction or the type of chemical reaction itself. Heat is generated or absorbed during a

∗Corresponding author
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chemical reaction [39, 46], thus managing heat or heat transfer is critical. Some of the strategies that have been

used for controlling the heat transfer rate include the use of a transverse magnetic field [39, 12] and the use of

nanofluids [3, 42]. Nanofluids consist of nanoparticles, normally aluminum, gold, iron oxide, platinum, silica,

silver etc of sizes ranging from 1 to 100 nanometers suspended in a base fluid to increase/improve the thermal

performance of base liquids. Nanofluids have a wide range of applications such as in cooling systems, solar water

heating and improving diesel generator efficiency [37, 28, 29].

Other important factors in the fluid flow with a chemical reaction are the activation energy and order of chemical

reaction. Activation energy is the minimum energy which must be available for potential reactants to produce

a chemical reaction [56, 46]. We include the activation energy in this model, which most researchers have not

incorporated in previous studies [48, 18, 20]. Order of a chemical reaction is given as the sum of powers of re-

actants in a rates equation. It shows how the reaction is affected by the concentration of a particular chemical.

Some examples of high order chemical reactions (second order) are dimerization, decomposition of NO2 and HI.

We are interested in knowing if order of a chemical reaction and activation energy have a significant impact on

flow and fluid properties of a fluid in a moving surface, an aspect that is normally ignored by many researchers

[39, 36, 54, 31]. The Cattaneo-Christov heat flux model and Casson fluid with homogeneous-heterogeneous reac-

tions studied by Hayat et al. [23, 24, 34, 32].

Makinde and Sibanda [39, 59], investigated the effects of a chemical reaction on boundary layer flow past a vertical

stretching surface with internal heat generation. They found that for positive buoyancy, the local skin friction and

mass transfer coefficients increase with Eckert and Schmidt numbers while on the other hand the heat transfer co-

efficient decreases with both the Eckert and Schmidt numbers. However, the study did not consider the activation

energy, nanoparticle effect and order of the chemical reaction. These are new aspects that we incorporated in the

current model. Olanrewaju et al. [46] studied the effects of internal heat generation on a thermal boundary layer

with a convective surface boundary condition. They observed that for weak plate heating, the surface temperature

increased rapidly as the local internal heat generation increased. The issue of heat generation is shown to be of

great concern hence the need to fully understand the phenomena surrounding its generation. Their model how-

ever did not include the concentration equation thus no mass transfer was considered. Reddy et al. [55] studied

free convection, heat and mass transfer flow in a chemically reactive and radiation absorption fluid in an aligned

magnetic field. The concentration was shown to decrease with increasing chemical reaction rates which also re-

duced the solute boundary layer thickness. It was further noted that increasing the radiation parameter caused a

decrease in the fluid velocity. The velocity attained a peak in the absence of the radiation parameter. Palani et

al. [48] studied the MHD flow of an upper-convected Maxwell fluid with a higher order chemical reaction. The

main conclusion drawn from this study was that the thickness of the species distribution increased with increasing

order of a chemical reaction. However the study did not incorporate the energy transport and activation energy.

Olanrewaju et al, [46] and Palani et al. [48] studied similar problems without the energy equation, we feel that it

is critical to incorporate and study momentum, mass and heat transfer simultaneous so that we get a clearer picture

since these factors are correlated. It is in this spirit that we develop and analyze a model that captures all three

factors.
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The current work seeks to investigate momentum, heat and mass transport in a nanofluid with a high order chem-

ical reaction. Important factors such as activation energy, heat generation, buoyancy effect, viscous dissipation,

magnetic effect and thermophoresis are considered to ascertain their impact on the momentum, heat or/and mass

transfer characteristics. We consider convective boundary condition in this work for the simple fact that the surface

is kept at a different constant temperature to the ambient temperature of the fluid.

2. Mathematical Analysis

We consider a two-dimensional steady boundary layer flow of a viscous incompressible nanofluid due to a sheet

moving at a constant velocity. The flow configuration and equations for the flow are given as:

Figure 1: Flow configuration and coordinate system

∂u
∂x
+
∂v
∂y
= 0, (1)

u
∂u
∂x
+ v

∂u
∂y
= ν

∂2u
∂y2
− σB2(x)

ρ
u + gβT (T − T∞) + gβC(C −C∞), (2)

u
∂T
∂x
+ v

∂T
∂y
= α

∂2T
∂y2
+
ν

cp

(
∂u
∂y

)2

+ τ

⎡⎢⎢⎢⎢⎢⎣DB
∂T
∂y

∂C
∂y
+

DT

T∞

(
∂T
∂y

)2⎤⎥⎥⎥⎥⎥⎦ + Q0

ρcp
(T − T∞), (3)

u
∂C
∂x
+ v

∂C
∂y
= DB

∂2C
∂y2
− k1

(
T

T∞

)m

exp

(
− Ea

κBT

)
(C −C∞)n +

DT

T∞
∂2T
∂y2

. (4)

The boundary conditions for equations (1)-(4) are given in the form:

u = U0, v = 0, −kw
∂T
∂y
= hw(Tw − T ), DB

∂C
∂y
+

DT

T∞
∂T
∂y
= 0, at y = 0, t > 0

u→ 0, T → T∞, C → C∞ as y→ ∞, t > 0 (5)

where (u, v) are the velocity components in the (x, y) directions, B(x), T and C are the magnetic field, temperature

and concentration respectively, ν is the kinematic viscosity, ρ is the fluid density, g is the gravitational acceleration,

σ is the fluid conductivity, βT and βC are the volumetric coefficients of thermal and mass expansion, α is the

thermal diffusivity, Cp is the specific heat capacity at constant pressure, τ is the ratio of effective heat capacity of
3
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nanoparticles and the base fluid, DB and DT are the mass and thermophoretic diffusion, k1 is the chemical reaction

parameter, (T/T∞)mExp(−Ea/κT ) is the Arrhenius activation energy, Ea is the activation energy, κ is the heat

diffusivity constant, n represents the order of the chemical reaction, κw and hw are the thermal conductivity of the

solid and the convective heat transfer coefficient.

Transformation of equations

The system of partial differential equations model the flow is a complex system. Solving such a system is very

difficult if not impossible. We resort to a method of converting the partial differential equation to an ode via Lie

symmetry transformations. We use the similarity variable η(x, y) and stream function ψ(x, y) given as,

η(x, y) = y

√
U0

νx
, ψ(x, y) =

√
U0νx f (η). (6)

We calculate the velocity components u = ∂ψ/∂y and v = −∂ψ/∂x and these are given as;

u = U0 f ′(η) v =
1
2

√
U0ν

x
(η f ′ − f ), (7)

and also introduce the transformations for temperature and concentrations and these are represented as

T = T∞ + (Tw − T∞)θ(η) and C = C∞ + (Cw −C∞)φ(η), (8)

where θ(η) is the dimensionless temperature and φ(η) is the dimensionless concentration. On using Eqs. (6)- (8),

Eqs. (2)-(4) and the boundary conditions (5) are transformed to the following boundary value problem

f ′′′ +
1
2

f ′′ f − M f ′ + λ1θ + λ2φ = 0, (9)

θ′′ + Pr

[
1
2

f θ′ + Ec f ′′
2
+ Nbθ′φ′ + Ntθ′

2
+ δθ

]
= 0, (10)

φ′′ + S c

[
1
2

fφ′ − γ [1 + εθ]m exp
(
− E

1 + εθ

)
φn

]
+

Nt
Nb

θ′′ = 0, (11)

f ′(0) = 1, f (0) = 0, f ′ (∞)→ 0, (12)

θ′ (0) = −Bi(1 − θ(0)), θ (∞)→ 0, (13)

Nbφ′(0) + Ntθ′ (0) = 0, φ (∞)→ 0. (14)

The prime denotes differentiation with respect to η. The parameters in equations (9)-(14) are the magnetic pa-

rameter M which measures the applied magnetic force, the thermal Grashof number GrT which is the ratio of the

buoyancy to viscous force acting on a fluid due to a temperature difference in the fluid, the concentration/solute

Grashof number GrC , the Reynolds number Re which is the ratio of inertial forces to viscous forces, the Prandtl

number Pr which is the ratio of momentum diffusivity to thermal diffusivity, the Eckert number Ec which is

the ratio of advective transport to heat dissipation potential, the Brownian motion parameter Nb which accounts

for random movement of particles in a fluid, the thermophoresis parameter Nt which is the movement of micro-

scopic particles due to a force of a temperature gradient, the heat generation parameter δ that measure the internal

4

46



generation of heat, Schmidt number S c which is the ratio of momentum diffusivity and mass diffusivity, the di-

mensionless chemical reaction rate constant γ, the temperature relative parameter ε, the dimensionless activation

energy E which is the minimum energy required for a chemical reaction to occur and Biot number Bi the ratio of

the heat transfer resistances inside of and at the surface of a body. These parameters are defined as;

M =
σB2x
ρU0

, GrT =
gβT (Tw − T∞)x3

ν2
, GrC =

gβC(CW −C∞)x3

ν2
, Re =

U0x
ν
,

Pr =
ν

α
, Ec =

U2
0

cp

(
T f − T∞

) , Nb =
τDB(CW −C∞)

ν
, Nt =

τDT (TW − T∞)
νT∞

,

δ =
Q0x
ρcpU0

(Tw − T∞), S c =
ν

DB
, γ =

k1(Cw −C∞)n−1x
U0

, ε =
Tw − T∞

T∞
,

E =
Ea

kT∞
, Bi =

hw

kw

x√
Re
, λ1 =

GrT

Re2
, λ2 =

GrC

Re2
.

3. Momentum, heat and mass transfer coefficients

The shear stress at the surface of the plate is given by

τw = −μ
[
∂u
∂y

]
y=0

, (15)

where the local skin friction coefficient is defined as

C f =
τw

1
2ρU2

0

, (16)

so that

C f Re
1
2 = −2 f ′′ (0) . (17)

The heat transfer rate from the surface of the plate is given by

qw = −k

[
∂T
∂y

]
y=0

, (18)

with the local Nusselt number defined as

Nu =
xqw

k
(
T f − T∞

) . (19)

Hence

NuRe−
1
2 = −θ′ (0) . (20)

The mass flux at the surface of the wall is given by

qm = −Dm

[
∂C
∂y

]
y=0

(21)

The local Sherwood is defined as

S h =
xqm

Dm(Cw −C∞)
. (22)

The dimensionless Sherwood number obtained as

S hRe−
1
2 = −φ′ (0) . (23)
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4. Entropy generation analysis

Convective heat transfer is the study of heat transport processes in a moving fluid by fluid flow. In the design of

industrial appliances such as heat exchangers, the main goal is to improve the thermal contact and reduce power

during pumping in order to improve thermodynamic efficiency of the system [2, 5]. An efficient thermodynamic

system/appliance is one that basically reduces the generation of entropy or one that minimizes the destruction of

exergy, the energy that is available for use by the system [35, 47]. Entropy generation analysis clarifies energy

losses in a system evidently in many energy-related applications such as the heat exchangers as previously men-

tioned, cooling of electronic devices and geothermal energy systems [25, 27, 52]. Entropy generation consists of

three factors; conduction, or Heat Transfer Irreversibility (HTI), Fluid Friction Irreversibility (FFI) and Diffusive

Irreversibility (DI) [51, 19, 53]. The volumetric entropy generation is defined as;

S ′′′gen =
κ

T 2∞

⎡⎢⎢⎢⎢⎢⎣
(
∂T
∂x

)2

+

(
∂T
∂y

)2⎤⎥⎥⎥⎥⎥⎦ + μ

T∞

⎡⎢⎢⎢⎢⎢⎣
(
∂u
∂x

)2

+

(
∂u
∂y

)2⎤⎥⎥⎥⎥⎥⎦ + σB2
0

T 2∞
u2

+
RDB

C∞

⎡⎢⎢⎢⎢⎢⎣
(
∂C
∂x

)2

+

(
∂C
∂y

)2⎤⎥⎥⎥⎥⎥⎦ + RDB

T∞

⎡⎢⎢⎢⎢⎢⎣
(
∂C
∂x

∂T
∂x

)
+

(
∂C
∂y

∂T
∂y

)2⎤⎥⎥⎥⎥⎥⎦ , (24)

and the characteristic rate of entropy generation S ′′′0 as

S ′′′0 =
κ (Tw − T∞)2

x2T 2∞
. (25)

Equation (24) gives the constituent components that give rise to entropy. The first component is is entropy gen-

eration due heat transfer irreversibility, the second component is the entropy due to viscous dissipation, the third

component is the entropy generation due to the applied magnetic field, the fourth and fifth components describe

entropy generation due mass transfer irreversibility.

We evaluate the entropy generation number (NG) as,

NG =
S ′′′gen

S ′′′0

=

(
η2

4
+ Re

)
θ′

2
(η) +

(
η2

4
+ Re

)
Br
ε

f ′′
2
(η) +

ReBrM
ε

f ′
2
(η)

+

(
η2

4
+ Re

)
ζ
(
χ

ε

)2
φ′

2
(η) +

(
η2

4
+ Re

)
ζ
(
χ

ε

)
θ′(η)φ′(η), (26)

where Br, χ, and ζ are the Brinkman number, a dimensionless parameter that is related to heat conduction from a

wall to a flowing fluid, concentration relative parameter and a constant parameter. These are defined as;

Br =
μU2

0

κ(Tw − T∞)
, χ =

Cw −C∞
C∞

, ζ =
RDBC∞

κ
. (27)

An important parameter in the study of entropy generation is the Bejan number, Be. It is the ratio of entropy

generation due to heat transfer irreversibility to the total entropy generation:
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Be =
Entropy generation due to heat trans f er

Total entropy generation
=

N1
NG

, (28)

where

N1 =

(
η2

4
+ Re

)
θ′

2
(η).

For Be << 0.5 represents a situation where entropy generation due to viscous dissipation irreversibility dominates

entropy generation due to heat transfer irreversibility. For Be >> 0.5 represents a situation where entropy gen-

eration due to heat transfer irreversibility dominates entropy generation due to viscous dissipation irreversibility.

When Be = 0.5, the heat transfer irreversibility and the fluid friction irreversibility are equal [11, 13, 4].

5. Numerical Solution using Spectral Quasi-linearization Method

The set of ordinary differential equations resulting from the use of similarity transformations (9)-(11) together

with the boundary conditions (12)-(14) are solved numerically to a high level of accuracy using the spectral quasi-

linearization method (SQLM). The fundamental principle of the spectral method is to discretize the domain, then

interpolate the data globally and evaluate the derivatives of the interpolants on the grid [62, 14]. The quasi-

linearization method (QLM) is a generalization of the Newton-Raphson’s method [? ]. The derivation of the

QLM is based on the linearization of the nonlinear components of the governing equations using the Taylor series

assuming that the difference between successive iterations, that is at r + 1, and r is negligibly small. We solve

the nonlinear system of ordinary differential equations with boundary conditions (9)-(14) using the spectral quasi-

linearisation method (SQLM). The nonlinear components of the system of ordinary differential equations give

the following iterative sequences of linear differential equations. First define the functions F, Θ and Φ for the

equations (9)-(11) respectively as;

F = f ′′′ +
1
2

f ′′ f − M f ′ + λ1θ + λ2φ, (29)

Θ = θ′′ + Pr

[
1
2

f θ′ + Ec f ′′
2
+ Nbθ′φ′ + Ntθ′

2
+ δθ

]
, (30)

Φ = φ′′ + S c

[
1
2

fφ′ − γ [1 + εθ]m Exp

(
− E

(1 + εθ)

)
φn

]
+

Nt
Nb

θ′′. (31)

We construct the errors from the iterative process for the the equations (9)-(11) as give below by (32)-(34) respec-

tively

a0r f ′′′r+1 + a1r f ′′r+1 + a2r f ′r+1 + a3r fr+1 + a4rθr+1 + a5rφr+1 − F = Rf , (32)

b0rθ
′′
r+1 + b1rθ

′
r+1 + b2rθr+1 + b3r f ′′r+1 + b4r fr+1 + b5rφ

′
r+1 − Θ = Rθ, (33)

c0rφ
′′
r+1 + c1rφ

′
r+1 + c2rφr+1 + c3r fr+1 + c4rθ

′′
r+1 + c5rθr+1 − Φ = Rφ, (34)

subject to the boundary conditions
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fr+1(0) = 0, f ′r+1(0) = 1, f ′r+1(∞)→ 0, (35)

θ′r+1(0) = −Bi(1 − θr(0)), θr+1(∞)→ 0, (36)

Nbφ′r+1(0) + Ntθ′r+1(0) = 0, φr+1(∞)→ 0. (37)

The coefficients in equation (32)-(34) are given as

a0,r = 1, a1,r =
1
2

fr, a2,r = −M, a3,r =
1
2

f ′′r , a4,r = λ1, a5,r = λ2,

b0,r = 1, b1,r = Pr
[

1
2 fr + Nbφ′r + 2Ntθ′r

]
, b2,r = Prδ, b3,r = 2PrEc f ′′r , b4,r =

1
2 Prθ′r,

b5,r = PrNbθ′r, c0,r = 1, c1,r =
1
2 S c fr, c2,r = −nS cγ [1 + εθr]m Exp

(
− E

1+εθr

)
φn−1,

c3,r =
1
2 S cφ′r, c4,r =

Nt
Nb , c5,r = −S cγ [1 + εθr]m−2 [m(1 + εθr) + E] Exp

(
− E

1+εθr

)
φn.

(38)

The initial guesses are selected as functions that satisfy the boundary conditions, and these were chosen as

f0(η) = 1 − e−η, θ0(η) =
Bi

1 + Bi
e−η, φ0(η) = − Nt

Nb
Bi

(1 + Bi)
e−η. (39)

In order to apply the SQLM to the system of nonlinear ordinary differential (23)-(25) we transform the domain

from 0 ≤ η ≤ Lx to −1 ≤ x ≤ 1 using the transformation η = Lx(x + 1)/2 [30] where,

xi = cos
(
πi
N

)
, i = 0, 1, 2, · · · , N (40)

are the Gauss-Lobatto collocation points. The spectral collocation method will construct a differentiation matrix

(D) to approximate the derivative of unknown variables at the collocation points as a matrix vector product. The

D-matrix is constructed for the domain [-1, 1] so we scale this matrix for the domain [0, Lx] by taking D1 = 2D/Lx,

so that

dF(1)
r

dη j
(η) =

n∑
k=0

D1 f (ηk) = D1Fm, j = 0, 1, 2, · · · , N, (41)

where F = [ f (η0), f (η1), f (η2), · · · , f (ηN)]T represent the vector function at the collocation points. Higher order

derivatives are given as powers of the scaled differentiation matrix

F p = D1pFr. (42)

Using the scaled differentiation matrix on (32)-(34) we obtain;

A11 fr+1 + A12θr+1 + A13φr+1 = Rf ,

A21 fr+1 + A22θr+1 + A23φr+1 = Rθ,

A31 fr+1 + A32θr+1 + A33φr+1 = Rφ.

(43)

In matrix for this can be written as
8
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⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

A11 A12 A13

A21 A22 A23

A31 A32 A33

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

fr+1

θr+1

φr+1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Rf

Rθ

Rφ

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

where,

A11 = diag(a0,r)D3 + diag(a1,r)D2 + diag(a2,r)D1 + diag(a3,r)I, A12 = diag(a4,r)I,

A13 = diag(a5,r)I, A21 = diag(b3,r)D2+diag(b4,r)I, A22 = diag(b0,r)D2+diag(b1,r)D1+diag(b2,r)I, A23 =

diag(b5,r)D1, A31 = diag(a3,r)I, A32 = diag(c4,r)D2 + diag(c5,r)I,

A33 = diag(c0,r)D2 + diag(c1,r)D1 + diag(c2,r)I.

Residual error analysis

In order to get a clear understanding of the behaviour of momentum, heat and mass transfers under different

circumstances we solved the governing equation numerically using simulations. To validate the accuracy of our

simulations we performed the residual error analysis and the summary of the analysis is given in Table 1 and

Figure 2.

Table 1: Residual error for different iterations
i f (η) θ(η) φ(η)
1 1.32746354 × 10−02 5.25566389 × 1000 2.74935787 × 1000

2 7.21041461 × 10−03 1.45963375 × 1000 6.01742660 × 10−01

3 5.52545804 × 10−04 1.00195264 × 1000 9.56003621 × 10−02

4 1.41375059 × 10−04 3.11568082 × 10−02 3.91511992 × 10−02

5 5.27746204 × 10−08 5.34392677 × 10−04 3.30780666 × 10−04

6 2.25804927 × 10−08 4.84693898 × 10−08 1.74715666 × 10−08

7 3.91856085 × 10−08 2.24601493 × 10−09 4.90053051 × 10−11

8 9.85789108 × 10−08 2.35930431 × 10−09 5.04747355 × 10−11

9 2.41516856 × 10−08 2.15273310 × 10−09 4.90303276 × 10−11

10 2.17438490 × 10−08 2.23999219 × 10−09 4.86822695 × 10−11
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Figure 2: Residual errors for velocity, temperature and concentration profiles

From the results in Table 1 and Figure 2, one can see that the SQLM is a highly accurate numerical technique with

a high convergence rate with errors of orders less than 10−8.

6. Discussion and Conclusion

The accuracy of the comparison table is verified with the results previously reported by Tsou et al. [63], Soundal-

gekar and Murty [61], Ali [6], Moutsoglou and Chen [44] and Patil et al. [50]. They are using finite difference

and shooting method for evaluated the Nusselt number. The results of this comparison using the spectral quasilin-

earization methods are presented in Table 2 and are found to be in excellent agreement. We investigate the impact

that certain parameters have on the momentum, heat and mass transfer coefficients. Thus we investigate the im-

pact of these parameters on the local skin friction coefficient, Nusselt number, and the Sherwood number. These

are given by values that are proportional to the quantities − f ′′(0), −θ′(0) and −φ′(0) respectively. The values are

evaluated numerically and presented in Table 3.

Table 2: Comparison of local Nusselt number (Nu) for different values of Pr

Pr 0.7 1.0 2.0 7.0 10.0 100.0
Tsou et al. [63] 0.3492 0.4438 —- —- 1.6804 5.545

Soundalgekar and Murty [61] 0.3500 —- 0.6831 —- 1.6808 —
Ali [6] 0.3476 0.4416 —- —- 1.6713 —-

Moutsoglou and Chen [44] 0.34924 —- —- 1.38703 —- —–
Patil et al. [50] 0.349235 0.443748 0.683258 1.387033 1.680293 5.544633
Present Results 0.349235 0.443748 0.683258 1.387033 1.680293 5.544633
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Table 3: Effect of varying parameters on skin friction coefficient (C f ), local Nusselt number (Nu) and local Sherwood number (Sh) for
Ec = 0.3, M = 2, Bi = 3, Nb = 0.5, Nt = 0.5, γ = 2, m = 1, ε = 2

Sc λ1 λ2 n Pr E δ − f ′′(0) −θ′(0) −φ′(0)
0.24 0.4 0.5 2.0 7.0 1.0 0.1 1.18351957 -0.47401062 0.72646868
0.6 1.18765542 -0.65247895 0.97806071
0.8 1.18960295 -0.68810262 1.04550932
0.6 1.0 0.87592336 -0.24563881 0.53240437

2.0 0.47844063 0.06055691 0.20806346
0.4 0.0 1.17144241 -0.72590676 1.06026085

0.95 1.18367187 -0.55914556 0.87956737
0.5 3.0 1.18088289 -0.52881398 0.76457312

4.0 1.17859866 -0.44554206 0.64333629
2.0 6.0 1.19383864 -0.53510821 0.83126379

8.0 1.18180395 -0.76849254 1.12682774
7.0 2.0 1.18292761 -0.54338155 0.80241278

3.0 1.17994759 -0.44336201 0.65370400
1.0 0.0 1.22241757 -0.17284207 0.47010191

0.05 1.20729203 -0.37278093 0.67403384

Table 4 gives a summary of the parameters that we used with their sources. The values chosen for this model are

consistent with values of a typical nanofluid. For values that have a wide range we chose values for which the

numerical scheme was stable.

Table 4: Parameters in the model and their values
Parameter Symbol Value Source
Chemical reaction parameter γ (1, 5) [39]

[46],
[41]

Heat generation parameter δ 0.1 [39]
Eckert number Ec (0.1, 3) [39]
Prandtl number Pr (4, 7.2) [46],

[43]
Thermal buoyancy λ1 (0, 1) [39]
solute buoyancy λ2 (0, 1) [39]
Magnetic field parameter M (0, 6) [36]
Brownian motion parameter Nb (0.1, 5) [43]
Thermophoresis parameter Nt (0.1, 0.5) [43]
schmidt number Sc (0.2, 2.62) [39]
Constant exponent m (-1, 1) [41]
Temperature relative parameter ε (0, 3) [10]
Order of chemical reaction n (1, 5) [48]
Activation energy E (1, 3) [39],

[41]
Biot number Bi (0.1, 50) [46],

[7]

Brownian motion

Figure 3 shows the impact of Brownian motion on the velocity, temperature and concentration profiles. Brownian

motion is the random ‘indecisive’ movement of particles suspended in a fluid resulting from the collision with the

fast-moving molecules of the fluid. An increase in the Brownian motion causes the momentum boundary layer to

thin as shown in Figure 3 (a), a result consistent with a result obtained by [58, 8]. The fluid around a particle is

11

53



dragged in the direction of the particle. At the same time the motion of the particle is resisted by viscous forces in

the fluid [64]. The overall effect is a reduction in the velocity of the fluid. Temperature is shown to increase with

increasing values of the Brownian motion as reported by [36]. Increasing the Brownian motion parameter was

shown to lead to a decrease in the solute boundary layer. An increase in the Brownian motion parameter boost the

movement of particles. This cause the warming of boundary layer which effectively cause nanoparicle to move

away of the surfaces inside the inactive fluid. This increases the deposition of the solute particles away from the

surface, leading to the reduction of the concentration [22]. The results are shown in Figure 3 (c). Similar results

were obtained by [16, 17, 36].
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Figure 3: Effect of Brownian motion on the velocity, temperature and concentration profiles

Thermophoresis

Thermophoresis, sometimes called thermo migration is the movement of particles due to a force resulting from a

temperature gradient, acting in the direction of high to low-temperature regions. An increase in the thermopheretic

parameter is accompanied by by an increase in temperature and fluid velocity. The thermophoretic force for small

particles is given as Ft = −pλd2
p∇T/T , where p is the gas pressure, λ gas mean free path, dp is the particle

diameter, ∇T and T is the absolute temperature of the particle. The influence of thermophoretic parameter on

velocity and temperature is shown in Figure 4 (a) and (b) respectively. Increasing the thermophoretic parameter

leads to an increase in both velocity and thermal boundary layers. This result is associated with an increase in the

buoyancy effects [57]. For a small region close to the surface, increasing the thermophoretic parameter decreases

the concentration. A phenomenon consistent with the particles being ‘pushed’ out of the hot boundary layer to the

colder free stream region. This, however, changes as we move further away from the surface into the free stream,

where increasing the thermophoretic parameter increases the concentration. The concentration dynamics under

thermophoretic parameter are depicted in Figure 4 (c). Similar results were obtained by [9, 16, 17, 36]. Close
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to the metal plate the concentration of solute decreases with increasing thermophoretic parameter. Increasing the

thermophoretic parameter increases the wall slope of the concentration profile and decreasing the concentration of

the solute [15, 21]. This is because at the heated wall the thermophoretic force is greatest and will therefore push

the solute away leading to the observed decrease in concentration near the hot surface.
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(a) Velocity profile for thermophoresis
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(c) Concentration profile for thermophoresis

Figure 4: Thermophoresis on the velocity, temperature and concentration profiles

Order of chemical reaction and Activation energy

We asses the impact of activation energy and order of chemical reaction in Figure 5. We observe that the two

parameters have similar effects on the velocity, temperature and concentration. Increasing the activation energy

slows the rate of reaction leading to an increase in the concentration profile [40, 41]. Although activation energy

does not directly appear on the temperature and velocity equation, it’s impact is via the mass equation. It is

noted that increasing the activation energy increases velocity possible due to solute buoyancy and decreases the

temperature. Our results on order are consistent with results in literature e.g see [38, 48]. Increasing the order

of chemical reaction increased concentration and velocity while temperature decreases. Ferdows and Al-Mdallal,

[18] drew similar conclusion for the velocity and temperature profiles. The concentration profile is consistent with

results by Palani et al. [49]. The mechanism behind the phenomenon has not yet been fully understood.
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Figure 5: Order of chemical reaction and Activation energy on the velocity, temperature and concentration profiles

Entropy generation: Brinkman and Reynolds number

In Figure 6 we analyze the impact of Brinkman number and Reynolds number on entropy generation and the Bejan

number. An increase in the Brinkman number and Reynolds number have the same effect of increasing entropy

generation and decreasing the Bejan number. Similar results are reported by [45, 1]. The Bejan number for both

the Brinkman and Reynolds number is less than 0.5 and this implies that entropy generation due to heat transfer

irreversibility is dominated by the viscous and mass transfer irreversibility. Increasing the Brinkman number and

Reynolds increases the entropy generation by viscous dissipation and mass transfer and thus resulting in a decrease

in the Bejan number.
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(c) Reynolds number on entropy generation
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(d) Bejan number for Reynolds number

Figure 6: Entropy generation and Bejan number for Brinkman and Reynolds numbers

Entropy generation: Activation energy and order of chemical reaction

Figure (7) seeks to give an insight into the influence of activation energy and order of chemical reaction have on

the entropy generation and the Bejan number. The two parameters have the same impact on entropy generation

and Bejan number. An increase in any one of the parameters leads to an increase in the entropy generation and

a decrease in the Bejan number. Our results do not agree with results by Khan et al [33]. The graphical result

on Bejan number is similar to our result, however the authors contradicted themselves in the discussion section.

An increase in activation energy leads to increase in the concentration as shown in Figure 5. This leads to an

increase in mass transfer irreversibility which result in the increase in entropy generation and a decrease in the

Bejan number.
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(b) Bejan number for Activation energy
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(c) Order of chemical reaction on entropy generation
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Figure 7: Entropy generation and Bejan number for Activation energy and order of chemical reaction

Entropy generation: Heat generation

In Figure 8 we plot the graphs for entropy generation and Bejan number for the heat generation parameter, δ.

Entropy generation and the Bejan number increase with increasing heat generation. An increase in the Bejan

number shoes that the heat transfer irreversibility dominates. We found no study in literature through our intensive

study that clearly described or gave an account of effect of heat generation on entropy generation.
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Figure 8: Entropy generation and Bejan number for heat generation

Conclusion

In this paper a mathematical model that accounts for entropy generation, activation energy and high order of a

chemical reactions was formulated and analyzed. The flow was assumed to be initiated by a moving surface in

16

58



the fluid. We gain an insight into the flow characteristics, order of chemical reaction and entropy generation by

studying the impact of associated parameters. We deduce the following:

• Brownian motion and thermophoresis have opposing effects on velocity and concentration profiles, however

both increase the temperature of the fluid,

• activation energy and order of chemical reaction have the same effects on the velocity, temperature and

concentration even though the underlying processes may be different,

• viscous dissipation and mass transfer irreversibility dominated the heat transfer irreversibility,

• for increasing heat generation, the heat transfer irreversibility dominates as evidenced by increasing Bejan

number.

[1] Abolbashari, M. H., Freidoonimehr, N., Nazari, F. and Rashidi, M. M. [2015], ‘Analytical modeling of entropy generation for casson
nano-fluid flow induced by a stretching surface’, Advanced Powder Technology 26(2), 542–552.

[2] Abu-Hijleh, B. A. [2002], ‘Entropy generation due to cross-flow heat transfer from a cylinder covered with an orthotropic porous layer’,
Heat and Mass Transfer 39(1), 27–40.

[3] Abu-Nada, E. [2008], ‘Application of nanofluids for heat transfer enhancement of separated flows encountered in a backward facing
step’, International Journal of Heat and Fluid Flow 29(1), 242–249.

[4] Al-Rashed, A. A., Kalidasan, K., Kolsi, L., Velkennedy, R., Aydi, A., Hussein, A. K. and Malekshah, E. H. [2018], ‘Mixed convection
and entropy generation in a nanofluid filled cubical open cavity with a central isothermal block’, International Journal of Mechanical
Sciences 135, 362–375.

[5] Alharbey, R., Mondal, H. and Behl, R. [2019], ‘Spectral quasi-linearization method for non-darcy porous medium with convective
boundary condition’, Entropy 21(9), 838.

[6] Ali, M. E. [1994], ‘Heat transfer characteristics of a continuous stretching surface’, Wärme-und Stoffübertragung 29(4), 227–234.
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Summary

In this chapter, the order of chemical reaction and entropy generation was studied. The system is

solved numerically using the spectral quasilinearisation method. Residual errors of orders 10−08,

10−09 and 10−11 for velocity, temperature and concentration respectively in less than 10 iterations

were obtained. The order of chemical reaction increases temperature and solute boundary layer

while decreasing the thermal boundary layer. Entropy generation for the order of chemical reac-

tion increased while the associated Bejan number decreased with the increasing the order of the

chemical reaction.



Chapter 5

Rotational nanofluids for oxytactic microor-

ganisms with convective boundary conditions

using bivariate quasi-linearization method

In this Chapter, we formulated and analysed a model for the rotational flow of a nanofluid with

oxytactic microorganisms and convective boundary conditions. Oxytactic microorganisms swim

up a concentration gradient. These organisms are used in beer brewery industries [102]. Yeast uses

oxygen in processes such as mitochondrial development [102]. Although yeast requires oxygen

for this purpose, too much of it causes the yeast to degenerate due to the toxic effect of reactive

oxygen species [102]. According to Lee and Kim [103] when the swimming microorganisms ac-

cumulate at the top layer of the fluid the density of this layer becomes greater than that of the fluid

then the plumes containing microorganisms will fall to the bottom of the chamber. Such a transport

mechanism delivers optimal amounts of oxygen to the bottom of the chamber without causing the

degradation of microorganisms. For this problem, BSQLM was used to solve the boundary value

system.
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1 Introduction 
 

    The study of boundary layer flow has received 
a lot of attention since the ground-breaking study 
by Lewig Prandtl in 1904. Many flows of interest 
occur within a boundary layer, and often in 
conjunction with heat and/or mass transport. 

In many industrial processes such as the 

cooling of electronic devices, solar energy 
collectors, thermal insulation, underground nuclear 
disposal and chemical processes, heat transfer 
enhancement is of paramount importance [1]. Of 
late nanofluids have been identified as the best 
choice of fluids for heat transfer processes. The 
term nanofluid refers to a colloidal suspension of 
submicronic solid particles. A typical nanoparticle 
is a stable metal (Al, Cu, Ag, Au, Fe), oxide (Al2O3,  
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CuO, TiO2, SiO2), carbide (SiC), nitrate (AlN, SiN), 
or non-metal (graphite) with sizes ranging from 1 to 
100 nm. The base fluid normally is a conductive 
fluid, such as water, ethylene glycol, oil, polymer or 
bio-fluids [1]. The flow of a rotating fluid is 
encountered in geothermal flows [2]. It is also the 
reason for the secular variations in geomagnetic 
fields [3]. In rotating fluids, the Coriolis force is 
more prominent than the viscous and inertial 
forces[2]. The viscous forces are balanced by the 
Coriolis forces instead of the inertial forces. 
According to HIDE [4, 5], in the study of 
geophysical flows a key parameter is the Rossby 
number. The influence of the rotation is said to be 
weak if the Rossby number is significantly less than 
unity, and dominant if the Rossby number is 
significantly larger than unity. The study of 
rotational viscous fluids sheds some light on the 
body forces that act on particles immersed in the 
fluid. This area of study continues to receive 
considerable attention because of a variety of 
industrial applications [6]. The motion of rigid 
particles or drops in rotating fluids is encountered 
in a number of industrial processes such as in the 
manufacturing of hallow shells, separation of 
minerals, extraction of proteins and in waste water 
treatment [7−11]. 
    Nanofluid bioconvection gives rise to 
spontaneous pattern formation and density 
stratification. This is a phenomenon that occurs 
when instability is induced by the interaction of the 
swimming of denser self-propelled microorganisms, 
nanoparticles and buoyancy forces [1, 12]. 
Bioconvection arises in biological systems, 
biotechnology such as the mass transport 
enhancement in microscale mixing and the 
synthesis of biosensors [13]. Some of 
microorganisms that normally give rise to 
bioconvection include gravitaxis, gyrotaxis and 
oxytaxis. This study considers the movement of 
oxytactic microorganisms. These are bacteria that 
consume oxygen such as Bacillussubtilis. They 
swim up the oxygen concentration gradient. 
KUZNETSOV [12] considered a novel nanofluid 
with oxytactic microorganisms. The bacteria are 
oxygen consumers and swim towards the top region 
when this is exposed to the elements. LEE et al [14] 
investigated falling bacteria plumes caused by 
bioconvection. Their study was an extension of 
work in Ref. [15]. In both studies the falling plumes 

are attributed to the instability of bacteria-rich 
boundary layer close to the surface that is denser 
than the rest of the fluid. The falling plumes 
transport bacteria and oxygen from the upper 
boundary layer to the lower region of the chamber, 
which is depleted of both bacteria and oxygen. The 
use of microorganisms in delivering oxygen is 
encountered in industrial processes such as aerobic 
fermentation [16]. Other uses of microorganisms in 
industrial processes are encountered in bio-reactors 
[17]. 
    Bioconvection has been studied by several 
researchers [18−25]. The current study incorporates 
a rotational electrically conducting nanofluid with 
an applied magnetic field to the study of 
bioconvection induced by oxytactic microorganisms. 
We also consider the impact of varying the velocity 
of the plate relative to the fluid velocity and the 
influence of fluid and flow parameters. 
 
2 Mathematical analysis 
 
    The physical model and coordinate system is 
given in Figure 1, where x, y and z are Cartesian 
coordinates and u, v and w are the velocity 
components in the corresponding directions. We 
consider an insulated flat plate which coincides 
with the plane z=0. The plate moves with a velocity 
U1 in the x direction in a viscous, incompressible, 
electrically conducting nanofluid that is rotating 
with constant angular velocity Ω about the x-axis 
containing oxytaxis microorganisms. There is also a 
uniform free stream velocity U2 parallel to the 
x-axis. A magnetic field B0 is applied along the 
z-axis. The temperature and concentration of 
nanoparticles and free stream microorganisms are 
kept at constant Tw, Cw and nw while in the free 
stream these are assumed to be T∞, C∞ and n∞ 
respectively. The effects of the Coriolis force and 
Hall currents give rise to a force in the y-direction, 
which induces cross flow [2]. The set of equations 
modeling the flow in a rotating frame of reference 
with Maxwells electromagnetic equations are given 
by 
 

+ =0
u v

x y

 
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Figure 1 Flow configuration and coordinate system 

 

    The boundary conditions for Eqs. (1)−(6) are 
given in form:  
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where ρ is the density of the base fluid; υ is the 
kinematic viscosity; σ is the electrical conductivity 
of the fluid; N is the Hall parameter; g is the 
gravitational acceleration; β is the volumetric 
coefficient of expansion for the fluid; ρp is the 
density of the nanoparticles; ρf is the density of the 
nanofluid; γ is the average volume of the 
microorganisms; ρm is the density of 
microorganisms; αm is the thermal diffusivity 

coefficient for microorganisms; τ is the ratio of heat 
capacitance of nanoparticles to the base fluid; DB is 
the Brownian diffusion coefficient; DT is the 
thermophoretic diffusion coefficient; σ* is Stephan 
Boltzman constant; Cp is the specific heat capacity 
of the fluid at constant pressure; b is the chemotaxis 
constant; Wc is the maximum cell swimming speed 
(bWc is assumed to be constant); Dn is the 
microorganism diffusivity; kf is the thermal 
conductivity of the solid and hf  is the convective 
heat transfer coefficient.  
    Far from the surface, the pressure gradients in 
the x and y directions, −ρ−1ρx and −ρ−1ρy, must 
balance the Lorentz and Coriolis forces [2] and are 
given by the relations:  
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    In this study we excluded the effect of viscous 
dissipation and Joule heating. Viscous dissipation is 
the heat generated in a fluid due to the frictional 
forces between fluid layers as they slide over each 
other. Joule/Ohmic heating is the heat generated 
due to resistance of a current as it passes through a 
medium. The effect of both viscous and Joule 
heating has been studied extensively and is well 
documented in Refs. [26, 27]. Since we assumed 
that we have a heated plate, we therefore assume 
that it is the major contributor of heat and all other 
heat sources are negligible. 
 
3 Transformation of equations 
 
    The following variables are used to transform 
the system given by Eqs. (1)−(6),  
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    On using Eqs. (8)−(9), Eqs. (2) − (6) and the 
boundary conditions (7) are transformed into the 
following boundary value problem:  
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where the prime denotes differentiation with respect 
to η. The corresponding boundary conditions (7) are 
transformed as   
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    The parameters in the above differential 
equations and associated boundary conditions are 
defined as 
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where M is the modified Hartmann number; Gr is 
the Grashof number; Nr is the buoyancy ratio; Rb is 
the bioconvection Rayleigh number; Pr is the 
Prandtl number; S is the velocity ratio; Ra is the 
radiation parameter; Nb is the Brownian motion 
parameter; Nt is thermophoresis parameter; Pb is 
the bioconvection Peclet number; τ0 is the constant 
microorganisms concentration difference parameter; 
Sc is the Schmidt number; Sb is the bioconvection 
Schmidt number; Rex is the Reynolds number; Bi is 
the Biot number.  
 
4 Momentum, heat and mass transfer 

coefficients 
 
    The parameters that are of interest are the skin 
friction coefficient, Cf, which measures the shear 
stress on the surface, the Nusselt number, Nu, which 
is the ratio of convective to conductive heat transfer 
across (normal to) the boundary, the Sherwood 
number, Sh, which is the ratio of the convective 
mass transfer to the rate of diffusive mass transport 
and the local density number of the motile 
microorganisms, Nn, which is the ratio of the 
convective microorganism transfer to the rate of 
diffusive microorganism transport. 
    The local skin friction coefficients in the x and 
y directions are given as 
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    The local Nusselt number, local Sherwood 
number and local density number of the motile 
microorganisms are given by 
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5 Numerical solution using bivariate 

spectral quasi-linearization method 
 
    The two-variable nonlinear boundary value 
problem given by Eqs. (11)−(15) together with the 
boundary conditions Eqs. (16)−(20) was solved 
numerically using the bivariate spectral 
quasilinearization method (BSQLM). The choice of 
using a spectral-based method is that they require 
less grid points yet giving accurate results and take 
less computational time compared to other methods 
[28, 29]. The flow domain and time interval given 
by η Î [0, Lx] and ξ Î [0, Lt] are transformed      
to x Î [−1, 1] and t Î [−1, 1] using the linear 
transformations η Î Lx(x+1)/2 and ξ Î Lt(x+1)/2 
respectively. The solution is approximated using 
Lagrange interpolation polynomial of the form: 
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where u(x, t) is interpolated at selected grid points 
both in the x and t directions. The grid points are 
defined as  
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    The functions Li(x) are the Lagrange cardinal 
polynomials given by 
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Lj(t) is also defined in a similar manner. We 
begin by defining the functions F, G, Θ, Φ and X 
for Eqs. (10)−(14) as 
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f

SbPr f
 
 

æ ö
¢ ¢ç ÷-ç ÷

è ø

 
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               (32) 

 
    We construct the solution using the iterative 
process given by Eqs. (28)−(32): 
 

+1
0, 1 1, +1 2, +1 3, +1 4,+ + + + +r

r r r r r r r r r

f
a f a f a f a f a

+

¢
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    +1
5 6 +1 7 1 8, +1+ + + +r

r r r r r r r

f
a a a a g 



, , , +  

    9, +1 f=r ra F R -                      (33) 
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

 


¢¢ ¢ ¢
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    +1
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r r r

f
b b R 

 +
¢ -




            (34) 
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
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

¢¢ ¢ ¢
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    +1
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f
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
¢¢ -


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(37) 
 
subjected to the boundary conditions 
 

+1
+1 +1

( , 0)
( , 0) = , 2 + ( , 0) =0,r

r r

f
f S f


  


¢ 

  
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1

2
1 +1( , 0) = (1 ( , 0)),r rBi    +

¢ - -  

    +1( , ) 0r  ¥ ®                      (40) 
 

+1 +1( , 0)+ ( , 0) = 0,r rNb Nt   ¢ ¢
 

    +1( , )r  ¥ ® ¥                     (41) 
 

+1 +1( , 0) = 1, ( , ) 0r r    ¥ ®               (42) 
 
    The coefficients in Eqs. (33)− (37) are given as 
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    The initial guess functions are selected in such 
a way that they satisfy the boundary conditions at 
ξ=0. These are chosen as   

0

0 0

( ) = (1 )+(1 2 )(e 1),

( ) = e , ( ) = e ,
1+ 1+

f S S

Bi Nt Bi

Bi Nb Bi



 

 

   

-

- -

- - -

-
 

0 0( ) = e , ( ) = eg     - -                   (44) 
 
    For a detailed explanation on how the resulting 
matrices and corresponding boundary conditions 
are implemented on a MATLAB code, one can refer 
to work by MOTSA et al [28, 29]. 
    Table 1 gives parameter values that were used 
in similar studies. 
    We validate the accuracy and convergence of 

 
Table 1 Parameter values and their source 

Parameter Mutuku Khan Iqbal Takhar Others Current study 

Hartmann number, M 1,1.5,3 5−0, 1    2 

Hall parameter, N    0, 0.5, 1  1 

Grashof number, Gr 0, 5, 10     5 

Bioconvective Rayleigh 
number, Rb 

0.1−0.5, 0.9 0.5−0.10.3 0.1  0.1, 0.5 0.1 

Buoyancy ratio, Nr 0.1−0.3, 1.4, 1.8 0.1−0.3 0.1   0.1 

Prandtl number, Pr  6.2 1, 2, 3, 4   7 

Velocity ratio, S    0.25  0.25, 0.75 

Radiation parameter, Rd     2 2 

Brownian motion, Nb 0.1−2, 6, 10 0.1−0.3, 0.5 0.5−1, 1.5, 2   0.3 

Thermophoresis, Nt 0.1−2, 6, 10 0.1−0.2, 0.9, 1.1 0.5−0.7   0.5 

Schmidt number, Sc 5−5.5, 6, 6.5 10 1.6−1.82, 3   5 

Bioconvective Schmidt 
number, Sb 

1 10    5 

Bioconvective Peclet 
number, Pb 

1 1−3, 5 0.1   1 

Constant, τ0 0.1−5, 10 0.2    0.2 

Biot number, Bi   13  0.1−10 0.1  
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our numerical scheme by performing an error 
analysis. We plot the norm of residual errors in the 
variables against the number of iterations. The norm 
of residual errors for all the variables was less than 
10−10 after 8 iterations. This shows that the BSQLM 
is an appropriate scheme for solving the resulting 
boundary value problem. Figure 2 shows the norm 
of residual errors for different variables at different 
number of iterations.  
 
6 Discussion and results 
 
    In this section we discuss the results of our 
findings. We investigate the impact that certain key 
parameters have on the physical, thermal and 
concentration properties of the flow. We analyze the 
variation of the local skin friction coefficient, 
Nusselt number, Sherwood number and density of  

 

 
Figure 2 Norm of residual at different iterations 

 
motile microorganisms in Table 2. 
    We investigate the influence of the velocity 
ratio parameter S in Figure 3. It gives the relative  

 
Table 2 Variation of local skin friction coefficient 

S M Nr Rb Pb −f″(ξ, 0)  −g′(ξ, 0) −θ′(ξ, 0) −′(ξ, 0) −′(ξ, 0) 

0.1 2 0.1 0.1 1 −1.181869 0.089125 −0.041784 −0.825765 0.902139 

0.25     −0.744698 0.089247 −0.046417 −0.511072 0.883251 

0.5     −0.014300 0.089415 −0.056110 0.008863 0.840413 

0.75     0.711900 0.089466 −0.069948 0.527703 0.774908 

0.9     1.145210 0.089275 −0.084543 0.839662 0.701142 

0.25 
1    −0.648145 0.089088 −0.045981 −0.500966 0.870135 

3    −0.832141 0.089367 −0.046780 −0.528194 0.893884 

0.75 

1    0.609104 0.089644 −0.069717 0.512588 0.798809 

2    0.711900 0.089466 −0.069948 0.527703 0.774908 

3    0.804037 0.089308 −0.070131 0.544382 0.754179 

0.25 
 0.3   −0.738647 0.089231 −0.046431 −0.515598 0.881298 

 0.5   −0.732591 0.089216 −0.046446 −0.520148 0.879335 

0.75 

 0.1   0.711900 0.089466 −0.069948 0.527703 0.774908 

 0.3   0.718898 0.089443 −0.070138 0.521513 0.771126 

 0.5   0.725915 0.089420 −0.070333 0.515263 0.767295 

0.25 
  0.3  −0.407902 0.088790 −0.045432 −0.621986 0.829564 

  0.5  −0.054057 0.088204 −0.044022 −0.750653 0.767582 

0.75 

  0.1  0.711900 0.089466 −0.069948 0.527703 0.774908 

  0.3  1.072758 0.088793 −0.072899 0.380943 0.667118 

  0.5  1.480640 0.087539 −0.079719 0.155358 0.479963 

0.25 
   0.1 −0.746320 0.089249 −0.046420 −0.510320 0.925332 

   2 −0.742886 0.089243 −0.046414 −0.511915 0.836762 

0.75 

   0.1 0.709670 0.089470 −0.069917 0.528825 0.844309 

   1 0.711900 0.089466 −0.069948 0.527703 0.774908 

   2 0.714401 0.089461 −0.069982 0.526441 0.698102 
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velocity of the plate to the velocity of the fluid. A 
value of zero corresponds to the case of a fluid 
flowing past a stationary plate. A value of 1 
corresponds to the case of a plate moving in a 
stationary fluid. 0<S<0.5 corresponds the case of a 
fluid dragging the plate and 0.5<S<1 corresponds to 
the case of the plate dragging the fluid. Although 
the phenomenon is not yet fully understood, we 
observed that increasing the velocity of the plate 
increases temperature, chemical species 
concentration and the microorganisms in the 
boundary layer. This could be due to the fact that as 
the plate is moving in the fluid so does the 
boundary layer with respect to space. Our results 
for both the primary and secondary velocities are 
consistent with results in Ref. [2]. For values of S 
below 0.5, the primary velocity increases and the 
secondary velocity is positive. The primary velocity 
remains constant while the secondary velocity 
vanishes at values equal to 0.5. At values greater 

than 0.5, the primary velocity decreases while the 
secondary velocity reverses direction and becomes 
negative. 
    We analyze the effect of the Hartmann number 
on the fluid’s velocity in Figure 4. The Hartmann 
number is a dimensionless parameter defined as the 
ratio of electromagnetic force to the viscous force. 
An increase in the Hartmann number for the case 
when the plate is moving relatively faster than the 
fluid (S>0.5) results in a decrease in the fluid’s 
primary velocity in the boundary layer. This is due 
to an increase in the Lorentz force that tends to 
oppose the flow resulting in a frictional drag [30]. 
An opposite phenomenon is observed for the case 
when S<0.5, that is, an increase in the Hartmann 
number results in a velocity increase for the 
primary flow close to the surface. The Hartmann 
number causes decrease in the secondary velocity; 
however, the flow is reversed for values above and 
below the critical value of 0.5. 

Figure 3 Influence of velocity ratio:  
(a) Primary velocity; (b) Secondary 
velocity; (c) Temperature; (d) Chemical 
species concentration; (e) Microorganisms 
concentration 
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Figure 4 Effect of Hartmann number on fluid’s velocity: (a) Primary velocity for S=0.25; (b) Secondary velocity for 

S=0.25; (c) Primary velocity for S=0.75; (d) Secondary velocity for S=0.75 

 
    The influence of the Hartmann number on 
other parameters is depicted in Figure 5. Our results 
for the case when S>0.5 are consistent with results 
found in Ref. [1] that it causes an increase in the 
temperature chemical species concentration and 
motile microorganisms. A reverse effect is observed 
for values of S<0.5. 
    The buoyancy ratio parameter Nr is analyzed 
in Figure 6. The buoyancy ratio parameter measures 
the influence of free and forced convection [31]. In 
free convection the flow is due to a temperature 
gradient whereas in forced convection an external 
device like a pump is used to generate or maintain 
the flow. It is noticed that for S>0.5 an increase in 
the buoyancy ratio parameter results in a decrease 
in both the primary and secondary velocities. An 
increase in the temperature, chemical species and 
microorganism concentration is also associated with 
increasing the buoyancy ratio parameter, results 
consistent with results in Ref. [32]. In fact, the 
increase in the chemical species volume fraction is 
attributed to decrease in the velocity of the fluid 
[20]. All other parameters behave in a similar 
manner for values of S<0.5 except the secondary 
velocity that is in the reverse direction. 
    The impact of Hall parameter N is assessed in 
Figure 7. The Hall effect is the production of a 
voltage difference across an electrical conductor to 
an applied magnetic field. The Hall parameter is 
defined to be the ratio of induced electrical field to 

the applied magnetic field. An increase in the Hall 
parameter results in an increase in the velocity 
profile [33, 34]. This is attributed to the fact that the 
magnetic field on the velocity damping reduces as 
the Hall parameter is increased. However, there are 
some studies that reported results are contrary to 
this [2, 35]. Our results show an increase in the 
velocity profile for the secondary flow and the 
primary velocity for the case when S<0.5. When 
S>0.5, the primary velocity decreases with 
increasing values of the Hall parameter. The 
phenomenon responsible for the observed trend is 
not fully understood. 
    The impact of thermal radiation is analyzed in 
Figure 8. The primary velocity increases with 
increasing values of the thermal radiation parameter 
for all values of S. This is because an increase in the 
thermal radiation parameter leads to conduction 
dominating absorption radiation, resulting in an 
increase in buoyancy force [33]. Also, an increase 
in thermal radiation parameter leads to an increase 
in the fluid’s temperature, causing a decrease of the 
fluid’s viscosity making it easier to flow. The 
secondary velocity increases with increasing values 
of thermal radiation for values of S>0.5. The result 
is consistent with result in Ref. [33]. However, for 
S<0.5, our results show a decrease in the secondary 
velocity for increasing values of radiation parameter 
in the reverse direction. Temperature, concentration 
of chemical species and microorganisms are plotted 
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Figure 5 Effect of Hartmann number: (a) Temperature for S=0.25; (b) Temperature for S=0.75; (c) Concentration for 

S=0.25; (d) Concentration for S=0.75; (e) Microorganisms for S=0.25; (f) Microorganisms for S=0.75  
 

for the case when S=0.75. There are no differences 
in the graph of these variables for different values 
of S. From Figure 8 we notice that increasing the 
radiation parameter results in an increase in the 
temperature of the fluid. This is because increasing 
the radiation parameter increases the Rossland 

diffusion [36], resulting in an increase in the fluid’s 
temperature. Similar results are reported in    
Refs. [33, 37]. An increase in the radiation 
parameter results in an initial decrease of the 
chemical species. Far from the surface, the 
concentration of the chemical species increases with 
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Figure 6 Effect of buoyancy ratio: (a) Primary 
velocity for S=0.25; (b) Primary velocity for 
S=0.75; (c) Secondary velocity for S=0.25;  
(d) Secondary velocity for S=0.75;  
(e) Temperature; (f) Chemical species 
concentration; (g) Microorganisms 
concentration 
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Figure 7 Effect of Hall parameter: (a) Primary velocity for S=0.25; (b) Primary velocity for S=0.75; (c) Secondary 

velocity for S=0.25; (d) Secondary velocity for S=0.75  

 
increasing values of thermal radiation. REDDY   
et al [37] also reported similar results; however, no 
physical explanation was given about the 
phenomenon of primary velocity for S=0.25. We 
postulate that this phenomenon is associated with 
primary velocity, secondary velocity for S=0.25 in 
the primary velocity profile for the thermal 
radiation parameter. An increase in the primary 
velocity in the boundary layer results in the 
chemical species being carried outside the boundary 
layer and deposited outside the boundary layer 
leading to the observed phenomenon. The 
concentration of the microorganisms decreases with 
increasing values of thermal radiation parameter. 
    We analyze the influence of the bioconvective 
Rayleigh number Rb in Figure 9. The Rayleigh 
number is defined as a dimensionless number that is 
associated with buoyancy-driven flow. Below a 
certain critical value, heat transfer is primarily due 
to conduction and above that critical value it is due 

to convection. The primary velocity decreases with 
increasing values of Rayleigh number for all values 
of S. Temperature, concentration of chemical 
species and microorganisms increase with 
increasing value of Rayleigh number. Similar 
results were obtained in Ref. [19]. Secondary 
velocity on the other hand increases with increasing 
values of Rayleigh number and is positive for S<0.5. 
For values of S>0.5, the secondary velocity 
decreases for small values of Rayleigh number and 
the flow is negative. For large values of Rayleigh 
number, the flow becomes positive and increases 
with increasing values of Rayleigh number. 
    In Figure 10, we analyze the impact of 
Brownian motion parameter Nb and the 
thermophoretic parameter Nt on the concentration 
of chemical species. Brownian motion is the 
random ‘indeterminate’ movement of microscopic 
particles in a fluid due to bombardment by 
molecules of surrounding medium or fluid. Our  
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Figure 8 Effect of thermal radiation:  
(a) Primary velocity for S=0.25; (b) Primary 
velocity for S=0.75; (c) Secondary velocity 
for S=0.25; (d) Secondary velocity for 
S=0.75; (e) Temperature; (f) Chemical  
species concentration; (g) Microorganisms 
concentration 
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Figure 9 Effect of bioconvective Rayleigh number: (a) Primary velocity; (b) Secondary velocity for S=0.25;         

(c) Secondary velocity for S=0.75; (d) Temperature; (e) Chemical species concentration; (f) Microorganisms 

concentration 

 

 
Figure 10 Effect of Brownian motion parameter Nb (a) and thermophoretic parameter Nt (b) on chemical species 

concentration 
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results show that an increase in the Brownian 
motion parameter leads to a decrease in the 
chemical species concentration in the boundary 
layer. Similar results for the parameter are reported 
in Refs. [1, 38, 39]. This is attributed to the fact that 
increasing the Brownian motion parameter leads to 
more solute being ‘pushed’ out of the boundary 
layer which is relatively ‘thin’ compared to the rest 
of the fluid. Thermophoresis, sometimes known as 
thermo-migration or thermo-diffusion is a 
phenomenon where microscopic molecules in a 
fluid exhibit a response to a force that is due to a 
temperature gradient. The force acts in the direction 
of a hot region to a cold region. An increase in the 
thermophoresis parameter leads to an increase in 
the concentration of chemical species. The result is 
in agreement with result in Ref. [38] that the fast 
flow from the stretching sheet carries the 
nanoparticles leading to an increase in the mass 
volume fraction boundary layer thickness. Similar 
conclusions about the parameter were also made in 
Refs. [1, 40]. 
    In Figure 11, we review the effect of the 
Schmdit number Sc on chemical species 
concentration, bioconvection Schmdit number and 
bioconvection Peclet number on microorganisms. 
An increase in the Schmdit number leads to a 
decrease in the chemical species concentration in 
the boundary layer. Similar results were obtained in 
Ref. [41]. Similarly, an increase in the 
bioconvection Peclet number causes a decrease in 
the microorganism’s concentration in the boundary 
layer. An increase in the bioconvection Peclet 
number increases the microorganism’s 
concentration in the boundary layer. The 
bioconvection Peclet number is defined as the ratio 
of swimming microorganisms to the speed of the 
bulk fluid motion. The bioconvection Peclet 
number is less than unity if the fluid speed is faster 
than the microorganisms and greater than unity 
otherwise. It is equal to unity if the fluid speed 
equals the speed of microorganisms. Increase in the 
bioconvection Peclet number increases the motile 
microorganisms in the boundary layer [42, 43]. This 
is so because increasing the Peclet number 
increases the advective transport rate compared to 
the rate of diffusion. This attracts microorganisms 
near the boundary and as a result, the 
microorganisms flux increases. An increase in the  

 

 
Figure 11 Effect of Schmdit number on chemical species 

concentration (a), bioconvective Schmidt number (b) and 

bioconvective Peclet number (c) on microorganism’s 
concentration 

 
bioconvection Schmdit number leads to a decrease 
in the concentration of microorganisms in the 
boundary layer. A result similar to ones is reported 
in Ref. [43]. 
 
7 Conclusions 
 
    In this article we formulated and analyzed a 
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model for a three-dimensional viscous 
incompressible rotational flow of an electrically 
conducting fluid with oxytactic microorganisms. 
The velocity ratio parameter is identified as a key 
parameter in this study. It has the potential of 
changing the dynamics of the flow. For values of 
this parameter above or below a critical value of 0.5 
the flow reverses. In some cases, it alters the effect 
of other parameters, such as the Hartmann number 
on primary velocity. It is not clear at this point 
why/how these changes occur. Some of the key 
findings are: 
    The thermal radiation parameter increases the 
primary velocity while decreasing the secondary 
velocity for S<0.5. For S>0.5, there is a reverse 
effect for both the primary and secondary velocities. 

Increasing the velocity ratio increases the 
temperature, concentration of chemical species and 
microorganisms. 
    Increasing the bioconvection Peclet number 
increases the microorganism’s concentration in the 
boundary layer. 
    Increasing the Schmidt number and 
bioconvection Schmidt number leads to a decrease 
in the chemical species concentration and 
microorganisms, respectively. 
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中文导读 
 

二元谱拟线性化含嗜氧微生物旋转纳米流体的对流边界条件 
 
摘要：在本研究中，考虑了旋转的含有嗜氧微生物的黏性、不可压缩的导电纳米流体和漂浮在流体中

的绝缘板的三维流动动力学。研究考虑了三种情况：一种是流体拖动板，第二种是板拖动流体，第三

种是板以与流体相同的速度漂浮在流体上。浓度较高的嗜氧微生物因流体中氧梯度的作用而上浮到顶

部时会产生生物对流。速度比在这种流动的动力学中起关键作用。低于临界值或高于临界值时，改变

参数会改变流动的动力学。改变速度比使其低于或高于临界值会改变流体流动的动力学，Hartmann
数、浮力比和辐射参数对二次速度有反作用。另一方面，Hall 参数对低于或高于临界值的速度比的初

始速度有反作用。生物截面的 Rayleigh 数减慢了初始速度。当速度比低于 0.5 时，二次速度随着生物

截面 Rayleigh 数的增大而加快。当速度比高于 0.5 时，对于较小的生物截面 Rayleigh 数，二次速度起

反作用，但随着数值的增加，对流动的作用发生被逆转，起正作用。 
 
关键词：生物对流；嗜氧微生物；速度比；旋转纳米流体；二元光谱拟线性化 
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Summary

In this Chapter, the rotational nanofluid with oxytactic microorganisms and an insulated plate was

studied. The bivariate spectral quasilinearisation method was used to solve the resulting system.

Varying the velocity of the plate resulted in changes in the flow properties. The secondary velocity

changes direction for values above and below a critical value. The Hartmann number and Hall

parameter were shown to increase the primary velocity for values of S less than 0.5 and decrease

it for S greater than 0.5. Increasing the Rayleigh bioconvective number resulted in some marked

changes in all fluid properties. The result suggests the enhancement of convective transfer rates

due to microorganisms.



Chapter 6

Numerical studies on temperature-dependent

viscosity and thermal conductivity on couple

stress fluid

In Chapters 2 to 5 we formulated and analysed models for different non-Newtonian fluid flows

under the assumption of constant viscosity and thermal conductivity. In this Chapter, they consid-

ered, the flow of industrial fluids in processes that involve heat generation or operate at very high

temperatures. In industrial processes such as glass blowing, geothermal systems, crude and oil ex-

traction the machinery operate at high temperature or produce heat at very high temperature [104].

Extremely high temperatures at a local point in sliding metals have been reported in the literature

[105]. The viscosity and thermal conductivity of fluids encountered in such engineering settings

are affected by high temperatures. A simpler model for the variation of thermal conductivity in

couple stress fluid is proposed and analysed.

Contradicting models for variation of thermal conductivity with temperature in fluids are found in

the literature. Studies by Devi and Prakash, El-Aziz and Keimanesh [106–108] model the variation

of thermal conductivity as a linearly increasing function of temperature. On the other hand studies

by Sundar et al, Duangthongsuk and Wongwises, and Hazarika [109–111] model the relationship

as a nonlinear decreasing function of temperature. Bird et al [3] and Polezhaev [112] reported that

thermal conductivity decreases with increasing temperature, a consequence of Bridgman’s theory.

In this chapter, a simpler model that decreases with increasing temperature was developed.
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Abstract

In this paper, we studied the two-dimensional flow of a steady couple stress fluid with variable

viscosity and thermal conductivity. The effect of the three key parameters, temperature

dependent viscosity, thermal conductivity and couple stress parameter are analyzed. We

adopted simpler parameters for measuring temperature dependent viscosity and thermal

conductivity. Increasing the temperature dependent parameter for viscosity is shown to

reduce both the heat and mass transfer rates at the surface. Increasing thermal conductivity

and the couple stress parameter increased both the heat and mass transfer rates on the

boundary surface.

Keywords: Couple stress fluid; variable viscosity; variable thermal conductivity;

temperature dependent parameter.

1. Introduction

The study of non-Newtonian fluid is still a growing area of research in engineering. This

is because these fluids are encountered in everyday engineering applications such as coal-

oil slurries, metal spinning, metal extrusion, continuous casting, glass blowing, extrusion of

polymer sheet from die, solidification of liquid crystals (Hayat et al., 2015; Dhlamini et al.,
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2018b; Monica et al., 2016; Panigrahi et al., 2015; Khan and Yousafzai, 2014). Couple stress

fluids contain base oils (90%) and additives (10%). Some additives that are commonly used

include nanoparticles, viscosity index improvers, anti-wear, corrosion inhibitors and friction

modifiers (Singh, 1982; Rao et al., 2013). The concept of a couple stress fluid was introduced

by Stokes (1966). Most lubricants used in industrial machinery with moving parts contain

additives additives that, inter alia, reduce friction and corrosion, aging, contamination and

increase fluid viscosity (Bou-Said et al., 2012). The presence of additives lead to changes in

the rheological properties of the fluid and for this reason, most lubricants are modeled as

couple stress fluids. The couple stress fluid model has also been used to model biological

fluids such as blood (Misra et al., 2018; Sahu et al., 2010; Srinivasacharya and Rao, 2016;

Sithole et al., 2018) and synovial fluids (Lai et al., 1978; Horibata et al., 2017; Sithole et al.,

2018). A number of studies have reported positive results for industrial use of couple stress

fluids/lubricants. The benefits reported include an increase in the load-carrying capacity

of bearings, decrease in friction, lowering temperature, increase in fluid film stiffness and

an increase in the dynamic performance of journal bearing systems when a couple stress

lubricants is used compared to Newtonian lubricants (Lin and Lu, 2004; Sinha et al., 1981;

Wang et al., 2002; Lin, 2001; Ram, 2017).

Often times when researchers model fluid flow in industrial set-ups they assume that viscosity

and thermal conductivity is constant. This assumption is not always true (Cengel and Cimbala,

2004). The fluid and flow properties are significantly affected by temperature fluctua-

tions and in some cases the effect is so significant that it cannot be ignored. The effect

of temperature dependent of thermal conductivity is encountered in thermal transportation

(Choudhury and Hazarika, 2008). An increase in fluid temperature is associated with a local

increase in the momentum transport due to reduction in the viscosity across the momentum

boundary layer which also affects heat transfer rate at the wall (Choudhury and Hazarika,

2013). Lai and Kulacki (1990) were the first to introduce a model for variable viscosity, how-

ever they did not assume variable thermal conductivity. In this paper we adopt the model by

Khound and Hazaika (2000) that preserves the positivity of thermal conductivity in contrast

2
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to the model by Hayat et al. (2016b); Manjunatha and Gireesha (2016); Animasaun (2015);

Pal and Mondal (2014). Fluids that have viscosity that is a function of temperature are

found in polymer processing industries, food processing, bio-chemical industries and in the

enhanced recovery of petroleum resources (Kannan and Moorthy, 2016).

In this paper we model the flow of a couple stress fluid with variable viscosity and ther-

mal conductivity. We introduce a new simpler formulation for the temperature dependent

parameters. Also, we are cognisant of the fact that some non-dimensionless parameter are

not constant in the boundary layer, an assumption that is ignored by many researchers

(Choudhury and Hazarika, 2013; Khan et al., 2011; Hayat et al., 2014, 2016a).

2. Mathematical Model

We consider the two dimensional flow of a couple stress fluid over a surface that moves at

constant speed Uw and velocity components u and v in the x and y directions respectively.

The temperature and concentration on the solid surface are assumed to be constant and

given by T = Tw and C = Cw respectively. The free stream conditions are given by u = 0,

T = T∞ and C = C∞. The physical set-up for the flow is given in Figure 1 below

g

v

u

T
�

C
�

T
w

C
w

T C

y

x

BO

u = UW

Figure 1: Coordinate system for the flow
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The set of equations that describe the flow and the associated boundary conditions are given

in Equations (1) - (4) and (5) respectively

∂u

∂x
+
∂v

∂y
= 0 (1)

ρ

(
u
∂u

∂x
+ v

∂u

∂y

)
=

∂

∂y

(
µ
∂u

∂y

)
+ ρg [βT (T − T∞) + βC (C − C∞)]−

ξ1
∂4u

∂y4
− σB2

0u, (2)

ρCp

(
u
∂T

∂x
+ v

∂T

∂y

)
=

∂

∂y

(
κ
∂T

∂y

)
+ τρCp

[
DB

∂C

∂y

∂T

∂y
+
DT

T∞

(
∂T

∂y

)2
]
+

µ

(
∂u

∂y

)2

, (3)

u
∂C

∂x
+ v

∂C

∂y
= DB

∂2C

∂y2
+
DT

T∞

∂2T

∂y2
. (4)

The boundary conditions for the system given by equations (2) - (4) are given as

u = Uw, v = 0,
∂2u

∂y2
= 0, T = Tw, DB

∂C

∂y
+
DT

T∞

∂T

∂y
= 0, at y = 0,

u→ 0,
∂u

∂y
= 0, T → T∞, C → C∞, as y → ∞. (5)

ρ is the density of the fluid, µ is the viscosity, g is the gravitational acceleration, βT and

βC are the thermal and solute coefficients of expansion, ξ1 is the couple stress parameter,

σ is the conductivity of the fluid, B0 is the applied magnetic field, Cp is the specific heat

capacity of the fluid, κ is the thermal conductivity, τ is the ratio between effective heat

capacity of nanoparticles and the base fluid, DB and DT are the mass and thermophoretic

diffusion coefficients.

The following variables are introduced to transform the system of equations by (2) - (4).

η = y

√
Uw

νx
, ψ =

√
Uwνxf(η), θ(η) =

T − T∞
Tw − T∞

, ϕ(η) =
C − C∞

Cw − C∞
. (6)

4
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The velocity components are u = ∂ψ/∂y and v = −∂ψ/∂x are given as

u = Uwf
′, v =

1

2

√
Uwν

x
(ηf ′ − f). (7)

The viscosity µ and thermal conductivity κ depend on the temperature. In general, both

the fluid viscosity and thermal conductivity decrease with increasing temperatures due to a

decreases in attraction forces at the molecular level (Bird et al., 2001; Polezhaev, 2011). We

model both the viscosity and thermal conductivity as decreasing functions given as

µ(T ) =
µ∞

1 + ϵ1(T − T∞)
, κ(T ) =

κ∞
1 + ϵ2(T − T∞)

. (8)

Using equations (6) and (7) in equations (2) - (4) and the boundary conditions (5), the

system is transformed into a fifth order ordinary boundary value problem,

Ca2f v − 1

1 + Ω1θ
f ′′′ +

Ω1

(1 + Ω1θ)2
f ′′θ′ − 1

2
ff ′′ +Mf ′ − λT θ − λCϕ = 0, (9)

1

1 + Ω2θ
θ′′ − Ω2

(1 + Ω2θ)2
θ′

2

+ Pr∞

[
1 + Ω2θ

1 + Ω1θ

] [
1

2
fθ′ + Ecf ′′2

]
+

Nb∞ (1 + Ω2θ) θ
′ϕ′ +Nt∞ (1 + Ω2θ) θ

′2 = 0, (10)

ϕ′′ +
1

2

Sc∞
(1 + Ω1θ)

fϕ′ +
Nt

Nb
θ′′ = 0. (11)

The associated boundary conditions in (8) are transformed to

f(0) = 0, f ′(0) = 1, f ′′′(0) = 0, θ(0) = 1, Nbϕ′(0) +Ntθ′(0) = 0,

f ′(∞) → 0, f ′′(∞) → 0, θ(∞) → 0, ϕ(∞) → 0. (12)

The parameters in the ordinary differential equation and associated boundary conditions are

defined as

5
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Ω1 = ϵ1(Tw − T∞), Re =
Uwx

ν∞
, GT =

βT (Tw − T∞)x3

ν2∞
, GC =

βC(Cw − C∞)x3

ν2∞
,

λT =
GT

Re2
, λC =

GC

Re2
, Ca =

1

x

√
ξ1
µ
, M =

σB2
0x

ρUw

, Ω2 = ϵ2(Tw − T∞),

P r∞ =
ν∞
α∞

, Ec =
U2
w

Cp(Tw − T∞)
, Nb∞ =

τDB(Cw − C∞)

α∞
,

Nt∞ =
τDT (Tw − T∞)

α∞T∞
, Sc∞ =

ν∞
DB

. (13)

The prime denotes differentiation with respect to η, Ω1 is the temperature dependent pa-

rameter for viscosity, Re is the Reynolds number, GT and GC are the thermal and solutal

Grashof number, Ca is the couple stress parameter, λT is the mixed convective parameter,

λC is the solute buoyancy parameter, Ω2 is the temperature dependent parameter for ther-

mal conductivity, Pr∞ is the ambient Prandtl number, Ec is the Eckert number, Nb∞ is the

ambient Brownian motion parameter, Nt∞ is the ambient thermophoresis parameter and

Sc∞ is the ambient Schmdit number.

3. Momentum, heat and mass transfer coefficients

We evaluate the parameters of interest in the model, namely the local skin friction coefficient

(Cf ), Nusselt number (Nu) and the Sherwood number. The local skin friction coefficient

measures the shear stress on the surface. The Nusselt number is defined as the ratio of

convective heat transfer to conduction across a boundary. The Sherwood number on the

other hand is the ratio of convective mass transfer to the diffusive mass transfer. These are

given as

Cf =
τw

1
2
ρU2

w

= 2Re−
1
2

(
f ′′(0)− Ca2f ′′′′(0)

)
, (14)

Nu =
xqw

κ(Tw − T∞)
= −Re

1
2 θ′(0), (15)

Sh =
xqm

DB(Cw − C∞)
= −Re

1
2ϕ′(0), (16)
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where

τw = µ

(
∂u

∂y

)
− η1

ρ

(
∂3u

∂y3

)∣∣∣∣
y=0

, qw = −κ
(
∂T

∂y

)∣∣∣∣
y=0

, qm = −DB

(
∂C

∂y

)∣∣∣∣
y=0

.

(17)

4. Numerical solution using the Spectral Quasi-Linearization Method

The nonlinear boundary value problem in equations (9) - (11) with associated boundary

conditions (12) are solved numerically using the spectral quasilinearization method (SQLM).

The choice to to use a spectral-based method is that they have been shown to produce

accurate results using less grid points and hence less computational time (Motsa et al., 2016,

2014). The interval given by η = [0, Lx] is transformed to the regions x = [−1, 1] using the

linear transformations η = Lx(x + 1)/2. For the implementation of the scheme we start by

defining the functions F , Θ and Φ for the equations (9), (10) and (11) respectively as

F = Ca2f v − 1

1 + Ω1θ
f ′′′ +

Ω1

(1 + Ω1θ)2
f ′′θ′ − 1

2
ff ′′ +Mf ′ − λT θ − λCϕ, (18)

Θ =
1

1 + Ω2θ
θ′′ − Ω2

(1 + Ω2θ)2
θ′

2

+ Pr∞

[
1 + Ω2θ

1 + Ω1θ

] [
1

2
fθ′ + Ecf ′′2

]
+

Nb∞ (1 + Ω2θ) θ
′ϕ′ +Nt∞ (1 + Ω2θ) θ

′2 , (19)

Φ = ϕ′′ +
1

2

Sc∞
(1 + Ω1θ)

fϕ′ +
Nt

Nb
θ′′. (20)

The iterative process is constructed as follows

a0rf
v
r+1 + a1rf

′′′
r+1 + a2rf

′′
r+1 + a3rf

′
r+1 + a4rfr+1 +

a5rθ
′
r+1 + a6rθr+1 + a7rϕr+1 − F = Rf , (21)

b0rθ
′′
r+1 + b1rθ

′
r+1 + b2rθr+1 + b3rf

′′
r+1 + b4rfr+1 + b5rϕ

′
r+1 −Θ = Rθ, (22)

c0rϕ
′′
r+1 + c1rϕ

′
r+1 + c2rfr+1 + c3rθ

′′
r+1 + c4rθr+1 − Φ = Rϕ. (23)
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Subject to the boundary conditions

fr+1(0) = f ′
r+1(0) = 0, θr+1(0) = 1, Nbϕ′

r+1(0) +Ntθ′r+1(0) = 0,

f ′
r+1(∞) → 1, θr+1(∞) → 0, ϕr+1(∞) → 0. (24)

The coefficients in equations (21) - (23) are given as

a0r = Ca2, a1r = − 1

1 + Ω1θr
, a2r =

Ω1

(1 + Ω1θr)2
θ′r −

1

2
fr, a3r =M, a4r = −1

2
f ′′
r ,

a5r =
Ω1

(1 + Ω1θr)2
f ′′, a6r =

Ω1

(1 + Ω1θr)2
f ′′′
r − 2Ω2

1

(1 + Ω1θr)3
f ′′
r θ

′
r − λT , a7r = −λC ,

b0r =
1

1 + Ω2θr
, b1r =

2Ω2

(1 + Ω2θr)2
θ′r +

1

2
Pr∞

(
1 + Ω2θr
1 + Ω1θr

)
fr +Nb∞ϕ

′
r (1 + Ω2θr) + 2Ntθ′r (1 + Ω2θr) ,

b2r = − Ω2

(1 + Ω2θr)2
θ′′r +

2Ω2
2

(1 + Ω2θr)3
θ′

2

r +Nb∞Ω2θ
′
rϕ

′
r +

Nt∞Ω2θ
′2
r +

Pr∞ (Ω2 − Ω1)

(1 + Ω1θr)
2

[
1

2
frθ

′ + Ecf ′′2
]
, b3r = 2Pr∞Ecf

′′
r

[
1 + Ω2θr
1 + Ω1θr

]
,

b4r =
1

2
Pr∞θ

′
r

[
1 + Ω2θr
1 + Ω1θ1

]
, b5r = Nb∞θ

′
r (1 + Ω2θr) , c0r = 1, c1r =

1

2

Sc∞
(1 + Ω1θr)

fr,

c2r =
1

2

Sc∞
(1 + Ω1θr)

ϕ′
r, c3r =

Nt

Nb
, c4r = −1

2

Ω1Sc∞

(1 + Ω1)
2frϕ

′
r. (25)

The initial guess functions are given as

f0(η) =
1

2

[
3− 3e−η − ηe−η

]
, θ0(η) =

Bi

1 +Bi
e−η, ϕ0(η) = −Nt

Nb

Bi

1 +Bi
e−η. (26)

5. Results and Discussion

We solved the fifth order boundary value problem numerically using the spectral-quasilinearization

method. To check for the accuracy of the numerical scheme the residual errors are computed

and analyzed. The residual errors are given in Figure 2.
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Figure 2: Residual errors

Table 1 shows the variation of the Nusselt and Sherwood number with the temperature

dependent parameters Ω1 and Ω2 and the couple stress parameter Ca. Ω2 and Ca increase

both the Nusselt and Sherwood numbers while Ω1 has an opposite effect on both. Increasing

Ω1 decreases velocity leading to the formation of an insulating ‘blanket’ thereby lowering

the heat transfer rate. Increasing Ca increases the velocity leading to destruction of any

insulating ‘blanket’ thereby increasing heat transfer rate. Increasing Ω2 leads to reduction

of thermal conductivity. A reduction in thermal conductivity leads to an increase in the

Nusselt number hence increasing heat transfer rate at the surface.

9
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Table 1: Variation of Nusselt number and Sherwwod number for M = 0.3, λT = 0.5, λC = 0.5, Pr = 8, Ec

= 0.3, Nb = 0.3, Nt = 0.2, Sc = 10

Ω1 Ω2 Ca -θ(0) -ϕ(0)

0 0.2 0.5 1.140843 -0.340881

0.5 1.007528 -0.269538

1.0 0.921115 -0.226829

1.5 0.859877 -0.198561

2.0 0.813770 -0.178560

0.2 0 0.958828 -0.248035

0.5 1.237629 -0.386604

1.0 1.449109 -0.494242

1.5 1.605156 -0.573162

2.0 1.713117 -0.625464

0.2 0 0.958829 -0.248035

0.5 1.237627 -0.386604

1.0 1.449110 -0.494241

1.5 1.605156 -0.573162

2.0 1.713117 -0.625464

The impact of certain critical parameter on the fluid and flow properties are presented

graphically and explained. In Figure 3 we present the impact of the temperature dependent

parameter for viscosity Ω1. An increase in the parameter is associated with a decrease in

the velocity profile and an increase in the temperature profile. The concentration profile

decrease for increasing values of the parameter near the plate and increase far from it. Our

results are in agreement with results by Hazarika and Jadav (2014).
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Figure 3: Effect of temperature dependent parameter for viscosity Ω1 on velocity, temperature and concen-

tration profiles

Figure 4 depicts the influence of the temperature dependent parameter for thermal conductiv-

ity Ω2 on temperature and concentration. An increase in Ω2 is associated with a decrease in

the thermal boundary layer a result consistent with conclusion by Choudhury and Hazarika

(2008) and an increase in the concentration profile. Our results on temperature profile are

not in agreement with results by Elbarbary and Elgazery (2004); Hassanien et al. (2003) and

also not consistent with results by Hassanien et al. (2003) for the concentration profile. This

may be due to the different choices of models for variation of thermal conductivity with

temperature.
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Figure 4: Effect of the temperature dependent parameter for thermal conductivity Ω2 on temperature and

concentration profiles
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We show the effect of couple stress parameter in Figure 5. We note that velocity and

temperature decrease with an increase in the couple stress parameter a results consis-

tent with results by Kaladhar (2015); Sithole et al. (2018); Srinivasacharya and Kaladhar

(2012). Concentration on the other hand increases near the boundary surface with increas-

ing values of the couple stress parameter and this result is in agreement with results by

Srinivasacharya and Kaladhar (2012).
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Figure 5: Effect of the couple stress parameter Ca on velocity, temperature and concentration profiles

The influence of other parameters (magnetic field M, Eckert number Ec, Prandtl number Pr,

thermophoresis parameter Nt, Brownian motion Nb, mixed convective parameter λT , solutal

buoyancy parameter λC , and Schmidt number Sc) are consistent with results in literature,

e.g see Goqo et al. (2018); Dhlamini et al. (2018a,b); Hazarika and Jadav (2014)

6. Conclusion

In this research article we formulated and analyzed a model of flow of a couple stress fluid

with temperature dependent variable viscosity and thermal conductivity. The temperature

dependent parameters and the couple stress parameters were shown to have an effect on the

fluid and flow properties of the couple fluid. Some of the notable effects are:

• Velocity and concentration boundary layers decrease while temperature boundary layer

increase for increasing Ω1.
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• Temperature decrease for increasing Ω2 while the concentration was shown to increase

for this parameter.

• Increasing the couple stress Ca parameter increases velocity and concentration bound-

ary layers while decreasing the temperature boundary layer.
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Summary

In this chapter, viscosity and thermal conductivity were not taken as constant in the boundary layer

as assumed in chapters 2 to 5. The two properties were assumed to be temperature dependent.

A new simpler model for temperature-dependent thermal conductivity that correctly models the

variation of thermal conductivity as a function of temperature was formulated. Results for the

temperature-dependent thermal conductivity model were found to be consistent with results found

in the literature that used a decreasing function and were different from those that used a linearly

increasing function.
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Chapter 7

Conclusion

In this thesis, we set out to study the convective flow of nanofluids with convective boundary condi-

tions. The nonlinear partial differential equations were transformed to boundary value problems via

similarity transformations. The spectral quasilinearisation and the bivariate spectral quasilinearisa-

tion methods were used to solve the boundary value problems numerically. The spectral methods

were shown to be accurate, stable and had fast convergence rates. The successful modeling of

the notorious convection-diffusion term was demonstrated. Modeling of the convection-diffusion

models has been a challenge in computational fluid dynamics [113]. We were able to numerically

solve the convection-reaction models using spectral quasilinearisation methods without having to

introduce some additional terms as suggested by Wang and Hutter [113]. There were no numerical

instabilities observed when using spectral methods. They also showed that convective transport

was enhanced by the use of nanofluids and motile microorganisms as evidenced by the thickening

of both the momentum and thermal boundary layers.

Further, the flow of a nanofluid with an applied transverse magnetic field, particle Brownian motion

and thermophoresis was considered. It was observed that increasing the magnetic field parameter

leads to a decrease in fluid velocity. This is attributed to the Lorentz force generated that acts in

the opposite direction of flow [114, 115]. An increase in the magnetic field parameter was shown

to increase temperature and concentration in Chapter 2. The results are consistent with findings

by Noghrehabadi et al [115]. Increasing the Brownian motion parameter was shown to lead to a

decrease in the solute boundary layer. An increase in the Brownian motion parameter boosts the

movement of particles. This causes the warming of the boundary layer which effectively causes
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the nanoparticle to move away from the surfaces inside the inactive fluid. This increases the depo-

sition of the solute particles away from the surface, leading to the reduction of the concentration

[116]. These results are in agreement with the findings by Makinde and Animasaun [117] and

Malvandia and Ganji [118]. Thermophoresis, on the other hand, which is a force exerted on the

solute particle due to a temperature acts to oppose the Brownian motion [118]. Increasing the

thermophoretic parameter increases the solute boundary layer and our results are consistent with

the results by Makinde and Animasaun [117],Malvandi and Ganji, [118] and Sheikholeslami et al

[119]. The buoyancy parameters were also shown to increase velocity while causing a decrease in

temperature and concentration. The results are in agreement with the results by Hayat et al [120].

In Chapter 2, we studied Powell-Eyring MHD Flow over a nonlinear stretching surface and the

other parameter of interest was the thinning parameter. It was shown that increasing the thinning

parameter increased the velocity of the fluid as well as the thermal boundary layer. Jalil et al [92]

drew a similar conclusion on this parameter.

In Chapters 3 and 4, the impact of activation energy and binary chemical reaction effects in mixed

convective nanofluid flow with convective boundary conditions and activation energy and entropy

generation in viscous nanofluid with higher-order chemically reacting species was studied. The

unsteady parameter decreased velocity, temperature and concentration profiles. Activation energy

increased concentration while the chemical reaction constant decreased it. Similar results were ob-

tained by Maleque [121, 122]. Increasing the Biot number was shown to increase the temperature

and concentration profiles. Higher-order chemical reactions increase the solute boundary layer,

a result that is consistent with results by Palani et al [123]. Heat generation is the only process

that was shown to increase the Bejan number. This suggests that heat transfer irreversibility was

dominant. All other processes/parameters lead to a decrease in the Bejan number suggesting that

heat transfer irreversibility was dominated by other processes.

In Chapter 5, the impact of oxytactic microorganisms in a rotational nanofluid with convective

boundary conditions was studied. The velocity ratio parameter plays a pivotal role in the dynamics

and direction of the flow. The bioconvection Peclet number is shown to increase the concentration

of microorganisms in the boundary layer.
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In Chapter 6, a system that describes the flow of couple stress fluids assuming that viscosity and

thermal conductivity are not constant but rather they depend on temperature was formulated. The

simpler model for the variation of thermal conductivity produced results that were consistent with

findings in literature [124, 125]. In this study, we set to assess the impact of certain key parameters

on the flow dynamics of nanofluids. The following conclusions were made: (1) Order of chemical

reaction increases the fluid velocity and concentration of chemical species while decreasing the

temperature. (2) Above or below a critical value the velocity parameter alters the flow dynamics.

(3) Having the plate move in the opposite direction as the fluid does not change the dynamics of

the flow, changes occur at the critical value. (4) The new model for the variation of thermal con-

ductivity with temperature is consistent with models in the literature.

7.1 Recommendations for future work

Further, some new results were obtained through the theoretical study of nanofluid flow with con-

vective boundary conditions. The validity of these results requires, in some instances, experimental

results to confirm. Moving forward we propose to investigate, inter alia, modeling the flow of a

nanofluid with variable viscosity and thermal conductivity due to nanoparticle volume fraction and

develop models that incorporate conjugate heat transfer analysis for the nanofluid flow with con-

vective boundary conditions.

Several studies have reported a change in the viscosity of fluid due to nanoparticle addition [126–

130]. Most mathematical simulation models haven’t incorporated this phenomenon. Hence it is

prudent to interrogate the impact that this has on the flow properties of nanofluids.

The conjugate heat transfer analysis predicts heat transfer by solving all relevant solid and fluid

field heat transfer processes simultaneously instead of solving it as a separate coefficient [131, 132].

Conjugate heat transfer is suitable for a problem where two different materials or where heat is

modeled by different equations in different sub-domains [131]. This is the set-up encountered in

most convective heat transfer problems where heat transfer within the solid is modeled by elliptical

Laplace’s equation or parabolic differential equation, while heat transfer in the fluid is modeled by
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the elliptical Navier-Stokes equations. Conjugate heat transfer analysis is beneficial for those ap-

plications where heat transfer is non-uniform or difficult to calculate empirically. Using conjugate

heat transfer analysis will result in more realistic results than those that we used in this study where

heat transfer coefficients were used. The main setback in using the heat transfer coefficient is that

the value is determined experimentally. The actual wall temperature distribution is often neglected

resulting in calculations that are not very accurate [131, 133].
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