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Abstract

In this thesis, we study multivalued monotone operators in Hadamard spaces and intro-
duce a new mapping given by a finite family of these operators. We propose a modified
Halpern-type algorithm for this mapping and prove that the algorithm converges strongly
to a common solution of a finite family of monotone inclusion problems and fixed point
problem for a nonexpansive mapping in Hadamard spaces. Furthermore, we study some
viscosity approximation techniques for approximating a common solution of a finite family
of monotone inclusion problems and fixed point problem for nonexpansive mapping, which
is also a unique solution of some variational inequality problems in Hadamard spaces. More
so, we propose and study some viscosity-type proximal point algorithms for approximating
a common solution of minimization problem and fixed point problem for nonexpansive mul-
tivalued mappings, which is also a unique solution of some variational inequality problems
in Hadamard spaces. We then progress to propose some iterative algorithms for approxi-
mating a common solution of a finite family of minimization, monotone inclusion and fixed
point problems for demicontractive-type mappings in Hadamard spaces. In addition, we
study equilibrium problems in Hadamard spaces and propose some viscosity-type proxi-
mal point algorithms, comprising of a nonexpansive mapping and resolvents of monotone
bifunctions. We then prove that the proposed algorithms converge strongly to a common
solution of a finite family of equilibrium problems in Hadamard spaces. To generalize
the study of equilibrium problems in Hadamard spaces, we introduce a new optimization
problem in Hadamard spaces, called the mixed equilibrium problem, and establish the
existence of solutions for this problem in Hadamard spaces. We then analyze the asymp-
totic behavior of the sequence generated by a certain proximal point algorithm for this
new optimization problem in Hadamard spaces. We also introduce and study a new class
of mappings called the generalized strictly pseudononspreading mappings in Hadamard
spaces. We then propose a Mann and Ishikawa-type algorithms for this class of mappings
and prove that both algorithms converge strongly to a fixed point of the generalized strictly
pseudononspreading mapping. More so, we propose an S-type iteration and a viscosity-
type iteration for approximating a fixed point of this mapping, which is also a solution of
minimization and monotone inclusion problems in Hadamard spaces. To further generalize
the study of optimization and fixed point problems, we study the concept of minimization
and fixed point problems for nonexpansive mappings in geodesic metric spaces more gen-
eral than Hadamard spaces, namely, the p-uniformly convex metric spaces. We introduce
the concept of split minimization problems in p-uniformly convex metric spaces and study
both Mann and Halpern proximal point algorithms for solving these problems in these
spaces. Furthermore, we introduce the classes of asymptotically demicontractive multival-
ued mappings in Hadamard space, strict asymptotically pseudocontractive-type mappings
in p-uniformly convex metric space and generalized strictly pseudononspreading mappings
in p-uniformly convex metric spaces. Moreover, we propose several iterative algorithms for
approximating a common fixed point of finite family of these mappings. As application
of the above study, we solve variational inequality problems and convex feasibility prob-
lems in Hadamard spaces. More so, we give several nontrival numerical examples of our
results. Using these examples, we carry out various numerical experiments of these results
in comparison with other important existing results in the literature. The results of the
numerical experiments show that our theoretical results have competitive advantages over

v



existing results in the literature. In some cases, we see that these numerical results are not
applicable in Hilbert and Banach spaces. This means that, established results concerning
optimization and fixed point problems in these spaces (Hilbert and Banach) cannot be
applied to such examples. Finally, some open problems regarding our results are identified
and discussed, which offer many opportunities for future research.
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Chapter 1

General Introduction

1.1 Background of study

Optimization problems which includes minimization problems, variational inequality prob-
lems, equilibrium problems, monotone inclusion problems, among others, are known to be
very useful in diverse fields such as ecology, physics, economics, computer science and engi-
neering, since many problems arising from these fields can be modeled as an optimization
problem. Thus, various methods for solving optimization problems have been developed
and studied by numerous authors. Among these methods are the fixed point methods,
proximal-like methods, auxiliary principles, decomposition methods, extra-gradient meth-
ods and normal map equations (for example, see [5, 7, 91, 113, 117, 118, 192]). In recent
years, optimization problems have been extensively studied in both Hilbert and Banach
spaces by using the methods mentioned above. One of the most successful and effective
methods for solving optimization problems is the fixed point method. As a result of this,
a lot of research efforts have been devoted in developing different techniques for finding
solutions of optimization problems using the fixed point methods.

Let X be a metric space, a point x ∈ X is called a fixed point of a nonlinear mapping
T : X → X if Tx = x. In general, finding a solution of an optimization problem is equiv-
alent to finding a fixed point for a suitable nonlinear mapping. For instance, a solution
of a minimization problem is a fixed point of the resolvent of the convex function asso-
ciated with the minimization problem. Also, a solution of a monotone inclusion problem
is a fixed point of the resolvent of the monotone operator associated with the monotone
inclusion problem. Thus, the fixed point method for solving optimization problems is con-
cerned with developing different iterative algorithms for finding fixed points of resolvent of
mappings associated with these problems. Therefore, fixed point theory is of paramount
importance in the study of optimization problems. It can also be said that fixed point
theory is one of the most flourishing areas of research in nonlinear analysis that has en-
joyed rapid development over the years, and has continued to attract the interest of many
researchers due to its extensive applications in diverse mathematical problems such as
inverse problems, signal processing, game theory, fuzzy theory, optimal control problems
and many others (see [11, 12, 14, 17, 51, 59, 125, 127, 138, 166, 177, 169, 156, 191] and

1



the references therein). Thus, the theory of fixed point can be considered as the kernel of
modern nonlinear and convex analysis.

It is well known that the pivot of the metric fixed point theory is the Banach contraction
mapping principle, which states that; a contraction mapping T defined on a complete
metric space X always has a unique fixed point, and for any starting point x1 ∈ X, the
sequence defined by the Picard iteration process xn+1 = Txn, n ≥ 1, converges strongly
to that fixed point. This principle was stated by Banach [21] in 1922. It is the most
widely applied fixed point theorem in nonlinear analysis, since the contraction condition
on the mapping T is easy to check and only the structure of a complete metric space
is required. However, for classes of mappings more general than the class of contraction
mappings, one may not be able to apply the Banach contraction mapping principle. For
instance, there are several examples in the literature (see [49, 86, 107]) which show that
for a nonexpansive mapping, its Picard iteration process may not converge to its fixed
point, even when the fixed point exists. As a result of this, considerable efforts have been
made to approximate fixed points of not only nonexpansive mappings, but more general
mappings, by developing different iteration methods. For example, the Mann iteration
process introduced by Mann [124], is defined in a real Hilbert space H as follows:{

x1 ∈ H,
xn+1 = (1− αn)xn + αnTxn, ∀n ≥ 1,

(1.1.1)

where {αn} is a sequence in [0, 1]. It is well known that, if the Mann iterative process
converges, then it will converge to a fixed point of a continuous mapping T . However, if
T is not continuous, then the Mann iteration process may fail to converge to a fixed point
of T even when it converges (see for example, [49, 81, 86, 107]). In 1974, Ishikawa [87]
introduced the following generalization of the Mann iteration process, called the Ishikawa
iteration process for approximating fixed points of pseudocontractive mappings in Hilbert
spaces. 

x1 ∈ H,
xn+1 = (1− αn)xn + αnTyn,

yn = (1− βn)xn + βnTxn, ∀n ≥ 1,

(1.1.2)

where {αn} and {βn} are sequences in [0, 1].

Recently, Agarwal et al. [2] introduced and studied the following S-iteration process:
x1 ∈ H,
xn+1 = (1− αn)Txn + αnTyn

yn = (1− βn)xn + βnTxn ∀n ≥ 1,

(1.1.3)

where {αn} and {βn} are sequences in (0, 1). It was observed in [2] that iteration process
(1.1.3) is independent of (1.1.1) and (1.1.2), and has better convergence rate than (1.1.1)
and (1.1.2).
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In general, the Picard, Mann, Ishikawa and S-iteration processes only converge weakly.
However, in infinite dimensional spaces, strong convergence are more desirable and inter-
esting than weak convergence. For this reason (among others), Halpern [81] introduced
the following Halpern iterative process which converges strongly to a fixed point of a
nonexpansive mapping in real Hilbert spaces.{

u, x1 ∈ H,
xn+1 = αnu+ (1− αn)Txn,

(1.1.4)

where {αn} is a sequence in [0, 1]. An important generalization of the Halpern iteration
process is the viscosity iteration process proposed in real Hilbert spaces by XU [190], as
follows: {

x1 ∈ H,
xn+1 = αnf(xn) + (1− αn)Txn,

(1.1.5)

where {αn} is a sequence in [0, 1] and f is a contractive mapping on X. One important
advantage of Algorithm (1.1.5) over the Halpern iteration process (1.1.4) is that it also
converges strongly to a unique solution of some variational inequalities associated with
the contractive mapping f . Furthermore, the viscosity iteration process is shown to have
higher rate of convergence than the Halpern iteration process (see [138, 171]).

For so many years, many researchers have studied the above iteration processes and their
modifications to approximate fixed points of nonexpansive mappings and wider classes
of mappings in Hilbert and Banach spaces (see, for example [38, 49, 90, 106, 125, 127,
166, 191, 177, 169, 156] and the references therein). These iterative methods and their
modifications have been extensively studied in Hilbert and Banach spaces to approximate
solutions of optimization problems since in most cases, finding exact solutions of opti-
mization problems is generally very difficult. The study has recently been generalized
from these linear spaces (Hilbert and Banach spaces) to nonlinear spaces, precisely, the
differentiable manifolds, Hadamard spaces and p-uniformly convex metric spaces. Inter-
estingly, these studies already have more applications in nonlinear spaces than in linear
spaces. For instance, many non-convex problems in the linear settings can be viewed as
convex problems in the nonlinear spaces (see Example 4.3.9). Also, the minimizers of
energy functional (an example of a convex and lower semicontinuous functional on an
Hadamard space) are very useful in geometry and analysis. Furthermore, the study of
minimization problems in Hadamard spaces have proved to be very useful in computing
medians and means of trees, which are very important in computational phylogenetics,
difussion tensor imaging, consensus algorithms and modeling of airway systems in human
lungs and blood vessels (see [15, 16, 17, 18, 72, 73] for details). Thus, nonlinear spaces
are more suitable frameworks for the study of optimization problems. However, this study
has not been extensively developed in these spaces (the nonlinear spaces). Therefore, it
is our intention in this thesis to further develop and generalize the study of optimization
and fixed point problems in nonlinear spaces, particularly, in Hadamard and p-uniformly
convex metric spaces.
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1.2 Research problems and motivation

In this section, we discuss the research problems and motivation of our study.

1.2.1 Research problems

Let C be a nonempty set and f be any real-valued convex function defined on C. The
Minimization Problem (MP) is defined as:

Find x∗ ∈ C such that f(x∗) ≤ f(y), ∀y ∈ C. (1.2.1)

We study in this work, the notion of MPs in Hadamard spaces. We then generalize the
study to p-uniformly convex metric spaces, and introduce the following two notions of
Split Minimization Problem (SMP) in p-uniformly convex metric spaces:

min Ψ(x, y) such that (x, y) ∈ X ×X, (1.2.2)

where Ψ(x, y) = f(x) + g(y) ∀x, y ∈ X and f, g : X → (−∞,+∞] are convex functions,
and

min Ψ(x, y) such that (x, y) ∈ X × Y, (1.2.3)

where X and Y are p-uniformly convex metric spaces (not necessarily equal) and Ψ :
X × Y → (−∞,+∞] is a function defined by Ψ(x, y) = f(x) + g(y); f : X → (−∞,+∞]
and g : Y → (−∞,+∞] are convex functions. Furthermore, we propose the following
backward-backward algorithm{

yn = Jgµnxn,

xn+1 = Jfµnyn, n ≥ 1,
(1.2.4)

and alternating proximal algorithmxn+1 = argmin
x∈X

(
Ψ(x, yn) + 1

pµp−1
n
d(xn, x)p

)
, x ∈ X,

yn+1 = argmin
y∈Y

(
Ψ(xn+1, y) + 1

pµp−1
n
d(yn, y)p

)
, y ∈ Y, n ≥ 1,

(1.2.5)

in p-uniformly convex metric spaces, for solving SMP (1.2.2) and SMP (1.2.3) respectively.

Also, we study an important generalization of the MP (1.2.1) in Hadamard spaces; namely,
the following Monotone Inclusion Problem (MIP) (also known as the problem of finding
a zero of a monotone operator): Find x ∈ D(A) such that

0 ∈ A(x), (1.2.6)

where A is a multivalued monotone operator and D(A) := {x ∈ C : A(x) 6= ∅} is the
domain of A. We then extend this study to find a common solution of MPs and MIPs
in Hadamard spaces. More so, we introduce a new mapping given by a finite family of
multivalued monotone operators in Hadamard spaces.
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Another important generalization of the MP is the following Equilibrium Problem (EP),
defined as:

Find x∗ ∈ C such that ϕ(x∗, y) ≥ 0, ∀y ∈ C, (1.2.7)

where ϕ : C × C → R is a bifunction.
In this work, we study the approximation of a common solution of finite family of EPs
and fixed point problems for certain nonlinear mappings in Hadamard spaces. We then
generalize this study by introducing a new class of EPs in Hadamard spaces, namely the
Mixed Equilibrium Problem (MEP), defined as:

Find x∗ ∈ C such that ϕ(x∗, y) + f(y)− f(x∗) ≥ 0, ∀y ∈ C. (1.2.8)

Let C be a nonempty closed and convex subset of a real Hilbert space H and T be a
nonlinear mapping defined on C. The Variational Inequality Problem (VIP) is defined in
real Hilbert spaces as:

Find x ∈ C such that 〈Tx, y − x〉 ≥ 0 ∀y ∈ C. (1.2.9)

The VIP was recently formulated in Hadamard spaces by Khatibzadeh and Ranjbar [99]
as:

Find x ∈ C such that 〈−−→Txx,−→xy〉 ≥ 0 ∀y ∈ C. (1.2.10)

Recall also that the Convex Feasibility Problem (CFP) is defined as:

Find x ∈ ∩Ni=1Ci, (1.2.11)

where Ci, i = 1, 2, . . . , N is a finite family of nonempty closed and convex sets such that
∩Ni=1Ci 6= ∅.
We shall apply some of our results to solve VIPs and CFPs in Hadamard spaces.

Finally, we introduce and study certain classes of mappings in both Hadamard and p-
uniformly convex metric spaces. In particular, we introduce a more general class of
nonspreading-type mappings, which we called the class of generalized strictly pseudonon-
spreading mappings, and we study fixed point properties for this class of mappings.

1.2.2 Motivation

The motivation of our study will be discussed in two headings; namely, Hadamard spaces
and p-uniformly convex metric spaces.

1. Hadamard spaces:

Hadamard spaces also known as complete CAT(0) spaces (which we will discuss in
details in Chapter 2) have recently turned out to be a suitable framework for geo-
metric group theory, convex analysis, optimization and nonlinear probability theory.
The attractiveness of these spaces for solving optimization problems stems from

5



the fact that some of the recent results relating to optimization problems in these
spaces, already have more applications in Hadamard spaces than in Hilbert spaces
(see [15, 16, 17, 72, 73]). We have already highlighted in Section 1.1, some of the
importance of studying optimization and fixed point problems in Hadamard spaces.
However, we will also like to add that, another remarkable application in Hadamard
spaces is in the use of gradient flow theorem to counter a conjecture of Donaldson
on the asymptotic behavior of the Calabi flow in Kähler geometry (see [15]). Also,
the theory of optimization has successfully been applied to finding minimizers of
submodular functions on modular lattices (see [15]).

To further increase the motivation of our study in Hadamard spaces, let us consider
the following example.

Example 1.2.1. Let X = R2 be endowed with a metric dX : R2 × R2 → [0,∞)
defined by

dX(x, y) =
√

(x1 − y1)2 + (x2
1 − x2 − y2

1 + y2)2 ∀x, y ∈ R2.

Then, (R2, dX) is an Hadamard space with the geodesic joining x to y given by

(1− t)x⊕ ty =
(
(1− t)x1 + ty1, ((1− t)x1 + ty1)2 − (1− t)(x2

1 − x2)− t(y2
1 − y2)

)
.

Now define T : R2 → R2 by T (x1, x2) = (x1, 2x
2
1 − x2). Clearly, T is not a nonex-

pansive mapping in the classical sense. However, T is nonexpansive in (R2, dX) (see
Example 4.3.9 for details).

Again, define f : R2 → R by f(x1, x2) = 100((x2 + 1)− (x1 + 1)2)2 + x2
1. Then f is

not convex in the classical sense but convex in (R2, dX) (see [194]).

Thus, existing results on fixed point problems for nonexpansive mappings and on
optimization problems for convex functions in Hilbert spaces are not applicable to
Example 1.2.1. Therefore, this example (among others) motivates the need to gen-
eralize the results on optimization and fixed point problems from Hilbert spaces to
Hadamard spaces.

2. p-uniformly convex metric spaces:

Despite the interesting applications of Hadamard spaces, the only Banach spaces
which are Hadamard spaces are Hilbert spaces. Thus, there is a need to further
generalize the study of optimization and fixed point problems to higher nonlinear
spaces which generalizes other Banach spaces and are more applicable than these
Banach spaces. For this reason, we studied the concept of minimization problems and
fixed point problems for certain nonlinear mappings in p-uniformly convex metric
spaces which are natural generalizations of p-uniformly convex Banach spaces.

Moreover, we note that some recent results obtained in p-uniformly convex metric
spaces have already found applications in Lp-Wasserstein spaces, Finsler and metric
geometry (see [52, 110, 111, 133, 160] and the references therein). More so, the
theory of optimization in p-uniformly convex metric spaces has been applied to
obtain solutions of initial boundary value problems for p-harmonic maps (see [110]).
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To further inspire the study of optimization and fixed point problems in p-uniformly
convex metric spaces, we shall construct in Chapter 2 (see Example 2.1.36), an
example of a p-uniformly convex metric space which is not an Hadamard space for
p > 2.

In summary, despite that the theory of optimization in Hadamard and p-uniformly convex
metric spaces are still in the developing stage, they already have interesting applications
within and outside mathematics, and they open many new possibilities for further research.
Therefore, the need to further develop the study of optimization and fixed point problems
in these spaces arises. Thus, we carry out our study in these two spaces.

1.3 Objectives

The main objectives of this work are to:

(i) further develop the study of MIPs using Halpern-type and viscosity-type iteration
processes in Hadamard spaces,

(ii) introduce and study various iterative algorithms for approximating common solu-
tions of MPs and MIPs in Hadamard spaces,

(iii) further develop the concept of EPs in Hadamard spaces,

(iv) introduce the concept of MEPs in Hadamard spaces,

(v) apply the results of the above mentioned optimization problems to solve other opti-
mization problems like VIPs and CFPs,

(vi) introduce a new class of nonspreading-type mappings more general than other classes
of nonspreading-type mappings, and study the fixed point problems for this class of
mappings in both Hadamard and p-uniformly convex metric spaces,

(vii) generalize the study of MPs and fixed point problems from Hadamard spaces to
p-uniformly convex metric spaces,

(viii) introduce the classes of asymptotically demicontractive multivalued mappings in
Hadamard spaces and strict asymptotically pseudocontractive-type mappings in p-
uniformly convex metric space,

(ix) propose several iterative algorithms for approximating a common fixed point of the
mappings mentioned in (viii),

(x) give nontrivial numerical experiments of our results in comparison with other im-
portant results in the literature in order to illustrate the applicability and the com-
petitive advantages of our results over existing results in the literature,

(xi) highlight and discuss some open problems concerning our study for the purpose of
further studies.
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1.4 Organization of the thesis

The thesis is organized into nine chapters as follows:

Chapter 1 (General Introduction): In this chapter, we give a brief background of
our study. We also discuss the research problems and the motivation for our study. Fur-
thermore, we give the objectives of the study and a comprehensive organization of the
thesis.

Chapter 2 (Preliminaries and Literature): In this chapter, we give basic definitions
and discuss some concepts, terms and results that are important to our study. We also
give detailed literature review of some recent and important past works on optimization
and fixed point problems.

Chapter 3 (Contributions to Monotone Inclusion Problems in Hadamard Spaces):
The main results of this thesis begins in this chapter. The chapter comprises of five sec-
tions.
In Section 3.1, we give a brief introduction of the main results in this chapter.
In Section 3.2, we introduce and prove some new lemmas that will be needed in establish-
ing the main theorems of Chapter 3.
In Section 3.3, we introduce a new mapping given by a finite family of multivalued mono-
tone operators in an Hadamard space. We further propose a modified Halpern-type al-
gorithm for the mapping and prove a strong convergence theorem for approximating a
common solution of a finite family of monotone inclusion problems in an Hadamard space.
We also applied the results established in this section to solve a finite family of minimiza-
tion problems in an Hadamard space. A numerical example of our algorithm in nonlinear
setting is given to further show the applicability of the main results.
In Section 3.4, we propose and study a Halpern-type PPA for approximating a common
solution of a finite family of monotone inclusion problems and fixed point problem for a
nonexpansive mapping in an Hadamard space. Numerical example of the result obtained
in this section is also given to further show its applicability.
In Section 3.5, we study some viscosity-type proximal point algorithms which comprise of
a nonexpansive mapping and a finite sum of resolvents of monotone operators, and prove
their strong convergence to a common solution of a finite family of MIPs and fixed point
problems for nonexpansive mapping, which is also a unique solution of some variational
inequality problems (associated with contraction mappings) in Hadamard spaces. We ap-
ply the results obtained in this section to solve convex feasibility problems and variational
inequality problem associated with a nonexpansive mapping.

Chapter 4 (Contributions to Minimization and Monotone Inclusion Problems
in Hadamard Spaces): This chapter also comprises of five sections organized as follows:
In Section 4.1, we give a brief introduction of our study in Chapter 4.
In Section 4.2, we discuss some lemmas that are associated with convex functions for the
minimization problems.
In Section 4.3, we propose and study some viscosity-type proximal point algorithms for
approximating a common solution of minimization and fixed point problems for nonexpan-
sive multivalued mappings, which is also a unique solution of some variational inequality
problems. Furthermore, we give some numerical examples of our algorithm in order to
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show its competitive advantage over existing algorithms in the literature.
In Section 4.4, we propose a Halpern algorithm and prove its strong convergence to a zero
of a monotone operator which is also a minimizer of a proper convex and lower semicontin-
uous function and a fixed point of a demicontractive-type mapping in Hadamard spaces.
In Section 4.5, we extend the results obtained in Section 4.4 to finite family of minimiza-
tion, monotone inclusion and fixed point problems using a modified Ishikawa iteration
process.

Chapter 5 (Contributions to Equilibrium Problems in Hadamard Spaces): This
chapter is devoted to the study of equilibrium problems and mixed equilibrium problems
in Hadamard spaces. It also comprises of five sections:
In Section 5.1, we give a brief introduction of the main results in this chapter.
In Section 5.2, we discuss some important results that will be needed in this chapter.
We also prove some new lemmas that are required to establish the main theorems of the
chapter.
In Section 5.3, we propose and study a viscosity-type proximal point algorithm for ap-
proximating a common solution of a finite family of equilibrium problems and fixed point
problem for a nonexpansive mapping in an Hadamard space. Applications of the results
we shall establish in this section to other optimization problems in Hadamard spaces are
also discussed.
In Section 5.4, we study the asymptotic behavior of the sequence given by a viscosity-type
algorithm and extend the study to approximate a common solution of finite family of
equilibrium problems in Hadamard spaces.
In Section 5.5, we introduce and study the concept of mixed equilibrium problems in
Hadamard spaces.

Chapter 6 (Generalized Strictly Pseudononspreading Mappings in Hadamard
Spaces): This chapter also comprises of 5 sections. Section 6.1 and 6.2 deals with a brief
introduction of our study and the discussion of some important results that will be needed
in the chapter. In Section 6.3 to 6.5, we introduce and study a new class of mappings
called the class of generalized strictly pseudononspreading mappings in Hadamard spaces.
We then propose the Mann and Ishikawa-type algorithms for this class of mappings and
prove that both algorithms converge to a fixed point of the generalized strictly pseudonon-
spreading mapping. We also propose an S-type iteration and a viscosity-type iteration for
approximating a fixed point of the new mapping, which is also a minimizer of a convex
function and a zero of a monotone operator.

Chapter 7 (Contributions to Minimization Problems in p-uniformly Convex
Metric Spaces): In this chapter, we generalize the study of minimization and fixed
point problems from Hadamard spaces to p-uniformly convex metric spaces. Precisely,
we introduce and study the Mann and Halpern algorithms for solving minimization and
fixed point problems in these spaces. We also introduce and study the notion of split
minimization problems in p-uniformly convex metric spaces.

Chapter 8 (Contributions to Fixed Point Problems in Geodesic Metric Spaces):
This chapter focuses only on fixed point problems for mappings more general than the ones
studied in Chapter 3 to Chapter 7. In particular, we introduce the classes of asymptot-
ically demicontractive multivalued mappings in Hadamard space, strict asymptotically
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pseudocontractive-type mappings in p-uniformly convex metric space and generalized
strictly pseudononspreading mappings in p-uniformly convex metric spaces. We also pro-
pose several iterative algorithms for approximating a common fixed point of finite family
of these mappings.

Chapter 9 (Conclusion, Contribution to Knowledge and Future Research): In
this chapter, we give the conclusion of our study and highlight the contributions of our
study to existing knowledge. We also identify and discuss possible areas of future research.
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Chapter 2

Preliminaries and Literature Review

In this chapter, we provide definitions of basic terms and concepts that will be useful
throughout our research. We also give detailed literature review of some recent and im-
portant past works on optimization and fixed point problems. Furthermore, we recall
important results that are required in the proofs of the main results of this thesis.

2.1 Preliminaries and definitions

In this section, we give definitions of concepts and discuss some important results.

2.1.1 Geometry of geodesic metric spaces

Many real-world problems such as modeling of airway systems in human lungs and blood
vessels, diffusion tensor imaging, computational phylogenetics, inverse problems, signal
processing, image recovery, game theory, fuzzy theory and others, naturally occur in metric
spaces (for example, see [15, 16, 17, 72, 73]). However, the structure of metric spaces
sometimes makes it difficult to apply existing results to solve these problems. Therefore,
the need to consider some properties which provides sufficient information that guarantees
the applications of such existing results in metric spaces arises. One of such properties
is the existence of distance-preserving mapping. This property provides the metric space
with a structure that is analogue (in some ways) to the linear structure of a normed linear
space. Metric spaces with this property are called geodesic metric spaces. In other words,
a metric space (X, d) (or simply X) is called a geodesic space, if every two points x and
y in X are joined by a distance-preserving mapping (or an isometry) c : [0, d(x, y)] → X
such that c(0) = x, c(d(x, y)) = y and d(c(t), c(t′)) = |t− t′| for all t, t′ ∈ [0, d(x, y)]. The
image of c is called a geodesic segment joining x to y. When it is unique, it is denoted by
[x, y]. A metric space X is called a uniquely geodesic space, if every two points of X are
joined by only one geodesic segment. For all x, y ∈ X and t ∈ [0, 1], we write tx⊕ (1− t)y
for the unique point z in the geodesic segment joining x and y such that

d(x, z) = (1− t)d(x, y) and d(z, y) = td(x, y). (2.1.1)
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We now give another characterization of geodesic metric spaces through the existence of
metric midpoints. First, we recall the definition of a metric midpoint.

Definition 2.1.1. Let X be a metric space and x, y ∈ X. A point z ∈ X is a metric
midpoint of x and y if d(x, z) = d(y, z) = 1

2
d(x, y).

Proposition 2.1.2. (see [17]). Let X be a complete metric space. Then the following are
equivalent.

(i) The space X is a geodesic space.

(ii) For every x, y ∈ X, there exists a point z ∈ X such that

d2(x, z) + d2(y, z) =
1

2
d2(x, y).

(iii) Every pair of points in X has a metric midpoint.

Definition 2.1.3. Let X be a geodesic metric space. A subset C of X is said to be convex
if C includes every geodesic segments joining two of its points. In other words, C is convex
if for every x, y ∈ C, we have that tx⊕ (1− t)y ∈ C.

Remark 2.1.4. (see [31]).

(i) A geodesic segment in a space that is not uniquely geodesic may not necessarily be
convex.

(ii) A subset of a uniquely geodesic metric space which is endowed with the induced
metric, is geodesic if and only if it is convex.

Some fundamental examples of geodesic metric spaces

The most common example of a uniquely geodesic metric space is Rn. In this case, the
unique geodesic segment joining any two points, say x and y, is the line seqment between
them, i.e., the set of points {(1 − t)x + ty | 0 ≤ t ≤ 1}. In view of Remark 2.1.4 (ii), we
can see that a round disc in R2 is a geodesic metric space while a circle in R2 is not.

More generally, a normed linear space E endowed with the metric d(x, y) = ||x − y|| is
a geodesic metric space. Here, the distance preserving mapping t 7→ tx + (1 − t)y from
[0, 1] into X, is a linearly reparameterized geodesic joining x and y in E. E is uniquely
geodesic if and only if the unit ball in E is strictly convex (see [31, 49] for the definition
of a strictly convex unit ball).

Other fundamental examples of geodesic metric spaces includes the model spaces of con-
stant curvature Mn

k , complete Riemannian manifolds, polyhedral complexes, Busemann
spaces, Hadamard spaces, p-uniformly convex metric spaces (see [17, 31, 35, 78, 93] for
a detailed treatment of these spaces). However, we shall discuss two of these examples
(namely, the Hadamard spaces and p-uniformly convex metric spaces) in the next two
subsections, since the main results of this thesis were carried out in these two spaces. But
first, we recall an important tool for comparing the geometry of an arbitrary geodesic
metric space to that of the Euclidean plane R2.
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Definition 2.1.5. Let X be a geodesic metric space. A geodesic triangle ∆(x1, x2, x3)
in X consist of three points x1, x2, x3 in X (known as the vertices of ∆) and a geodesic
segment between each pair of vertices (known as the edges of ∆).
A comparison triangle for the geodesic triangle ∆(x1, x2, x3) in X is a triangle ∆̄(x1, x2, x3) :=
∆(x̄1, x̄2, x̄3) in the Euclidean plane R2 such that d(xi, xj) = dR2(x̄i, x̄j) for i, j ∈ {1, 2, 3}.

As we shall see in the next subsection, Definition 2.1.5 plays an important role in the
characterization of Hadamard spaces.
We now end this subsection, with the following notion of ∆-convergence in geodesic metric
spaces, which was first introduced and studied by Lim [119]. We begin with the following
definition of asymptotic center.

Definition 2.1.6. Let {xn} be a bounded sequence in a geodesic metric space X. Then,
the asymptotic center A({xn}) of {xn} is defined by

A({xn}) = {v̄ ∈ X : lim sup
n→∞

d(v̄, xn) = inf
v∈X

lim sup
n→∞

d(v, xn)}.

Definition 2.1.7. A sequence {xn} in X is said to be ∆-convergent to a point v̄ ∈ X if
A({xnk}) = {v̄} for every subsequence {xnk} of {xn}. In this case, we write ∆- lim

n→∞
xn = v̄

(see [67]).

2.1.2 Geometry of Hadamard spaces

Hadmard spaces which are also referred to as complete uniquely geodesic metric spaces of
nonpositive curvature, include Euclidean spaces Rn, Hilbert spaces, complete simply con-
nected Riemannian manifolds of nonpositive sectional curvature (for example, the classical
hyperbolic spaces and the manifold of positive definite matrices) [31], nonlinear Lebesgue
spaces [17], R-trees [17], Hilbert ball [76], Hyperbolic spaces [158], among others. The
geometry of Hadamard spaces can be seen as the nonlinearization of the geometry of
Hilbert spaces. The history of Hadamard spaces can be traced to the 1936 paper of Wald
[187]. Later (in the 1950s), Alexandrov [3] discovered some interesting characteristics of
the space, and as a result of this, Hadamard spaces are sometimes referred to as spaces
of nonpositive curvature in the sense of Alexandrov. Since then, Hadamard spaces have
proved very useful in the study of geometric group theory. Analytical results first ap-
peared in Hadamard spaces in the late 1990s, and it turns out that Hadamard spaces are
appropriate frameworks for the theory of convex and nonlinear analysis. More so, the
space has also proved to be an appropriate framework for the study of optimization prob-
lems which may be applied to science, economics and engineering. A typical description
of such application is an application to computational phylogenetics which can be found
in an excellent book of Bačák [17]. Other interesting applications include applications
to difussion tensor imaging, consensus algorithms, modeling of airway systems in human
lungs and blood vessels, modular lattices, the existence of Lipschitz retractions in finite
subsets spaces and Kähler geometry (see [15, 18, 16, 17, 72, 73] for details).
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Characterizations of CAT(0) spaces

In what follows, we give various characterizations (definitions) of CAT(0) spaces.

The acronym CAT(0) was coined by Gromov [77] in 1987, where C stands for Cartan, A
for Alexandrov, T for Toponogov and 0 is the upper curvature bound. Different means
(including geodesic and comparison triangles, see Definition 2.1.5) have been employed to
characterize (or define) CAT(0) spaces. We present some of them here under the following
headings:

1. Geodesic and comparison triangles.

2. Quadratic and nonquadratic inequalities.

3. Busemann and Ptolemaic spaces.

4. Cauchy-Schwartz inequality.

1. Geodesic and comparison triangles:

Let ∆ be a geodesic triangle in X and ∆̄ be its comparison triangle in R2, then ∆ is said
to satisfy the CAT(0) inequality if for all points x, y ∈ ∆ and x̄, ȳ ∈ ∆̄,

d(x, y) ≤ dR2(x̄, ȳ). (2.1.2)

Let x, y, z be points in X and y0 be the midpoint of the segment [y, z], then the CAT(0)
inequality implies

d2(x, y0) ≤ 1

2
d2(x, y) +

1

2
d2(x, z)− 1

4
d2(y, z). (2.1.3)

Inequality (2.1.3) is known as the CN inequality of Bruhat and Titis [34].

Definition 2.1.8. A geodesic metric space X is called a CAT(0) space if all geodesic
triangles satisfy the CAT(0) inequality. Equivalently, X is called a CAT(0) space if and
only if it satisfies the CN inequality.

2. Quadratic and nonquadratic inequalities:

First, we present the following Theorem which gives equivalent conditions for a complete
metric space to be a CAT(0) space via some useful inequalities.

Theorem 2.1.9. (se [17, Theorem 1.3.2]). Let X be a complete metric space. Then the
following are equivalent.

(i) The space X is a CAT(0) space.

(ii) For every pair of points x, y ∈ X, there exists m ∈ X such that for each z ∈ X, we
have that

d2(m, z) ≤ 1

2
d2(x, z) +

1

2
d2(y, z)− 1

4
d2(x, y).
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(iii) For every pair of points x, y ∈ X and ε > 0, there exists m ∈ X such that for each
z ∈ X, we have that

d2(m, z) ≤ 1

2
d2(x, z) +

1

2
d2(y, z)− 1

4
d2(x, y) + ε.

Next, we present the following Theorem which gives equivalent conditions for a geodesic
space to be a CAT(0) space.

Theorem 2.1.10. (see [17, Theorem 1.3.3]). Let X be a geodesic metric space. Then the
following are equivalent:

(i) The space X is a CAT(0) space.

(ii) For every pair of points x, y, z ∈ X, we have

d2(m,x) ≤ 1

2
d2(x, y) +

1

2
d2(x, z)− 1

4
d2(x, z),

where m is the midpoint of [y, z].

(iii) For every geodesic x : [0, 1]→ X and every point p ∈ X, we have

d2(p, xt) ≤ (1− t)d2(p, x0) + td2(p, x1)− t(1− t)d2(x0, x1).

(iv) For every x, y, u, v ∈ X, we have

d2(x, u) + d2(y, v) ≤ d2(x, y) + d2(u, v) + 2d(x, v)d(y, u).

(v) For every x, y, u, v ∈ X, we have

d2(x, u) + d2(y, v) ≤ d2(x, y) + d2(y, u) + d2(u, v) + d2(v, x).

3. Busemann and Ptolemaic spaces:

Here, we characterize CAT(0) spaces using the notion of Busemann and Ptolemaic spaces.
We begin with the definitions of these two spaces.

Definition 2.1.11. Let X be a geodesic space. Then X is said to have nonpositive cur-
vature in the sense of Busemann [36] if for every x, y, z ∈ X, we have that 2d(m1,m2) ≤
d(x, y), where m1 is a midpoint of [x, z] and m2 is a midpoint of [y, z]. A geodesic space with
this property is called a Busemann space. A common example of a Busemann space is a
strictly convex Banach space. For detailed treatment of Busemann spaces (see [15, 17, 36]).

Definition 2.1.12. Let X be a metric space. Then X is called Ptolemaic, if for all
x1, x2, x3, x4 ∈ X,

d(x1, x3)d(x2, x4) ≤ d(x1, x2)d(x3, x4) + d(x2, x3)d(x4, x1).

For more discussion on Ptolemaic spaces, see [74] and the references therein.
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Theorem 2.1.13. [74] A geodesic metric space is a CAT(0) space if and only if it is
Busemann and Ptolemaic.

4. Cauchy-Schwartz inequality:

To characterize CAT(0) spaces via the Cauchy-Schwartz inequality, we will need the notion
of quasilineraization mapping, introduced in CAT(0) spaces by Berg and Nikolaev [26].

Definition 2.1.14. Let X be a CAT(0) space. Denote the pair (a, b) ∈ X ×X by
−→
ab and

call it a vector. Then, a mapping 〈., .〉 : (X ×X)× (X ×X)→ R defined by

〈−→ab,−→cd〉 =
1

2

(
d2(a, d) + d2(b, c)− d2(a, c)− d2(b, d)

)
∀a, b, c, d ∈ X

is called a quasilinearization mapping.

It is easily to check that 〈−→ab,−→ab〉 = d2(a, b), 〈−→ba,−→cd〉 = −〈−→ab,−→cd〉, 〈−→ab,−→cd〉 = 〈−→ae,−→cd〉 +

〈−→eb,−→cd〉 and 〈−→ab,−→cd〉 = 〈−→cd,−→ab〉 for all a, b, c, d, e ∈ X.

Definition 2.1.15. [26]. A geodesic metric space is a CAT(0) space if it satisfies the
following Cauchy-Schwartz inequality:

〈−→ab,−→cd〉 ≤ d(a, b)d(c, d) ∀a, b, c, d ∈ X.
Definition 2.1.16. A complete CAT(0) space is called an Hadamard space.

Some typical examples of Hadamard spaces

Having studied various characterizations of CAT(0) spaces, we now turn to present some
typical examples of complete CAT(0) spaces. Detailed constructions of these examples can
be found in [103, 147, 194].

Example 2.1.17. (see [194]). Let X = R2 be endowed with a metric dX : R2×R2 → [0,∞)
defined by

dX(x, y) =
√

(x1 − y1)2 + (x2
1 − x2 − y2

1 + y2)2 ∀x, y ∈ R2.

Then, (R2, dX) is an Hadamard space with the geodesic joining x to y given by

(1− t)x⊕ ty =
(
(1− t)x1 + ty1, ((1− t)x1 + ty1)2 − (1− t)(x2

1 − x2)− t(y2
1 − y2)

)
.

Example 2.1.18. (see [184]). Let X = {x̄ = (x1, x2) ∈ R2 : x2 > 0} be the Poincaré
plane endowed with the Riemannain metric given by

g11 = g22 =
1

x2
2

, g12 = 0 for each point (x1, x2) ∈ X.

Then, X is an Hadamard space.

Example 2.1.19. Let Y = R2 be an R-tree with the radial metric dr, where dr(x, y) =
d(x, y) if x and y are situated on a Euclidean straight line passing through the origin and
dr(x, y) = d(x,0) + d(y,0) := ‖x‖ + ‖y‖ otherwise. We put p = (1, 0) and X = B ∪ C,
where

B = {(h, 0) : h ∈ [0, 1]} and C = {(h, k) : h+ k = 1, h ∈ [0, 1)}.
Note that X is closed and convex and so, (X, dr) is an Hadamard space.
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2.1.3 Dual space of an Hadamard space

Based on the notion of quasilinearization mapping, the notion of dual space of an Hadamard
space X was introduced by Kakavandi and Amini [95] as follows: Consider the map
Θ : R×X ×X → C(X) defined by

Θ(t, a, b)(x) = t〈−→ab,−→ax〉, (2.1.4)

where C(X) is the space of all continuous real-valued functions on X. Then the Cauchy-
Schwarz inequality implies that Θ(t, a, b) is a Lipschitz semi-norm L(Θ(t, a, b)) = |t|d(a, b)
for all a, b ∈ X, where

L(f) = sup
{f(x)− f(y)

d(x, y)
: x, y ∈ X, x 6= y

}
,

is the Lipschiz semi-norm of the function f : X → R. Now, define the pseudometric D on
R×X ×X by

D((t, a, b), (s, c, d)) = L(Θ(t, a, b)−Θ(s, c, d)).

D((t, a, b), (s, c, d)) = 0 if and only if t〈−→ab,−→xy〉 = s〈−→cd,−→xy〉 for all x, y ∈ X (see [94,
Lemma 2.1]). For an Hadamard space X, the pseudometric space (R × X × X,D) can
be considered as a subspace of the pseudometric space (Lip(X,R), L) of all real-valued
Lipschitz functions. Also, the metric D defines an equivalence relation on R × X × X,

where the equivalence class of
−→
tab := (t, a, b) is given by

[
−→
tab] = {−→scd : t〈−→ab,−→xy〉 = s〈−→cd,−→xy〉 ∀x, y ∈ X}.

Thus, X∗ = {[t−→ab] : (t, a, b) ∈ R×X ×X} is a metric space with D as the metric.

Definition 2.1.20. Let (X, d) be an Hadamard space. Then, the pair (X∗,D) is called
the dual space of (X, d).

Throughout this thesis, we shall simply write X∗ for the dual space of X.

Remark 2.1.21. (see [95]).

(i) The dual space X∗ acts on X × X by 〈x∗,−→xy〉 = t〈−→ab,−→xy〉, where x∗ = [t
−→
ab] ∈

X∗, x, y, a, b ∈ X and t ∈ R.

(ii) The dual of a closed and convex subset of a Hilbert space H with nonempty interior

is also a Hilbert space and t(b− a) ≡ [t
−→
ab] for all t ∈ R, a, b ∈ H.

We now construct a typical (non-trivial) example of the dual space of the Hadamard space
defined in Example 2.1.19.

Example 2.1.22. Let (X, dr) be as defined in Example 2.1.19. Then, its dual space X∗

is the space of elements [t
−→
ab] such that

[t
−→
ab] =


{s−→cd : c, d ∈ B, s ∈ R, t(‖b‖ − ‖a‖) = s(‖d‖ − ‖c‖)} a, b ∈ B,
{s−→cd : c, d ∈ C ∪ {0}, s ∈ R, t(‖b‖ − ‖a‖) = s(‖d‖ − ‖c‖)} a, b ∈ C ∪ {0},
{t−→ab} a ∈ B, b ∈ C.
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To see this, for each [t
−→
ab] ∈ X∗, we calculate its equivalence class as follows: If [t

−→
ab] =

[s
−→
cd] 6= [−→pp], we must have that t〈−→ab,−→xy〉 = s〈−→cd,−→xy〉 for all x, y ∈ X, where p is as defined

in Example 2.1.19.

Cases:

(I): If {a, b, c, d} ⊂ C ∪ {0}, we have that dr(e, z) = ‖e‖+ ‖z‖ for all e ∈ A and z ∈ X.

Thus, the equality t〈−→ab,−→xy〉 = s〈−→cd,−→xy〉 is equivalent to t(‖b‖−‖a‖) = s(‖d‖−‖c‖).

(II): If {a, b, c, d} ⊂ B, we obtain by similar argument as in Case I that the equality

t〈−→ab,−→xy〉 = s〈−→cd,−→xy〉 is equivalent to t(‖b‖ − ‖a‖) = s(‖d‖ − ‖c‖).

(III): In Case I and Case II, the equation does not depend on x and y. But in other cases,
the equation depends on x and y, i.e., the equality for x, y ∈ B is different from the
equality for x, y ∈ C.

Thus, we conclude that X∗ defined above is the dual space of the Hadamard space X
defined in Example 2.1.19.

2.1.4 Monotone operators

Thanks to the concept of dual space of an Hadamard space, we can now study the notion
of multivalued monotone operators defined on an Hadamard space and valued in the dual
space, whose theory is known to be one of the most important theory in optimization,
nonlinear and convex analysis.

Definition 2.1.23. Let X be an Hadamard space and X∗ be its dual space. A multivalued
operator A : X → 2X

∗
with domain D(A) := {x ∈ X : Ax 6= ∅} is monotone, if for all

x, y ∈ D(A), x 6= y, x∗ ∈ Ax and y∗ ∈ Ay, we have

〈x∗ − y∗,−→yx〉 ≥ 0.

A is called α-strongly monotone, if there exists α > 0 such that

〈x∗ − y∗,−→yx〉 ≥ αd2(x, y) ∀x, y ∈ D(A), x∗ ∈ Ax, and y∗ ∈ Ay.

Clearly, every α-strongly monotone operator is monotone.

Definition 2.1.24. [98] Let X be an Hadamard space and X∗ be its dual space. Let
A : X → 2X

∗
be any multivalued operator. Then, the resolvent of A of order λ > 0 is a

mapping JAλ : X → X defined by

JAλ (x) := {z ∈ X | [
1

λ
−→zx] ∈ Az}. (2.1.5)

Remark 2.1.25. (see [98]). A monotone operator A is said to satisfy the range condition
if for every λ > 0, D(JAλ ) = X.
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In what follows, we give a detailed construction of a multivalued monotone operator to-
gether with its resolvent. The construction will be done in the setting of the Hadamard
space defined in Example 2.1.19 and its corresponding dual space defined in Example
2.1.22.

Example 2.1.26. Let Y = R2 be an R-tree with the radial metric dr, where dr(x, y) =
d(x, y) if x and y are situated on a Euclidean straight line passing through the origin and
dr(x, y) = d(x,0) + d(y,0) := ‖x‖+ ‖y‖ otherwise. Let p = (1, 0) and X = B ∪ C, where

B = {(h, 0) : h ∈ [0, 1]} and C = {(h, k) : h+ k = 1, h ∈ [0, 1)}.

Then, (X, dr) is an Hadamard space and X∗ which is the space of elements [t
−→
ab] such that

[t
−→
ab] =


{s−→cd : c, d ∈ B, s ∈ R, t(‖b‖ − ‖a‖) = s(‖d‖ − ‖c‖)} a, b ∈ B,
{s−→cd : c, d ∈ C ∪ {0}, s ∈ R, t(‖b‖ − ‖a‖) = s(‖d‖ − ‖c‖)} a, b ∈ C ∪ {0},
{t−→ab} a ∈ B, b ∈ C,

(2.1.6)

is the dual space of X (see Example 2.1.22).

Now, define A : X → 2X
∗

by

Ax =


{[−→0p]} x ∈ B,

{[−→0p], [−→0x]} x ∈ C.

Then A is a multivalued monotone operator. To see this, we consider the following cases.

Cases:

(I): If x, y ∈ B, then Ax = Ay = {[−→0p]} and x∗ = y∗ = [
−→
0p]. So, 〈x∗ − y∗,−→yx〉 = 0 ≥ 0.

(II): If x, y ∈ C, then Ax = {[−→0p], [−→0x]} and Ay = {[−→0p], [−→0y]}.

(i) If x∗ = y∗ = [
−→
0p], then 〈x∗ − y∗,−→yx〉 = 0 ≥ 0.

(ii) If x∗ = [
−→
0x] and y∗ = [

−→
0y], then 〈x∗ − y∗,−→yx〉 = d2

r(x, y) ≥ 0.

(iii) If x∗ = [
−→
0p] and y∗ = [

−→
0y], then

〈x∗ − y∗,−→yx〉 = 〈−→yp,−→yx〉
=

1

2
(d2
r(y, x) + d2

r(p, y)− d2
r(p, x))

=
1

2
((‖y‖+ ‖x‖)2 + (1 + ‖y‖)2 − (1 + ‖x‖)2)

≥ 0 (since 1/
√

2 ≤ ‖x‖, ‖y‖ ≤ 1).

(iv) If x∗ = [
−→
0x] and y∗ = [

−→
0p], then 〈x∗ − y∗,−→yx〉 = 〈−→px,−→yx〉, which is similar to

(iii).

(III): If x ∈ B, y ∈ C, then Ax = {[−→0p]}, Ay = {[−→0p], [−→0y]}.
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(i) If x∗ = y∗ = [
−→
0p], then 〈x∗ − y∗,−→yx〉 = 0 ≥ 0.

(ii) If x∗ = [
−→
0p] and y∗ = [

−→
0y], then

〈x∗ − y∗,−→yx〉 = 〈−→yp,−→yx〉
=

1

2
(d2
r(y, x) + d2

r(p, y)− d2
r(p, x))

≥ 0 (since d(p, x) ≤ 1 ≤ d(p, y)).

Thus, A is monotone.

Now, we compute the resolvent of A as follows:

Cases:

(I) Let x = (h, 0) ∈ B.

(i) If z = (k, 0) ∈ B and z ∈ JAλ (x), then Az = {[−→0p]} and [ 1
λ
−→zx] = [

−→
0p]. It follows

from (2.1.6) that 1
λ
(k − h) = 1 or k = h− λ.

(ii) If z = (h′, k′) ∈ C and z ∈ JAλ (x), then Az = {[−→0p], [−→0z]} and [ 1
λ
−→zx] = [

−→
0p] or

[ 1
λ
−→zx] = [

−→
0z]. Using (2.1.6) we see that both of these two cases are impossible.

(II) Let x = (h, k) ∈ C.

(i) If z = (h′, 0) ∈ B and z ∈ JAλ (x), then Az = {[−→0p]} and [ 1
λ
−→zx] = [

−→
0p] which is

impossible by (2.1.6).

(ii) If z = (h′, k′) ∈ C and z ∈ JAλ (x), then Az = {[−→0p], [−→0z]} and [ 1
λ
−→zx] ∈ Az. The

case [ 1
λ
−→zx] = [

−→
0p] is impossible. For the case [ 1

λ
−→zx] = [

−→
0z]. Using (2.1.6) we

see that 1
λ
(‖x‖− ‖z‖) = ‖z‖ or ‖z‖ = 1

1+λ
‖x‖. Note that there are at most two

solutions for z.

Therefore,

JAλ (x) =


{z = (h− λ, 0)} x = (h, 0) ∈ B,

{z = (h′, k′) ∈ C : (1 + λ)2(h′2 + k′2) = h2 + k2} x = (h, k) ∈ C.

We now list other examples of monotone operators existing in the literature.

Example 2.1.27. (see [188, p.25]). Let X be as defined in Example 2.1.18. For each
x̄ ∈ X, we have

〈u, v〉x̄ =
1

x2
2

〈u, v〉 for any pair (u, v) ∈ Tx̄X × Tx̄X,

where 〈., .〉x̄ and 〈., .〉 denote the inner product in Tx̄X (the tagent space of X at x̄) and
R2 respectively.
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Then, A : X → 2TX (where TX = ∪
x̄∈X

Tx̄X) defined by

A(x̄) =


(2x1x2, x

2
2 − x2

1), if x2
1 + (x2 − 2)2 > 4,

{t(2x1x2, x
2
2 − x2

1) : t ∈ [0, 1]}, if x2
1 + (x2 − 2)2 = 4,

(0, 0), if if x2
1 + (x2 − 2)2 < 4

is monotone.

Example 2.1.28. Let X be an Hadamard space and X∗ be its dual space. Then, the
subdifferential ∂f : X → 2X

∗
of a proper convex and lower semicontinuous function f :

X → (−∞,+∞], defined by

∂f(x) =

{
{x∗ ∈ X∗ : f(z)− f(x) ≥ 〈x∗,−→xz〉, ∀z ∈ X}, if x ∈ D(f),

∅, otherwise
(2.1.7)

is a monotone operator (see [95]). In particular, for a nonempty, closed and convex subset
C of X, the indicator function δC : X → R defined by

δC(x) =

{
0, if x ∈ C,
+∞, otherwise

(2.1.8)

is a proper convex and lower semicontinuous function. Thus, the subdifferential of δC,

∂δC(x) =

{
{x∗ ∈ X∗ : 〈x∗,−→xz〉 ≤ 0 ∀z ∈ C} if x ∈ C,
∅, otherwise

(2.1.9)

is a monotone operator.

Example 2.1.29. Let X be an Hadamard space and X∗ be its dual space. Let T : X → X

be a nonexpansive mapping. Then, the mapping A : X → 2X
∗

defined by Ax := [
−−→
Txx] is

monotone.

In the next theorem, we present the relationship between monotone operators and their
resolvents in CAT(0) spaces. We first recall the following definition which we will need in
what follows.

Definition 2.1.30. Let X be an Hadamard space. A nonlinear mapping T : X → X is
said to be firmly nonexpansive (see [98]), if

d2(Tx, Ty) ≤ 〈−−−→TxTy,−→xy〉 ∀x, y ∈ X.
Remark 2.1.31. From Cauchy-Schwartz inequality, it is clear that every firmly nonex-
pansive mapping is nonexpasive.

Theorem 2.1.32. (see [98]). Let X be a CAT(0) space and JAλ be the resolvent of a
multivalued operator A of order λ. Then,

(i) for any λ > 0, we have that R(JAλ ) ⊂ D(A) and F (JAλ ) = A−1(0), where R(JAλ ) is
the range of JAλ and F (JAλ ) is the set of fixed points of JAλ ,

(ii) if A is monotone, then JAλ is a singlevalued and firmly nonexpansive mapping,

(iii) if A is monotone and 0 < λ ≤ µ, then d2(JAλ x, J
A
µ x) ≤ µ−λ

µ+λ
d2(x, JAµ x).
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2.1.5 Geometry of p-uniformly convex metric spaces

In this section, we briefly discuss the notion of p-uniformly convex metric spaces. A
detailed discussion of these spaces can be found in [52, 111, 133, 144, 141, 142, 143].

To further generalize established results in other Banach spaces like p-uniformly convex
Banach spaces, Noar and Silberman [133] introduced the notion of p-uniformly convex
metric spaces in 2011 as follows.

Definition 2.1.33. (see [133]). Let 1 < p < ∞, a metric space X is called p-uniformly
convex with parameter c > 0 if X is a geodesic space and for all x, y, v ∈ X and t ∈ [0, 1],

d(v, (1− t)x⊕ ty)p ≤ (1− t)d(v, x)p + td(v, y)p − c

2
t(1− t)d(x, y)p. (2.1.10)

The notion of p-uniformly convex metric space is an obvious generalization of the classical
notion of p-uniformly convex Banach space (see [20, 133]). More precisely, Lp-spaces with
p ≥ 2 are typical examples of p-uniformly convex metric spaces. Furthermore, when
p = 2 = c in (2.1.10), we obtain the CAT(0) inequality (see [31, 133]). In fact, every
CAT(0) space is 2-uniformly convex with parameter c = 2 and every CAT(k) space (k > 0)
with diam(X) < π

2
√
k

is 2-uniformly convex with parameter c = (π − 2
√
kε) tan(

√
kε) for

any 0 < ε ≤ π
2
√
k
−diam(X) (see [111, 133, 143, 160]).

Remark 2.1.34. Inequality (2.1.10) ensures that p-uniformly convex metric spaces are
uniquely geodesic.

Proposition 2.1.35. (see [110]). Let Wp(t) := t(1− t)p⊕ (1− t)tp, and since 4
2p
t(1− t) ≤

Wp(t) ≤ t(1 − t), t ∈ [0, 1], then, one can easily see that a geodesic metric space X is p-
uniformly convex with parameter c ∈ (0, 8

2p
] if and only if there exists a constant k ∈ (0, 1]

such that for all x, y, v ∈ X and t ∈ [0, 1],

d(v, (1− t)x⊕ ty)p ≤ (1− t)d(v, x)p + td(v, y)p − kWp(t)d(x, y)p. (2.1.11)

We now give a concrete example of a p-uniformly convex metric space which is not an
Hadamard space (for p > 2).

Example 2.1.36. Let P(n) be the space of an n×n Hermitian positive definite matrices.
For 1 < p <∞, the geodesic distance between A and B in P(n) (also called the p-Schatten
distance) dp : P(n)×P(n)→ [0,∞) is defined by

dp(A,B) = inf{L(c) | c : [0, 1]→ P(n) is a smooth curve with c(0) = A and c(1) = B}
= || log(A−

1
2BA−

1
2 )||p

=

(
m∑
i=1

logp µi(A
−1B)

) 1
p

,

where µi(A
−1B) are the eigenvalues of A−1B, L(c) :=

∫ 1

0
||c(t)− 1

2 c′(t)c(t)−
1
2 ||pdt, ||A||p :=

(tr|A|p) 1
p , tr is the the usual trace functional and |A| = (AHA)

1
2 (where AH is the conjugate
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transpose of A). The pair (P(n), dp) is a p-uniformly convex metric space with geodesic
joining A to B in P(n) given by

(1− t)x⊕ ty = A
1
2

(
A−

1
2BA−

1
2

)t
A

1
2 , 0 ≤ t ≤ 1.

Other examples of p-uniformly convex metric spaces can be found in [52].

2.1.6 Some operators in geodesic metric spaces

Nonlinear singlevalued mappings

Definition 2.1.37. Let X be a geodesic metric space and T : X → X be a nonlinear
mapping. Throughout this thesis, we shall denote by F (T ), the set of fixed points of T .
The mapping T is said to be

� L-Lipschitzian, if there exists L > 0 such that

d(Tx, Ty) ≤ Ld(x, y) ∀x, y ∈ X,

if L ∈ [0, 1), then T is called contraction, while T is called nonexpansive, if L = 1;

� quasinonexpansive, if F (T ) 6= ∅ and

d(Tx, y) ≤ d(x, y) ∀y ∈ F (T ), x ∈ X;

� k-demicontractive, if F (T ) 6= ∅ and there exists k ∈ [0, 1) such that

d2(Tx, y) ≤ d2(x, y) + kd2(Tx, x) ∀x ∈ X, y ∈ F (T );

� uniformly L-Lipschitzian, if there exists L > 0 such that

d(T nx, T ny) ≤ Ld(x, y) ∀x, y ∈ X,n ≥ 1;

� asymptotically nonexpansive, if there exists a sequence {kn}∞n=1 ⊆ [1,∞), lim
n→∞

kn = 1

such that
d(T nx, T ny) ≤ knd(x, y) ∀n ≥ 1 and x, y ∈ X;

� asymptotically demicontractive, if F (T ) 6= ∅ and there exists a sequence {kn}∞n=1 ⊆
[1,∞), lim

n→∞
kn = 1 such that

d2(T nx, y) ≤ knd
2(x, y) + kd2(x, T nx)

for some k ∈ [0, 1) and for all n ≥ 1, x ∈ X, y ∈ F (T );
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� ({µn}, {vn}, φ)-total asymptotically demicontractive, if F (T ) 6= ∅ and there exist a
constant k ∈ [0, 1) and sequences {µn}, {vn} ⊂ [0,∞) with µn → 0, vn → 0, and a
strictly increasing continuous function φ : [0,∞)→ [0,∞) with φ(0) = 0 such that

d2(T nx, y) ≤ d2(x, y) + µnφ (d(x, y)) + kd2(x, T nx) + vn

for all n ≥ 1, x ∈ X, y ∈ F (T );

� asymptotically regular, if lim
n→∞

d(T nx, T n+1x) = 0 ∀x ∈ X.

Remark 2.1.38. Besides being an obvious generalization of the class of contraction map-
pings, the class of nonexpansive mappings is very important for the following reasons,
among others (see [32]):

(i) The class of nonexpansve mappings is closely connected with the monotonicity meth-
ods developed since the early 1960’s.

(ii) They appear in applications as transition operators for initial value problems of dif-
ferential inclusion problems of the form 0 ∈ du

dt
+ T (t)u, where T (t) is a setvalued

dissipation operator which is also minimally continuous.

Remark 2.1.39. Clearly, nonexpansive mappings (with nonempty fixed points set) ⊂
quasinonexpansive mappings ⊂ demicontractive mappings. There are several examples
in the literature which show that these inclusions are proper (see for example [9, 50, 90]
and the references therein). Furthermore, the class of demicontractive mappings is known
to be of central importance in optimization theory since it contains many common types
of operators that are useful in solving optimization problems (see [69, 128, 193] and the
references therein).

Nonlinear Multivalued mappings

Let X be a metric space, a subset C of X is called proximinal, if for each x ∈ X, there
exists z ∈ C such that d(x, z) = inf{d(x, y) : y ∈ C}. We shall denote by P (X), the family
of all nonempty proximinal subsets of X, CB(X) the family of all nonempty closed and
bounded subsets of X and 2X the family of all nonempty subsets of X. Let H denote the
Hausdorff metric induced by the metric d, then for all A,B ∈ 2X ,

H(A,B) = max{sup
a∈A

d(a,B), sup
b∈B

d(b, A)}, (2.1.12)

where d(a,B) = inf
b∈B

d(a, b) is the distance from the point a to the subset B. Let T : X →
2X be a multivalued mapping. A point x ∈ X is called a fixed point of T , if x ∈ Tx while
x ∈ X is called a strict fixed point of T , if Tx = {x}. The mapping T : X → 2X is called

� L-Lipschitz, if there exists L > 0 such that

H(Tx, Ty) ≤ Ld(x, y) ∀ x, y ∈ X,

if L = 1, then T is called nonexpansive, while T is called a contraction if L ∈ (0, 1);
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� quasinonexpansive, if F (T ) 6= ∅ and

H(Tx, p) ≤ d(x, p) ∀ x ∈ X and p ∈ F (T );

� uniformly L-Lipschitzian, if there exists a constant L > 0 such that

H(T nx, T ny) ≤ Ld(x, y) ∀ n ≥ 0, x, y ∈ C.

Convex functions

Here, we present a brief and concise study of convex functions that are important to our
work.

Definition 2.1.40. Let X be a geodesic metric space. The domain of a function f : X →
R ∪ {+∞} is defined by D(f) = {x ∈ X : f(x) < +∞}.
The function f : D(f) ⊆ X → R ∪ {+∞} is said to be

� proper, if D(f) 6= ∅;

� convex, if

f(tx⊕ (1− t)y) ≤ tf(x) + (1− t)f(y) ∀x, y ∈ X, t ∈ (0, 1);

� uniformly convex (see [52]), if there exists a strictly increasing function φ : R+ → R+

such that

f

(
1

2
x⊕ 1

2
y

)
≤ 1

2
f(x) +

1

2
f(y)− φ(d(x, y));

� lower semicontinuous at a point x ∈ D(f), if

f(x) ≤ lim inf
n→∞

f(xn),

for each sequence {xn} in D(f) such that lim
n→∞

xn = x;

� upper semicontinuous at a point x ∈ D(f), if

f(x) ≥ lim sup
n→∞

f(xn),

for each sequence {xn} in D(f) such that lim
n→∞

xn = x.

We say that f is lower semicontinuous (or upper semicontinuous) on D(f), if it is
lower semicontinuous (or upper semicontinuous) at any point in D(f).

The following is an example of a convex function in an Hadamard space.

Example 2.1.41. [16] Let X be an Hadamard space. For a finite number of points
a1, a2, . . . , aN and (w1, w2, . . . , wN) ∈ S (where S is the convex hull of the canonical basis

e1, e2, . . . , eN ∈ RN), the function f : X → R defined by f(x) =
N∑
n=1

wnd
2(x, an) is convex

and continuous.
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2.2 Literature review

In this section, we review some recent and important past works on minimization problems,
monotone inclusion problems, equilibrium problems and fixed point problems. We shall
discuss in details, mainly the works done in Hadamard and p-uniformly convex metric
spaces, since these two spaces are our major interest in this thesis. For related impor-
tant works in other spaces (like the Hilbert spaces, Banach spaces, topological spaces,
Hadamard manifolds, Hilbert unit balls), we shall simply refer the readers to them.

2.2.1 Minimization problems

MPs (1.2.1) are very useful in optimization theory, convex and nonlinear analysis. One of
the most popular and effective methods for solving MPs is the Proximal Point Algorithm
(PPA), introduced by Martinet [126] in 1970 and further developed by Rockafellar [159] in
real Hilbert spaces as follows: Let f be a proper convex and lower semicontinuous function
defined on a real Hilbert space H. The PPA is defined for arbitrary x1 ∈ H by

xn+1 = arg min
y∈H

(
f(y) +

1

2µn
||y − xn||2

)
, n ≥ 1, (2.2.1)

where µn > 0 for all n ≥ 1. Rockafellar [159] proved that the PPA converges weakly
to a minimizer of a proper convex and lower semicontinuous function and raised a very
important question as to whether the PPA converges strongly or not. The question was
resolved in the negative by Güler [79] who constructed a counterexample showing that the
PPA does not necessarily converges strongly (see also [23, 25] for more counterexamples on
this subject matter). In other words, except additional conditions are imposed on either
the convex function or on the underlying space, only weak convergence results for PPA are
expected. In order to obtain strong convergence of the PPA, Kamimura and Takahashi [96]
modified the PPA (2.2.1) into a Halpern-type PPA, and proved that it converges strongly to
a minimizer of f when f is a proper convex and lower semicontinuous function. Since then,
different modifications of the PPA for solving MPs have been introduced, well-developed
and extensively studied in both Hilbert and Banach spaces (see [1, 33, 92, 134, 139] and
the references therein).

The study of the PPA for solving MPs has recently been generalized from Hilbert spaces
to nonlinear spaces, in particular, the Hadamard manifolds and Hilbert unit balls (see
for example [62, 71, 116, 151] and the references therein). It is important to note that,
although the PPA was first introduced and studied in the linear settings, it is known to
have some important metric characteristics (see [18]). Thus, these generalizations (that
is, generalizing the study of PPA from Hilbert spaces to nonlinear spaces) are ideal and
very important. Motivated by this, Bačák [18] in 2013, further generalized the study of
the PPA (for solving MPs) to the setting of Hadamard spaces, as follows: For arbitrary
point x1 in an Hadamard space X, define the sequence {xn} iteratively by

xn+1 = Jfµn(xn), n ≥ 1, (2.2.2)
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where µn > 0 for all n ≥ 1, and Jfµ : X → X is the Moreau-Yosida resolvent of a proper
convex and lower semicontinuous function defined by

Jfµ (x) = arg min
v∈X

(
f(v) +

1

2µ
d2(v, x)

)
. (2.2.3)

Remark 2.2.1. We note that the mapping Jfµ is firmly nonexpansive (by Remark 2.1.31,
it is nonexpansive) and well defined for all µ > 0 (see [130]). Furthermore, if f is a proper
convex and lower semicontinuous function, then F (Jfµ ) coincides with the set argmin

y∈X
f(y)

of minimizers of f (see [130, 174]).

Bačák [18] proved that the PPA (2.2.2) ∆-converges to a minimizer of f provided that∑∞
n=1 µn = ∞ and f has a minimizer in X. More precisely, he proved the following

theorem.

Theorem 2.2.2. Let X be an Hadamard space and f : X → (−∞,∞] be a proper convex
and lower semicontinuous function. Suppose that f has a minimizer in X and {µn} is a

sequence of positive real numbers such that
∞∑
n=1

µn =∞. Then, for arbitrary starting point

x1 ∈ X, the sequence {xn} generated by (2.2.2) ∆ (weakly)-converges to a minimizer of f .

Since then, there has been increasing interest in the study of PPA for solving MPs by
numerous researchers in Hadamard spaces. For instance, in 2014, Bačák [16] employed
a splitting version of the PPA for minimizing the sum of finitely many convex functions
in Hadamard spaces. In 2015, Cholamjiak et. al. [55] proposed a new algorithm by
combining the PPA and the S-type iteration process (1.1.3), resulting into the following
S-type PPA for approximating a common solution of MP (1.2.1) and fixed point problem
for two nonexpansive mappings in an Hadamard space: For arbitrary x1 ∈ X, define the
sequence {xn} by 

zn = arg miny∈X

[
f(y) + 1

2µn
d2(y, xn)

]
,

yn = (1− βn)xn ⊕ βnT1zn,

xn+1 = (1− αn)T1xn ⊕ αnT2yn, ∀n ≥ 1,

(2.2.4)

where f : X → (−∞,∞] is a proper, convex and lower semicontinuous function, T1, T2 are
nonexpansive mappings on X, {αn} and {βn} are sequences in (0, 1) satisfying some con-
ditions, and {µn} is a sequence such that µn ≥ µ > 0 for all n ≥ 1. They obtained strong
convergence results of the iteration process (2.2.4) under some compactness conditions.
Later in 2016, Suparatulatorn et al. [174] proposed a new algorithm by combining the
PPA and the Halpern iterative process (1.1.4) (resulting into a Halpern-type PPA) to ap-
proximate a common solution of MP and fixed point problem for nonexpansive singlvalued
mapping in an Hadamard space. They proved the following strong convergence result.

Theorem 2.2.3. Let X be an Hadamard space and f : X → (−∞,∞] be a proper
convex and lower semicontinuous function. Let T be a nonexpansive mapping on X such
that Ω := F (T ) ∩ argmin

y∈X
f(y) is nonempty. Assume that {µn} is a sequence such that

27



µn ≥ µ > 0 for some µ and for all n ≥ 1. Suppose that u, x1 ∈ X are arbitrarily chosen
and {xn} is generated in the following manner: yn = argminy∈X

[
f(y) + 1

2µn
d2(y, xn)

]
,

xn+1 = αnu⊕ (1− αn)Tyn,
(2.2.5)

for each n ≥ 1, where {αn} is a sequence in (0, 1) satisfying
(I) lim

n→∞
αn = 0,

(II)
∞∑
n=1

αn =∞,

(III)
∞∑
n=1

|αn − αn+1| <∞,

(IV)
∞∑
n=1

|µn − µn+1| <∞.
Then {xn} strongly converges to z ∈ Ω which is the nearest point of Ω to u.

For more important results on MPs in Hadamard spaces, see [8, 16, 46, 54, 137] and the
references therein.

Since Hilbert spaces are the only Banach spaces which are Hadamard spaces, there is
a need to further generalize the study of MPs to more general nonlinear spaces which
includes other Banach spaces. The study of MPs in such nonlinear spaces, in particular,
p-uniformly convex metric spaces, is part of our interest in this work. However, existing
results concerning PPA in Hadamard spaces cannot be simply carried into p-uniformly
convex metric spaces due to the structure of the space; the smoothness constant c (see
inequality (2.1.10)) among others, always serves as a natural obstacle to be overcome in
order to extend existing results on PPA to p-uniformly convex metric space.

Let X be a p-uniformly convex metric space. Choi and Ji [52] introduced the notion of
p-resolvent mapping of a proper, convex and lower semicontinuous function f in X as
follows: For x ∈ X and µ > 0, Jfµ : X → X is defined by

Jfµ (x) = arg min
v∈X

(
f(v) +

1

2µ
d(v, x)p

)
. (2.2.6)

Clearly, if p = 2, then (2.2.6) reduces to the Moreau-Yosida resolvent (2.2.3). Using
(2.2.6), they proved that the PPA converges to a minimizer of f in a p-uniformly convex
metric space. In fact, they proved the following theorem.

Theorem 2.2.4. [52, Theorem 3.6] Let X be a p-uniformly convex metric space with
parameter c > 0 and diameter α > 0. Let f : X → (−∞,∞] be a proper uniformly
convex, lower semicontinuous function, and {µn} be a sequence of positive real numbers
such that lim

n→∞
n

(
∑n
i=1 µi)

= 0. Suppose that the sequence {xn} in X is generated by the

following PPA:

xn = Jfµn(xn−1), n ≥ 1, (2.2.7)

where Jfµn is as defined in (2.2.6). Then, {xn} converges to a minimizer of f .
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Kuwae [110] defined the p-resolvent mapping slightly different from the one in (2.2.6) as
follows:

Jfµ (x) = arg min
v∈X

(
f(v) +

1

pµp−1
d(v, x)p

)
. (2.2.8)

Observe that if we set p = 2 in 1
pµp−1 , then (2.2.8) reduces to (2.2.6). Thus, (2.2.8) is

more general than (2.2.6), and known to be applicable in obtaining solutions of initial
boundary value problems for p-harmonic maps (see [110] for more details). Kuwae [110]
also proved the existence of minimizers of proper lower semicontinuous coercive functions
in p-uniformly convex metric spaces.

Remark 2.2.5. To the best of our knowledge, the results of Kuwae [110], Choi and Ji
[52] are the only results on MPs in p-uniformly convex metric spaces. Thus, there are still
a lot to be done on MPs in p-uniformly convex metric spaces given their importance in
these spaces. Inspired by this, we further develop and generalize the study of MPs in these
spaces in Chapter 7.

2.2.2 Monotone inclusion problems

One of the most important problems in monotone operator theory is the MIP (1.2.6),
which is also known as the problem of finding zeros of monotone operators. The quest in
developing different techniques for solving this problem by many researchers has become
enormous in recent time, since many mathematical problems such as MPs (1.2.1), VIPs
(1.2.10), fixed point problems, CFP (1.2.11), saddle point problems, and others, can be
modeled as MIP (1.2.6). For instance, the problem of finding a zero of a monotone operator
is the problem of finding a solution of MP for a proper convex and lower semicontinuous
function. In this case, the monotone operator is the subdifferential of the convex function.
Also, a zero of a monotone operator is a solution of a VIP associated to the monotone
operator. More so, a zero of a monotone operator is a fixed point of a nonexpansive map-
ping. In this case, the monotone operator is defined as in Example 2.1.29. Furthermore,
it describes the equilibrium or stable state of an evolution system governed by the mono-
tone operator, which is very important in ecology, physics, economics, among others (see
[24, 30, 49, 98, 153] and the references therein). One of the most popular techniques for
approximating solutions of (1.2.6) is the PPA. MIP (1.2.6) has been extensively studied
using the PPA and its modifications by numerious authors in both Hilbert and Banach
spaces (see [37, 38, 45, 96, 97, 129, 140, 157, 178] and the references therein).

The study of MIP was recently extended from Hilbert spaces to Hadamard spaces by
Khatibzadeh and Ranjbar [98]. In 2016, Khatibzadeh and Ranjbar [98] introduced and
studied the following PPA in Hadamard spaces for approximating a solution of MIP (1.2.6),
for which they obtained a ∆-convergence result:{

x0 ∈ X,
xn = JAλnxn−1,

(2.2.9)

where JAλn is the resolvent of the monotone mapping A with sequence {λn} ⊂ (0,∞)
such that

∑∞
n=1 λn =∞. They also obtained a strong convergence result using the above
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PPA under the assumption that A is strongly monotone. More precisely, they proved the
following theorems.

Theorem 2.2.6. [98] Let X be an Hadamard space and X∗ be its dual space. Let A :
X → 2X

∗
be a multivalued monotone operator which satisfies the range condition and

A−1(0) 6= ∅. Let {λn} be a sequence of positive real numbers such that 0 < λ ≤ λn. Then,
the sequence {xn} generated by (2.2.9) ∆-converges to an element of A−1(0).

Theorem 2.2.7. [98] Let X be an Hadamard space and X∗ be its dual space. Let A : X →
2X
∗

be a multivalued α-strongly monotone operator which satisfies the range condition and

A−1(0) 6= ∅. Let {λn} be a sequence of positive real numbers such that
∞∑
n=1

λn =∞. Then,

the sequence {xn} generated by (2.2.9) converges strongly to the single element x of A−1(0).

Very recently, Ranjbar and Khatibzadeh [153] proposed the following Mann-type and
Halpern-type PPA in Hadamard spaces for approximating solutions of (1.2.6):{

x0 ∈ X,
xn+1 = αnxn ⊕ (1− αn)JAλnxn

(2.2.10)

and {
u, x0 ∈ X,
xn+1 = αnu⊕ (1− αn)JAλnxn,

(2.2.11)

where {λn} ⊂ (0,∞) and {αn} ⊂ [0, 1]. Under some conditions, they obtained ∆-
convergence result using (2.2.10) and strong convergence result using (2.2.11). Motivated
by the work of Khatibzadeh and Ranjbar [98], Heydari et.al. [83] modified the PPA (2.2.9)
in order to approximate a common solution of a finite family of MIPs in Hadamard spaces.
They obtained a ∆-convergence result when the underlying operators are monotone and
a strong convergence result when these operators are strongly monotone.

Remark 2.2.8. Besides the results of Khatibzadeh and Ranjbar [98], Heydari et.al. [83],
Ranjbar and Khatibzadeh [153], which mainly motivate our study of MIPs (1.2.6) in
the next chapter, we would like to mention that there are few other results on MIPs in
Hadamard spaces (see for example, [9, 41, 47, 137, 152, 194]). This then means that,
the study of MIPs in Hadamard spaces is still in the developing stage. Therefore, it is
important to further develop and generalize this study in Hadamard spaces.

2.2.3 Equilibrium problems

EP (1.2.7) is another important area of research in mathematics that has attracted the
interest of many researchers in recent time. It includes many other optimization and math-
ematical problems as special cases; namely, MPs, VIPs, complementarity problems, fixed
point problems, CFPs, among others. Thus, EPs are of central importance in optimization
theory as well as in nonlinear and convex analysis.
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Throughout this thesis, we shall denote the solution set of the EP(1.2.7) by EP(ϕ, C) and
call all points in X satisfying (1.2.7), an equilibrium point of the underlying bifunction ϕ.

EPs have been widely studied in Hilbert, Banach and topological vector spaces by many
authors (see [27, 28, 59, 89, 176, 179]), as well as in Hadamard manifolds (see [58, 136]).
The EP (1.2.7) was recently studied in Hadamard spaces by Kimura and Kishi [100] under
the assumption that the Hadamard space must satisfy the Convex Hull Finite Property
(CHFP) (see [100, 108] for the definition of CHFP). In particular, they proved the following
theorem.

Theorem 2.2.9. Let X be an Hadamard space with CHFP and C be a nonempty closed
and convex subset of X. Let {αn} be a sequence of real numbers satisfying 0 < a ≤ αn ≤
b < 1. For arbitrary x1 ∈ X, define the sequence {xn} in X by

xn+1 = αnxn ⊕ (1− αn)Jϕxn, n ≥ 1, (2.2.12)

where Jϕ : X → C is the resolvent of the bifunction ϕ satisfying some conditions (see
[100, Condition 1]). Then, {xn} ∆-converges to an element of EP (ϕ,C).

Very recently, Kumam and Chaipunya [108] studied the EP (1.2.7) in Hadamard spaces
without the CHFP assumption. They established the existence of an equilibrium point of a
bifunction satisfying some convexity, continuity and coercivity assumptions, and they also
established some fundamental properties of the resolvent of the bifunction. Furthermore,
they proved that the PPA ∆-converges to an equilibrium point of a monotone bifunction
in an Hadamard space. More precisely, they proved the following theorem.

Theorem 2.2.10. Let C be a nonempty closed and convex subset of an Hadamard space
X and ϕ : C × C → R be monotone, ∆-upper semicontinuous in the first variable such
that D(Jϕλ ) ⊃ C for all λ > 0. Suppose that EP (ϕ,C) 6= ∅ and for an initial guess x0 ∈ C,
the sequence {xn} ⊂ C is generated by

xn := Jϕλn(xn−1), n ∈ N,

where {λn} is a sequence of positive real numbers bounded away from 0. Then, {xn}
∆-converges to an element of EP (ϕ,C).

In the linear settings (for example, in Hilbert spaces), EPs have been generalized into an
important optimization problem called the MEP (1.2.8). The MEP is an important class
of optimization problems since it contains many other optimization problems as special
cases. For instance, if ϕ ≡ 0 in (1.2.8), then the MEP (1.2.8) reduces to MP (1.2.1).
Also, if f ≡ 0 in (1.2.8), then the MEP (1.2.8) reduces to the EP (1.2.7). Therefore, it is
indisputable that MEP is one of the most general and applicable problems in optimization
theory. The existence of solutions of MEP (1.2.8) was established in Hilbert spaces by
Peng and Yao [148] (see also [40]). Since then, many authors have extensively studied the
MEP (1.2.8) in both Hilbert and Banach spaces (see [40, 75, 146, 148] and the references
contained therein).

Remark 2.2.11. The study of EPs in Hadamard spaces is still in the embryonic stage
since there are very few results concerning EPs in Hadamard spaces. Thus, it is important
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to further develop its study in these spaces. More so, to the best of our knowledge, MEP
(1.2.8) has never been studied in the frame work of Hadamard spaces. Since MEPs contain
both MPs and EPs as special cases in Hilbert spaces, it is important to extend its study
to Hadamard spaces, so as to unify other optimization problems (in particular, MPs and
EPs) in Hadamard spaces.

2.2.4 Fixed point problems

The approximation of solutions of fixed point problems for nonlinear mappings is one of
the most flourishing areas of research in mathematics that has enjoyed prosperous de-
velopment in the last fifty years or so (see [49, 139, 156]). Its extensive applications in
diverse mathematical problems such as inverse problems, signal processing, game theory,
fuzzy theory and many others (see [51, 127, 156, 59] and the references therein) is of great
interest and has been a major source of attraction for researchers in this direction. Fur-
thermore, many mathematical problems emanating from biology, engineering, economics,
computer science, are among others which can be modeled as a fixed point problem. As
mentioned earlier, the origin of fixed point problems in metric spaces goes back to the
Banach contraction mapping principle. Since then, there have been rapid growing interest
in this direction. For instance, the work of Kirk [104] was the pioneer work of fixed point
theory in Hadamard spaces, after which Dhompongsa and Panyanak [105], Saejung [161],
Shi and Chen [167], Wangkeeree et al. [185], Shi et al. [168], among others, continued to
obtain interesting fixed point results in Hadamard spaces.

In 2003, Kirk [104] proved that every nonexpansive singlevalued mapping defined on a
nonempty closed convex and bounded subset of a CAT(0) space has a fixed point. In
2008, Dhompongsa and Panyanak [105] proved the following theorems for approximating
solutions of fixed point problems for nonexpansive mappings in Hadamard spaces.

Theorem 2.2.12. Let C be a bounded closed and convex subset of X and T : C → C be
a nonexpansive asymptotically regular mapping. Then, for any x0 ∈ C, the sequence {xn}
generated by the Picard iteration process, ∆-converges to an element of F (T ).

Theorem 2.2.13. Let C be a bounded closed and convex subset of X and T : C → C be
a nonexpansive mapping. Then, for any initial point x0 ∈ C, the sequence {xn} generated
by the following Mann iteration process, ∆-converges to an element of F (T ):

xn+1 = αnxn ⊕ (1− αn)Txn, n ≥ 0, (2.2.13)

where {αn} is a sequence in (0, 1) such that
∞∑
n=0

αn =∞ and lim sup
n→∞

αn < 1.

Theorem 2.2.14. Let C be a bounded closed and convex subset of X and T : C → C be
a nonexpansive mapping. Then, for any initial point x0 ∈ C, the sequence {xn} generated
by the following Ishikawa iteration process, ∆-converges to an element of F (T ):

xn+1 = αnT (βnTxn ⊕ (1− βn)xn)⊕ (1− αn)xn, n ≥ 0, (2.2.14)

where {αn} and {βn} are sequences in (0, 1) such that
∞∑
n=0

αn(1−αn) =∞,
∞∑
n=0

βn(1−αn) <

∞ and lim sup
n→∞

βn < 1.
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Later in 2009, Saejung [161] introduced the following Halpern iteration process and proved
its strong convergence to a fixed point of a nonexpansive mapping in an Hadamard space:
For arbitrary u, x1 ∈ C, let {xn} be generated by

xn+1 = αnu⊕ (1− αn)Txn, ∀n ≥ 1. (2.2.15)

In fact, he proved the following theorem.

Theorem 2.2.15. Let C be a closed and convex subset of an Hadamard space X and
T : C → C be a nonexpansive mapping with nonempty fixed point set F (T ). Suppose that
{xn} is generated by (2.2.15), where {αn} is a sequence in (0, 1) satisfying

(i) lim
n→∞

αn = 0;

(ii)
∞∑
n=1

αn =∞;

(iii)
∞∑
n=1

|αn − αn+1| <∞ or lim
n→∞

(
αn
αn+1

)
= 1.

Then, {xn} converges to z ∈ F (T ) which is the nearest point of F (T ) to u.

In 2012, Shi and Chen [167] studied the following viscosity iteration process for approxi-
mating fixed points of a nonexpansive mapping T in Hadamard spaces: Let xt ∈ C be a
unique fixed point of the contraction x 7→ tf(x)⊕ (1− t)Tx, t ∈ (0, 1); i.e.,

xt = tf(xt)⊕ (1− t)Txt. (2.2.16)

Also, for arbitrarily x0 ∈ C, let {xn} be a sequence generated by

xn+1 = αnf(xn)⊕ (1− αn)Txn, n ≥ 0, (2.2.17)

where {αn} ⊂ (0, 1). They proved that {xt} defined by (2.2.16) converges strongly to
x̃ ∈ F (T ) such that x̃ = PF (T )f(x̃) satisfies property P , i.e., if for x, u, y1, y2 ∈ X,

d(x, P[x,y1]u)d(x, y1) ≤ d(x, P[x,y2]u)d(x, y2) + d(x, u)d(y1, y2).

Furthermore, they obtained that {xn} defined by (2.2.17) converges strongly to x̃ ∈ F (T )
under appropriate conditions on {αn}.
By using the concept of quasilinearization mapping, Wangkeeree and Preechasilp [184]
improved Shi and Chen’s results. In fact, they proved some strong convergence theorems
for the two iterative schemes (2.2.16) and (2.2.17) in an Hadamard space without the
property P .

Later, Wangkeeree et al. [185] studied some strong convergence theorems of the viscosity
approximation schemes for an asymptotically nonexpansive mapping in Hadamard spaces:
Let C be a closed convex subset of an Hadamard space X and T : C → C be an asymptot-
ically nonexpansive mapping. For a given contraction f on C and αn ∈ (0, 1), let xn ∈ C
be a unique fixed point of the contraction x 7→ αnf(x)⊕ (1− αn)T nx; i.e.

xn = αnf(xn)⊕ (1− αn)T nxn, n ≥ 1. (2.2.18)
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Also, for arbitrary x1 ∈ C, let {xn} be a sequence defined by

xn+1 = αnf(xn)⊕ (1− αn)T nxn, n ≥ 1. (2.2.19)

They proved that the iterative schemes (2.2.18) and (2.2.19) converge strongly to the same
point x̃ := PF (T )f(x̃), which is the unique solution of the variational inequality:

〈−−→x̃f x̃,−→xx̃〉 ≥ 0, x ∈ F (T ). (2.2.20)

In 2013, Kim [102] studied the Ishikawa-type iterative scheme for approximating fixed point
of a completely continuous and uniformly L-Lipschitzian asymptotically demicontractive
singlevalued mapping in an Hadamard space (see Definition 2.1.37). Under some compact-
ness conditions, Kim [102] obtained a strong convergence result. In 2014, Liu and Chang
[120] proved some strong convergence theorems using Mann- and Ishikawa-type iterative
schemes for uniformly L-Lipschitzian asymptotically demicontractive singlevalued map-
ping. Several other authors have also studied fixed point problems for nonlinear mappings
in Hadamard spaces (see, for example [8, 9, 27, 43, 44, 50, 68, 94, 99, 105, 104, 181, 186]
and the references therein).

Researchers are now beginning to extend the study of fixed point problems for nonlinear
mappings from Hadamard spaces to p-uniformly convex metric spaces. To the best of our
knowledge, there are only two results on fixed point problems for nonlinear mappings in
p-uniformly convex metric spaces (see [53, 160]). However, we shall omit the discussion
of these results since they are not of interest to our study on fixed point problems in
p-uniformly convex metric spaces.

2.3 Some important lemmas

In this section, we recall important lemmas which will be needed in the poof of our main
results. We begin with the following important inequalities.

Lemma 2.3.1. Let X be a CAT(0) space, w, x, y, z ∈ X and t, s ∈ [0, 1]. Then

(i) d(tx⊕ (1− t)y, z) ≤ td(x, z) + (1− t)d(y, z) (see [68]).

(ii) d2(tx⊕ (1− t)y, z) ≤ td2(x, z) + (1− t)d2(y, z)− t(1− t)d2(x, y) (see [68]).

(iii) d2(tx⊕ (1− t)y, z) ≤ t2d2(x, z) + (1− t)2d2(y, z) + 2t(1− t)〈−→xz,−→yz〉 (see [65]).

(iv) d(tw ⊕ (1− t)x, ty ⊕ (1− t)z) ≤ td(w, y) + (1− t)d(x, z) (see [31]).

(v) z = tx⊕ (1− t)y implies 〈−→zy,−→zw〉 ≤ t〈−→xy,−→zx〉 (see [65]).

(vi) d(tx⊕ (1− t)y, sx⊕ (1− s)y) ≤ |t− s|d(x, y) (see [42]).

Lemma 2.3.2. [184] Let X be a CAT(0) space. For any t ∈ [0, 1] and u, v ∈ X, let
ut = tu⊕ (1− t)v. Then, for all x, y ∈ X, we have
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(i) 〈−→utx,−→uty〉 ≤ t〈−→ux,−→uty〉+ (1− t)〈−→vx,−→uty〉;

(ii) 〈−→utx,−→uy〉 ≤ t〈−→ux,−→uy〉+ (1− t)〈−→vx,−→ux〉;

(iii) 〈−→utx,−→vy〉 ≤ t〈−→ux,−→vy〉+ (1− t)〈−→vx,−→vy〉;

(iii) d2(x, u) ≤ d2(y, u) + 2〈−→xy,−→xu〉.

Lemma 2.3.3. [180] Let X be a CAT(0) space. Let {xi, i = 1, 2, . . . , N} ⊂ X and

αi ∈ [0, 1], i = 1, 2, . . . , N such that
N∑
i=1

αi = 1. Then,

d

(
N⊕
i=1

αixi, z

)
≤

N∑
i=1

αid(xi, z), ∀z ∈ X.

Remark 2.3.4. [180]. For a CAT(0) space X, if {xi, i = 1, 2, . . . , N} ⊂ X, and αi ∈
[0, 1], i = 1, 2, . . . , N . Then by induction, we can write

N⊕
i=1

αixi := (1− αN)

[
α1

1− αN
x1 ⊕

α2

1− αN
x2 ⊕ · · · ⊕

αN−1

1− αN
xN−1

]
⊕ αNxN

= (1− αN)
N−1⊕
i=1

αi
1− αN

xi ⊕ αNxN . (2.3.1)

The following Lemmas are very important as regards to ∆-convergence.

Lemma 2.3.5. [68] Every bounded sequence in an Hadamard space always have a 4-
convergent subsequence.

Lemma 2.3.6. [114] Let X be an Hadamard space. Then, every bounded sequence in X
has a unique asymptotic center.

Lemma 2.3.7. [66] If {xn} is a bounded sequence in a closed and convex subset C of an
Hadamard space, then the asymptotic center of {xn} is in C.

Let {xn} be a bounded sequence in a closed and convex subset C of an Hadamard space.
We use the notation

xn ⇀ w ⇐⇒ Φ(w) = inf
x∈C

Φ(x),

where Φ(x) = lim sup
n→∞

d(xn, x). We note that xn ⇀ w if and only if A({xn}) = {w} (see

[132]).

Lemma 2.3.8. [132] If {xn} is a bounded sequence in a closed and convex subset C of an
Hadamard space, then ∆- lim

n→∞
xn = w implies that xn ⇀ w.

Lemma 2.3.9. [154, Opial’s Lemma] Let X be an Hadamard space and {xn} be a sequence
in X. If there exists a nonempty subset F in which
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(i) lim
n→∞

d(xn, z) exists for every z ∈ F , and

(ii) if {xnk} is a subsequence of {xn} which is ∆-convergent to x, then x ∈ F .

Then, there is a p ∈ F such that {xn} is ∆-convergent to p in X.

Lemma 2.3.10. [94] Let X be an Hadamard space, {xn} be a sequence in X and x ∈ X.
Then, {xn} 4-converges to x if and only if lim sup

n→∞
〈−−→xxn,−→xy〉 ≤ 0 for all y ∈ C.

Definition 2.3.11. Let X be a complete convex metric space and T : X → X be any
nonlinear mapping. T is said to be ∆-demiclosed, if for any bounded sequence {xn} in X
such that ∆- lim

n→∞
xn = z and lim

n→∞
d(xn, Txn) = 0, then z = Tz.

Lemma 2.3.12. [66] Let X be an Hadamard space and T : X → X be a nonexpansive
mapping, then T is ∆-demiclosed.

Lemma 2.3.13. [29] Let C be a closed and convex subset of an Hadamard space X and
T : C → CB(C) be a nonexpansive multivalued mapping, then the conditions that {xn} ∆-
converges to x and {d(xn, zn)} converges strongly to 0 (where zn ∈ Txn), imply that
x ∈ Tx.

Lemma 2.3.14. [149] Let X be an Hadamard space and T : X → X be a generalized
asymptotically nonspreading mapping, then T is ∆-demiclosed.

We now recall other important lemmas to our study.

Lemma 2.3.15. (see [115, Lemma 7]) Let X be a uniformly convex hyperbolic space with
modulus of uniform convexity η. For any c > 0, ε ∈ (0, 2], λ ∈ [0, 1] and v, x, y ∈ X, we
have that

d(x, v) ≤ c, d(y, v) ≤ c and d(x, y) ≥ εc imply that d((1−λ)x⊕λy, v) ≤ (1−2λ(1−λ)η(c, ε))c.

Remark 2.3.16. If X is a CAT(0) space, then X is uniformly convex with modulus of
uniform convexity η(c, ε) := ε2

8
(see [115, Proposition 8]).

Lemma 2.3.17. [175] Let {xn} and {yn} be bounded sequences in a metric space of hy-
perbolic type X and {βn} be a sequence in [0,1] with lim inf

n→∞
βn < lim sup

n→∞
βn < 1. Suppose

that xn+1 = βnxn ⊕ (1 − βn)yn for all n ≥ 0 and lim sup
n→∞

(d(yn+1, yn) − d(xn+1, xn)) ≤ 0.

Then lim
n→∞

d(yn, xn) = 0.

Lemma 2.3.18. [183] Let C be a closed and convex subset of an Hadamard space X
and T : C → C be a uniformly L-Lipschitzian and ({µ}, {vn}, φ)-total asymptotically
demicontractive mapping with F (T ) 6= ∅. If {xn} is a bounded sequence in C such that
∆- lim

n→∞
xn = p and lim

n→∞
d(xn, Txn) = 0. Then Tp = p.

Remark 2.3.19. If φ(λ) = λ2 and vn = 0 for each n ≥ 1, then in Lemma 2.3.18, T is an
asymptotically demicontractive mapping.
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Definition 2.3.20. [65] Let C be a nonempty closed and convex subset of a CAT(0) space
X. The metric projection of X onto C is a mapping PC : X → C which assigns to each
x ∈ X, the unique point PCx in C such that d(x, PCx) = inf{d(x, y) : y ∈ C}.
Lemma 2.3.21. [65, Theorem 2.4] Let C be a nonempty closed and convex subset of an
Hadamard space X, x ∈ X and u ∈ C. Then, u = PCx if and only if 〈−→yu,−→ux〉 ≥ 0 ∀y ∈ C.

Lemma 2.3.22. [88] Let X be a metric space and A,B ∈ P (X). Then, for all a ∈ A,
there exists b ∈ B such that d(a, b) ≤ H(A,B).

Lemma 2.3.23. [131] Let X be a complete metric space and T be a mapping from X to
CB(X) such that for all x, y ∈ X,

H(Tx, Ty) ≤ λd(x, y),

where 0 < λ < 1. Then T has a fixed point.

The following lemmas are very useful to our study in p-uniformly convex metric spaces.

Lemma 2.3.24. [160],[70]. For p > 1, let X be a complete p-uniformly convex metric
space with parameter c > 0. Then,

(i) every bounded sequence in X has a unique asymptotic center,

(ii) every bounded sequence in X has a ∆-convergent subsequence.

Lemma 2.3.25. For p > 1, let X be a complete p-uniformly convex metric space with
parameter c > 0, and T : X → X be a nonexpansive mapping. Then T is ∆-demiclosed.
The proof follows easily from the proof of [66, Lemma 2.3]

We now end this section with the following results which play vital roles in establishing
strong convergence results.

Lemma 2.3.26. [191]. Let {an} be a sequence of non-negative real numbers satisfying

an+1 ≤ (1− αn)an + αnδn + γn, n ≥ 0,

where {αn}, {δn} and {γn} satisfy the following conditions:

(i) {αn} ⊂ [0, 1],
∞∑
n=0

αn =∞,

(ii) lim sup
n→∞

δn ≤ 0,

(iii) γn ≥ 0(n ≥ 0),
∞∑
n=0

γn <∞.

Then lim
n→∞

an = 0.

Lemma 2.3.27. [123] Let {an} be a sequence of non-negative numbers such that

an+1 ≤ (1− αn)an + αnδn,

where {δn} is a sequence of real numbers bounded from above and {αn} ⊂ [0, 1] satisfies∑
αn =∞. Then it holds that

lim sup
n→∞

an ≤ lim sup
n→∞

δn.
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Lemma 2.3.28. [108] Suppose that {xn} is ∆-convergent to q and there exists y ∈ X
such that lim sup

n→∞
d(xn, y) ≤ d(q, y), then {xn} converges strongly to q.

Lemma 2.3.29. [122]. Let {an} be a sequence of real numbers such that there exists a
subsequence {nj} of {n} such that anj < anj+1 ∀j ∈ N. Then there exists a nondecreasing
sequence{mk} ⊂ N such that mk → ∞ when the following properties are satisfied by all
(sufficiently large) numbers k ∈ N:

amk ≤ amk+1 and ak ≤ amk+1.

In fact, mk = max{i ≤ k : ai < ai+1}.
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Chapter 3

Contributions to Monotone Inclusion
Problems in Hadamard Spaces

3.1 Introduction

The extension of known concepts from Hilbert, Banach and topological vector spaces, as
well as differentiable manifolds to Hadamard spaces has been of great interest to many
researchers in this subject field. One of such known concept is the theory of monotone
operators which is known to be one of the most important notions in optimization theory.
Monotone operator theory is an area of research in mathematics that has received a lot of
attention over the years. An important problem in monotone operator theory is the MIP
(1.2.6). In Section 2.2.2, we reviewed some important works that motivate our study of
MIPs in Hadamard spaces. In this chapter, based on Remark 2.2.8, we shall propose and
study some strong convergence theorems for approximating solutions of MIPs in Hadamard
spaces, and also apply the obtained results to solve other related mathematical problems
with numerical examples.

3.2 Preliminaries

In this section, we introduce and prove some new lemmas that will be needed in establishing
the proposed strong convergence theorems of this chapter. We begin with the following
important inequalities.

Lemma 3.2.1. Let X be a CAT(0) space, {xi, i = 1, 2, . . . , N} ⊂ X, {yi, i = 1, 2, . . . , N} ⊂
X and αi ∈ [0, 1] for each i = 1, 2, . . . , N such that

N∑
i=1

αi = 1. Then,

d

(
N⊕
i=1

αixi,
N⊕
i=1

αiyi

)
≤

N∑
i=1

αid(xi, yi). (3.2.1)

Proof. (By induction). For N = 2, the result follows from Lemma 2.3.1 (iv). Now, assume
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that (3.2.1) holds for N = k, for some k ≥ 2. Then, we prove that (3.2.1) also holds for
N = k + 1. Indeed, by (2.3.1), Lemma 2.3.1 (iv) and our assumption, we obtain that

d

(
k+1⊕
i=1

αixi,

k+1⊕
i=1

αiyi

)

= d

(
(1− αk+1)

k⊕
i=1

αi
1− αk+1

xi ⊕ αk+1xk+1, (1− αk+1)
k⊕
i=1

αi
1− αk+1

yi ⊕ αk+1yk+1

)

≤ (1− αk+1)d

(
k⊕
i=1

αi
1− αk+1

xi,

k⊕
i=1

αi
1− αk+1

yi

)
+ αk+1d(xk+1, yk+1)

≤
k∑
i=1

αid(xi, yi) + αk+1d(xk+1, yk+1)

=
k+1∑
i=1

αid(xi, yi).

Hence, (3.2.1) holds for N = k+1. Therefore, we conclude by induction that (3.2.1) holds
for all N ∈ N.

Lemma 3.2.2. Let X be a CAT(0) space, x1, x2, x3 ∈ X and α1, α2, α3, β1, β2, β3 ∈ [0, 1]
such that α1 + α2 + α3 = 1 and β1 + β2 + β3 = 1. Then,

d

(
3⊕
i=1

αixi,
3⊕
i=1

βixi

)
≤

∣∣α3 − β3

∣∣ [ α1

1− α3

d(x1, x3) +

(
1− α1

1− α3

)
d(x2, x3)

]
+
∣∣ α2

1− α3

− β2

1− β3

∣∣(1− β3)d(x1, x2). (3.2.2)

Proof. From Lemma 2.3.1 (vi), (iv), (i) and (2.3.1), we obtain

d

(
3⊕
i=1

αixi,

3⊕
i=1

βixi

)
≤ d

(
(1− α3)

2⊕
i=1

αi
1− α3

xi ⊕ α3x3, (1− β3)
2⊕
i=1

αi
1− α3

xi ⊕ β3x3

)

+d

(
(1− β3)

2⊕
i=1

αi
1− α3

xi ⊕ β3x3, (1− β3)
2⊕
i=1

βi
1− β3

xi ⊕ β3x3

)

≤
∣∣α3 − β3

∣∣d( 2⊕
i=1

αi
1− α3

xi, x3

)

+(1− β3)d

(
2⊕
i=1

αi
1− α3

xi,
2⊕
i=1

βi
1− β3

xi

)
+ β3d(x3, x3)

≤
∣∣α3 − β3

∣∣ [ α1

1− α3

d(x1, x3) +

(
1− α1

1− α3

)
d(x2, x3)

]
+
∣∣ α2

1− α3

− β2

1− β3

∣∣(1− β3)d(x1, x2).

40



Remark 3.2.3. Observe that, if we set α3 = β3 = 0, then Lemma 3.2.2 reduces to Lemma
2.3.1 (vi).

Lemma 3.2.4. Let X be an Hadamard space and A : X → 2X
∗

be a monotone operator.
Then,

(i) d2(u, JAλ x) + d2(JAλ x, x) ≤ d2(u, x) for all u ∈ F (JAλ ), x ∈ X and λ > 0,

(ii) d(JAλ x, J
A
µ x) ≤

(√
1− λ

µ

)
d(x, JAµ x), ∀x ∈ X and for 0 < λ ≤ µ.

Proof. (i) For any u ∈ A−1(0), x ∈ D(JAλ ) and λ > 0, we obtain from Theorem 2.1.32 (i)
and (ii), and by the definition of firmly nonexpansive mapping that

d2(JAλ x, u) ≤ 〈
−−−→
JAλ x u,

−→xu〉
=

1

2

(
d2(JAλ x, u) + d2(u, x)− d2(JAλ x, x)

)
,

which implies
d2(u, JAλ x) + d2(JAλ x, x) ≤ d2(u, x).

(ii) From Theorem 2.1.32 (iii), we obtain that

µ+ λ

µ
d2(JAλ x, J

A
µ x) ≤ µ− λ

µ
d2(x, JAµ x),

which implies that

d2(JAλ x, J
A
µ x) ≤

(
1− λ

µ

)
d2(x, JAµ x).

That is,

d(JAλ x, J
A
µ x) ≤

(√
1− λ

µ

)
d(x, JAµ x).

Remark 3.2.5. Observe that the inequality in Lemma 3.2.4 (i) is a property of any firmly
nonexpansive mapping. That is, if T is a firmly nonexpansive mapping, then from the
definition of quasilinearization mapping (Definition 2.1.14), we obtain

d2(u, Tx) + d2(Tx, x) ≤ d2(u, x), ∀u ∈ F (T ), x ∈ X.

Lemma 3.2.6. Let X be an Hadmard space and X∗ be its dual space. Let T : X → X be
a nonexpansive mapping and for each i = 1, 2, . . . N , let JAiλ be the resolvent of monotone

operators Ai of order λ > 0 such that F (T )∩F (JANλ )∩F (J
AN−1

λ )∩· · ·∩F (JA2
λ )∩F (JA1

λ ) 6= ∅.
Then

F (T ◦JANλ ◦JAN−1

λ ◦ · · · ◦JA2
λ ◦JA1

λ ) = F (T )∩F (JANλ )∩F (J
AN−1

λ )∩ · · ·∩F (JA2
λ )∩F (JA1

λ ).
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Proof. Clearly, F (T )∩F (JANλ )∩F (J
AN−1

λ )∩ · · ·∩F (JA2
λ )∩F (JA1

λ ) ⊆ F (T ◦JANλ ◦JAN−1

λ ◦
· · · ◦ JA2

λ ◦ JA1
λ ).

We now show that F (T ◦ JANλ ◦ JAN−1

λ ◦ · · · ◦ JA2
λ ◦ JA1

λ ) ⊆ F (T ) ∩ F (JANλ ) ∩ F (J
AN−1

λ ) ∩
· · · ∩ F (JA2

λ ) ∩ F (JA1
λ ).

Let ΦN
λ = JANλ ◦ JAN−1

λ ◦ · · · ◦ JA2
λ ◦ JA1

λ and Φ0
λ = I, then for any x ∈ F (T ◦ ΦN

λ ) and

y ∈ F (T ) ∩ F (JANλ ) ∩ F (J
AN−1

λ ) ∩ · · · ∩ F (JA2
λ ) ∩ F (JA1

λ ), we have that

d2(x, y) = d2(TΦN
λ x, TΦN

λ y)

≤ d2(ΦN
λ x,Φ

N
λ y)

= d2(ΦN
λ x, y). (3.2.3)

From Lemma 3.2.4 (i) and (3.2.3), we have

d2(JANλ (ΦN−1
λ x),ΦN−1

λ x) ≤ d2(ΦN−1
λ x, y)− d2(JANλ (ΦN−1

λ x), y)
...

≤ d2(x, y)− d2(ΦN
λ x, y)

≤ d2(ΦN
λ x, y)− d2(ΦN

λ x, y),

which implies

ΦN
λ x = ΦN−1

λ x. (3.2.4)

Also, from Lemma 3.2.4 (i) and (3.2.3), we have

d2(ΦN−1
λ x,ΦN−2

λ x) ≤ d2(ΦN−2
λ x, y)− d2(ΦN−1

λ x, y)
...

≤ d2(x, y)− d2(ΦN−1x, y)

≤ d2(ΦN
λ x, y)− d2(ΦN

λ x, y),

which implies

ΦN−1
λ x = ΦN−2

λ x. (3.2.5)

Continuing in this manner, we obtain that

ΦN
λ x = ΦN−1

λ x = ΦN−2
λ x = ΦN−3

λ x = · · · = Φ2
λx = Φ1

λx = Φ0
λx = x. (3.2.6)

From (3.2.6), we obtain

x = JA1
λ x. (3.2.7)

From (3.2.6) and (3.2.7), we obtain

x = Φ2
λx = JA2

λ (JA1
λ x) = JA2

λ x. (3.2.8)
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Continuing in this manner, we obtain

x = JA1
λ x = JA2

λ x = · · · = J
AN−1

λ x = JANλ x. (3.2.9)

Finally, from (3.2.6), we get

x = T (ΦN
λ x) = Tx. (3.2.10)

Thus, we have from (3.2.9) and (3.2.10) that F (T ◦ JANλ ◦ JAN−1

λ ◦ · · · ◦ JA2
λ ◦ JA1

λ ) ⊆
F (T ) ∩ F (JANλ ) ∩ F (J

AN−1

λ ) ∩ · · · ∩ F (JA2
λ ) ∩ F (JA1

λ ), which completes the proof.

Lemma 3.2.7. Let X be an Hadamard space and X∗ be its dual space. Let Ai : X →
2X
∗
, i = 1, 2, . . . , N be a finite family of multivalued monotone operators and T : X → X

be a nonexpansive mapping. Then, for βi ∈ (0, 1) with
∑N

i=0 βi = 1, the mapping Sλ
defined by Sλx := β0x⊕β1J

A1
λ x⊕β2J

A2
λ x⊕· · ·⊕βNJANλ x is nonexpansive and F (T ◦Sµ) ⊆

∩Ni=1F (JAiλ ) ∩ F (T ) for all x ∈ X, 0 < λ ≤ µ.

Proof. Since Ai is monotone for each i = 1, 2, . . . , N , it follows from Theorem 2.1.32 that
JAiλ is single-valued and nonexpansive for λ > 0, i = 1, 2, . . . , N . Thus, by Lemma 3.2.1,
we obtain

d(Sλx, Sλy) ≤ β0d(x, y) + β1d(JA1
λ x, JA1

λ y) + · · ·+ βNd(JANλ x, JANλ y)

≤
N∑
i=0

βid(x, y)

= d(x, y).

Hence, Sλ is nonexpansive.

Now, let x ∈ F (T ◦ Sµ) and v ∈ ∩Ni=1F (JAiµ ) ∩ F (T ). Then, by Lemma 3.2.1, we obtain

d(x, v) ≤ d(Sµx, v)

≤ β0d(x, v) + β1d(JA1
µ x, v) + · · ·+ βNd(JANµ x, v)

≤
N−1∑
i=0

βid(x, v) + βNd(JANµ x, v) (3.2.11)

≤ d(x, v).

From (3.2.11), we obtain that

d(x, v) =
N−1∑
i=0

βid(x, v) + βNd(JANµ x, v) = (1− βN)d(x, v) + βNd(JANµ x, v),

which implies that d(x, v) = d(JANµ x, v). Similarly, we obtain

d(x, v) = d(JAN−1
µ x, v) = · · · = d(JA2

µ x, v) = d(JA1
µ x, v).

Thus,

d(x, v) = d(JANµ x, v) = · · · = d(β0x⊕ β1J
A1
µ x⊕ β2J

A2
µ x⊕ · · · ⊕ βNJANµ x, v). (3.2.12)
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Now, let d(x, v) = c. If c > 0, and there exist ε > 0 and i, j ∈ {0, 1, 2, . . . , N}, i 6= j such

that d(JAiµ x, J
Aj
µ x) ≥ εc (where JA0

µ = I), then since X is uniformly convex, we obtain
from Lemma 2.3.15 that

d(β0x⊕ β1J
A1
µ x⊕ β2J

A2
µ x⊕ · · · ⊕ βNJANµ x, v) < c = d(x, v),

and this contradicts (3.2.12). Hence, c = 0. This implies that x = v, hence

x = JAiµ x, i = 1, 2, . . . , N. (3.2.13)

Thus, d(x, Tx) = d(TSµx, Tx) ≤ d(Sµx, x) ≤ 0, which implies that x = Tx.

Since 0 < λ ≤ µ, we obtain from Theorem 2.1.32 (iii) and (3.2.13) that

d(x, JAiλ x) ≤ 2d(x, JAiµ x) = 0, i = 1, 2, . . . , N.

Hence, x = JAiλ x, i = 1, 2, . . . , N. Therefore, we conclude that F (T ◦ Sµ) ⊆ ∩Ni=1F (JAiλ ) ∩
F (T ).

3.3 Iterative algorithm for a family of monotone in-

clusion problems in Hadamard spaces

Here, we introduce a new mapping given by a finite family of multivalued monotone opera-
tors in an Hadamard space. We further propose a modified Halpern-type algorithm for the
mapping and prove a strong convergence theorem for approximating a common solution
of finite family of monotone inclusion problems in an Hadamard space. We also applied
our results to solve a finite family of MPs in an Hadamard space. A numerical example
of our proposed algorithm in nonlinear setting is given to further show the applicability
of the obtained results.

3.3.1 Main results

Definition 3.3.1. Let X be an Hadamard space and X∗ be its dual space. Let Ai :
X → 2X

∗
, i = 1, 2, . . . , N be multivalued monotone operators with resolvent operators

J
(i)
λn
, i = 1, 2, . . . , N . Then, we define the mapping Tn : X → X as follows:

U
(0)
n x = x,

U
(1)
n x = a

(1)
n J

(1)
λn
x⊕ b(1)

n x⊕ c(1)
n x,

U
(2)
n x = a

(2)
n J

(2)
λn
U

(1)
n x⊕ b(2)

n U
(1)
n x⊕ c(2)

n U
(1)
n x,

U
(3)
n x = a

(3)
n J

(3)
λn
U

(2)
n x⊕ b(3)

n U
(2)
n x⊕ c(3)

n U
(2)
n x,

...

U
(N−1)
n x = a

(N−1)
n J

(N−1)
λn

U
(N−2)
n x⊕ b(N−1)

n U
(N−2)
n x⊕ c(N−1)

n U
(N−2)
n x,

Tnx = U
(N)
n x = a

(N)
n J

(N)
λn

U
(N−1)
n x⊕ b(N)

n U
(N−1)
n x⊕ c(N)

n U
(N−1)
n x,

(3.3.1)
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for all x ∈ X, n ≥ 1, where {λn} is a sequence of real numbers and {a(i)
n }, {b(i)

n }, {c(i)
n }

are sequences in [0, 1] such that

a(i)
n + b(i)

n + c(i)
n = 1, i = 1, 2, . . . N.

For the case where λn = λ, a
(i)
n = a(i), b

(i)
n = b(i) and c

(i)
n = c(i) ∀n ≥ 1, i = 1, 2, . . . , N in

(3.3.1), we have the mapping T : X → X defined as

Tx = U (N)x = a(N)J
(N)
λ U (N−1)x⊕ b(N)U (N−1)x⊕ c(N)U (N−1)x. (3.3.2)

Lemma 3.3.2. Let X be an Hadamard space and X∗ be its dual space. Let Ai : X →
2X
∗
, i = 1, 2, . . . , N be multivalued monotone operators that satisfy the range condition.

Suppose Γ := ∩Ni=1A
−1
i (0) 6= ∅ and the mapping Tn : X → X is defined by (3.3.1).

Then, U
(1)
n , U

(2)
n , . . . , U

(N−1)
n , Tn are nonexpansive, and Γ = F (Tn). In particular, T is

nonexpansive and Γ = F (T ).

Proof. It follows from Theorem 2.1.32 that J
(i)
λn

is nonexpansive for each i = 1, 2, . . . , N.
Thus, for each x, y ∈ X, we obtain from Lemma 3.2.1 that

d(Tnx, Tny) ≤ a(N)
n d(J

(N)
λn

U (N−1)
n x, J

(N)
λn

U (N−1)
n y) + b(N)

n d(U (N−1)
n x, U (N−1)

n y)

+c(N)
n d(U (N−1)

n x, U (N−1)
n y)

≤ d(U (N−1)
n x, U (N−1)

n y)

≤ a(N−1)
n d(J

(N−1)
λn

U (N−2)
n x, J

(N−1)
λn

U (N−2)
n y) + b(N−1)

n d(U (N−2)
n x, U (N−2)

n y)

+c(N−1)
n d(U (N−2)

n x, U (N−2)
n y)

≤ d(U (N−2)
n x, U (N−2)

n y)
...

≤ d(U (1)
n x, U (1)

n y)

≤ d(x, y).

Hence, U
(1)
n , U

(2)
n , . . . , U

(N−1)
n and Tn are nonexpansive. We now show that Γ = F (Tn). For

this, it is obvious that Γ ⊂ F (Tn). So, we only show that F (Tn) ⊂ Γ. Let p ∈ F (Tn) and
z ∈ Γ, we obtain from (3.3.1) and Lemma 2.3.3 that

d(p, z) ≤ a(N)
n d(J

(N)
λn

U (N−1)
n p, z) + b(N)

n d(U (N−1)
n p, z) + c(N)

n d(U (N−1)
n p, z)

≤ a(N)
n d(J

(N)
λn

U (N−1)
n p, z) + b(N)

n d(U (N−1)
n p, z) + c(N)

n d(U (N−1)
n p, z)

≤ d(U (N−1)
n p, z)

≤ a(N−1)
n d(J

(N−1)
λn

U (N−2)
n p, z) + b(N−1)

n d(U (N−2)
n p, z) + c(N−1)

n d(U (N−2)
n p, z)

≤ d(U (N−2)
n p, z)

...

≤ a(2)
n d(J

(2)
λn
U (1)
n p, z) + b(2)

n d(U (1)
n p, z) + c(2)

n d(U (1)
n p, z) (3.3.3)

≤ d(U (1)
n p, z)

≤ a(1)
n d(J

(1)
λn
p, z) + b(1)

n d(p, z) + c(1)
n d(p, z)

≤ d(p, z).
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Thus, we obtain that

d(p, z) = a(1)
n d(J

(1)
λn
p, z) + b(1)

n d(p, z) + c(1)
n d(p, z),

which implies that d(p, z) = d(J
(1)
λn
p, z). Similarly, we obtain

d(p, z) = d(J
(2)
λn
p, z) = · · · = d(J

(N−1)
λn

p, z) = d(J
(N)
λn

p, z).

Thus, by the uniform convexity of X (see Remark 2.3.16), we obtain that J
(i)
λn
p = p, i =

1, 2, . . . , N . Therefore, F (Tn) ⊂ Γ and this completes our proof.

Lemma 3.3.3. Let X be an Hadamard space and X∗ be its dual space. Let Ai : X →
2X
∗
, i = 1, 2, . . . , N be multivalued monotone operators that satisfy the range condition.

Let Tn : X → X be defined by (3.3.1) and T : X → X be defined by (3.3.2), where {λn}
is a sequence of real numbers and {a(i)

n }, {b(i)
n }, {c(i)

n } are sequences in [0, 1] such that the
following conditions are satisfied

(i) a
(i)
n + b

(i)
n + c

(i)
n = 1, i = 1, 2, . . . , N ,

(ii) lim
n→∞

a
(i)
n = a(i), i = 1, 2, . . . , N,

(iii) 0 < λn ≤ λ ∀n ≥ 1, and lim
n→∞

λn = λ.

Then, lim
n→∞

d(Tnx, Tx) = 0 ∀x ∈ X.

Proof. Let x ∈ X, then from (3.3.1), (3.3.2), Lemma 3.2.1, Lemma 3.2.2 and Lemma 3.2.4
(ii), we obtain that

d(U (1)
n x, U (1)x) = d(a(1)

n J
(1)
λn
x⊕ b(1)

n x⊕ c(1)
n x, a(1)J

(1)
λ x⊕ b(1)x⊕ c(1)x)

≤ d(a(1)
n J

(1)
λn
x⊕ b(1)

n x⊕ c(1)
n x, a(1)

n J
(1)
λ x⊕ b(1)

n x⊕ c(1)
n x)

+d(a(1)
n J

(1)
λ x⊕ b(1)

n x⊕ c(1)
n x, a(1)J

(1)
λ x⊕ b(1)x⊕ c(1)x)

≤ a(1)
n d(J

(1)
λn
x, J

(1)
λ x) + d(a(1)

n J
(1)
λ x⊕ b(1)

n x⊕ c(1)
n x, a(1)J

(1)
λ x⊕ b(1)x⊕ c(1)x)

≤ a(1)
n d(J

(1)
λn
x, J

(1)
λ x)

+
∣∣a(1)
n − a(1)

∣∣ [ b
(1)
n

1− a(1)
n

d(x, J
(1)
λ x) +

(
1− b

(1)
n

1− a(1)
n

)
d(x, J

(1)
λ x)

]

+
∣∣ b

(1)
n

1− a(1)
n

− b(1)

1− a(1)

∣∣(1− a(1))d(x, x)

≤ a(1)
n

(√
1− λn

λ

)
d(x, J

(1)
λ x) +

∣∣a(1)
n − a(1)

∣∣d(x, J
(1)
λ x)

≤
(√

1− λn
λ

+
∣∣a(1)
n − a(1)

∣∣) d(x, J
(1)
λ x). (3.3.4)
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By the same argument as above, we obtain that

d(U (N)
n x, U (N)x)

= d(a(N)
n J

(N)
λn

U (N−1)
n x⊕ b(N)

n U (N−1)
n x⊕ c(N)

n U (N−1)
n x,

a(N)J
(N)
λ U (N−1)x⊕ b(N)U (N−1)x⊕ c(N)U (N−1)x)

≤ d(a(N)
n J

(N)
λn

U (N−1)
n x⊕ b(N)

n U (N−1)
n x⊕ c(N)

n U (N−1)
n x,

a(N)
n J

(N)
λn

U (N−1)x⊕ b(N)
n U (N−1)

n x⊕ c(N)
n U (N−1)

n x)

+d(a(N)
n J

(N)
λn

U (N−1)x⊕ b(N)
n U (N−1)

n x⊕ c(N)
n U (N−1)

n x,

a(N)
n J

(N)
λ U (N−1)x⊕ b(N)

n U (N−1)x⊕ c(N)
n U (N−1)x)

+d(a(N)
n J

(N)
λ U (N−1)x⊕ b(N)

n U (N−1)x⊕ c(N)
n U (N−1)x,

a(N)J
(N)
λ U (N−1)x⊕ b(N)U (N−1)x⊕ c(N)U (N−1)x)

≤ a(N)
n d(J

(N)
λn

U (N−1)
n x, J

(N)
λn

U (N−1)x) + a(N)
n d(J

(N)
λn

U (N−1)x, J
(N)
λ U (N−1)x)

+b(N)
n d(U (N−1)

n x, U (N−1)x) + c(N)
n d(U (N−1)

n x, U (N−1)x)

+

∣∣∣∣a(N)
n − a(N)

∣∣∣∣[ b
(N)
n

1− a(N)
n

d(U (N−1)x, J
(N)
λ U (N−1)x)

+

(
1− b

(N)
n

1− a(N)
n

)
d(U (N−1)x, J

(N)
λ U (N−1)x)

]
≤ d(U (N−1)

n x, U (N−1)x) + a(N)
n d(J

(N)
λn

U (N−1)x, J
(N)
λ U (N−1)x)

+

∣∣∣∣a(N)
n − a(N)

∣∣∣∣d(U (N−1)x, J
(N)
λ U (N−1)x)

≤ d(U (N−1)
n x, U (N−1)x) + a(N)

n

(√
1− λn

λ

)
d(U (N−1)x, J

(N)
λ U (N−1)x)

+
∣∣a(N)
n − a(N)

∣∣d(U (N−1)x, J
(N)
λ U (N−1)x)

≤ d(U (N−1)
n x, U (N−1)x) +

(√
1− λn

λ
+
∣∣a(N)
n − a(N)

∣∣) d(U (N−1)x, J
(N)
λ U (N−1)x)

≤ d(U (N−2)
n x, U (N−2)x) +

(√
1− λn

λ
+
∣∣a(N−1)
n − a(N−1)

∣∣) d(U (N−2)x, J
(N−1)
λ U (N−2)x)

+

(√
1− λn

λ
+
∣∣a(N)
n − a(N)

∣∣) d(U (N−1)x, J
(N)
λ U (N−1)x)

= d(U (N−2)
n x, U (N−2)x)

+
2∑
i=1

(√
1− λn

λ
+
∣∣a(N−i+1)
n − a(N−i+1)

∣∣) d(U (N−i)x, J
(N−i+1)
λ U (N−i)x)

≤ d(U (1)
n x, U (1)x) +

N−1∑
i=1

(√
1− λn

λ
+
∣∣a(N−i+1)
n − a(N−i+1)

∣∣) d(U (N−i)x, J
(N−i+1)
λ U (N−i)x).
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Thus from (3.3.4), we obtain that

d(Tnx, Tx) ≤
(√

1− λn
λ

+
∣∣a(1)
n − a(1)

∣∣) d(x, J
(1)
λ x)

+
N−1∑
i=1

(√
1− λn

λ
+
∣∣a(N−i+1)
n − a(N−i+1)

∣∣) d(U (N−i)x, J
(N−i+1)
λ U (N−i)x).

It then follows from conditions (ii) and (iii) that lim
n→∞

d(Tnx, Tx) = 0.

Lemma 3.3.4. Let X be an Hadamard space and X∗ be its dual space. Let Ai : X →
2X
∗
, i = 1, 2, . . . , N be multivalued monotone operator that satisfy the range condition. Let

{xn} be a bounded sequence in X and the mapping Tn : X → X be defined by (3.3.1),

where {λn} is a sequence of real numbers and {a(i)
n }, {b(i)

n }, {c(i)
n } are sequences in [0, 1]

such that the following conditions are satisfied

(i) a
(i)
n + b

(i)
n + c

(i)
n = 1, i = 1, 2, . . . , N ,

(ii)
∞∑
n=1

|a(i)
n − a(i)

n−1| <∞, i = 1, 2, . . . , N,

(iii) 0 < λn−1 ≤ λn ∀n ≥ 1, and
∞∑
n=1

(√
1− λn−1

λn

)
<∞.

Then,
∞∑
n=1

d(Tnxn, Tn−1xn) <∞.

Proof. Following the line of argument in the proof of Lemma 3.3.3, we obtain that

d(Tnxn, Tn−1xn)

≤
N∑
i=1

(√
1− λn−1

λn
+
∣∣a(N−i+1)
n − a(N−i+1)

n−1

∣∣) d(U
(N−i)
n−1 xn, J

(N−i+1)
λn−1

U
(N−i)
n−1 xn)

≤
(√

1− λn−1

λn
+
∣∣a(N)
n − a(N)

n−1

∣∣)M +

(√
1− λn−1

λn
+
∣∣a(N−1)
n − a(N−1)

n−1

∣∣)M
+ · · ·+

(√
1− λn−1

λn
+
∣∣a(1)
n − a(1)

n−1

∣∣)M, (3.3.5)

where M := sup
n≥1

{
N∑
i=1

d(U
(N−i)
n−1 xn, J

(N−i+1)
λn−1

U
(N−i)
n−1 xn)

}
. Thus, by conditions (ii) and (iii),

we obtain from (3.3.5) that
∞∑
n=1

d(Tnxn, Tn−1xn) <∞.

Theorem 3.3.5. Let X be an Hadamard space and X∗ be its dual space. Let Ai : X →
2X
∗
, i = 1, 2, . . . , N be multivalued monotone mappings that satisfy the range condition.
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Let Tn be defined by (3.3.1) such that conditions (i)-(iii) in Lemma 3.3.4 are satisfied.
Suppose that Γ 6= ∅, let u, x1 ∈ X be arbitrary and the sequence {xn} be generated by

xn+1 = αnu⊕ (1− αn)Tnxn, n ≥ 1, (3.3.6)

where {αn} is a sequence in [0, 1], satisfying the following conditions

C1: lim
n→∞

αn = 0,

C2:
∞∑
n=1

αn =∞,

C3:
∞∑
n=1

|αn − αn−1| <∞.

Then {xn} converges strongly to an element of Γ.

Proof. Let p ∈ Γ, then from (3.3.6), Lemma 2.3.1 (i) and Lemma 3.3.2, we have that

d(xn+1, p) = d(αnu⊕ (1− αn)Tnxn, p)

≤ αnd(u, p) + (1− αn)d(xn, p)

≤ max{d(u, p), d(xn, p)}
...

≤ max{d(u, p), d(x1, p)},

which implies that {d(xn, p)} is bounded. Consequently, {xn} and {Tnxn} are also bounded.

From (iv) and (vi) of Lemma 2.3.1, we obtain

d(xn+1, xn) = d(αnu⊕ (1− αn)Tnxn, αn−1u⊕ (1− αn−1)Tn−1xn−1)

≤ d(αnu⊕ (1− αn)Tnxn, αnu⊕ (1− αn)Tn−1xn−1)

+d(αnu⊕ (1− αn)Tn−1xn−1, αn−1u⊕ (1− αn−1)Tn−1xn−1)

≤ (1− αn)d(Tnxn, Tn−1xn−1) + |αn − αn−1|d(u, Tn−1xn−1)

≤ (1− αn)d(Tn−1xn, Tn−1xn−1) + (1− αn)d(Tnxn, Tn−1xn)

+|αn − αn−1|d(u, Tn−1xn−1)

≤ (1− αn)d(xn, xn−1) + |αn − αn−1|d(u, Tn−1xn−1) + d(Tnxn, Tn−1xn).

It then follows from conditions C2 and C3, Lemma 3.3.4 and Lemma 2.3.26 that

lim
n→∞

d(xn+1, xn) = 0. (3.3.7)

Also, from (3.3.6), Lemma 2.3.1 (i) and using T as defined in (3.3.2), we have

d(xn, Txn) ≤ d(xn, xn+1) + d(xn+1, Tnxn) + d(Tnxn, Txn)

≤ d(xn, xn+1) + d(αnu⊕ (1− αn)Tnxn, Tnxn) + d(Tnxn, Txn)

≤ d(xn, xn+1) + αnd(u, Tnxn) + d(Tnxn, Txn),
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which implies from C1, Lemma 3.3.3 and (3.3.7) that

lim
n→∞

d(xn, Txn) = 0. (3.3.8)

Since {xn} is bounded and X is an Hadamard space, then from Lemma 2.3.5, there exists
a subsequence {xnk} of {xn} such that ∆- lim

k→∞
xnk = z. Thus, it follows from (3.3.8) and

Lemma 2.3.12 that z ∈ F (T ) = Γ.

Moreover, from Lemma 2.3.10, we obtain for arbitrary u ∈ X that

lim sup
n→∞

〈−→uz,−→xnz〉 ≤ 0. (3.3.9)

From the Cauchy-Schwartz inequality, we obtain

〈−→uz,−−−−→Tnxn z〉 = 〈−→uz,−−−−−→Tnxn xn〉+ 〈−→uz,−→xnz〉
≤ d(u, z)d(Tnxn, xn) + 〈−→uz,−→xnz〉,

which implies from (3.3.8) and (3.3.9) that

lim sup
n→∞

〈−→uz,−−−−→Tnxn z〉 ≤ 0. (3.3.10)

Thus from condition C1, we get

lim sup
n→∞

(
αnd

2(u, z) + 2(1− αn)〈−→uz,−−−→Tnxnz〉
)
≤ 0. (3.3.11)

Finally, we show that {xn} converges strongly to z ∈ Γ. From (3.3.6) and Lemma 2.3.1(ii),
we obtain

d2(xn+1, z) ≤ α2
nd

2(u, z) + (1− αn)2d2(Tnxn, z) + 2αn(1− αn)〈−→uz,−−−−→Tnxn z〉,

which implies

d2(xn+1, z) ≤ (1− αn)d2(xn, z) + αn

(
αnd

2(u, z) + 2(1− αn)〈−→uz,−−−−→Tnxn z〉
)
.(3.3.12)

Hence, from (3.3.11) and Lemma 2.3.26, we conclude that {xn} converges strongly to
z ∈ Γ.

By setting N = 1, a
(1)
n = 1, b

(1)
n = c

(1)
n = 0 in Algorithm (3.3.1) and a(1) = 1, b(1) = c(1) =

0, we have that Tn = J
(1)
λn

and T = J
(1)
λ . In this case, we obtain the following result.

Corollary 3.3.6. Let X be an Hadamard space and X∗ be its dual space. Let A : X →
2X
∗

be a multivalued monotone mapping that satisfies the range condition. Suppose that
A−1(0) 6= ∅, let u, x1 ∈ X be arbitrary and the sequence {xn} be generated by

xn+1 = αnu⊕ (1− αn)Jλnxn, n ≥ 1, (3.3.13)

where {αn} is a sequence in [0, 1] and {λn} is a sequence of real numbers satisfying the
following conditions
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C1: lim
n→∞

αn = 0,

C2:
∞∑
n=1

αn =∞,

C3:
∞∑
n=1

|αn − αn−1| <∞,

C4: 0 < λn−1 ≤ λn ∀n ≥ 1, and
∞∑
n=1

(√
1− λn−1

λn

)
<∞.

Then {xn} converges strongly to an element of A−1(0).

3.3.2 Application

Here, we apply our results to solve a finite family of MPs in Hadamard space.
Let X be an Hadamard space and X∗ be its dual space. Then, the subdifferential ∂f of a
proper convex and lower semicontinuous function f (see (2.1.7)) is proved in [95] to have
the following properties:

(i) ∂f is a monotone operator,

(ii) ∂f satisfies the range condition. That is, D(J∂fλ ) = X for all λ > 0,

(iii) f attains its minimum at x ∈ X if and only if 0 ∈ ∂f(x).

Now, consider the following MP: Find x ∈ X such that

f(x) = min
y∈X

f(y). (3.3.14)

It follows from property (iii) that (3.3.14) can be formulated as follows: Find x ∈ X such
that

0 ∈ ∂f(x).

Thus, by properties (i) and (ii), and by setting Ai = ∂fi, i = 1, 2, . . . , N in Definition
3.3.1 and Theorem 3.3.5, we obtain the following result.

Theorem 3.3.7. Let X be an Hadamard space and X∗ be its dual space. Let fi : X →
(−∞,∞], i = 1, 2, . . . , N be a finite family of proper, convex and lower semicontinuous
functions, and Tn be defined by (3.3.1) such that conditions (i)-(iii) in Lemma 3.3.4 are
satisfied. Suppose that Γ∗ = ∩Ni=1∂f

−1
i (0) 6= ∅, let u, x1 ∈ X be arbitrary and the sequence

{xn} be generated by

xn+1 = αnu⊕ (1− αn)Tnxn, n ≥ 1, (3.3.15)

where {αn} is a sequence in [0, 1], satisfying the following conditions

C1: lim
n→∞

αn = 0,
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C2:
∑∞

n=1 αn =∞,

C3:
∑∞

n=1 |αn − αn−1| <∞.

Then {xn} converges strongly to an element of Γ∗.

3.3.3 Numerical example

We now recall Example 2.1.26 for the numerical experiments of the results obtained in this
section in comparison with the results of Takahashi and Shimoji [177]. Let Y = R2 be an R-
tree with the radial metric dr, where dr(x, y) = d(x, y) if x and y are situated on a Euclidean
straight line passing through the origin and dr(x, y) = d(x,0) + d(y,0) := ‖x‖ + ‖y‖
otherwise. We put p = (1, 0) and X = B ∪ C, where

B = {(h, 0) : h ∈ [0, 1]} and C = {(h, k) : h+ k = 1, h ∈ [0, 1)}.

For each [t
−→
ab] ∈ X∗, we obtain

[t
−→
ab] =


{s−→cd : c, d ∈ B, s ∈ R, t(‖b‖ − ‖a‖) = s(‖d‖ − ‖c‖)} a, b ∈ B,
{s−→cd : c, d ∈ C ∪ {0}, s ∈ R, t(‖b‖ − ‖a‖) = s(‖d‖ − ‖c‖)} a, b ∈ C ∪ {0},
{t−→ab} a ∈ B, b ∈ C.

Now, define A : X → 2X
∗

by

A(x) =


{[−→0p]} x ∈ B,

{[−→0p], [−→0x]} x ∈ C.
Then, A is monotone and

JAλ (x) =


{z = (h− λ, 0)} x = (h, 0) ∈ B,

{z = (h′, k′) ∈ C : (1 + λ)2(h′2 + k′2) = h2 + k2} x = (h, k) ∈ C.

Let a
(i)
n = a(i) = 1

2
, b

(i)
n = b(i) = 1

5
and c

(i)
n = c(i) = 3

10
, ∀n ≥ 1, i = 1, 2, 3. Then, (3.3.1)

becomes: 
U

(1)
n x = 1

2

(
J

(A)
λ x+ x

)
,

U
(2)
n x = 1

2

(
J

(A)
λ U

(1)
n x+ U

(1)
n x

)
,

Tnx = 1
2

(
J

(A)
λ U

(2)
n x+ U

(2)
n x

)
, ∀n ≥ 1

(3.3.16)

while Algorithm (1) of Takahashi and Shimoji [177] becomes:
U

(1)
n x = 1

2

(
J

(A)
λ x+ x

)
,

U
(2)
n x = 1

2

(
J

(A)
λ U

(1)
n x+ x

)
,

Tnx = 1
2

(
J

(A)
λ U

(2)
n x+ x

)
, ∀n ≥ 1.

(3.3.17)
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Figure 3.1: Errors vs Iteration number (n): Case I(a) (left); Case I(b) (right).

Now, take αn = 1
2(n+1)

∀n ≥ 1, then αn satisfies the conditions in Theorem 3.3.5. Hence,

for u, x1 ∈ X, Algorithm (3.3.6) becomes:

xn+1 =
u

2(n+ 1)
+

2n+ 1

2(n+ 1)
Tnxn, n ≥ 1. (3.3.18)

Case I

(a) Take x1 = (−1, − 0.5)T , u = (−0.5, 0.1)T and λ = 0.00004.

(b) Take x1 = (0.3, 0.06)T , u = (0.2, 0.9)T and λ = 5.

Case II

(a) Take x1 = (1, 0.5)T , u = (−1, − 0.5)T and λ = 0.1.

(b) Take x1 = (1, 0.5)T , u = (−1, − 0.5)T and λ = 3.

Case III

(a) Take x1 = (2, − 0.5)T , u = (−1, 0.5)T and λ = 1.

(b) Take x1 = (−0.5, 2)T , u = (0.5, − 1)T and λ = 1.
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Figure 3.2: Errors vs Iteration number (n): Case II(a) (left); Case II(b) (right).
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Figure 3.3: Errors vs Iteration number (n): Case III(a) (left); Case III(b) (right).
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Remark 3.3.8. By considering the 3 Cases above, we compare our algorithm with that of
Takahashi and Shimoji [177]. The numerical results (see Figures 3.1, 3.2 and 3.3) show
that our algorithm converges faster than that of Takahashi and Shimoji [177]. However,
an improvement of the example studied in this section would be that of the ”proximal-like
algorithm”, since it performs better than the one given in this section. In fact, the reason
(among other possible reasons) our scheme performs better than that of Takahashi and
Shimoji [177] is because it is more closer to the ”proximal-like algorithm” compared to the
one of Takahashi and Shimoji [177] (this observation was brought to our attention by the
anonymous reviewer). Therefore, it is ideal to put forward the following important question
for further study: Is it possible to find such an example (the ”proximal-like algorithm”) so
as to obtain better numerical results than the one considered in this paper?

3.4 Halpern iteration process for monotone inclusion

and fixed point problems in Hadamard spaces

In this section, motivated by Remark 2.2.8 and the importance of nonexpansive map-
pings (see Remark 2.1.38), we propose and study a Halpern-type PPA for approximating
a common solution of a finite family of monotone inclusion problems and fixed point prob-
lem for a nonexpansive mapping in an Hadamard space. We also applied our results to
approximate a common solution of a finite family of MPs and fixed point problem for
nonexpansive mapping in an Hadamard space. Numerical example of the result obtained
in this section is also given to further show its applicability.

3.4.1 Main results

Theorem 3.4.1. Let X be an Hadamard space and X∗ be its dual space. Let Ai : X →
2X
∗
, i = 1, 2, . . . , N be multivalued monotone operators that satisfy the range condition

and T be a nonexpansive mapping on X. Suppose that Γ := F (T ) ∩
(
∩Ni=1A

−1
i (0)

)
6= ∅.

Let u, x1 ∈ X be arbitrary and the sequence {xn} be generated by{
yn = JNλ ◦ JN−1

λ ◦ · · · ◦ J2
λ ◦ J1

λ(xn),

xn+1 = αnu⊕ (1− αn)Tyn, n ≥ 1,
(3.4.1)

where λ ∈ (0,∞) and {αn} ⊂ [0, 1], satisfying the following conditions

C1: lim
n→∞

αn = 0,

C2:
∞∑
n=1

αn =∞,

C3:
∞∑
n=1

|αn − αn−1| <∞.

Then {xn} converges strongly to an element of Γ.
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Proof. Let p ∈ Γ, ΦN
λ = JNλ ◦ JN−1

λ ◦ · · · ◦ J2
λ ◦ J1

λ, where Φ0
λ = I. Then from (3.4.1), we

have

d(xn+1, p) = d(αnu⊕ (1− αn)Tyn, p)

≤ αnd(u, p) + (1− αn)d(Tyn, p)

≤ αnd(u, p) + (1− αn)d(ΦN
λ xn, p)

≤ αnd(u, p) + (1− αn)d(ΦN−1
λ xn, p)

...

≤ αnd(u, p) + (1− αn)d(xn, p)

≤ max{d(u, p), d(xn, p)},

which implies by mathematical induction that

d(xn, p) ≤ max{d(u, p), d(x1, p)}, ∀n ≥ 1. (3.4.2)

Therefore, {d(xn, p)} is bounded. Consequently, {xn}, {yn} and {Tyn} are all bounded.

From (3.4.1) and Lemma 2.3.1, we have

d(xn+1, xn) = d(αnu⊕ (1− αn)Tyn, αn−1u⊕ (1− αn−1)Tyn−1)

≤ d(αnu⊕ (1− αn)Tyn, αnu⊕ (1− αn)Tyn−1)

+d(αnu⊕ (1− αn)Tyn−1, αn−1u⊕ (1− αn−1)Tyn−1)

≤ (1− αn)d(Tyn, T yn−1) + |αn − αn−1|d(u, Tyn−1)

≤ (1− αn)d(yn, yn−1) + |αn − αn−1|d(u, Tyn−1)

≤ (1− αn)d(xn, xn−1) + |αn − αn−1|d(u, Tyn−1). (3.4.3)

By applying condition C2 and C3 in (3.4.3), we have from Lemma 2.3.26 that

lim
n→∞

d(xn+1, xn) = 0. (3.4.4)

Now, observe that

d2(xn, p)− d2(xn+1, p) ≤ [d(xn, xn+1) + d(xn+1, p)]
2 − d2(xn+1, p)

= d2(xn, xn+1) + 2d(xn, xn+1)d(xn+1, p),

which implies from (3.4.4) that

lim
n→∞

[
d2(xn, p)− d2(xn+1, p)

]
= 0. (3.4.5)

From Lemma 2.3.1 and Lemma 3.2.4, we have

d2(xn+1, p) = d2(αnu⊕ (1− αn)Tyn, p)

≤ αnd
2(u, p) + (1− αn)d2(Tyn, p)− αn(1− αn)d2(u, Tyn)

≤ αnd
2(u, p) + (1− αn)d2(Tyn, p)

≤ αnd
2(u, p) + (1− αn)d2(yn, p)

≤ αnd
2(u, p) + d2(yn, p) (3.4.6)

≤ αnd
2(u, p) + d2(ΦN−1

λ xn, p)− d2(ΦN−1
λ xn, yn),
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which implies

d2(yn,Φ
N−1
λ xn) ≤ αnd

2(u, p) + d2(ΦN−1
λ xn, p)− d2(xn+1, p)

≤ αnd
2(u, p) + d2(xn, p)− d2(xn+1, p)→ 0, as n→∞.

That is

lim
n→∞

d2(yn,Φ
N−1
λ xn) = 0. (3.4.7)

From (3.4.6), we have

d2(xn+1, p) ≤ αnd
2(u, p) + d2(yn, p)

≤ αnd
2(u, p) + d2(ΦN−1

λ xn, p)

≤ αnd
2(u, p) + d2(ΦN−2

λ xn, p)− d2(ΦN−2
λ xn,Φ

N−1
λ xn),

which implies

d2(ΦN−1
λ xn,Φ

N−2
λ xn) ≤ αnd

2(u, p) + d2(ΦN−2
λ xn, p)− d2(xn+1, p)

≤ αnd
2(u, p) + d2(xn, p)− d2(xn+1, p)→ 0, as n→∞.

That is

lim
n→∞

d2(ΦN−1
λ xn,Φ

N−2
λ xn) = 0. (3.4.8)

Continuing in the same manner, we have that

lim
n→∞

d2(ΦN−2
λ xn,Φ

N−3
λ xn) = · · · = lim

n→∞
d2(Φ2

λxn,Φ
1
λxn) = lim

n→∞
d2(Φ1

λxn,Φ
0
λxn) = 0.(3.4.9)

Thus,

d(yn, xn) ≤ d2(yn,Φ
N−1
λ xn) + d2(ΦN−1

λ xn,Φ
N−2
λ xn) + · · ·+ d2(Φ2

λxn,Φ
1
λxn) + d2(Φ1

λxn, xn),

which implies from (3.4.7), (3.4.8) and (3.4.9) that

lim
n→∞

d(yn, xn) = lim
n→∞

d(ΦN
λ xn, xn) = 0. (3.4.10)

From (3.4.1), (3.4.4), (3.4.10), Lemma 2.3.1 (i) and condition C1, we obtain

d(xn, Txn) ≤ d(xn, xn+1) + d(xn+1, T yn) + d(Tyn, Txn)

≤ d(xn, xn+1) + d(αnu⊕ (1− αn)Tyn, T yn) + d(yn, xn)

≤ d(xn, xn+1) + αnd(u, Tyn) + d(yn, xn)→ 0, as n→∞.

That is

lim
n→∞

d(xn, Txn) = 0. (3.4.11)

From (3.4.10) and (3.4.11), we have

d(xn, T yn) ≤ d(xn, Txn) + d(Txn, T yn)

≤ d(xn, Txn) + d(xn, yn)→ 0 as n→∞.
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That is

lim
n→∞

d(xn, T yn) = lim
n→∞

d(xn, TΦN
λ xn) = 0. (3.4.12)

Since {xn} is bounded and X is an Hadamard space, then from Lemma 2.3.5, there exists
a subsequence {xnk} of {xn} such that ∆- lim

k→∞
xnk = v̄ for some v̄ ∈ X. Also, since T ◦ΦN

λ

is the composition of nonexpansive mappings, it implies that T ◦ ΦN
λ is nonexpansive.

Thus, it follows from (3.4.12) and Lemma 2.3.12 that v̄ ∈ F (T ◦ ΦN
λ ). Hence, by Lemma

3.2.6, we obtain that v̄ ∈ Γ.

Again, since {xnk} 4−converges to v̄ ∈ Γ, it follows from Lemma 2.3.9 that there exists
z ∈ Γ such that {xn} 4−converges to z. Thus, we obtain from Lemma 2.3.10 that

lim sup
n→∞

〈−→uz,−→xnz〉 ≤ 0. (3.4.13)

By using the quasilinearization properties, we obtain

〈−→uz,−−→Tynz〉 = 〈−→uz,−−−−→Tynxn〉+ 〈−→uz,−→xnz〉
≤ d(u, z)d(Tyn, xn) + 〈−→uz,−→xnz〉,

which implies from (3.4.12) and (3.4.13) that

lim sup
n→∞

〈−→uz,−−−→Tynz〉 ≤ 0. (3.4.14)

By condition C1 and inequality (3.4.14), we get

lim sup
n→∞

(
αnd

2(u, z) + 2(1− αn)〈−→uz,−−−→Tynz〉
)
≤ 0. (3.4.15)

Next, we show that {xn} converges strongly to z. From (3.4.1) and Lemma 2.3.1 (iii), we
obtain

d2(xn+1, z) ≤ α2
nd

2(u, z) + (1− αn)2d2(Tyn, z) + 2αn(1− αn)〈−→uz,−−−→Tyn z〉,
which implies

d2(xn+1, z) ≤ (1− αn)d2(xn, z) + αn

(
αnd

2(u, z) + 2(1− αn)〈−→uz,−−−→Tyn z〉
)
.

It follows from (3.4.15) and Lemma 2.3.26 that {xn} converges strongly to z.

By setting N = 1 in Theorem 3.4.1, we obtain the following result.

Corollary 3.4.2. Let X be an Hadamard space and X∗ be its dual space. Let A : X →
2X
∗

be a multivalued monotone mapping that satisfies the range condition and T be a
nonexpansive mapping on X. Suppose that Γ := F (T ) ∩ A−1(0) 6= ∅. Let u, x1 ∈ X be
arbitrary and the sequence {xn} be generated by{

yn = Jλ(xn),

xn+1 = αnu⊕ (1− αn)Tyn, n ≥ 1,
(3.4.16)

where λ ∈ (0,∞) and {αn} ⊂ [0, 1], satisfying the following conditions
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C1: lim
n→∞

αn = 0,

C2:
∞∑
n=1

αn =∞,

C3:
∞∑
n=1

|αn − αn−1| <∞.

Then {xn} converges strongly to an element of Γ.

By setting T = I (I is the identity mapping on X) in Theorem 3.4.1, we obtain the
following result.

Corollary 3.4.3. Let X be an Hadamard space and X∗ be its dual space. Let Ai : X →
2X
∗
, i = 1, 2, . . . , N be multivalued monotone mappings that satisfy the range condition.

Suppose that ∩Ni=1A
−1
i (0) 6= ∅. Let u, x1 ∈ X be arbitrary and the sequence {xn} be

generated by

xn+1 = αnu⊕ (1− αn)JNλ ◦ JN−1
λ ◦ · · · ◦ J2

λ ◦ J1
λ(xn), n ≥ 1, (3.4.17)

where λ ∈ (0,∞) and {αn} ⊂ [0, 1], satisfying the following conditions

C1: lim
n→∞

αn = 0,

C2:
∞∑
n=1

αn =∞,

C3:
∞∑
n=1

|αn − αn−1| <∞.

Then {xn} converges strongly to an element of ∩Ni=1A
−1
i (0).

3.4.2 Application

By similar discussion as in Section 3.3.2, we can apply Theorem 3.4.1 to establish the
following theorem for approximating a common solution of a finite family of MPs and
fixed point problem for nonexpansive mapping.

Theorem 3.4.4. Let X be an Hadamard and X∗ be its dual space. Let fi : X →
(−∞,∞], i = 1, 2, . . . , N be a finite family of proper, lower semicontinuous and con-
vex function and let T be a nonexpansive mapping on X. Suppose that Γ∗ := F (T ) ∩(
∩Ni=1∂f

−1
i (0)

)
6= ∅. Let u, x1 ∈ X be arbitrary and the sequence {xn} be generated by{

yn = J∂fNλ ◦ J∂fN−1

λ ◦ · · · ◦ J∂f2λ ◦ J∂f1λ (xn),

xn+1 = αnu⊕ (1− αn)Tyn, n ≥ 0,
(3.4.18)

where λ ∈ (0,∞) and {αn} ⊂ [0, 1] satisfying the following conditions
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C1: lim
n→∞

αn = 0,

C2:
∞∑
n=1

αn =∞,

C3:
∞∑
n=1

|αn − αn−1| <∞.

Then {xn} converges strongly to an element of Γ∗.

3.4.3 Numerical example

We give a numerical example in (R2, ||.||2) (where R2 is the Euclidean plane) to support
our main result. Let N = 2 in Theorem 3.4.1, then for i = 1, we define A1 : R2 → R2 by

A1(x) = (x1 + x2, x2 − x1).

Then A1 is a monotone operator.

Recall that [t
−→
ab] ≡ t(b− a), for all t ∈ R and a, b ∈ R2 (see [95]). Using this, we have for

each x ∈ R2 that

J1
λ(x) = z ⇐⇒ 1

λ
(x− z) = A1z

⇐⇒ x = (I + λA1)z

⇐⇒ z = (I + λA1)−1x.

Hence, we compute the resolvent of A1 as follows:

J1
λ(x) =

([
1 0
0 1

]
+

[
λ λ
−λ λ

])−1 [
x1

x2

]

=

[
1 + λ λ
−λ 1 + λ

]−1 [
x1

x2

]
=

1

1 + 2λ+ 2λ2

[
1 + λ −λ
λ 1 + λ

] [
x1

x2

]
=

(
(1 + λ)x1 − λx2

1 + 2λ+ 2λ2
,
λx1 + (1 + λ)x2

1 + 2λ+ 2λ2

)
.

Thus,

J1
λ(x) =

(
(1 + λ)x1 − λx2

1 + 2λ+ 2λ2
,
λx1 + (1 + λ)x2

1 + 2λ+ 2λ2

)
.

Now, for i = 2, let A2 : R2 → R2 be defined by

A2(x) = (x2, − x1).
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So that by the same argument as in above, we obtain

J2
λ(x) =

(
x1 − λx2

1 + λ2
,
x2 + λx1

1 + λ2

)
.

Thus for i = 1, 2, we obtain

J2
λ(J1

λx) =

(
(1 + λ− λ2)x1 − (2λ+ λ2)x2

(1 + λ2)(1 + 2λ+ 2λ2)
,

(2λ+ λ2)x1 + (1 + λ− λ2)x2

(1 + λ2)(1 + 2λ+ 2λ2)

)
.

Let T : R2 → R2 be defined by T (x1, x2) = (−x2, x1). Then T is a nonexpansive mapping.
Take αn = 1

n+1
, then {αn} satisfies the conditions in Theorem 3.4.1.

Hence, for u, x1 ∈ R2, our Algorithm (3.4.1) becomes:{
yn = J2

λ(J1
λxn),

xn+1 = u
n+1

+ n
2(n+1)

yn, n ≥ 1.
(3.4.19)

Case I

(a) Take x1 = (0.5, 0.25)T , u = (1, 0.5)T and λ = 0.001.

(b) Take x1 = (0.5, 0.25)T , u = (1, 0.5)T and λ = 0.000002.

Case II

(a) Take x1 = (1, 0.5)T , u = (−1, 0.5)T and λ = 0.0002.

(b) Take x1 = (0.1, 0.03)T , u = (0.3, 0.1)T and λ = 0.0002.

Case III

(a) Take x1 = (−1, − 0.5)T , u = (−0.5, 0.1)T and λ = 0.00004.

(b) Take x1 = (0.3, 0.06)T , u = (0.2, 0.9)T and λ = 0.000009.

Mathlab version R2014a is used to obtain the graphs of errors against number of iterations,
execution time against accuracy and number of iterations against accuracy.
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Figure 3.4: Case I(a): errors vs number of iterations (top); execution time vs accuracy
(bottom left); number of iterations vs accuracy (bottom right).
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Figure 3.5: Case I(b): errors vs number of iterations (top); execution time vs accuracy
(bottom left); number of iterations vs accuracy (bottom right).
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Figure 3.6: Case II(a): errors vs number of iterations (top); execution time vs accuracy
(bottom left); number of iterations vs accuracy (bottom right).
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Figure 3.7: Case II(b): errors vs number of iterations (top); execution time vs accuracy
(bottom left); number of iterations vs accuracy (bottom right).

10 20
0

0.2

0.4

0.6

n

‖x
n
+
1
−
x
n
‖

‖xn+1 − xn‖

10−8 10−6 10−4 10−2

10−3

10−2

10−1

|xn+1 − xn|

T
im

e
(s
ec
.)

10−8 10−6 10−4 10−2

101

102

103

104

|xn+1 − xn|

n

Figure 3.8: Case III(a): errors vs number of iterations (top); execution time vs accuracy
(bottom left); number of iterations vs accuracy (bottom right).
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Figure 3.9: Case III(b): errors vs number of iterations (top); execution time vs accuracy
(bottom left); number of iterations vs accuracy (bottom right).

3.5 Viscosity iterative techniques for monotone in-

clusion and fixed point problems in Hadamard

spaces

Like the Halpern algorithm, the viscosity algorithm also converges strongly. However,
one advantage of the viscosity algorithm over the Halpern iteration process is that it also
converges strongly to a unique solution of the VIP (1.2.10) associated with a contraction
mapping. Furthermore, the viscosity iteration process has higher rate of convergence than
the Halpern iteration process (see [138, Remark 3.7 (iii), (iv)]). Motivated by this, we
study in this section, some viscosity-type proximal point algorithms which comprise of a
nonexpansive mapping and a finite sum of resolvents of monotone operators, and prove
their strong convergence to a common solution of a finite family of MIPs, which is also
a fixed point of a nonexpansive mapping and a unique solution of some VIPs (associated
with contraction mappings) in an Hadamard space. We apply our results to solve CFPs
(1.2.11) and VIPs associated with a nonexpansive mapping.

3.5.1 Main results

Theorem 3.5.1. Let X be an Hadamard space and X∗ be its dual space. Let Ai : X →
2X
∗
, i = 1, 2, . . . , N be a finite family of multivalued monotone operators that satisfy the

65



range condition. Let T be a nonexpansive mapping on X and h be a contraction mapping
on X with coefficient τ ∈ (0, 1). Suppose that Γ := F (T ) ∩

(
∩Ni=1A

−1
i (0)

)
6= ∅ and for

arbitrary x1 ∈ X, the sequence {xn} is generated by{
yn = β0xn ⊕ β1J

A1
λn
xn ⊕ β2J

A2
λn
xn ⊕ · · · ⊕ βNJANλn xn,

xn = αnh(xn)⊕ (1− αn)Tyn, n ≥ 1,
(3.5.1)

where 0 < λ ≤ λn ∀n ≥ 1 and {αn} is in (0, 1) satisfying the following conditions:

(i) lim
n→∞

αn = 0 and
∞∑
n=1

αn =∞,

(ii) βi ∈ (0, 1) with
N∑
i=0

βi = 1.

Then, {xn} converges strongly to z̄ ∈ Γ which solves the variational inequality

〈−−−→z̄h(z̄),
−→
uz̄〉 ≥ 0, ∀u ∈ Γ. (3.5.2)

Proof. Step 1: We first show that (3.5.1) is well defined. Let Sλnxn := β0xn⊕ β1J
A1
λn
xn⊕

β2J
A2
λn
xn⊕ · · · ⊕ βNJANλn xn, then by Lemma 3.2.7, we have that Sλn is nonexpansive for all

n ≥ 1. Now, define the mapping T hn : X → X as follows:

T hnx = αnh(x)⊕ (1− αn)TSλnx.

Since T is nonexpansive, we obtain from Lemma 2.3.1 (iv) that

d(T hnx, T
h
n y) ≤ αnd(h(x), h(y)) + (1− αn)d(TSnx, TSny)

≤ ταnd(x, y) + (1− αn)d(Snx, Sny)

≤ (ταn + (1− αn)) d(x, y).

Since τ ∈ (0, 1), we have that 0 < (ταn + (1 − αn)) < 1. Hence, T hn is a contraction for
each n ≥ 1. Therefore, by Banach contraction mapping principle, there exists a unique
fixed point xn of T hn for each n ≥ 1. Thus, (3.5.1) is well defined.

Step 2: Next, we show that {xn} is bounded. Let v ∈ Γ, by (3.5.1) and Lemma 2.3.1 (i),
we obtain

d(xn, v) ≤ αnd(h(xn), v) + (1− αn)d(Tyn, v)

≤ αnτd(xn, v) + αnd(h(v), v) + (1− αn)d(yn, v)

≤
(

1− αn(1− τ)
)
d(xn, v) + αnd(h(v), v),

which implies that

d(xn, v) ≤ d(h(v), v)

1− τ . (3.5.3)
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Hence, {xn} is bounded. Consequently, {yn} {Tyn} and {h(xn)} are all bounded.

Step 3: We now show that lim
n→∞

d(xn, T yn) = lim
n→∞

d(xn, TSλnxn) = 0 and z̄ ∈ Γ.

From (3.5.1) and Lemma 2.3.1, we obtain that

d(xn, T yn) = d(αnh(xn)⊕ (1− αn)Tyn, T yn)

≤ αnd(h(xn), T yn). (3.5.4)

Since {h(xn)} and {Tyn} are bounded, we obtain from condition (i) and (3.5.4) that

lim
n→∞

d(xn, T yn) = lim
n→∞

d(xn, TSλnxn) = 0. (3.5.5)

Now, by the boundedness of {xn} and the completeness of X, we obtain from Lemma 2.3.5
that there exists a subsequence {xnk} of {xn} such that ∆ − lim

k→∞
xnk = v̄. Again, since

T ◦ Sλn is nonexpansive (and every nonexpansive mapping is demiclosed), it follows from
(3.5.5), Lemma 3.2.7 and Theorem 2.1.32 (i) that v̄ ∈ F (T ◦Sλn) ⊆ ∩Ni=1F (JAiλ )∩F (T ) = Γ.

Step 4: We show that {xn} converges strongly to z̄. Since {xnk} 4−converges to v̄ ∈ Γ
and by (3.5.3), lim

n→∞
d(xn, v) exists for all v ∈ Γ, we obtain from Lemma 2.3.9 that there

exists z̄ ∈ Γ such that {xn} 4−converges to z̄. Thus, by Lemma 2.3.10, we obtain that

lim sup
n→∞

〈−−−→h(z̄)z̄,
−→
xnz̄〉 ≤ 0. (3.5.6)

Also, by Lemma 2.3.1 (iii) and (3.5.1), we have

d2(xn, z̄) ≤ α2
nd

2(h(xn), z̄) + (1− αn)d2(Tyn, z̄)

+2αn(1− αn)〈−−−−→h(xn)z̄,
−−−→
Tynz̄〉

≤ α2
nd

2(h(xn), z̄) + (1− αn)d2(xn, z̄)

+2αn(1− αn)[〈−−−−→h(xn)z̄,
−−−−→
Tynxn〉+ 〈−−−−−−→h(xn)h(z̄),

−→
xnz̄〉

+〈−−−→h(z̄)z̄,
−→
xnz̄〉]

≤ α2
nd

2(h(xn), z̄) + (1− αn)d2(xn, z̄)

+2αn(1− αn)[〈−−−−→h(xn)z̄,
−−−−→
Tynxn〉+ τd2(xn, z̄) + 〈−−−→h(z̄)z̄,

−→
xnz̄〉]

≤
[
(1− αn) + 2ταn(1− αn)

]
d2(xn, z̄)

+αn

[
αnd

2(h(xn), z̄) + 2(1− αn)d(Tyn, xn)
]
d(h(xn), z̄)

+2αn(1− αn)〈−−−→h(z̄)z̄,
−→
xnz̄〉. (3.5.7)

Therefore

d2(xn, z̄) ≤ [αnd
2(h(xn), z̄) + 2(1− αn)d(Tyn, xn)]d(h(xn), z̄)

[1− 2τ(1− αn)]
+

2(1− αn)〈−−−→h(z̄)z̄,
−→
xnz̄〉

[1− 2τ(1− αn)]
,

which implies from condition (i), (3.5.5) and (3.5.6) that

lim
n→∞

d2(xn, z̄) = 0.
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Therefore, lim
n→∞

xn = z̄.

Step 5: Finally, we show that z̄ is a solution of (3.5.2). From Lemma 2.3.1 (ii) and
(3.5.1), we obtain for all u ∈ Γ that

d2(xm, u) ≤ αmd
2(h(xm), u) + (1− αm)d2(Tym, u)

−αm(1− αm)d2(h(xm), T ym)

≤ αmd
2(h(xm), u) + (1− αm)d(xm, u)

−αm(1− αm)d2(h(xm), T ym),

which implies

d2(xm, u) ≤ d2(h(xm), u)− (1− αm)d2(h(xm), T ym).

Thus, taking limit as m→∞, we obtain

d2(z̄, u) ≤ d2(h(z̄), u)− d2(h(z̄), z̄).

Hence,

〈−−−→z̄h(z̄),
−→
uz̄〉 =

1

2

(
d2(h(z̄), u)− d2(z̄, u)− d2(h(z̄), z̄)

)
≥ 0, ∀u ∈ Γ.

Therefore, we have that z̄ solves the variational inequality (3.5.2).
Now, assume that {xnk} 4−converges to u. Then, by the same argument, we obtain that
u ∈ Γ solves the variational inequality (3.5.2). That is,

〈−−−→uh(u),
−→
uz̄〉 ≤ 0. Also 〈−−−→z̄h(z̄),

−→̄
zu〉 ≤ 0.

Now, adding both, we get

0 ≥ 〈−−−→z̄h(z̄),
−→̄
zu〉 − 〈−−−→uh(u),

−→̄
zu〉

= 〈−−−→z̄h(u),
−→̄
zu〉+ 〈−−−−−→h(u)h(z̄),

−→̄
zu〉

−〈−→uz̄,−→̄zu〉 − 〈−−−→z̄h(u),
−→̄
zu〉

= 〈−→̄zu,−→̄zu〉 − 〈−−−−−→h(u)h(z̄),
−→
uz̄〉

≥ 〈−→̄zu,−→̄zu〉 − d(h(u)h(z̄))d(u, z̄)

≥ d2(z̄, u)− τd2(u, z̄)

= (1− τ)d2(z̄, u).

which implies that d(z̄, u) = 0. Hence, z̄ = u. Therefore, {xn} converges strongly to z̄,
which is a solution of the variational inequality (3.5.2).

By setting T ≡ I (where I is the identity mapping on X) and h(x) = c for arbitrary but
fixed c ∈ X and ∀x ∈ X, we obtain the following corollary which is of Halpern type.

Corollary 3.5.2. Let X be an Hadamard space and X∗ be its dual space. Let Ai : X →
2X
∗
, i = 1, 2, . . . , N be a finite family of multivalued monotone operators that satisfy the
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range condition. Suppose that Γ := ∩Ni=1A
−1
i (0) 6= ∅ and for arbitrary c, x1 ∈ X, the

sequence {xn} is generated by{
yn = β0xn ⊕ β1J

A1
λn
xn ⊕ β2J

A2
λn
xn ⊕ · · · ⊕ βNJANλn xn,

xn = αnc⊕ (1− αn)yn, n ≥ 1,
(3.5.8)

where 0 < λ ≤ λn ∀n ≥ 1 and {αn} is in (0, 1) satisfying the following conditions:

(i) lim
n→∞

αn = 0 and
∑∞

n=1 αn =∞,

(ii) βi ∈ (0, 1) with
∑N

i=0 βi = 1.

Then, {xn} converges strongly to z̄ ∈ Γ.

By setting N = 1 in Theorem 3.5.1, we obtain the following result.

Corollary 3.5.3. Let X be an Hadamard space and X∗ be its dual space. Let A : X →
2X
∗

be a multivalued monotone operator that satisfies the range condition. Let T be a
nonexpansive mapping on X and h be a contraction mapping on X with coefficient τ ∈
(0, 1). Suppose that Γ := F (T ) ∩A−1(0) 6= ∅ and for arbitrary x1 ∈ X, the sequence {xn}
is generated by

xn = αnh(xn)⊕ (1− αn)T
(
β0xn ⊕ β1J

A
λnxn

)
, n ≥ 1, (3.5.9)

where 0 < λ ≤ λn ∀n ≥ 1 and {αn} is in (0, 1) satisfying the following conditions:

(i) lim
n→∞

αn = 0 and
∑∞

n=1 αn =∞,

(ii) βi ∈ (0, 1), i = 0, 1 with β0 + β1 = 1.

Then, {xn} converges strongly to z̄ ∈ Γ which solves the variational inequality

〈−−−→z̄h(z̄),
−→
uz̄〉 ≥ 0, ∀u ∈ Γ. (3.5.10)

We now present the second theorem for this section.

Theorem 3.5.4. Let X be an Hadamard space and X∗ be its dual space. Let Ai : X →
2X
∗
, i = 1, 2, . . . , N be a finite family of multivalued monotone operators that satisfy the

range condition. Let T be a nonexpansive mapping on X and h be a contraction mapping
on X with coefficient τ ∈ (0, 1). Suppose that Γ := F (T ) ∩

(
∩Ni=1A

−1
i (0)

)
6= ∅ and for

arbitrary x1 ∈ X, the sequence {xn} is generated by
yn = β0xn ⊕ β1J

A1
λn
xn ⊕ · · · ⊕ βNJANλn xn,

wn = αn
1−βnh(xn)⊕ γn

1−βnTyn,

xn+1 = βnxn ⊕ (1− βn)wn, n ≥ 1,

(3.5.11)

where {αn}, {βn} and {γn} are sequences in (0, 1), and {λn} is a sequence of positive real
numbers satisfying the following conditions:
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(i) lim
n→∞

αn = 0 and
∞∑
n=1

αn =∞,

(ii) 0 < lim inf
n→∞

βn ≤ lim sup
n→∞

βn < 1, αn + βn + γn = 1 ∀n ≥ 1,

(iii) 0 < λ ≤ λn ∀n ≥ 1 and lim
n→∞

λn = λ,

(iv) βi ∈ (0, 1) with
N∑
i=0

βi = 1.

Then, {xn} converges strongly to z̄ ∈ Γ.

Proof. Step 1: We show that {xn} is bounded. Let u ∈ Γ and set Sλnxn := β0xn ⊕
β1J

A1
λn
xn ⊕ · · · ⊕ βNJ

AN
λn
xn, then from (3.5.11), Lemma 2.3.1 (i) and Lemma 3.2.7, we

obtain that

d(xn+1, u) ≤ βnd(xn, u) + (1− βn)d(wn, u)

≤ βnd(xn, u) + (1− βn)

[
αn

1− βn
d(h(xn), u) +

γn
1− βn

d(Tyn, u)

]
≤ βnd(xn, u) + (1− βn)

[
αn

1− βn
τd(xn, u) +

αn
1− βn

d(h(u), u) +
γn

1− βn
d(Tyn, u)

]
≤ (βn + ταn)d(xn, u) + γnd(Sλnxn, u) + αnd(h(u), u)

= (1− αn(1− τ))d(xn, u) + αnd(h(u), u)

≤ max

{
d(xn, u) +

d(h(u), u)

1− τ

}
...

≤ max

{
d(x1, u) +

d(h(u), u)

1− τ

}
.

Hence, {xn} is bounded. Consequently, {yn}, {h(xn)} and {T (yn)} are all bounded.

Step 2: Next, we show that lim
n→∞

d(xn+1, xn) = 0. Now, from (3.5.11), Lemma 2.3.1

(iv),(vi) and the nonexpansivity of T, we obtain that

d(wn+1, wn) = d
( αn+1

1− βn+1

h(xn+1)⊕ γn+1

1− βn+1

Tyn+1,
αn

1− βn
h(xn)⊕ γn

1− βn
Tyn

)
≤ d

( αn+1

1− βn+1

h(xn+1)⊕
(
1− αn+1

1− βn+1

)
Tyn+1,

αn+1

1− βn+1

h(xn)⊕
(
1− αn+1

1− βn+1

)
Tyn

)
+ d

( αn+1

1− βn+1

h(xn)⊕
(
1− αn+1

1− βn+1

)
Tyn,

αn
1− βn

h(xn)⊕
(
1− αn

1− βn
)
Tyn

)
≤ αn+1

1− βn+1

τd(xn+1, xn) +
(
1− αn+1

1− βn+1

)
d(yn+1, yn)

+| αn+1

1− βn+1

− αn
1− βn

|d(h(xn), T yn) (3.5.12)
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Without loss of generality, we may assume that 0 < λn+1 ≤ λn ∀n ≥ 1. Thus, from
(3.5.11), condition (iv), Lemma 3.2.1 and Lemma 3.2.4 (ii), we obtain

d(yn+1, yn) = d
(
β0xn+1 ⊕ · · · ⊕ βNJANλn+1

xn+1, β0xn ⊕ · · · ⊕ βNJANλn xn
)

≤ β0d(xn+1, xn) +
N∑
i=1

βid(JAiλn+1
xn+1, J

Ai
λn
xn)

≤ β0d(xn+1, xn) +
N∑
i=1

βid(JAiλn+1
xn+1, J

Ai
λn+1

xn) +
N∑
i=1

βid(JAiλn+1
xn, J

Ai
λn
xn)

≤ d(xn+1, xn) +
(√

1− λn+1

λn

)
M, (3.5.13)

where M := sup
n≥1

{∑N
i=1 βid(JAiλnxn, xn)

}
. Substituting (3.5.13) into (3.5.12), we obtain that

d(wn+1, wn) ≤ αn+1

1− βn+1

τd(xn+1, xn) +
(
1− αn+1

1− βn+1

)
d(xn+1, xn)

+
(√

1− λn+1

λn

)(
1− αn+1

1− βn+1

)
M

+
∣∣∣ αn+1

1− βn+1

− αn
1− βn

∣∣∣d(h(xn), T yn)

=
[
1− αn+1

1− βn+1

(1− τ)
]
d(xn+1, xn) +

(√
1− λn+1

λn

)(
1− αn+1

1− βn+1

)
M

+
∣∣∣ αn+1

1− βn+1

− αn
1− βn

∣∣∣d(h(xn), T yn).

Since lim
n→∞

αn = 0, lim
n→∞

λn = λ and {h(xn)}, {Tyn} are bounded, we obtain that

lim sup
n→∞

(
d(wn+1, wn)− d(xn+1, xn)

)
≤ 0.

Thus, by Lemma 2.3.17 and condition (ii), we obtain that

lim
n→∞

d(wn, xn) = 0. (3.5.14)

Hence, by Lemma 2.3.1, we obtain that

d(xn+1, xn) ≤ (1− βn)d(wn, xn)→ 0, as n→∞. (3.5.15)

Step 3: We now show that lim
n→∞

d(xn, T (Sλn)xn) = 0 = lim
n→∞

d(wn, T (Sλn)wn). Observe

from Remark 2.3.1 that (3.5.11) can be rewritten as{
yn = β0xn ⊕ β1J

A1
λn
xn ⊕ · · · ⊕ βNJANλn xn,

xn+1 = αnh(xn)⊕ (1− αn)
(
βnxn⊕γnTyn

(1−αn)

)
, ≥ 1.

(3.5.16)

Thus, by Lemma 2.3.1, we obtain that

d
(
xn+1,

βnxn ⊕ γnTyn
(1− αn)

)
≤ αnd

(
h(xn),

βnxn ⊕ γnTyn
(1− αn)

)
→ 0, as n→∞. (3.5.17)
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Also, from (2.1.1), we obtain

d
(
xn,

βnxn ⊕ γnTyn
(1− αn)

)
=

γn
1− αn

d(xn, T yn),

which implies from (3.5.15) and (3.5.17) that

γn
1− αn

d(xn, T yn) ≤ d(xn, xn+1) + d
(
xn+1,

βnxn ⊕ γnTyn
(1− αn)

)
→ 0, as n→∞.

Hence,

lim
n→∞

d(xn, T yn) = lim
n→∞

d(xn, T (Sλn)xn) = 0. (3.5.18)

Since {xn} is bounded and X is an Hadamard space, then by Lemma 2.3.5, there exists a
subsequence {xnk} of {xn} such that ∆ − lim

k→∞
xnk = ū. Again, by the nonexpansivity of

T ◦Sλn , we obtain from (3.5.18), condition (iii), Lemma 3.2.7 and Theorem 2.1.32 (i) that
ū ∈ F (T ◦ Sλn) ⊆ ∩Ni=1F (JAiλ ) ∩ F (T ) = Γ.

Also, by (3.5.14) and (3.5.18), we obtain

d(wn, T (Sλn)wn) ≤ d(wn, xn) + d(xn, T (Sλn)xn) + d(T (Sλn)xn, T (Sλn)wn)

≤ 2d(wn, xn) + d(xn, T (Sλnxn)→ 0, as n→∞. (3.5.19)

Step 4: Next, we show that lim sup
n→∞

〈−−−→h(z̄)z̄,
−→
xnz̄〉 ≤ 0.

If we set T hmx := βmx ⊕ (1 − βm)w, where w = αm
(1−βm)

h(x) ⊕ γm
(1−βm)

T (Sλm)x, then by

following the same method of proof as in the proof of Theorem 3.5.1, we get that T hm is
a contraction for each m ≥ 1. Thus, there exists a unique fixed point zm of T hm ∀m ≥ 1.
That is,
zm = βmzm ⊕ (1 − βm)wm, where wm = αm

(1−βm)
h(zm) ⊕ γm

(1−βm)
T (Sλm)zm. Furthermore, it

follows from Theorem 3.5.1 that lim
m→∞

zm = z ∈ Γ. Thus, we obtain that

d(zm, wn) = d(βmzm ⊕ (1− βm)wm, wn)

≤ βmd(zm, wn) + (1− βm)d(wm, wn),

which implies that

d(zm, wn) ≤ d(wm, wn). (3.5.20)
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From (3.5.20) and Lemma 2.3.1(v), we obtain that

d2(wm, wn) = 〈−−−→wmwn,
−−−→wmwn〉

= 〈−−−−−−−−−→wmT (Sλm)zm,
−−−→wmwn〉+ 〈−−−−−−−−→T (Sλm)zmwn,

−−−→wmwn〉
≤ αm

(1− βm)
〈−−−−−−−−−−−→h(zm)T (Sλm)zm,

−−−→wmwn〉+ 〈−−−−−−−−→T (Sλmzm)wn,
−−−→wmwn〉

=
αm

(1− βm)
〈−−−−−−−−−−−→h(zm)T (Sλmzm),−−−→wmzm〉+

αm
(1− βm)

〈−−−−−→h(zm)wn,
−−−→zmwn〉

+
αm

(1− βm)
〈−−−−−−−−→wnT (Sλmzm),−−−→zmwm〉+ 〈−−−−−−−−−−−−−−→T (Sλmzm)T (Sλmwn),−−−−→wmwm〉

+ 〈−−−−−−−→T (Sλmwm),−−−→wmwn〉
≤ αm

(1− βm)
d(h(zm), T (Sλmzm))d(wm, zm) +

αm
(1− βm)

〈−−−−−→h(zm)zm,
−−−→zmwn〉

+
αm

(1− βm)
〈−−−−−−−−→zmT (Sλmzm),−−−→zmwn〉+ d(T (Sλmzm), T (Sλmwn))d(wm, wn)

+ d(T (Sλmwn), wn)d(wm, wn)

≤ αm
(1− βm)

d(h(zm), T (Sλmzm))d(wn, zm) +
αm

(1− βm)
〈−−−−−→h(zm)zm,

−−−→zmwn〉

+
αm

(1− βm)
〈−−−−−−−−→zmT (Sλmzm),−−−→zmwn〉

+ d(zm, wm)d(wm, wn) + d(T (Sλmwn), wn)d(wn, wm)

≤ αm
(1− βm)

d(h(zm), T (Sλmzm))d(wn, zm) +
αm

(1− βm)
〈−−−−−→h(zm)zm,

−−−→zmwn〉

+
αm

(1− βm)
d(zm, T (Sλmzm))d(wm, zm) + d(wm, wn) + d(T (Sλmwn), wn)d(wn, wm),

which implies that

〈−−−−−→h(zm)zm,
−−−→wnzm〉 ≤ d(h(zm), T (Sλm)zm)d(wn, zm) + d(zm, T (Sλm)zm)d(zm, wm)

+
(1− βm)

αm
d(T (Sλn)wn, wn)d(wm, wm).

Thus, taking lim sup as n → ∞ first, then as m → ∞, it follows from (3.5.14), (3.5.18)
and (3.5.19) that

lim sup
m→∞

lim sup
n→∞

〈−−−−−→h(zm)zm,
−−−→wnzm〉 ≤ 0. (3.5.21)

Furthermore,

〈−−−→h(z)z̄,
−→
xnz̄〉 = 〈−−−−−−→h(z̄)h(zm),

−→
xnz〉+ 〈−−−−−→h(zm)zm,

−−−→xnwn〉+ 〈−−−−−→h(zm)zm,
−−−→wnzm〉

+ 〈−−−−−→h(zm)zm,
−−→
zmz〉+ 〈−−→zmz̄,−→xnz̄〉

≤ d(h(z), h(zm))d(xn, z) + d(h(zm), zm)d(xn, wn) + 〈−−−−−→h(zm)zm,
−−−→wnzm〉

+ d(h(zm), zm)d(zm, z) + d(zm, z̄)d(xn, z̄)

≤ (1 + τ)d(zm, z)d(xn, z̄) + 〈−−−−−→h(zm)zm,
−−−→wnzm〉

+ [d(xn, wn) + d(zm, z)]d(h(zm), zm),
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which implies from (3.5.14), (3.5.21) and the fact that lim
m→∞

zm = z, that

lim sup
n→∞

〈−−−→h(z)z,
−→
xnz̄〉 = lim sup

m→∞
lim sup
n→∞

〈−−−→h(z̄)z̄,
−→
xnz̄〉

≤ lim sup
m→∞

lim sup
n→∞

〈−−−−−→h(zm)zm,
−−−→wnzm〉 ≤ 0. (3.5.22)

Step 5: Finally, we show that {xn} converges strongly to z ∈ Γ.

From Lemma 2.3.2, we obtain that

〈−−→wnz,−→xnz̄〉 ≤
αn

(1− βn)
〈−−−−→h(xn)z,

−→
xnz〉+

γn
(1− βn)

〈−−−−−−−→T (Sλn)xnz,
−→
xnz〉

≤ αn
(1− βn)

〈−−−−−−→h(xn)h(z),
−→
xnz〉

+
αn

(1− βn)
〈−−−→h(z)z,

−→
xnz〉+

γn
(1− βn)

d(T (Sλn)xn, z)d(xn, z)

≤ αn
(1− βn)

τd2(xn, z) +
αn

(1− βn)
〈−−−→h(z)z,

−→
xnz〉+ (1− αn

1− βn
)d2(xn, z)

=

[
αn

(1− βn)
τ + (1− αn

1− βn
)

]
d2(xn, z) +

αn
(1− βn)

〈−−−→h(z)z,
−→
xnz〉.

Thus, from Lemma 2.3.1, we have

d2(xn+1, z) ≤ βnd
2(xn, z) + (1− βn)d2(wn, z)

= βnd
2(xn, z) + (1− βn)〈−−→wnz,

−−→
wnz〉

= βnd
2(xn, z) + (1− βn)[〈−−→wnz,−−−→wnxn〉+ 〈−−→wnz,

−→
xnz〉]

≤ [βn + αnτ + γn]d2(xn, z) + (1− βn)〈−−→wnz,−−−→wnxn〉+ αn〈h(z)z, xnz〉

≤ (1− αn(1− τ))d2(xn, z̄) + αn(1− τ)

[
1

1− τ 〈
−−−→
h(z̄)z̄,

−→
xnz̄〉

]
+ (1− βn)d(wn, xn)d(wn, z̄). (3.5.23)

By (3.5.14) and applying Lemma 2.3.26 to (3.5.23), we obtain that {xn} converges strongly
to z̄.

By setting T ≡ I in Theorem 3.5.4, where I is an identity mapping on X, we obtain the
following result.

Corollary 3.5.5. Let X be an Hadamard space and X∗ be its dual space. Let Ai : X →
2X
∗
, i = 1, 2, . . . , N be a finite family of multivalued monotone operators that satisfy the

range condition. Let h be a contraction mapping on X with coefficient τ ∈ (0, 1). Suppose
that Γ := ∩Ni=1A

−1
i (0) 6= ∅ and for arbitrary x1 ∈ X, the sequence {xn} is generated by

yn = β0xn ⊕ β1J
A1
λn
xn ⊕ · · · ⊕ βNJANλn xn,

wn = αn
1−βnh(xn)⊕ γn

1−βnyn,

xn+1 = βnxn ⊕ (1− βn)wn, n ≥ 1.

(3.5.24)

where {αn}, {βn} and {γn} are sequences in (0, 1), and {λn} is a sequence of positive real
numbers satisfying the following conditions:
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(i) lim
n→∞

αn = 0 and
∞∑
n=1

αn =∞,

(ii) 0 < lim inf
n→∞

βn ≤ lim sup
n→∞

βn < 1, αn + βn + γn = 1 ∀n ≥ 1,

(iii) 0 < λ ≤ λn ∀n ≥ 1 and lim
n→∞

λn = λ,

(iv) βi ∈ (0, 1) with
N∑
i=0

βi = 1.

Then, {xn} converges strongly to z̄ ∈ Γ.

By setting N = 1 in Theorem 3.5.4, we obtain the following result.

Corollary 3.5.6. Let X be an Hadamard space and X∗ be its dual space. Let A : X →
2X
∗

be a multivalued monotone operator that satisfies the range condition. Let T be a
nonexpansive mapping on X and h be a contraction mapping on X with coefficient τ ∈
(0, 1). Suppose that Γ := A−1(0) ∩ F (T ) 6= ∅ and for arbitrary x1 ∈ X, the sequence {xn}
is generated by {

wn = αn
1−βnh(xn)⊕ γn

1−βnT
(
β0xn ⊕ β1J

A
λn
xn
)
,

xn+1 = βnxn ⊕ (1− βn)wn, n ≥ 1.
(3.5.25)

where {αn}, {βn} and {γn} are sequences in (0, 1), and {λn} is a sequence of positive real
numbers satisfying the following conditions:

(i) lim
n→∞

αn = 0 and
∞∑
n=1

αn =∞,

(ii) 0 < lim inf
n→∞

βn ≤ lim sup
n→∞

βn < 1, αn + βn + γn = 1 ∀n ≥ 1,

(iii) 0 < λ ≤ λn ∀n ≥ 1 and lim
n→∞

λn = λ,

(iv) βi ∈ (0, 1), i = 0, 1 with β0 + β1 = 1.

Then, {xn} converges strongly to z̄ ∈ Γ.

3.5.2 Applications

In this subsection, we apply our results to solve variational inequality and convex feasibility
problems.
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Variational inequality problem

Let us consider the following VIP associated with a nonexpansive mapping T :

Find x ∈ C such that 〈−−→Txx,−→xy〉 ≥ 0 ∀y ∈ C. (3.5.26)

Recall that the metric projection PC : X → C is defined for x ∈ X by d(x, PCx) =
inf
y∈C

d(x, y) and characterized by, z = PCx if and only if 〈−→zx,−→zy〉 ≤ 0, ∀y ∈ C (see [99]).

Now, using the characterization of PC , we obtain that

x = PCTx⇐⇒ 〈
−−→
Txx,−→xy〉 ≥ 0 ∀y ∈ C.

Therefore, x ∈ F (PC◦T ) if and only if x solves (3.5.26). Recall also that the subdifferential
of an indicator function δC , given as

∂δC(x) =

{
{x∗ ∈ X∗ : 〈x∗,−→xz〉 ≤ 0 ∀z ∈ C} if x ∈ C,
∅, otherwise

(3.5.27)

is a monotone operator which satisfies the range condition (see Example 2.1.28).

Thus, by (2.1.5), we obtain that

z = J∂δCλ x⇐⇒ [
1

λ
−→zx] ∈ ∂δCz ⇐⇒ 〈−→zx,−→zy〉 ≤ 0, ∀ y ∈ C ⇐⇒ z = PCx. (3.5.28)

Thus, by letting z = x, we obtain that x = PCx if and only if x ∈ (∂δC)−1(0). Therefore,
we get that

x ∈ (∂δC)−1(0) ∩ F (T ) =⇒ x ∈ F (PC) ∩ F (T ) =⇒ x ∈ F (PC ◦ T ).

Thus, suppose that the solution set of problem (3.5.26) is Ω, then by setting A = ∂δC in
Corollary 3.5.6, we apply Corollary 3.5.6 to obtain the following result for approximating
solutions of the VIP (3.5.26) in Hadamard spaces.

Theorem 3.5.7. Let C be a nonempty closed and convex subset of an Hadamard space
X and X∗ be the dual space of X. Let T : X → X be a nonexpansive mapping and h be a
contraction mapping on X with constant τ ∈ (0, 1). Suppose that Ω 6= ∅ and the sequence
{xn} is generated for arbitrary x1 ∈ X by{

wn = αn
1−βnh(xn)⊕ γn

1−βnT
(
β0xn ⊕ β1J

∂δC
λn

xn

)
,

xn+1 = βnxn ⊕ (1− βn)wn, n ≥ 1.
(3.5.29)

where {αn}, {βn} and {γn} are sequences in (0, 1), and {λn} is a sequence of positive real
numbers satisfying the following conditions:

(i) lim
n→∞

αn = 0 and
∞∑
n=1

αn =∞,

(ii) 0 < lim inf
n→∞

βn ≤ lim sup
n→∞

βn < 1, αn + βn + γn = 1 ∀n ≥ 1,

(iii) 0 < λ ≤ λn ∀n ≥ 1 and lim
n→∞

λn = λ,

(iv) βi ∈ (0, 1), i = 0, 1 with β0 + β1 = 1.

Then, {xn} converges strongly to an element of Ω.
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Convex feasibility problem

Let C be a nonempty closed and convex subset of X and Ci, i = 1, 2, . . . , N be a finite
family of nonempty closed and convex subsets of C such that ∩Ni=1Ci 6= ∅. Recall that the
convex feasibility problem is defined as:

Find x ∈ C such that x ∈ ∩Ni=1Ci. (3.5.30)

Now, observe that (3.5.28) implies that x = J
∂δCi
λ x ⇐⇒ x = PCix, i = 1, 2, . . . , N .

Therefore, by setting Ai = ∂δCi in Corollary 3.5.5 and JAiλn = PCi , i = 1, 2, . . . , N in
Algorithm (3.5.24), we can apply Corollary 3.5.5 to approximate solutions of (3.5.30).
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Chapter 4

Contributions to Minimization
Problems and Monotone Inclusion
Problems in Hadamard Spaces

4.1 Introduction

As mentioned in Section 1.1, the study of MPs in Hadamard spaces have proved to be very
useful within and outside mathematics. The most remarkable of them, is the application
to computing of medians and means of trees, which are very important in computational
phylogenetics, diffusion tensor imaging, censensus algorithms and modeling of airway sys-
tems in human lungs and blood vessels. In this chapter, we shall further investigate the
study of MPs in Hadamard spaces. Then, we will study some strong convergence results for
approximating a common solution of MPs, MIPs and fixed point problems in Hadamard
spaces.

4.2 Preliminaries

In this section, we highlight some lemmas that are associated with convex functions for
MPs.

Lemma 4.2.1. [130]. Let X be a CAT(0) space and f : X → (−∞,∞] be a proper convex
and lower semicontinuous function. For each x ∈ X and λ ≥ µ > 0, the following identity
holds:

Jfλx = Jfµ

(
λ− µ
λ

Jfλx⊕
µ

λ
x

)
,

where Jfλ is the Moreau-Yosida resolvent of f defined as in (2.2.3).

Lemma 4.2.2. [112]. Let X be a CAT(0) space and f : X → (−∞,∞] be a proper convex
and lower semicontinuous function. Then, for all x, z ∈ X and µ > 0, we have

1

2µ
d2(Jfµx, z)−

1

2µ
d2(x, z) +

1

2µ
d2(x, Jfµx) + f(Jfµx) ≤ f(z). (4.2.1)
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Definition 4.2.3. Let X be a CAT(0) space. A function f : D(f) ⊆ X → (−∞,∞] is
said to be ∆-lower semicontinuous at a point x ∈ D(f), if

f(x) ≤ lim inf
n→∞

f(xn), (4.2.2)

for each sequence {xn} in D(f) such that ∆- lim
n→∞

xn = x. We say that f is ∆-lower

semicontinuous on D(f) if it is ∆-lower semicontinuous at any point in D(f).

Lemma 4.2.4. [18] Let X be an Hadamard space and f : X → R be a convex and lower
semicontinuous function. Then f is ∆-lower semicontinuous.

Lemma 4.2.5. Let X be a CAT(0) space and f : X → (−∞,∞] be proper convex and
lower semi-continuous function. Then,
d2(Jfλx, x) ≤ d2(Jfµx, x) for 0 < λ < µ and x ∈ X.

Proof. Let x, y ∈ X, then we obtain from (2.2.3) that

f(Jfµx) +
1

2µ
d2(Jfµx, x) ≤ f(y) +

1

2µ
d2(y, x).

In particular, we have that

f(Jfµx) +
1

2µ
d2(Jfµx, x) ≤ f(Jfλx) +

1

2µ
d2(Jfλx, x). (4.2.3)

Similarly, we obtain

f(Jfλx) +
1

2λ
d2(Jfλx, x) ≤ f(Jfµx) +

1

2λ
d2(Jfµx, x) (4.2.4)

Adding (4.2.3) and (4.2.4), we obtain that

d2(Jfλx, x)− λ

µ
d2(Jfλx, x) ≤ d2(Jfµx, x)− λ

µ
d2(Jfµx, x).

That is, (
1− λ

µ

)
d2(Jfλx, x) ≤

(
1− λ

µ

)
d2(Jfµx, x).

Since, 0 < λ < µ, we obtain that

d2(Jfλx, x) ≤ d2(Jfµx, x).

Lemma 4.2.6. Let C be a closed and convex subset of an Hadamard space X and fi : X →
(−∞,∞], i = 1, 2, . . . , N be a finite family of proper convex and lower semi continuous
mappings such that ∩Ni=1arg min

y∈X
fi(y) 6= ∅. Let {un} and {zn} be bounded sequences such

that
un = PC(J

λ
(N)
n
◦ J

λ
(N−1)
n

◦ · · · ◦ J
λ
(2)
n
◦ J

λ
(1)
n

(zn)),

where J
λ
(i)
n

denotes Jfi
λ
(i)
n

(for simplicity) and {λ(i)
n }, i = 1, 2, . . . , N is a sequence such

that λ
(i)
n > λ(i) > 0 for each i = 1, 2, . . . , N and n ≥ 1. If lim

n→∞
d(un, zn) = 0, then

lim
n→∞

d(Jλ(i)zn, zn) = 0, for each i = 1, 2, . . . , N .
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Proof. Let p ∈ ∩Ni=1arg min
y∈X

fi(y).

Set w(i+1)
n = J

λ
(i)
n
w(i)
n , for each i = 1, 2, . . . , N,

where w
(1)
n = zn, for all n ≥ 1. Then,

w
(2)
n = J

λ
(1)
n

(zn), w
(3)
n = J

λ
(2)
n
◦J

λ
(1)
n

(zn), . . . , w
(N+1)
n = J

λ
(N)
n
◦J

λ
(N−1)
n
◦· · ·◦J

λ
(2)
n
◦J

λ
(1)
n

(zn).

By Lemma 4.2.2, we obtain

1

2λ
(i)
n

d2(p, w
(i+1)
n )− 1

2λ
(i)
n

d2(p, w
(i)
n ) + 1

2λ
(i)
n

d2(w
(i)
n , w

(i+1)
n ) + f(w

(i+1)
n ) ≤ f(p).

As f(p) ≤ f(w
(i+1)
n ), so we have that

d2(w(i)
n , w

(i+1)
n ) ≤ d2(p, w(i)

n )− d2(p, w(i+1)
n ).

Taking sum in the above inequality from i = 1 to i = N , we obtain

N∑
i=1

d2(w(i)
n , w

(i+1)
n ) ≤ d2(p, zn)− d2(p, w(N+1)

n )

≤ d2(p, zn)− d2(p, un)

≤ [d(p, un) + d(un, zn)]2 − d2(p, un)

≤ d2(zn, un) + 2d(zn, un)d(p, un)→ 0 as n→∞,

which implies

lim
n→∞

d(w(i)
n , w

(i+1)
n ) = 0, i = 1, 2, . . . , N. (4.2.5)

By (4.2.5) and triangle inequality, we obtain for each i = 1, 2, . . . , N , that

lim
n→∞

d(zn, w
(i+1)
n ) = lim

n→∞
d(w(1)

n , w(i+1)
n ) = 0. (4.2.6)

Also, since λ
(i)
n > λ(i) > 0 for all n ≥ 1, we obtain by Lemma 4.2.1 and (4.2.5) that

d
(
w(i)
n , Jλ(i)w

(i)
n

)
≤ d

(
w(i)
n , Jλ(i)n w

(i)
n

)
→ 0, as n→∞, i = 1, 2, . . . , N. (4.2.7)

Since Jλ(i) is nonexpansive, we have from (4.2.5) and (4.2.6) that

d(Jλ(i)zn, Jλ(i)w
(i)
n ) ≤ d(Jλ(i)zn, Jλ(i)w

(i+1)
n ) + d(Jλ(i)w

(i+1)
n , Jλ(i)w

(i)
n )

≤ d(zn, w
(i+1)
n ) + d(w(i+1)

n , w(i)
n )→ 0, as n→∞. (4.2.8)

By (4.2.5)-(4.2.8), we obtain

d (Jλ(i)zn, zn) ≤ d
(
Jλ(i)zn, Jλ(i)w

(i)
n

)
+ d

(
Jλ(i)w

(i)
n , w

(i)
n

)
+ d

(
w(i)
n , w

(i+1)
n

)
+ d

(
w(i+1)
n , zn

)
→ 0 as n→∞.

That is,

lim
n→∞

d (Jλ(i)zn, zn) = 0, i = 1, 2, . . . , N.
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4.3 Viscosity approximation methods for solving min-

imization problems in Hadamard spaces

In this section, we propose and study some viscosity-type proximal point algorithms for
approximating a common solution of MP and fixed point problem for nonexpansive multi-
valued mappings, which is also a unique solution of some variational inequality problems.
Furthermore, numerical examples of our algorithm are given to show its competitive ad-
vantage over existing algorithms in the literature.

4.3.1 Main results

In what follows, we propose our implicit iterative net for our first convergence theorem of
this section: For each t ∈ (0, 1], let the net {xt} be generated by{

ut = Jfλt(xt),
xt = tg(ut)⊕ (1− t)vt, vt ∈ Tut,

(4.3.1)

where Jfλt is the resolvent of a proper convex and lower semicontinmuous function f , g is
a contraction mapping and T is a nonexpansive multivalued mapping.

The implicit iterative net (4.3.1) clearly generalizes the following implicit iteration studied
by Saejung [161]: For t ∈ (0, 1) and fixed u ∈ C, {xt} is defined by

xt = tu⊕ (1− t)Txt, (4.3.2)

where T is a nonexpansive singlevalued mapping defined on C.
Observe that the implicit iteration (4.3.2) is of Halpern-type, and as mentioned earlier,
the rate of convergence of Halpern-type iterations is relatively lower than that of viscosity-
type iterations.
Note also that, if Jfλt ≡ I in (4.3.1) (where I is the identity mapping on X), then (4.3.1)
reduces to

xt = tf(xt)⊕ (1− t)u(xt), u(xt) ∈ T (xt) (4.3.3)

studied by Bo and Yi [29]. Thus, iterative net (4.3.1) extends the implicit iteration of Bo
and Yi [29] to an implicit proximal point iteration.

We now present our strong convergence theorem for the implicit proximal point iteration
(4.3.1).

Theorem 4.3.1. Let X be an Hadamard space and f : X → (−∞,+∞] be a proper convex
and lower semicontinuous function. Let T : X → P (X) be a nonexpansive multivalued
mapping such that Tp = {p}, for each p ∈ F (T ) and Γ := F (T ) ∩ argminy∈Xf(y) is
nonempty. Suppose that g is a contraction mapping defined on X with coefficient ρ ∈ (0, 1)
and λt ≥ λ > 0 for some λ. Let the net {xt} be defined by (4.3.1) such that Lemma 2.3.22
holds. Then, the net {xt} converges strongly to x = PΓg(x̄) (where PΓ is the metric
projection of X onto Γ) which also solves the variational inequality

〈−−→xg(x),
−→
xx〉 ≥ 0, ∀x ∈ Γ. (4.3.4)
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Proof. By similar argument as in the proof of [29, Page 53], we obtain that (4.3.1) is
well-defined.
Let p ∈ Γ, then from (4.3.1), Lemma 2.3.1 and Lemma 2.3.22, we obtain

d(xt, p) = d(tg(ut)⊕ (1− t)vt, p)
≤ td(g(ut), p) + (1− t)d(vt, p)

≤ td(g(ut), p)) + (1− t)H(Tut, Tp)

≤ t(d(g(ut), g(p)) + d(g(p), p)) + (1− t)d(ut, p)

≤ t(ρd(ut, p)) + d(g(p), p)) + (1− t)d(ut, p)

= t(ρd(Jfλtxt, p)) + d(g(p), p)) + (1− t)d(Jλtxt, p)

≤ (tρ+ (1− t))d(xt, p) + td(g(p), p),

which implies

d(xt, p) ≤
1

1− ρd(g(p), p).

Hence, {xt} is bounded. Consequently, {ut}, {vt} and {g(ut)} are also bounded.

From (4.3.1), we have

lim
t→0

d(xt, vt) = lim
t→0

d(tg(ut)⊕ (1− t)vt, vt)
≤ lim

t→0
td(g(ut), vt) = 0. (4.3.5)

From Lemma 4.2.2, we have that

1

2λt
d2(ut, p)−

1

2λt
d2(xt, p) +

1

2λt
d2(xt, ut) ≤ f(p)− f(ut).

Since f(p) ≤ f(ut) for all n ≥ 1, we obtain

d2(ut, p) ≤ d2(xt, p)− d2(xt, ut). (4.3.6)

Thus, using (4.3.6) and Lemma 2.3.1, we have

d2(xt, p) = d2(tg(ut)⊕ (1− t)vt, p)
≤ td2(g(ut), p) + (1− t)d2(vt, p)

≤ td2(g(ut), p) + (1− t)H2(Tut, Tp)

≤ td2(g(ut), p) + (1− t)d2(ut, p)

≤ td2(g(ut), p) + d2(xt, p)− d2(xt, ut),

which implies that

d2(xt, ut) ≤ td2(g(ut), p)→ 0, as t→ 0.

That is,

lim
t→0

d2(xt, ut) = 0. (4.3.7)
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From (4.3.5) and (4.3.7), we obtain

lim
t→0

d2(ut, vt) = 0. (4.3.8)

Since λt ≥ λ > 0, we obtain from (4.3.7) and Lemma 4.4.1 that

d(xt, J
f
λxt) ≤ d(xt, J

f
λt
xt)

= d(xt, ut)→ 0 as t→ 0. (4.3.9)

Let xm := xtm for all m ≥ 1, with tm ∈ (0, 1] and tm → 0, as m → ∞. Since {xm} is
bounded and X is an Hadamard space, then from Lemma 2.3.5, we may assume that 4-
limm→∞ xm = x. Since T is a nonexpansive multivalued mapping, it follows from (4.3.7),
(4.3.8) and Lemma 2.3.13 that x ∈ F (T ). Also, since Jfλ is a nonexpansive mapping, it

follows from (4.3.9) and Lemma 2.3.12 that x ∈ F (Jfλ ). Therefore {xm} ∆-converges to
x ∈ Γ. Thus, by Lemma 2.3.10, we obtain

lim sup
m→∞

〈−−−→g(x̄)x̄,
−−→
xmx̄〉 ≤ 0. (4.3.10)

We now show that lim
m→∞

xm = x̄. From Lemma 2.3.2, we obtain

d2(xm, x̄) = 〈−−→xmx̄,−−→xmx̄〉
≤ tm〈

−−−−→
g(um)x̄,

−−→
xmx̄〉+ (1− tm)〈−−→vmx̄,−−→xmx̄〉

≤ tm〈
−−−−→
g(um)x̄,

−−→
xmx̄〉+ (1− tm)d(vm, x̄)d(xm, x̄)

≤ tm〈
−−−−→
g(um)x̄,

−−→
xmx̄〉+ (1− tm)H(Tum, x̄)d(xm, x̄)

≤ tm〈
−−−−→
g(um)x̄,

−−→
xmx̄〉+ (1− tm)d(Jfλmxm, x̄)d(xm, x̄)

≤ tm〈
−−−−→
g(um)x̄,

−−→
xmx̄〉+ (1− tm)d2(xm, x̄)

≤ tm〈
−−−−−−→
g(um)g(x̄),

−−→
xmx̄〉+ tm〈

−−−→
g(x̄)x̄,

−−→
xmx̄〉+ (1− tm)d2(xm, x̄)

≤ tmρd
2(xm, x̄) + tm〈

−−−→
g(x̄)x̄,

−−→
xmx̄〉+ (1− tm)d2(xm, x̄),

which implies

d2(xm, x̄) ≤ 1

1− ρ〈
−−−→
g(x̄)x̄,

−−→
xmx̄〉. (4.3.11)

Thus, from (4.3.10) and (4.3.11), we obtain that

lim
m→∞

xm = x̄. (4.3.12)

Next, we show that x̄ ∈ Γ solves the variational inequality (4.3.4).
From (4.3.1), Lemma 2.3.1 and Lemma 2.3.22, we obtain for any z ∈ Γ that

d2(xt, z) = d2(tg(ut)⊕ (1− t)vt, z)
≤ td2(g(ut), z) + (1− t)d2(vt, z)− t(1− t)d2(g(ut), vt)

≤ td2(g(ut), z) + (1− t)d2(xt, z)− t(1− t)d2(g(ut), vt),
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which implies

d2(xt, z) ≤ d2(g(ut), z)− (1− t)d2(g(ut), vt).

So that

d2(xm, z) ≤ d2(g(um), z)− (1− tm)d2(g(um), vm). (4.3.13)

Taking limit as m→∞, we obtain from (4.3.5), (4.3.7) and (4.3.13) that

d2(x̄, z) ≤ d2(g(x̄), z)− d2(g(x̄), x̄). (4.3.14)

From (4.3.14) and by the definition of quasilinearization mapping, we obtain

〈−−−→x̄g(x̄),
−→
zx̄〉 =

1

2

(
d2(g(x̄), z)− d2(g(x̄), x̄)− d2(x̄, z)

)
≥ 0, ∀z ∈ Γ. (4.3.15)

Thus, x̄ ∈ Γ solves the variational inequality (4.3.4).

We now show that the net {xt} converges strongly to x̄. We may assume that xsm → x∗ ∈
Γ, where sm → 0 as m → ∞. Then by same argument as above, we obtain that x∗ also
solves the variational inequality (4.3.4). That is,

〈−−−→x̄g(x̄),
−→
x̄x∗〉 ≤ 0, 〈−−−−→x∗g(x∗),

−→
x∗x̄〉 ≤ 0.

Thus,

0 ≥ 〈−−−→x̄g(x̄),
−→
x̄x∗〉 − 〈−−−−→x∗g(x∗),

−→
x̄x∗〉

= 〈−−−−→x̄g(x∗),
−→
x̄x∗〉+ 〈−−−−−−→g(x∗)g(x̄),

−→
x̄x∗〉 − 〈−→x∗x̄,−→x̄x∗〉 − 〈−−−−→x̄g(x∗),

−→
x̄x∗〉

= 〈−→x̄x∗,−→x̄x∗〉 − 〈−−−−−−→g(x∗)g(x̄),
−→
x∗x̄〉

≥ (1− ρ)d2(x̄, x∗),

which implies that d2(x̄, x∗) = 0. Thus, x̄ = x∗. Hence, the net {xt} converges to x̄ ∈ Γ
which also solves the variational inequality (4.3.4).

Next, we present the following strong convergence theorem for our proposed viscosity-type
PPA.

Theorem 4.3.2. Let X be an Hadamard space and f : X → (−∞,+∞] be a proper convex
and lower semicontinuous function. Let T : X → P (X) be a nonexpansive multivalued
mapping such that Tp = {p}, for each p ∈ F (T ) and Γ := F (T ) ∩ argminy∈Xf(y) is
nonempty. Suppose that g is a contraction mapping defined on X with coefficient ρ ∈ (0, 1)
and λn ≥ λ > 0 for some λ. Let x1 ∈ X be arbitrarily chosen and the sequence {xn} be
generated by {

un = Jfλn(xn),
xn+1 = tng(un)⊕ (1− tn)vn, where vn ∈ T (un)∀n ≥ 1,

(4.3.16)

such that Lemma 2.3.22 holds and {tn} is a sequence in (0, 1) satisfying
(i) lim

n→∞
tn = 0,
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(ii)
∞∑
n=1

tn =∞,

(iii)
∞∑
n=1

|tn+1 − tn| <∞,

(iv)
∞∑
n=1

|λn − λn+1| <∞.
Then the sequence {xn} converges strongly to x ∈ Γ which also solves the variational
inequality (4.3.4).

Proof. Let p ∈ Γ, then from (4.3.16), Lemma 2.3.1 and Lemma 2.3.22, we obtain

d(xn+1, p) = d(tng(un)⊕ (1− tn)vn, p)

≤ tnd(g(un), p) + (1− tn)d(vn, p)

≤ tnd(g(un), p)) + (1− tn)H(Tun, Tp)

≤ tn(d(g(un), g(p)) + d(g(p), p)) + (1− tn)d(un, p)

≤ tn(ρd(un, p)) + d(g(p), p)) + (1− tn)d(un, p)

≤ (tnρ+ (1− tn))d(xn, p) + tnd(g(p), p),

that is

d(xn+1, p) ≤ max{d(xn, p),
1

1− ρd(g(p), p)}.

By induction, we obtain that

d(xn+1, p) ≤ max{d(x1, p),
1

1− ρd(g(p), p)}.

Hence, {xn} is bounded. Consequently, {un}, {vn} and {g(un)} are also bounded.

Next, we show that limn→∞ d(xn+1, xn) = 0. Without loss of generality, let us assume that
λn ≥ λn−1. Since λn ≥ λ > 0 ∀n ≥ 1, then from Lemma 4.2.1, we obtain

d(un, un−1) ≤ d(un, J
f
λn
xn−1) + d(Jfλnxn−1, un−1)

= d(Jfλnxn, J
f
λn
xn−1) + d(Jfλnxn−1, J

f
λn−1

xn−1)

≤ d(xn, xn−1) + d

(
Jfλn−1

(λn − λn−1

λn
Jfλnxn−1 ⊕

λn−1

λn
xn−1

)
, Jfλn−1

xn−1

)
≤ d(xn, xn−1) + d

(
λn − λn−1

λn
Jfλnxn−1 ⊕

λn−1

λn
xn−1, xn−1

)
= d(xn, xn−1) +

λn − λn−1

λn
d
(
Jfλnxn−1, xn−1

)
= d(xn, xn−1) +

|λn − λn−1|
λn

d
(
Jfλnxn−1, xn−1

)
≤ d(xn, xn−1) +

|λn − λn−1|
λ

d
(
Jfλnxn−1, xn−1

)
. (4.3.17)

85



Also, from (4.3.16) and (4.3.17), we obtain

d(xn+1, xn) = d(tng(un)⊕ (1− tn)vn, tn−1g(un−1)⊕ (1− tn−1)vn−1)

≤ d(tng(un)⊕ (1− tn)vn, tng(un)⊕ (1− tn)vn−1)

+ d(tng(un)⊕ (1− tn)vn−1, tng(un−1)⊕ (1− tn)vn−1)

+ d(tng(un−1)⊕ (1− tn)vn−1, tn−1g(un−1)⊕ (1− tn−1)vn−1)

≤ (1− tn)d(vn, vn−1) + tnd(g(un), g(un−1))

+ |tn − tn−1|d(g(un−1), vn−1)

≤ (1− tn)d(un, un−1) + tnd(g(un), g(un−1))

+ |tn − tn−1|d(g(un−1), vn−1)

≤ ((1− tn) + tnρ)d(un, un−1) + |tn − tn−1|d(vn−1, g(un−1))

≤ ((1− tn) + tnρ)

(
d(xn, xn−1) +

|λn − λn−1|
λ

d
(
Jfλnxn−1, xn−1)

)
+ |tn − tn−1|d(vn−1, g(un−1))

= (1− tn(1− ρ))d(xn, xn−1)

+ (1− tn(1− ρ))
|λn − λn−1|

λ
d(Jfλnxn−1, xn−1)

+ |tn − tn−1|d(vn−1, g(un−1)).

Using conditions (ii), (iii) and (iv), we obtain by Lemma 2.3.26 that

lim
n→∞

d(xn+1, xn) = 0. (4.3.18)

From Lemma 4.2.2, we have that

1

2λn
d2(un, p)−

1

2λn
d2(xn, p) +

1

2λn
d2(xn, un) ≤ f(p)− f(un).

Since f(p) ≤ f(un) for all n ≥ 1, we obtain

d2(un, p) ≤ d2(xn, p)− d2(xn, un). (4.3.19)

Thus, using (4.3.19) and Lemma 2.3.1, we obtain

d2(xn+1, p) = d2(tng(un)⊕ (1− tn)vn, p)

≤ tnd
2(g(un), p) + (1− tn)d2(vn, p)

≤ tnd
2(g(un), p) + (1− tn)d2(un, p)

≤ tnd
2(g(un), p) + d2(xn, p)− d2(xn, un),

which implies that

d2(xn, un) ≤ tnd
2(g(un), p) + d2(xn, p)− d2(xn+1, p)

≤ tnd
2(g(un), p) + d2(xn, xn+1) + 2d(xn, xn+1)d(xn+1, p).

It then follows from (4.3.18) and condition (i) that

lim
n→∞

d2(xn, un) = 0. (4.3.20)
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Since λn ≥ λ > 0, we obtain from (4.3.20) and Lemma 4.4.1 that

d(xn, J
f
λxn) ≤ d(xn, J

f
λn
xn)

= d(xn, un)→ 0 as n→∞. (4.3.21)

Again,

d(un, vn) ≤ d(un, xn) + d(xn, xn+1) + d(xn+1, vn)

≤ d(un, xn) + d(xn, xn+1) + d(tng(un)⊕ (1− tn)vn, vn)

≤ d(xn, xn+1) + d(un, xn) + tnd(g(un), vn),

which implies from (4.3.18), (4.3.20) and condition (i), that

lim
n→∞

d(un, vn) = 0. (4.3.22)

Since {xn} is bounded and X is an Hadamard space, then from Lemma 2.3.5, there
exists a subsequence {xnk} of {xn} such that 4-limk→∞ xnk = x. It follows from (4.3.20)
that there exists a subsequence {unk} of {un} such that 4-limk→∞ unk = x. Since T
is a nonexpansive multivalued mapping, it follows from (4.3.22) and Lemma 2.3.13 that
x ∈ F (T ). Also, since Jfλ is a nonexpansive mapping, it follows from (4.3.21) and Lemma

2.3.12 that x ∈ F (Jfλ ). Therefore x ∈ Γ. Following similar argument as in Theorem 4.3.1,
we can show that x̄ also solves the variational inequality (4.3.4). Thus, we conclude that
x̄ ∈ Γ also solves the variational inequality (4.3.4).
Next, we show that

lim sup
n→∞

〈−−−→g(x)x,
−−→
xnx〉 ≤ 0.

Observe that

lim sup
n→∞

〈−−−→g(x)x,
−−→
xnx〉 = lim sup

k→∞
〈−−−→g(x)x,

−−→
xnkx〉. (4.3.23)

Since {xnk} ∆− converges to x, by Lemma 2.3.10, we have

lim sup
k→∞

〈−−−→g(x)x,
−−→
xnkx〉 ≤ 0.

This together with (4.3.23) gives

lim sup
n→∞

〈−−−→g(x)x,
−−→
xnx〉 ≤ 0. (4.3.24)

Finally, we prove that {xn} converges strongly to x.

87



For any n ≥ 1, let zn = tnx⊕ (1− tn)vn. Thus, by Lemma 2.3.2, we obtain

d2(xn+1, x) ≤ d2(zn, x) + 2〈−−−−→xn+1zn,
−−−→
xn+1x〉

≤ (1− tn)2d2(vn, x) + 2(t2n〈
−−−−→
g(un)x,

−−−→
xn+1x〉

+tn(1− tn)〈−−−−−→g(un)vn,
−−−→
xn+1x〉+ tn(1− tn)〈−→vnx,

−−−→
xn+1x〉)

≤ (1− tn)2d2(xn, x) + 2(t2n〈
−−−−→
g(un)x,

−−−→
xn+1x〉

+tn(1− tn)〈−−−−→g(un)x,
−−−→
xn+1x〉)

= (1− tn)2d2(xn, x) + 2tn〈
−−−−→
g(un)x,

−−−→
xn+1x〉

= (1− tn)2d2(xn, x) + 2tn(〈−−−−−→g(un)g(x),
−−−→
xn+1x〉+ 〈−−−→g(x)x,

−−−→
xn+1x〉)

≤ (1− tn)2d2(xn, x) + 2tn

(
ρd(un, x)d(xn+1, x) + 〈−−−→g(x)x,

−−−→
xn+1x〉

)
≤ (1− tn)2d2(xn, x) + 2tn〈

−−−→
g(x)x,

−−−→
xn+1x〉

+ρtn(d2(xn, x) + d2(xn+1, x)),

which implies that

d2(xn+1, x) ≤
(

1− 2tn(1− ρ)

1− tnρ

)
d2(xn, x) +

2tn
1− tnρ

〈−−−→g(x)x,
−−−→
xn+1x〉+

t2n
(1− tnρ)

M,

where M = supn≥1{d2(xn, x)}. Thus, we have

d2(xn+1, x) ≤
(

1− 2tn(1− ρ)

1− tnρ

)
d2(xn, x) +

2tn(1− ρ)

1− tnρ

(
〈−−−→g(x)x,

−−−→
xn+1x〉

1− ρ +
tnM

2(1− ρ)

)
.

If we let γn = 2(1−ρ)tn
1−tnρ and δn = 1

1−ρ〈
−−−→
g(x)x,

−−−→
xn+1x〉+ tn

2(1−ρ)
M , we obtain that

d2(xn+1, x) ≤ (1− γn)d2(xn, x) + γnδn. (4.3.25)

It then follows from (4.3.18), (4.3.24), (4.3.25) and Lemma 2.3.26 that {xn} converges
strongly to x̄ which solves the variational inequality (4.3.4).

Corollary 4.3.3. Let X be an Hadamard space and f : X → (−∞,+∞] be a proper
convex and lower semi-continuous function. Let T : X → X be a nonexpansive single-
valued mapping such that Γ := F (T ) ∩ argminy∈Xf(y) is nonempty. Suppose that g is a
contraction mapping defined on X with coefficient ρ ∈ (0, 1) and λn ≥ λ > 0 for some λ.
Let x1 ∈ X be arbitrarily chosen and the sequence {xn} be generated by{

un = Jfλn(xn),
xn+1 = tng(un)⊕ (1− tn)Tun,

(4.3.26)

for each n ≥ 1, where {tn} is a sequence in (0, 1) satisfying
(i) lim

n→∞
tn = 0,

(ii)
∞∑
n=1

tn =∞,
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(iii)
∞∑
n=1

|tn+1 − tn| <∞,

(iv)
∞∑
n=1

|λn − λn+1| <∞.
Then, the sequence {xn} converges strongly to x ∈ Γ, which also solves the variational
inequality

〈−−→xg(x),
−→
xx〉 ≥ 0, x ∈ Γ. (4.3.27)

By setting g(x) = u for arbitrary but fixed u ∈ X and for all x ∈ X, in Corollary 4.3.3,
we obtain the following result which coincides with [174, Theorem 3.1].

Corollary 4.3.4. Let X be an Hadamard space and f : X → (−∞,+∞] be a proper
convex and lower semi-continuous function. Let T : X → X be a nonexpansive single-
valued mapping such that Γ := F (T ) ∩ argminy∈Xf(y) is nonempty. Suppose that λn ≥
λ > 0 for some λ. Let u, x1 ∈ X be arbitrarily chosen and the sequence {xn} be generated
by {

un = Jfλn(xn),
xn+1 = tnu⊕ (1− tn)Tun,

(4.3.28)

for each n ≥ 1, where {tn} is a sequence in (0, 1) satisfying
(i) lim

n→∞
tn = 0,

(ii)
∞∑
n=1

tn =∞,

(iii)
∞∑
n=1

|tn+1 − tn| <∞,

(iv)
∞∑
n=1

|λn − λn+1| <∞.
Then the sequence {xn} converges strongly to x ∈ Γ which also solves

〈−→xu,−→xx〉 ≥ 0, x ∈ Γ, (4.3.29)

which by Lemma 2.3.21 implies that x̄ = PΓu. In other words, the sequence {xn} converges
strongly to x ∈ Γ which is the nearest point of Γ to u.

The following corollary of Theorem 4.3.2 coincides with Theorem 2.3 of [161].

Corollary 4.3.5. Let X be an Hadamard space and T : X → X be a nonexpansive single-
valued mapping such that F (T ) is nonempty. Suppose that u, x1 ∈ X are arbitrarily chosen
and the sequence {xn} is generated by

xn+1 = tnu⊕ (1− tn)Txn, (4.3.30)

for each n ≥ 1, where {tn} is a sequence in (0, 1) satisfying
(i) lim

n→∞
tn = 0,

(ii)
∞∑
n=1

tn =∞,
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(iii)
∞∑
n=1

|tn+1 − tn| <∞.
Then, the sequence {xn} converges strongly to x ∈ F (T ) which is the nearest point of F (T )
to u.

The following corollary of Theorem 4.3.2 coincides with Theorem 3.2 of [29].

Corollary 4.3.6. Let X be an Hadamard space and T : X → P (X) be a nonexpansive
multivalued mapping such that Tp = {p}, for each p ∈ F (T ) and F (T ) 6= ∅. Suppose
that g is a contraction mapping defined on X with coefficient ρ ∈ (0, 1). Let x1 ∈ X be
arbitrarily chosen and the sequence {xn} be generated by

xn+1 = tng(xn)⊕ (1− tn)vn, vn ∈ Txn, (4.3.31)

for each n ≥ 1, where {tn} is a sequence in (0, 1) satisfying
(i) limn→∞ tn = 0,
(ii)

∑∞
n=1 tn =∞,

(iii)
∑∞

n=1 |tn+1 − tn| <∞.
Then the sequence {xn} converges strongly to x ∈ F (T ) which also solves the variational
inequality

〈−−→xg(x),
−→
xx〉 ≥ 0, x ∈ F (T ). (4.3.32)

Remark 4.3.7. (1) Our main results generalize and extend the results of Suparatula-
torn et al. [174] from approximating a common solution of minimization problem
and fixed point problem for singlevalued nonexpansive mapping to approximating a
common solution of minimization problem and fixed point problem for multivalued
nonexpansive mapping which is also a unique solution of some variational inequal-
ities (see Corollary 4.3.4). Furthermore, our algorithm (Algorithm 4.3.16) has the
potential of converging faster than Algorithm (2.2.5) studied by Suparatulatorn et al.
[174], since our algorithm is of viscosity-type. Examples are given below to further
illustrate this (see Figures 1 and 2).

(2) Our results also extend the results of Bo and Yi [29] from approximating a fixed point
of nonexpansive multivalued mapping to approximating a fixed point of nonexpansive
multivalued mapping which is also a solution of minimization problem (see Corollary
4.3.6).

(3) Our theorem (Theorem 4.3.2) extends Theorem 2.3 of Saejung [161] (which is a
Halpern’s convergence theorem) from approximating a fixed point of a singlevalued
mapping to approximating a fixed point of a multivalued mapping which is also a min-
imizer of a proper convex and lower semicontinuous function and a unique solution
of some variational inequalities (see Corollary 4.3.5).

4.3.2 Numerical examples

In this subsection, we present two numerical examples of our algorithm (Algorithm 4.3.16)
in R2 and in an Hadamard space to show its advantage over existing algorithms in the
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literature.
Throughout this section, we shall take tn = 1

n+1
∀n ≥ 1 and g(x) = 1

2
x ∀x ∈ X.

Example 4.3.8. Let X = R2 be endowed with the Euclidean norm ||.||2. Define T : R2 →
R2 by T (x1, x2) = (−x1, x2). Then, T is a nonexpansive mapping.
Let f : R2 → (−∞,+∞] be defined by f(x) = ||x||1 + 1

2
||x||22 + (1,−2)Tx + 8, then f is

a proper convex and lower semi-continuous function. Thus, by using the soft thresholding
operator (see [80]) and the proximity opperator (see [60]), we obtain that

Jf1 (x) = arg min
y∈R2

[f(y) +
1

2
||x− y||2]

= proxfx

= prox ||.||1
2

(
x− (1,−2)T

2

)
=

(
max

{ |x1 − 1| − 1

2
, 0

}
sgn(x1 − 1),

max

{ |x2 + 2| − 1

2
, 0

}
sgn(x2 + 2)

)T
,

where sgn(.) is the signum function of α ∈ R defined by

sgn(α) =


1, if α > 0
0, if α = 0
−1 if α < 0.

(4.3.33)

Example 4.3.9. Let X = R2 be endowed with a metric dX : R2×R2 → [0,∞) defined by

dX(x, y) =
√

(x1 − y1)2 + (x2
1 − x2 − y2

1 + y2)2 ∀x, y ∈ R2.

Then, (R2, dX) is a complete CAT(0) space (see [194, Example 5.2]) with the geodesic
joining x to y given by

(1− t)x⊕ ty =
(
(1− t)x1 + ty1, ((1− t)x1 + ty1)2 − (1− t)(x2

1 − x2)− t(y2
1 − y2)

)
.

Now define T : R2 → R2 by T (x1, x2) = (x1, 2x
2
1 − x2). Clearly, T is not a nonexpansive

mapping in the classical sense. However, it is easy to check that T is nonexpansive in
(R2, dX). Indeed, for all x, y ∈ R2,

dX(Tx, Ty) =
√

(x1 − y1)2 + (x2
1 − (2x2

1 − x2)− y2
1 + (2y2

1 − y2))2

=
√

(x1 − y1)2 + (x2
1 − x2 − y2

1 + y2)2

= dX(x, y).

Again, define f : R2 → R by f(x1, x2) = 100((x2 +1)−(x1 +1)2)2 +x2
1. Then f is a proper

convex and lower semi-continuous function in (R2, dX) but not convex in the classical sense
(see [194]).
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Using Example 1 and 2, we compare our algorithm (Algorithm (4.3.16)) with Algorithm
(2.2.15) of Saejung [161], the algorithm of Bo and Yi (see [29, Algorithm (3.7)]) and
Algorithm (2.2.5) of Suparatulatorn et al. [174], by considering the following 4 cases (see
Figures 4.1 and 4.2):

Case 1: x1 = (0.5,−0.25)T and u = (2, 8)T ,
Case 2: x1 = (1, 3)T and u = (2, 8)T ,
Case 3: x1 = (−1,−3)T and u = (0.5, 1)T ,
Case 4: x1 = (−1,−3)T and u = (−0.5,−1)T .
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Figure 4.1: Errors vs Iteration numbers for Example 1: Case 1 (top left); Case 2 (top
right); Case 3 (bottom left); Case 4 (bottom right).

Remark 4.3.10. We can see from the graphs that our viscosity-type algorithm converges
faster than the Halpern-type algorithms studied by Saejung [161] and Suparatulatorn et
al. [174]. Observe also that, although the algorithm studied by Bo and Yi [29] is also of
viscosity-type, our algorithm performs better than it. One possible reason for this could
be because of the fact that our viscosity-type iteration is more closer to the proximal point
algorithm compared to that of Bo and Yi [29]. In fact, this could also be the reason behind
the better performance of Algorithm (2.2.5) of Suparatulatorn et al. [174] compared to
Algorithm (2.2.15) of Saejung [161] as shown by the numerical results.
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Figure 4.2: Errors vs Iteration numbers for Example 2: Case 1 (top left); Case 2 (top
right); Case 3 (bottom left); Case 4 (bottom right).
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4.4 A modified Halpern iteration process for solving

minimization, monotone inclusion and fixed point

problems in Hadamard spaces

In this section, we propose a modified Halpern algorithm and prove its strong convergence
to a zero of a monotone operator which is also a minimizer of a proper convex and lower
semicontinuous function and a fixed point of a demicontractive-type mapping (see Remark
2.1.39 for the importance of demicontractive-type mappings in optimization theory) in
Hadamard spaces. Furthermore, we applied our result to approximate a common solution
of MP, MIP and fixed point problem for demimetric mappings (recently introduced in
Hadamard spaces [8]) in Hadamard spaces.

4.4.1 Main results

Definition 4.4.1. Let X be a CAT(0) space. A mapping T : X → X is called k-
demicontractive-type, if F (T ) 6= ∅ and there exists k ∈ (−∞, 1) such that

d2(Tx, y) ≤ d2(x, y) + kd2(Tx, x) ∀x ∈ X, y ∈ F (T ). (4.4.1)

Proposition 4.4.2. Let X be a CAT(0) space and T : X → X be a k-demicontractive-type
mapping with k ∈ (−∞, 1). Then F (T ) is closed and convex.

Proof. We first show that F (T ) is closed. Let {xn} be a sequence in F (T ) such that {xn}
converges to x∗.

Case 1. If k ∈ [0, 1), then from (4.4.1) we obtain that

d2(Tx∗, xn) ≤ d2(x∗, xn) + kd2(Tx∗, x∗)

≤ [d(x∗, xn) +
√
kd(Tx∗, x∗)]2,

which implies

d(x∗, Tx∗) ≤ d(x∗, xn) +
√
kd(xn, Tx

∗)

≤ 2d(x∗, xn) +
√
kd(x∗, Tx∗).

This implies that (1 −
√
k)d(x∗, Tx∗) ≤ 2d(x∗, xn) → 0 as n → ∞. Since

√
k < 1, it

follows that x∗ ∈ F (T ).

Case 2. Suppose k ∈ (−∞, 0), we obtain from (4.4.1) that

d2(Tx∗, xn) ≤ d2(x∗, xn) + kd2(Tx∗, x∗)

≤ d2(x∗, xn).

Taking limits of both sides, we obtain that d2(Tx∗, x∗) ≤ 0. Hence x∗ ∈ F (T ). Thus, from
Case 1 and Case 2, we conclude that F (T ) is closed.
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Next, we show that F(T) is convex. Let z = tx ⊕ (1 − t)y for each x, y ∈ F (T ) and
t ∈ [0, 1]. By Lemma 2.3.1(ii), (2.1.1) and (4.4.1), we obtain

d2(z, Tz) = d(tx⊕ (1− t)y, Tz)
≤ td2(x, Tz) + (1− t)d2(y, Tz)− t(1− t)d2(x, y)

≤ t[d2(x, z) + kd2(z, Tz)] + (1− t)[d2(y, z) + kd2(z, Tz)]− t(1− t)d2(x, y)

= t[(1− t)2d2(x, y) + kd2(z, Tz)] + (1− t)[t2d2(x, y) + kd2(z, Tz)]− t(1− t)d2(x, y)

= kd2(z, Tz).

Since k < 1 it follows that z ∈ F (T ) and so F (T ) is convex.

Lemma 4.4.3. Let X be a CAT(0) space and T : X → X be a k-demicontractive-type
mapping with k ∈ (−∞, β] and β ∈ (0, 1). Let Tβx = βx ⊕ (1 − β)Tx, then Tβ is quasi-
nonexpansive and F (Tβ) = F (T ).

Proof. Let x ∈ X and q ∈ F (T ). From (4.4.1) and from Lemma 2.3.1 (ii), we have

d2(Tβx, q) = d2(βx⊕ (1− β)Tx, q)

≤ βd2(x, q) + (1− β)d2(Tx, q)− β(1− β)d2(Tx, x)

≤ βd2(x, q) + (1− β)[d2(q, x) + kd2(x, Tx)]− β(1− β)d2(Tx, x)

= d2(q, x) + (1− β)(k − β)d2(x, Tx)

≤ d2(x, q).

Therefore, Tβ is quasinonexpansive.
We next show that F (Tβ) = F (T ). Let x ∈ F (Tβ), then x = Tβx. So,

d(x, Tx) = d(βx⊕ (1− β)Tx, Tx)

≤ βd(x, Tx),

which implies that (1−β)d(x, Tx) ≤ 0. By the condition on β, we obtain that d(x, Tx) ≤ 0.
Therefore, x ∈ F (T ), and thus F (Tβ) ⊆ F (T ).
Similarly, let x ∈ F (T ), then x = Tx. By Lemma 2.3.1, we obtain

d(x, Tβx) = d(Tx, βx⊕ (1− β)Tx)

≤ βd(Tx, x) + (1− β)d(Tx, Tx) = 0,

which implies that d(x, Tβx) = 0, thus x ∈ F (Tβ) and therefore F (T ) ⊆ F (Tβ). Hence,
we obtain the desired result.

Lemma 4.4.4. Let X be an Hadamard space and X∗ be its dual space. Let T : X → X
be a k-demicontractive-type mapping with k ∈ (−∞, β] and β ∈ (0, 1). Let A : X → 2X

∗

be a multivalued monotone operator and f : X → (−∞,∞] be a proper convex and lower
semicontinuous function. Suppose that F (Tβ)∩F (JAλ2)∩F (Jfµ2) 6= ∅, then for 0 < λ1 ≤ λ2

and 0 < µ21 < µ2, we have that

F (Tβ ◦ JAλ2 ◦ Jfµ2) ⊆ F (T ) ∩ F (JAλ1) ∩ F (Jfµ1),

where Tβx = βx⊕ (1− β)Tx.
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Proof. Let x ∈ F (Tβ ◦ JAλ2 ◦ Jfµ2) and y ∈ F (Tβ) ∩ F (JAλ2) ∩ F (Jfµ2). Then, from Lemma
4.4.3, we obtain that

d2(x, y) = d2(Tβ(JAλ2(J
f
µ2
x)), y)

≤ d2(JAλ2(J
f
µ2
x), y). (4.4.2)

From Lemma 3.2.5 and (4.4.2), we have

d2(JAλ2(J
f
µ2
x), Jfµ2x) ≤ d2(Jfµ2x, y)− d2(JAλ2(J

f
µ2
x), y)

≤ d2(x, y)− d2(JAλ2(J
f
µ2
x), y)

≤ d2(JAλ2(J
f
µ2
x), y)− d2(JAλ2(J

f
µ2
x), y),

which implies

JAλ2(J
f
µ2
x) = Jfµ2x. (4.4.3)

Furthermore, from Lemma 4.2.2, we have

1

2µ2

d2(Jfµ2x, y)− 1

2µ2

d2(x, y) +
1

2µ2

d2(x, Jfµ2x) + f(Jfµ2x) ≤ f(y). (4.4.4)

Since f(y) ≤ f(Jfµ2x), we obtain from (4.4.2) that

d2(Jfµ2x, x) ≤ d2(x, y)− d2(Jfµ2x, y)

≤ d2(x, y)− d2(JAλ2(J
f
µ2
x), y)

≤ d2(JAλ2(J
f
µ2
x), y)− d2(JAλ2(J

f
µ2
x), y),

which implies

Jfµ2x = x. (4.4.5)

From (4.4.3) and (4.4.5), we obtain

x = JAλ2(J
f
µ2
x) = JAλ2x. (4.4.6)

Also, we obtain from Lemma 4.4.3 and (4.4.6) that

x = Tβ(JAλ2(J
f
µ2
x)) = Tβx = Tx. (4.4.7)

Furthermore, by setting z = Jfµ1x in Lemma 4.2.2, we obtain that

f(Jfµ2x) +
1

2µ2

d2(Jfµ2x, x) ≤ f(Jfµ1x) +
1

2µ2

d2(Jfµ1x, x). (4.4.8)

Similarly, we obtain

f(Jfµ1x) +
1

2µ1

d2(Jfµ1x, x) ≤ f(Jfµ2x) +
1

2µ1

d2(Jfµ2x, x). (4.4.9)
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Adding (4.4.8) and (4.4.9), we obtain that

d2(Jfµ1x, x)− µ1

µ2

d2(Jfµ1x, x) ≤ d2(Jfµ2x, x)− µ1

µ2

d2(Jfµ2x, x).

That is, (
1− µ1

µ2

)
d2(Jfµ1x, x) ≤

(
1− µ1

µ2

)
d2(Jfµ2x, x).

Since 0 < µ1 < µ2, we obtain that

d(Jfµ1x, x) ≤ d(Jfµ2x, x).

Thus, from (4.4.5), we obtain that x ∈ F (Jfµ1).

Also, from Theorem 2.1.32 (iii) and (4.4.6), we obtain that x ∈ F (JAλ1). Therefore, we
conclude that F (Tβ ◦ JAλ2 ◦ Jfµ2) ⊆ F (T ) ∩ F (JAλ1) ∩ F (Jfµ1).

Theorem 4.4.5. Let X be an Hadamard space and X∗ be its dual space. Let T : X → X
be a k-demicontractive-type mapping with k ∈ (−∞, β] and β ∈ (0, 1) such that T is ∆-
demiclosed. Let A : X → 2X

∗
be a multivalued monotone operator that satisfies the range

condition and f : X → (−∞,∞] be a proper convex and lower semicontinuous function.
Suppose that Γ := F (T ) ∩ A−1(0) ∩ arg min

y∈X
f(y) 6= ∅ and the sequence {xn} is generated

for arbitrary u, x1 ∈ X by
yn = (1− αn)xn ⊕ αnu,
zn = (1− γn)yn ⊕ γnTβ ◦ JAλn ◦ Jfµnyn,
xn+1 = (1− βn)yn ⊕ βnzn, n ≥ 1,

(4.4.10)

where Tβx = βx ⊕ (1 − β)Tx, {λn} and {µn} are sequences in (0,∞), {αn}, {βn} and
{γn} are sequences in (0, 1) such that the following conditions are satisfied:

C1: 0 < µ < µn and 0 < λ ≤ λn for all n ≥ 1,

C2: lim
n→∞

αn = 0 and
∞∑
n=1

αn =∞,

C3: 0 < a ≤ βn, γn ≤ b < 1.

Then, {xn} converges strongly to an element of Γ.

Proof. Let p ∈ Γ, then from (4.4.10), Lemma 4.4.3 and Lemma 2.3.1 (ii), we obtain

d2(zn, p) = d2((1− γn)yn ⊕ γnTβ(JAλn(Jfµnyn)), p)

≤ (1− γn)d2(yn, p) + γnd
2(Tβ(JAλn(Jfµnyn)), p)− γn(1− γn)d2(yn, Tβ(JAλn(Jfµnyn)))

≤ d2(yn, p)− γn(1− γn)d2(yn, Tβ(JAλn(Jfµnyn)))

≤ d2(yn, p). (4.4.11)
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From (4.4.10) and (2.1.1), we obtain that

d(xn+1, yn) = d((1− βn)yn ⊕ βnzn, yn)

= βnd(zn, yn), (4.4.12)

which implies that

d2(zn, yn) =
1

β2
n

d2(xn+1, yn)

=
αn
βn

(
d2(xn+1, yn)

αnβn

)
. (4.4.13)

Again, from (4.4.10), (4.4.11) and (4.4.13), we obtain

d2(xn+1, p) ≤ (1− βn)d2(yn, p) + βnd
2(zn, p)− βn(1− βn)d2(yn, zn)

≤ d2(yn, p)−
1

βn
(1− βn)d2(xn+1, yn) (4.4.14)

≤ d2(yn, p),

which implies from Lemma 2.3.1 (i) that

d(xn+1, p) ≤ (1− αn)d(xn, p) + αnd(u, p)

≤ max{d(xn, p), d(u, p)}
...

≤ max{d(x1, p), d(u, p)}.

Therefore, {xn} is bounded. Furthermore, we obtain from (4.4.14) and Lemma 2.3.1 (iii)
that

d2(xn+1, p) ≤ α2
nd

2(u, p) + (1− αn)2d2(xn, p) + 2αn(1− αn)〈−→up,−→xnp〉

− 1

βn
(1− βn)d2(xn+1, yn)

≤ (1− αn)d2(xn, p) + α2
nd

2(u, p)− 2αn(1− αn)〈−→up,−→pxn〉

− 1

βn
(1− βn)d2(xn+1, yn)

= (1− αn)d2(xn, p) + αn(−δn), (4.4.15)

where δn = −αnd2(u, p) + 2(1− αn)〈−→up,−→pxn〉+
1

αnβn
(1− βn)d2(xn+1, yn). (4.4.16)

Since {xn} is bounded, it is bounded below. Thus, {δn} is bounded below, which implies
that {−δn} is bounded above. Therefore, we obtain from condition C2 of Theorem 4.4.5,
and Lemma 2.3.27 that

lim sup
n→∞

d2(xn, p) ≤ lim sup
n→∞

(−δn)

= − lim inf
n→∞

δn, (4.4.17)
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which implies that lim inf
n→∞

δn ≤ −lim sup
n→∞

d2(xn, p). Hence, lim inf
n→∞

δn exists. Thus, we obtain

from (4.4.16) and condition C2 that

lim inf
n→∞

δn = lim inf
n→∞

(
2〈−→up,−→pxn〉+

1

αnβn
(1− βn)d2(xn+1, yn)

)
.

Since {xn} is bounded and X is complete, we obtain from Lemma 2.3.5 that there exists
a subsequence {xnk} of {xn} such that ∆- lim

k→∞
xnk = z ∈ X and

lim inf
n→∞

δn = lim
k→∞

(
2〈−→up,−−→pxnk〉+

1

αnkβnk
(1− βnk)d2(xnk+1, ynk)

)
. (4.4.18)

Using the fact that {xn} is bounded and lim inf
n→∞

δn exists, we get that{
1

αnkβnk
(1− βnk)d2(xnk+1, ynk)

}
is bounded. By condition C3, we obtain that 1

αnkβnk
(1−

βnk) ≥ 1
αnkβnk

(1− b) > 0. Thus,
{

1
αnkβnk

d2(xnk+1, ynk)
}

is bounded. Also, from condition

C3, we obtain that 0 <
αnk
βnk
≤ αnk

a
→ 0, k →∞.

Therefore, we obtain from (4.4.13) that

lim
k→∞

d(znk , ynk) = 0. (4.4.19)

From (4.4.12), (4.4.19) and condition C3, we obtain that

lim
k→∞

d(xnk+1, ynk) = 0. (4.4.20)

From (4.4.11), we obtain

γnk(1− γnk)d2(ynk , Tβynk) ≤ d2(ynk , p)− d2(znk , p)

≤ d2(ynk , znk) + 2d(ynk , znk)d(znk , p),

which implies from condition C3 that

lim
k→∞

d(ynk , Tβ(JAλnk
(Jfµnk

ynk))) = 0. (4.4.21)

Now, Let vnk = JAλnk
(Jfµnk

(ynk)). Then, from Lemma 3.2.5 and (4.4.21), we obtain that

d2(vnk , J
f
µnk

(ynk)) ≤ d2(Jfµnk
(ynk), p)− d2(vnk , p)

≤ d2(ynk , p)− d2(Tβvnk , p)

≤ d2(ynk , Tβvnk) + 2d(ynk , Tβvnk)d(Tβvnk , p)→ 0. (4.4.22)

Also, from Lemma 4.2.2 and noting that f(p) ≤ f(Jfµnk
(ynk)), we obtain that

d2(Jfµnk
(ynk), ynk) ≤ d2(ynk , p)− d2(Jfµnk

(ynk), p)

≤ d2(ynk , p)− d2(Tβvnk , p)→ 0, as k →∞. (4.4.23)
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From (4.4.22) and (4.4.23), we obtain that

lim
k→∞

d(vnk , ynk) = lim
k→∞

d(JAλnk
(Jfµnk

(ynk)), ynk) = 0. (4.4.24)

Furthermore, from (4.4.21) and (4.4.24), we obtain

lim
k→∞

d(vnk , Tβvnk) = 0. (4.4.25)

Again, from (4.4.10) and condition C2, we obtain

d(ynk , xnk) ≤ αnkd(u, xnk)→ 0 as k →∞. (4.4.26)

Since ∆- lim
k→∞

xnk = z, we obtain from (4.4.24) and (4.4.26) that ∆- lim
k→∞

ynk = z and ∆-

lim
k→∞

vnk = z. It then follows from Lemma 2.3.12, Lemma 4.4.4, (4.4.24), (4.4.25) and

condition C1 that z ∈ F (Tβ ◦ JAλn ◦ Jfµn) ⊆ F (T ) ∩ F (JAλ ) ∩ F (Jfµ ) = Γ.

Furthermore, since ∆- lim
k→∞

xnk = z, we obtain from Lemma 2.3.10 that

lim sup
k→∞

〈−→uz,−−→zxnk〉 ≥ 0 for arbitrary u ∈ X.

Thus, from (4.4.18) and (4.4.20), we obtain that

lim inf
n→∞

δn = 2 lim
k→∞
〈−→uz,−−→zxnk〉 ≥ 0. (4.4.27)

Hence, from (4.4.17), we obtain that

lim sup
n→∞

d2(xn, z) ≤ − lim inf
n→∞

δn ≤ 0.

Therefore, lim
n→∞

d(xn, z) = 0 and this implies that {xn} converges strongly to z ∈ Γ.

Corollary 4.4.6. Let X be an Hadamard space and X∗ be its dual space. Let T : X → X
be a k-demicontractive-type mapping with k ∈ (−∞, β] and β ∈ (0, 1) such that T is
∆-demiclosed. Suppose the sequence {xn} is generated for arbitrary u, x1 ∈ X by

yn = (1− αn)xn ⊕ αnu,
zn = (1− γn)yn ⊕ γnTβyn,
xn+1 = (1− βn)yn ⊕ βnzn, n ≥ 1,

(4.4.28)

where Tβx = βx ⊕ (1 − β)Tx, {αn}, {βn} and {γn} are sequences in (0, 1) such that the
following conditions are satisfied:

C1: lim
n→∞

αn = 0 and
∞∑
n=1

αn =∞,

C2: 0 < a ≤ βn, γn ≤ b < 1.

Then, {xn} converges strongly to an element of F (T ).
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If k = 0 and {µn}, {λn} are constant sequences in Theorem 4.4.5, then we obtain the
following result.

Corollary 4.4.7. Let X be an Hadamard space and X∗ be its dual space. Let A : X → 2X
∗

be a multivalued monotone operator that satisfies the range condition and T : X → X
be a nonexpansive mapping. Let f : X → (−∞,∞] be a proper convex and lower semi-
continuous function. Suppose that Γ := F (T )∩A−1(0)∩arg min

y∈X
f(y) 6= ∅ and the sequence

{xn} is generated for arbitrary u, x1 ∈ X by
yn = (1− αn)xn ⊕ αnu,
zn = (1− γn)yn ⊕ γnT ◦ JAλ ◦ Jfµyn,
xn+1 = (1− βn)yn ⊕ βnzn, n ≥ 1,

(4.4.29)

where λ and µ are in (0,∞), {αn}, {βn} and {γn} are sequences in (0, 1) such that the
following conditions are satisfied:

C1: lim
n→∞

αn = 0 and
∞∑
n=1

αn =∞,

C2: 0 < a ≤ βn, γn ≤ b < 1.

Then, {xn} converges strongly to an element of Γ.

Corollary 4.4.8. Let X be an Hadamard space and X∗ be its dual space. Let A : X → 2X
∗

be a multivalued monotone operator that satisfies the range condition and T : X → X be
a nonexpansive mapping. Suppose that Γ := A−1(0) ∩ F (T ) 6= ∅ and the sequence {xn} is
generated for arbitrary u, x1 ∈ X by

yn = (1− αn)xn ⊕ αnu,
zn = (1− γn)yn ⊕ γnT ◦ JAλnyn,
xn+1 = (1− βn)yn ⊕ βnzn, n ≥ 1,

(4.4.30)

where {λn} is sequence in (0,∞), {αn}, {βn} and {γn} are sequences in (0, 1) such that
the following conditions are satisfied:

C1: 0 < λ ≤ λn for all n ≥ 1,

C2: lim
n→∞

αn = 0 and
∞∑
n=1

αn =∞,

C3: 0 < a ≤ βn, γn ≤ b < 1.

Then, {xn} converges strongly to an element of Γ.

In what follows, we apply our result (Theorem 4.4.5) to approximate a common solution of
MP, MIP and fixed point problem for demimetric mappings. We begin with the definition
of demimetric mapping.
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Definition 4.4.9. [8] Let X be a CAT(0) space. A mapping T : X → X is said to be
k-demimetric, if F (T ) 6= ∅ and there exists k ∈ (−∞, 1) such that

〈−→xy,−−→xTx〉 ≥ 1− k
2

d2(x, Tx) ∀x ∈ X, y ∈ F (T ). (4.4.31)

Theorem 4.4.10. Let X be an Hadamard space and X∗ be its dual space. Let T : X → X
be a k-demimetric mapping with k ∈ (−∞, β] and β ∈ (0, 1) such that T is ∆-demiclosed.
Let A : X → 2X

∗
be a multivalued monotone operator that satisfies the range condition and

f : X → (−∞,∞] be a proper convex and lower semicontinuous function. Suppose that
Γ := F (T ) ∩ A−1(0) ∩ arg min

y∈X
f(y) 6= ∅ and the sequence {xn} is generated for arbitrary

u, x1 ∈ X by 
yn = (1− αn)xn ⊕ αnu,
zn = (1− γn)yn ⊕ γnTβ ◦ JAλn ◦ Jfµnyn,
xn+1 = (1− βn)yn ⊕ βnzn, n ≥ 1,

(4.4.32)

where Tβx = βx ⊕ (1 − β)Tx, {λn} and {µn} are sequences in (0,∞), {αn}, {βn} and
{γn} are sequences in (0, 1) such that the following conditions are satisfied:

C1: 0 < µ < µn and 0 < λ ≤ λn for all n ≥ 1,

C2: lim
n→∞

αn = 0 and
∑∞

n=1 αn =∞,

C3: 0 < a ≤ βn, γn ≤ b < 1.

Then, {xn} converges strongly to an element of Γ.

Proof. Since T is k-demimetric, then we obtain from the definition of quasilinearization
mapping that

1

2

[
d2(y, x) + d2(x, Tx)− d2(y, Tx)

]
≥ 1− k

2
d2(x, Tx).

That is

d2(y, Tx) ≤ d2(y, x) + kd2(x, Tx).

Thus, applying Theorem 4.4.5, we obtain the desired conclusion.

4.5 A modified Ishikawa iteration process for a fam-

ily of minimization, monotone inclusion and fixed

point problems in Hadamard spaces

Here, we extend the results obtained in Section 4.4 to finite family of MPs, MIPs and fixed
point problem for asymptotically demicontractive mapping in Hadamard spaces using a
modified Ishikawa iteration process, and we further gave a numerical example of this
iteration process to show its applicability.
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4.5.1 Main results

Theorem 4.5.1. Let X be an Hadamard space and X∗ be its dual space. Let Ai : X →
2X
∗
, i = 1, 2, . . . N be multivalued monotone operators that satisfy the range condition and

fj : X → (−∞,∞], j = 1, 2, . . . ,m be proper convex and lower semi continuous functions.
Let T : X → X be a uniformly L-Lipschitzian and asymptotically demicontractive mapping
with constant k ∈ (0, 1) and sequence {kn}∞n=1 ⊆ [1,∞) such that

∑∞
n=1(k2

n − 1) < ∞.

Suppose that Γ := F (T ) ∩
(
∩Ni=1A

−1
i (0)

)
∩
(
∩mj=1arg min

y∈X
fj(y)

)
6= ∅. Let u, x1 ∈ X be

arbitrary and the sequence {xn} be generated by
vn = (1− tn)xn ⊕ tnu,
un = ΦN

λ ◦Ψm
µ (vn),

yn = (1− βn)un ⊕ βnT nun,
xn+1 = (1− αn)un ⊕ αnT nyn, n ≥ 1,

(4.5.1)

where ΦN
λ = JNλ ◦JN−1

λ ◦· · ·◦J2
λ◦J1

λ, Φ0
λ = I, Ψm

µ = Jmµ ◦Jm−1
µ ◦· · ·◦J2

µ◦J1
µ, Φ0

µ = I, λ, µ ∈
(0,∞) and {tn}, {βn}, {αn} are sequences in (0, 1) satisfying the following conditions:

C1: lim
n→∞

tn = 0,

C2:
∞∑
n=1

tn =∞,

C3: 0 < ε ≤ αn ≤ kβn < βn ≤ b < 2

( k+δk )+
√

( k+δk )
2
+4L2

, where δ := sup
n≥1

kn,

C4: lim
n→∞

k2n−1
tn

= 0.

Then {xn} converges strongly to an element of Γ.

Proof. We first observe that since T is uniformly L-Lipschitzian, we obtain from (4.5.1)
that

d(T nun, T
nyn) ≤ Ld(un, yn)

= Ld(un, (1− βn)un ⊕ βnT nun)

≤ Lβnd(un, T
nun). (4.5.2)

Let p ∈ Γ, then from (4.5.1) and (4.5.2), we have

d2(T nyn, p) ≤ knd
2(yn, p) + kd2(yn, T

nyn)

= knd
2((1− βn)un ⊕ βnT nun, p) + kd2(yn, T

nyn)

≤ kn(1− βn)d2(un, p) + knβnd
2(T nun, p)− knβn(1− βn)d2(un, T

nun)

+kd2((1− βn)un ⊕ βnT nun, T nyn)

≤ kn(1− βn)d2(un, p) + knβnd
2(T nun, p)− knβn(1− βn)d2(un, T

nun)

+k(1− βn)d2(un, T
nyn) + kβnd

2(T nun, T
nyn)− kβn(1− βn)d2(T nun, un)

≤ kn(1− βn)d2(un, p) + knβnd
2(T nun, p)− knβn(1− βn)d2(un, T

nun)

+k(1− βn)d2(un, T
nyn) + kL2β3

nd
2(un, T

nun)− kβn(1− βn)d2(T nun, un)
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≤ kn(1− βn)d2(un, p) + knβn
[
knd

2(un, p) + kd2(un, T
nun)

]
−knβn(1− βn)d2(un, T

nun) + k(1− βn)d2(un, T
nyn)

+kL2β3
nd

2(un, T
nun)− kβn(1− βn)d2(T nun, un)

= (kn − knβn + k2
nβn)d2(un, p)

−βn
[
(1− βn)(kn + k)− kL2β2

n − kkn
]
d2(un, T

nun)

+k(1− βn)d2(un, T
nyn)

≤
[
k2
n(1− βn) + k2

nβn
]
d2(un, p) + k(1− βn)d2(un, T

nyn)

−βn
[
(1− βn)(kn + k)− kL2β2

n − kkn
]
d2(un, T

nun)

= k2
nd

2(un, p) + k(1− βn)d2(un, T
nyn)

−βn
[
(1− βn)(kn + k)− kL2β2

n − kkn
]
d2(un, T

nun). (4.5.3)

Also, from (4.5.1), (4.5.3) and condition C3 , we obtain

d2(xn+1, p) ≤ (1− αn)d2(un, p) + αnd
2(T nyn, p)− αn(1− αn)d2(un, T

nyn)

≤ (1− αn)d2(un, p) + αnk
2
nd

2(un, p) + kαn(1− βn)d2(un, T
nyn)

−αnβn
[
(1− βn)(kn + k)− kL2β2

n − kkn
]
d2(un, T

nun)

−αn(1− αn)d2(un, T
nyn)

≤ k2
nd

2(un, p)− αn [(1− k) + (kβn − αn)] d2(un, T
nyn)

−αnβn
[
(1− βn)(kn + k)− kL2β2

n − kkn
]
d2(un, T

nun)

≤ k2
nd

2(un, p)

−αnβn
[
(1− βn)(kn + k)− kL2β2

n − kkn
]
d2(un, T

nun) (4.5.4)

≤
[
1 + (k2

n − 1)
]
d2(un, p) (4.5.5)

=
[
1 + (k2

n − 1)
]
d2(ΦN

λ Ψm
µ vn, p)

≤
[
1 + (k2

n − 1)
]
d2(ΦN−1

λ Ψm
µ vn, p)

...

≤
[
1 + (k2

n − 1)
]
d2(Ψm

µ vn, p)

≤
[
1 + (k2

n − 1)
]
d2(Ψm−1

µ vn, p)

...

≤
[
1 + (k2

n − 1)
]
d2(vn, p)

≤
[
1 + (k2

n − 1)
] [

(1− tn)d2(xn, p) + tnd
2(u, p)

]
≤

[
1 + (k2

n − 1)
]

max{d2(xn, p), d
2(u, p)}

...

≤
n∏
r=1

[
1 + (k2

r − 1)
]

max{d2(x1, p), d
2(u, p)}.

Since
∑∞

n=1(k2
n − 1) < ∞, then we have that {xn} is bounded. Consequently, {un}, {vn}

are all bounded.

From (4.5.1) and condition C1, we have that

lim
n→∞

d(vn, xn) ≤ lim
n→∞

tnd(u, xn) = 0. (4.5.6)
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We now divide our proof into two cases.

Case 1: Suppose that {d2(xn, p)} is monotonically non-increasing, then lim
n→∞
{d2(xn, p)}

exists. Consequently,

lim
n→∞

[
d2(xn+1, p)− d2(xn, p)

]
= 0. (4.5.7)

From Lemma 3.2.4 (i) and (4.5.4), we obtain

d2(un,Φ
N−1
λ Ψmvn) = d2(JNλ (ΦN−1

λ Ψm)vn,Φ
N−1
λ Ψmvn)

≤ d2(ΦN−1
λ Ψm

µ vn, p)− d2(JNλ (ΦN−1
λ Ψm)vn, p)

...

≤ d2(vn, p)−
1

k2
n

d2(xn+1, p)

≤ d2(vn, xn) + d2(xn, p) + 2d(vn, xn)d(xn, p)−
1

k2
n

d2(xn+1, p)

= d2(vn, xn) + 2d(vn, xn)d(xn, p)

+

[
d2(xn, p)−

1

k2
n

d2(xn+1, p)

]
. (4.5.8)

Since lim
n→∞

kn = 1 and lim
n→∞

d(xn, p) exists, we have from (4.5.6) and (4.5.8) that

lim
n→∞

d2(un,Φ
N−1
λ Ψmvn) = 0. (4.5.9)

Again, from Lemma 2.3.1 and Lemma 3.2.4 (i), we obtain

d2(ΦN−1
λ Ψm

µ vn,Φ
N−2
λ Ψm

µ vn) ≤ d2(ΦN−2
λ Ψm

µ vn, p)− d2(ΦN−1
λ Ψmvn, p)

...

≤ d2(vn, p)− d2(un, p)

≤ d2(vn, p)−
1

k2
n

d2(xn+1, p)

≤ d2(vn, xn) + 2d(vn, xn)d(xn, p)

+

[
d2(xn, p)−

1

k2
n

d2(xn+1, p)

]
→ 0. (4.5.10)

Continuing in the same manner, we have that

lim
n→∞

d2(ΦN−2
λ Ψm

µ vn,Φ
N−3
λ Ψm

µ vn) = · · · = lim
n→∞

d2(Φ1
λΨ

m
µ vn,Ψ

m
µ vn) = 0. (4.5.11)

Also, from Lemma 4.2.2, we have

1

2µ
d2(Ψm

µ vn, p)−
1

2µ
d2(Ψm−1

µ vn, p) +
1

2µ
d2(Ψm−1

µ vn,Ψ
m
µ p) + f(Ψm

µ vn) ≤ f(p).
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Since f(p) ≤ f(Ψm
µ vn), we have that

d2(Ψm
µ vn,Ψ

m−1
µ vn) ≤ d2(Ψm−1

µ vn, p)− d2(Ψm
µ vn, p)

...

≤ d2(vn, p)− d2(un, p)

≤ d2(vn, p)−
1

k2
n

d2(xn+1, p)

≤ d2(vn, xn) + 2d(vn, xn)d(xn, p)

+

[
d2(xn, p)−

1

k2
n

d2(xn+1, p)

]
→ 0, as n→∞. (4.5.12)

Using similar argument as above, we can show that

lim
n→∞

d2(Ψm−1
µ vn,Ψ

m−2
µ vn) = · · · = lim

n→∞
d2(Ψ2

µvn,Ψ
1
µvn) = lim

n→∞
d2(Ψ1

µvn, vn) = 0.(4.5.13)

Thus,

d(un, vn) ≤ d(un,Φ
N−1
λ Ψm

µ vn) + d(ΦN−1
λ Ψm

µ vn,Φ
N−2
λ Ψm

µ vn)

+ · · ·+ d(Φ1
λΨ

m
µ vn,Ψ

m
µ vn) + d(Ψm

µ vn,Ψ
m−1
µ vn)

+d(Ψm−1
µ vn,Ψ

m−2
µ vn) + · · ·+ d(Ψ1

µvn, vn),

which implies from (4.5.9), (4.5.10), (4.5.11), (4.5.12) and (4.5.13), that

lim
n→∞

d(un, vn) = lim
n→∞

d(ΦN
λ Ψm

µ vn, vn) = 0. (4.5.14)

From (4.5.6) and (4.5.14), we obtain

lim
n→∞

d(un, xn) = 0. (4.5.15)

Since {d2(xn, p)} and {kn} are bounded, then there exists M > 0 such that

M := sup
n≥1
{d2(xn, p), k

2
n}.

Thus, from (4.5.4), we obtain

d2(xn+1, p)− d2(xn, p)

≤ k2
nd

2(un, p)− d2(xn, p)

−αnβn
[
(1− βn)(kn + k)− kL2β2

n − kkn
]
d2(un, T

nun)

≤ k2
nd

2(un, xn) + k2
nd

2(xn, p) + 2k2
nd(un, xn)d(xn, p)− d2(xn, p)

−αnβn
[
(1− βn)(kn + k)− kL2β2

n − kkn
]
d2(un, T

nun)

≤ Md2(un, xn) + 2M2d(un, xn) + (k2
n − 1)M

−αnβn
[
(1− βn)(kn + k)− kL2β2

n − kkn
]
d2(un, T

nun). (4.5.16)

Since
∑∞

n=1(k2
n − 1) <∞, then lim

n→∞
(k2
n − 1) = 0. Thus, letting

δn = αnβn
[
(1− βn)(kn + k)− kL2β2

n − kkn
]
,
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we obtain from (4.5.16) and (4.5.15) that

δnd
2(un, T

nun) ≤ Md2(un, xn) + 2M2d(un, xn) +M(k2
n − 1)

+d2(xn, p)− d2(xn+1, p)→ 0, as n→∞. (4.5.17)

From condition C3, we obtain that 2k − b(k + δ) > kb
√(

k+δ
k

)2
+ 4L2. This implies that

[2k − b(k + δ)]2 > 4L2k2b2 + b2(k + δ)2,

which further implies that
k − bk − bδ − kL2b2 > 0.

Thus,

δn = αnβn
[
(kn + k)− kkn − βn(k + kn)− kL2β2

n

]
> ε2

[
(kn + k)− kn − βn(k + kn)− kL2β2

n

]
> ε2

[
k − bk − bkn − kL2b2

]
> ε2

[
k − bk − bδ − kL2b2

]
> 0.

Hence, from (4.5.17), we obtain

lim
n→∞

d(un, T
nun) = 0. (4.5.18)

From (4.5.1) and condition C3, we obtain

lim
n→∞

d(yn, un) ≤ lim
n→∞

βnd(T nun, un) = 0. (4.5.19)

Since T is uniformly L-Lipschitzian, we obtain from (4.5.18) and (4.5.19) that

d(xn+1, yn) ≤ (1− αn)d(un, yn) + αnd(T nyn, yn)

≤ (1− αn)d(un, yn) + αnd(T nyn, T
nun)

+αn [d(T nun, un) + d(yn, un)]

≤ (1− αn)d(un, yn) + αnLd(yn, un)

+αn [d(T nun, un) + d(yn, un)]→ 0, as n→∞. (4.5.20)

From (4.5.15), (4.5.19) and (4.5.20), we have

lim
n→∞

d(xn+1, xn) = 0. (4.5.21)

Again, since T is uniformly L-Lipschitzian, we obtain

d(un, Tun) ≤ d(un, T
nun) + d(T nun, Tun)

≤ d(un, T
nun) + Ld(T n−1un, un)

≤ d(un, T
nun) + Ld(T n−1un, T

n−1un−1)

+Ld(T n−1un−1, un−1) + Ld(un−1, un)

≤ d(un, T
nun) + L2d(un, un−1)

+Ld(T n−1un−1, un−1) + Ld(un−1, un)

≤ d(un, T
nun) + Ld(T n−1un−1, un−1)

+(L2 + L) [d(un, xn) + d(xn, xn−1) + d(xn−1, un−1)] ,
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which implies from (4.5.15), (4.5.18) and (4.5.21) that

lim
n→∞

d(un, Tun) = 0. (4.5.22)

Since {xn} is bounded and X is an Hadamard space, then from Lemma 2.3.5, there exists
a subsequence {xnk} of {xn} such that ∆- lim

k→∞
xnk = z. It follows from (4.5.15) that there

exists a subsequence {unk} of {un} such that ∆- lim
k→∞

unk = z. Thus, from (4.5.22) and

Lemma 2.3.18, we obtain that z ∈ F (T ). Also, since ΦN
λ ◦ Ψm

µ is the composition of
nonexpansive mappings, it implies that ΦN

λ ◦ Ψm
µ is nonexpansive. Thus, it follows from

(4.5.14) and Lemma 2.3.12 that z ∈ F (ΦN
λ ◦Ψm

µ ). It then follows from Lemma 4.4.4 that

z ∈
(
∩Ni=1A

−1
i (0)

)
∩
(
∩mj=1arg min

y∈X
fj(y)

)
. Therefore, z ∈ Γ.

Furthermore, for arbitrary u ∈ X, we have from Lemma 2.3.10 that

lim sup
n→∞

〈−→uz,−→xnz〉 ≤ 0, (4.5.23)

which implies from condition C1 that

lim sup
n→∞

(
tnd

2(u, z) + 2(1− tn)〈−→uz,−→xnz〉
)
≤ 0. (4.5.24)

Next, we show that {xn} converges strongly to z. Since {un} is bounded, there exists
M ′ > 0 such that d2(un, z) ≤ M ′ ∀ n ≥ 1. Thus, from (4.5.5) and Lemma 2.3.1 (iii), we
obtain

d2(xn+1, z) ≤ d2(un, z) + (k2
n − 1)d2(un, z)

≤ d2(un, z) + (k2
n − 1)M ′

≤ d2(ΦN−1
λ Ψm

µ vn, z) + (k2
n − 1)M ′

...

≤ d2(Ψm
µ vn, z) + (k2

n − 1)M ′

...

≤ d2(vn, z) + (k2
n − 1)M ′

≤ (1− tn)2d2(xn, z) + t2nd
2(u, z) + 2tn(1− tn)〈−→uz,−→xnz〉+ (k2

n − 1)M ′

≤ (1− tn)d2(xn, z) + tn
(
tnd

2(u, z) + 2(1− tn)〈−→uz,−→xnz〉
)

+(k2
n − 1)M ′. (4.5.25)

Since
∑∞

n=1(k2
n−1)M ′ <∞, it then follows from (4.5.24), (4.5.25) and Lemma 2.3.26 that

{xn} converges strongly to z.

Case 2: Suppose that {d2(xn, p)} is monotonically non-decreasing. Then, there exists a
subsequence {d2(xni , p)} of {d2(xn, p)} such that d2(xni , p) < d2(xni+1, p) for all i ∈ N.
Thus, by Lemma 2.3.29, there exists a nondecreasing sequence {mk} ⊂ N such that
mk →∞, and

d2(xmk , p) ≤ d2(xmk+1, p) and d2(xk, p) ≤ d2(xmk+1, p) ∀k ∈ N.

109



Thus, with this and (4.5.5), we obtain

0 ≤ lim
k→∞

(
d2(xmk+1, p)− d2(xmk , p)

)
≤ lim sup

n→∞

(
d2(xn+1, p)− d2(xn, p)

)
≤ lim sup

n→∞

(
d2(un, p) + (k2

n − 1)d2(un, p)− d2(xn, p)
)

≤ lim sup
n→∞

(
(1− tn)d2(xn, p) + tnd

2(u, p) + (k2
n − 1)d2(un, p)− d2(xn, p)

)
≤ lim sup

n→∞

[
tn
(
d2(u, p)− d2(xn, p)

)
+ (k2

n − 1)M ′] = 0,

which implies

lim
k→∞

(
d2(xmk+1, p)− d2(xmk , p)

)
= 0. (4.5.26)

Following the same line of argument as in Case 1, we can verify that

lim
k→∞

(
tmkd

2(u, z) + 2(1− tmk)〈−→uz,−→xnz〉
)
≤ 0. (4.5.27)

Also from (4.5.25), we have

d2(xmk+1, z) ≤ (1−tmk)d2(xmk , z)+tmk
(
tmkd

2(u, z) + 2(1− tmk)〈−→uz,−−−→xmk z〉
)
+(k2

mk
−1)M ′.

Since d2(xmk , z) ≤ d2(xmk+1, z), we have

d2(xmk , z) ≤
(
tmkd

2(u, z) + 2(1− tmk)〈−→uz,−−−→xmk z〉
)

+
(k2
mk
− 1)M ′

tmk
,

which implies from (4.5.27) and condition C4 that

lim
k→∞

d2(xmk , z) = 0. (4.5.28)

Since d2(xk, z) ≤ d2(xmk+1, z), we obtain from (4.5.28) and (4.5.26) that lim
k→∞

d2(xk, z) = 0.

Thus, from Case 1 and Case 2, we conclude that {xn} converges to z ∈ Γ.

If T is a uniformly L-Lipschitzian and asymptotically nonexpansive mapping defined on
X, then we obtain the following result.

Corollary 4.5.2. Let X be an Hadamard space and X∗ be its dual space. Let Ai : X →
2X
∗
, i = 1, 2, . . . N be multivalued monotone operators that satisfy the range condition and

fj : X → (−∞,∞], j = 1, 2, . . . ,m be proper convex and lower semi continuous functions.
Let T : X → X be a uniformly L-Lipschitzian and asymptotically nonexpansive mapping.

Suppose that Γ := F (T ) ∩
(
∩Ni=1A

−1
i (0)

)
∩
(
∩mj=1arg min

y∈X
fj(y)

)
6= ∅. Let u, x1 ∈ X be

arbitrary and the sequence {xn} be generated by
vn = (1− tn)xn ⊕ tnu,
un = ΦN

λ ◦Ψm
µ (vn),

yn = (1− βn)un ⊕ βnT nun,
xn+1 = (1− αn)un ⊕ αnT nyn, n ≥ 1,

(4.5.29)
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where ΦN
λ = JNλ ◦ JN−1

λ ◦ · · · ◦ J2
λ ◦ J1

λ, Φ0
λ = I, Ψm

µ = JNµ ◦ Jm−1
µ ◦ · · · ◦ J2

µ ◦ J1
µ, Φ0

µ = I,
λ, µ ∈ (0,∞) and {tn} is a sequence in (0, 1) satisfying the following conditions:

C1: lim
n→∞

tn = 0,

C2:
∞∑
n=1

tn =∞,

C3: 0 < ε ≤ αn ≤ b < 1 and 0 < ε ≤ βn ≤ b < 1,

C4: lim
n→∞

k2n−1
tn

= 0.

Then {xn} converges strongly to an element of Γ.

By setting N = m = 1 in Theorem 4.5.1, we obtain the following result.

Corollary 4.5.3. Let X be an Hadamard space and X∗ be its dual space. Let A : X → 2X
∗

be multivalued monotone operator that satisfies the range condition and f : X → (−∞,∞]
be proper convex and lower semi continuous function. Let T : X → X be a uniformly
L-Lipschitzian and asymptotically demicontractive mapping with constant k ∈ (0, 1) and

sequence {kn}∞n=1 ⊆ [1,∞) such that
∞∑
n=1

(k2
n−1) <∞. Suppose that Γ := F (T )∩A−1(0)∩

arg min
y∈X

f(y) 6= ∅. Let u, x1 ∈ X be arbitrary and the sequence {xn} be generated by


vn = (1− tn)xn ⊕ tnu,
un = Jλ ◦ Jµ(vn),

yn = (1− βn)un ⊕ βnT nun,
xn+1 = (1− αn)un ⊕ αnT nyn, n ≥ 1,

(4.5.30)

where λ, µ ∈ (0,∞) and {tn}, {βn}, {αn} are sequences in (0, 1) satisfying the following
conditions:

C1: lim
n→∞

tn = 0,

C2:
∞∑
n=1

tn =∞,

C3: 0 < ε ≤ αn ≤ kβn < βn ≤ b < 2

( k+δk )+
√

( k+δk )
2
+4L2

, where δ := sup
n≥1

kn,

C4: lim
n→∞

k2n−1
tn

= 0.

Then {xn} converges strongly to an element of Γ.

By setting N = m = 1 and T = I (I is the identity mapping on X) in Theorem 4.5.1, we
obtain the following result.
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Corollary 4.5.4. Let X be an Hadamard space and X∗ be its dual space. Let A : X →
2X
∗

be multivalued monotone operator that satisfies the range condition and f : X →
(−∞,∞] be proper convex and lower semi continuous function. Suppose that Γ := A−1(0)∩
arg min

y∈X
f(y) 6= ∅. Let u, x1 ∈ X be arbitrary and the sequence {xn} be generated by


vn = (1− tn)xn ⊕ tnu,
un = (Jλ ◦ Jµ(vn)) ,

yn = (1− βn)un ⊕ βnun,
xn+1 = (1− αn)un ⊕ αnyn, n ≥ 1,

(4.5.31)

where λ, µ ∈ (0,∞) and {tn}, {βn}, {αn} are sequences in (0, 1) satisfying the following
conditions:

C1: lim
n→∞

tn = 0,

C2:
∞∑
n=1

tn =∞.

Then {xn} converges strongly to an element of Γ.

4.5.2 Numerical example

In this subsection, we give a numerical example of Theorem 4.5.1 to illustrate the appli-
cability of our main result. Let X = R2 be endowed with the euclidean norm ||.||2. Let
B : R2 → R2 be defined by B(x) = (2x1 + x2, x1 + 3x2) and bT = (0, 0). Let m = 1 in
Theorem 4.5.1, we define f : R2 → (−∞,∞] by

f(x) =
1

2
||B(x)− b||2.

Then, f is a proper convex and lower semi continuous function, since B is a continuous
linear mapping (see [126]). Thus for µ = 1, we obtain from [126] that

J1(x) = Proxf (x) = arg min
y∈R2

[
f(y) +

1

2
||y − x||2

]
= (I +BTB)−1(x+BT b).

So that

J1(x) =

([
1 0
0 1

]
+

[
2 1
1 3

] [
2 1
1 3

])−1([
x1

x2

]
+

[
2 1
1 3

] [
0
0

])
=

(
11x1 − 5x2

41
,
−5x1 + 6x2

41

)
.

Let N = 1 in Theorem 4.5.1, we define A : R2 → R2 by A(x) = (x1, x1 − x2). Then, A is
a monotone mapping.
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We note that [t
−→
ab] ≡ t(b − a), for all t ∈ R and a, b ∈ R2 (see [95]). Thus, we have for

each x ∈ R2 that

Jλ(x) = z ⇐⇒ 1

λ
(x− z) ∈ Az

⇐⇒ x = (I + λA)z

⇐⇒ z = (I + λA)−1x.

So that for λ = 2, we compute the resolvent of A as follows:

J2(x) =

([
1 0
0 1

]
+ 2

[
1 0
1 −1

])−1 [
x1

x2

]
=

(
x1

5
,

2x1 − 3x2

5

)
.

Thus, for N = m = 1, λ = 2 and µ = 1, we obtain

J2(J1x) =

(
11x1 − 5x2

205
,

37x1 − 28x2

205

)
.

Let T : R2 → R2 be defined by T (x) = −3x
2
. Then T is a demicontractive mapping with

k = 1
5
. This implies that T is an asymptotically demicontractive mapping with k = 1

5

and kn = 1 for all n ≥ 1. Thus, we obtain that δ = 1. It is easy to see that T is also
uniformly L-Lipschitzian with L = 3

2
. Now, if we take b = 1

10
and ε = 1

1000
, then condition

C3 becomes:

0 <
1

1000
≤ αn ≤

βn
5
< βn ≤

1

10
<

2

6 +
√

45
.

So that, if we choose βn = 1
10+ 1

n

, αn = 1
50+ 5

n

and tn = 1
2n+1

, then tn, βn and αn satisfy the

conditions in Theorem 4.5.1.

Hence, for u, x1 ∈ R2, our Algorithm (4.5.1) becomes:
vn = 2n

2n+1
xn + u

2n+1
,

un = J2(J1vn),

yn =
(

1− 1
10+ 1

n

)
un − 3

20+ 2
n

un,

xn+1 =
(

1− 1
50+ 5

n

)
un − 3

100+ 10
n

yn, n ≥ 1.

(4.5.32)

Case I Take x1 = (0.1, 0.5)T and u = (0.1, 0.5)T .

Case II Take x1 = (0.1, 0.5)T and u = (1, 1.5)T .

Case III Take x1 = (−1, − 0.5)T and u = (−1, 1.5)T .

The Mathlab version used is R2014a and the figures are as follows:
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Figure 4.3: Case I: errors vs number of iterations (top); execution time vs accuracy (bottom
left); number of iterations vs accuracy (bottom right).
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Figure 4.4: Case II: errors vs number of iterations (top); execution time vs accuracy
(bottom left); number of iterations vs accuracy (bottom right).
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Figure 4.5: Case III: errors vs number of iterations (top); execution time vs accuracy
(bottom left); number of iterations vs accuracy (bottom right).
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Chapter 5

Contributions to Equilibrium
Problems in Hadamard Spaces

5.1 Introduction

EPs include other optimization problems like MPs, VIPs, CFPs, among others. Thus, they
are known to be of central importance in optimization theory as well as in nonlinear and
convex analysis. However, as mentioned in Remark 2.2.11, the study of EPs in Hadamard
spaces is still in the embryonic stage since there are very few results concerning EPs in
Hadamard spaces. Thus, it is important to further develop its study in Hadamard spaces.
In this chapter, we shall further develop and generalize the study of EPs in Hadamard
spaces. Then, we extend the study to the study of MEP (1.2.8) in Hadamard spaces, and
also apply our results to solve other optimization problems like the MPs, VIPs and CFPs.

5.2 Preliminaries

Here, we discuss some important results that will be needed in this chapter, which includes
the study of the existence of resolvent operators and solution of equilibrium problems.

For a nonempty subset C of X, we denote by conv(C), the convex hull of C. That is, the
smallest convex subset of X containing C. Recall that the convex hull of a finite set is the
set of all convex combinations of its points.

Theorem 5.2.1. (The KKM Principle) (see [108, Theorem 3.3]). Let C be a nonempty,
closed and convex subset of an Hadamard space X and G : C → 2C be a setvalued mapping
with closed values. Suppose that for any finite subset {x1, x2, . . . , xn} of C,

conv({x1, x2, . . . , xm}) ⊂
m⋃
i=1

G(xi). (5.2.1)

Then, the family {G(x)}x∈C has the finite intersection property. Moreover, if G(x0) is
compact for some x0 ∈ C, then

⋂
x∈C

G(x) 6= ∅.
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Theorem 5.2.2. [108, Theorem 4.1] Let C be a nonempty closed and convex subset of an
Hadamard space X and ϕ : C × C → R be a bifunction satisfying the following:

(A1) ϕ(x, x) ≥ 0 for each x ∈ C,

(A2) for every x ∈ C, the set {y ∈ C : ϕ(x, y) < 0} is convex,

(A3) for every y ∈ C, the function x 7→ ϕ(x, y) is upper semicontinuous,

(A4) there exists a compact subset L ⊂ C containing a point y0 ∈ L such that ϕ(x, y0) < 0
whenever x ∈ C\L.

Then, problem (1.2.7) has a solution.

In [108], the authors introduce the resolvent of the bifunction ϕ associated with the EP
(1.2.7). They defined a perturbed bifunction F̄x̄ : C × C → R (x̄ ∈ X) of ϕ by

F̄x̄(x, y) := ϕ(x, y)− 〈−→xx̄,−→xy〉, ∀x, y ∈ C. (5.2.2)

The perturbed bifunction F̄ has a unique equilibrium called the resolvent operator Jϕ :
X → 2C of the bifunction ϕ (see [108]), that is

Jϕ(x) := EP (F̄x, C) = {z ∈ C : ϕ(z, y)− 〈−→zx,−→zy〉 ≥ 0, y ∈ C}, x ∈ X. (5.2.3)

It was established in [108] that Jϕ is well defined.

Definition 5.2.3. Let X be a CAT(0) space and C be a nonempty closed and convex
subset of X. A function ϕ : C ×C → R is called monotone if ϕ(x, y) +ϕ(y, x) ≤ 0 for all
x, y ∈ C.

Lemma 5.2.4. [108, Proposition 5.4] Suppose that ϕ is monotone and D(Jϕ) 6= ∅. Then,
the following properties hold.

(i) Jϕ is singlevalued.

(ii) If D(Jϕ) ⊃ C, then Jϕ is nonexpansive restricted to C.

(iii) If D(Jϕ) ⊃ C, then F (Jϕ) = EP (ϕ,C).

Theorem 5.2.5. [108, Theorem 5.2] Suppose that ϕ has the following properties

(i) ϕ(x, x) = 0 for all x ∈ C,

(ii) ϕ is monotone,

(iii) for each x ∈ C, y 7→ ϕ(x, y) is convex and lower semicontinuous.

(iv) for each y ∈ C, ϕ(x, y) ≥ lim supt↓0 ϕ((1− t)x⊕ tz, y) for all x, z ∈ C.
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Then D(Jϕ) = X and Jϕ single-valued.

Remark 5.2.6. It follows from (5.2.3) that the resolvent Jϕλ of the bifunction ϕ and order
λ > 0 is given as

Jϕλ (x) := EP (F̄x, C) = {z ∈ C : ϕ(z, y) +
1

λ
〈−→xz,−→zy〉 ≥ 0, y ∈ C}, x ∈ X, (5.2.4)

where F̄ is defined in this case as

F̄x̄(x, y) := ϕ(x, y) +
1

λ
〈−→̄x x,−→xy〉, ∀x, y ∈ C, x̄ ∈ X. (5.2.5)

Lemma 5.2.7. Let C be a nonempty, closed and convex subset of an Hadamard space X
and ϕ : C × C → R be a monotone bifunction such that C ⊂ D(Jϕλ ) for λ > 0. Then, the
following hold:

(i) Jϕλ is firmly nonexpansive restricted to C.

(ii) If F (Jϕλ ) 6= ∅, then

d2(Jϕλ x, x) ≤ d2(x, v)− d2(Jϕλ x, v) ∀x ∈ C, v ∈ F (Jϕλ ).

(iii) If 0 < λ ≤ µ, then d(Jϕµ x, J
ϕ
λ x) ≤

√
1− λ

µ
d(x, Jϕµ x), which implies that d(x, Jϕλ x) ≤

2d(x, Jϕµ x) ∀x ∈ C.

Proof. (i) Let x, y ∈ C, then by Lemma 5.2.4 (i) and the definition of Jϕλ , we have

ϕ(Jϕλ x, J
ϕ
λ y) +

1

λ
〈−−−→xJϕλ x,

−−−−−→
Jϕλ xJ

ϕ
λ y〉 ≥ 0 (5.2.6)

and

ϕ(Jϕλ y, J
ϕ
λ x) +

1

λ
〈−−−→yJϕλ y,

−−−−−→
Jϕλ yJ

ϕ
λ x〉 ≥ 0. (5.2.7)

Adding (5.2.6) and (5.2.7), and noting that ϕ is monotone, we obtain

1

λ

(
〈−−−→xJϕλ x,

−−−−−→
Jϕλ xJ

ϕ
λ y〉+ 〈−−−→yJϕλ y,

−−−−−→
Jϕλ yJ

ϕ
λ x〉
)
≥ 0,

which implies that

〈−→xy,−−−−−→Jϕλ xJ
ϕ
λ y〉 ≥ 〈

−−−−−→
Jϕλ xJ

ϕ
λ y,
−−−−−→
Jϕλ xJ

ϕ
λ y〉.

That is,

〈−→xy,−−−−−→Jϕλ xJ
ϕ
λ y〉 ≥ d2(Jϕλ x, J

ϕ
λ y). (5.2.8)

(ii) It follows from (5.2.8) and the definition of quasilinearization that

d2(x, Jϕλ x) ≤ d2(x, v)− d2(v, Jϕλ x) ∀x ∈ C, v ∈ F (Jϕλ ).
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(iii) Let x ∈ C and 0 < λ ≤ µ, then we have that

ϕ(Jϕλ x, J
ϕ
µ x) +

1

λ
〈−−−→xJϕλ x,

−−−−−→
Jϕλ xJ

ϕ
µ x〉 ≥ 0 (5.2.9)

and

ϕ(Jϕµ x, J
ϕ
λ x) +

1

µ
〈−−−→xJϕµ x,

−−−−−→
Jϕµ xJ

ϕ
λ x〉 ≥ 0. (5.2.10)

Adding (5.2.9) and (5.2.10), and by the monotonicity of ϕ, we obtain that

〈−−−→Jϕλ xx,
−−−−−→
Jϕµ xJ

ϕ
λ x〉 ≥

λ

µ
〈−−−→Jϕµ xx,

−−−−−→
Jϕµ xJ

ϕ
λ x〉.

By the definition of quasilinearization, we obtain that(
λ

µ
+ 1

)
d2(Jϕµ x, J

ϕ
λ x) ≤

(
1− λ

µ

)
d2(x, Jϕµ x) +

(
λ

µ
− 1

)
d2(x, Jϕλ x).

Since λ
µ
≤ 1, we obtain that(

λ

µ
+ 1

)
d2(Jϕµ x, J

ϕ
λ x) ≤

(
1− λ

µ

)
d2(x, Jϕµ x),

which implies

d(Jϕµ x, J
ϕ
λ x) ≤

√
1− λ

µ
d(x, Jϕµ x). (5.2.11)

Furthermore, by triangle inequality and (5.2.11), we obtain

d(x, Jϕλ x) ≤ 2d(x, Jϕµ x).

Remark 5.2.8. We note here that, if the bifunction ϕ satisfies assumption (i)-(iv) of
Theorem 5.2.5, then the conclusions of Lemma 5.2.7 hold in the whole space X.

Lemma 5.2.9. Let C be a nonempty, closed and convex subset of an Hadamard space X
and T be a nonexpansive mapping on C. Let ϕi : C × C → R, i = 1, 2, . . . , N be a finite
family of monotone bifunctions such that C ⊂ D(Jϕiλ ) for λ > 0. Then, for βi ∈ (0, 1)

with
∑N

i=0 βi = 1, the mapping Sλ : C → C defined by Sλx := β0x ⊕ β1J
ϕ1

λ x ⊕ β2J
ϕ2

λ x ⊕
· · · ⊕ βNJ

ϕN
λ x for all x ∈ C, is nonexpansive and F (T ◦ Sλ2) ⊆ ∩Ni=1F (Jϕiλ1 ) ∩ F (T ) for

0 < λ1 ≤ λ2, where Sλ2 : C → C is defined by Sλ2x := β0x⊕β1J
ϕ1

λ2
x⊕β2J

ϕ2

λ2
x⊕· · ·⊕βNJϕNλ2 x

for all x ∈ C.

Proof. It follows easily from the proof of Lemma 3.2.7.
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5.3 A viscosity-type proximal point algorithm for equi-

librium and fixed point problems in Hadamard

spaces

In this section, we propose and study a viscosity-type PPA, comprising of a nonexpansive
mapping and a finite sum of resolvent operators associated with monotone bifunctions. A
strong convergence of the proposed algorithm to a common solution of a finite family of
EPs and fixed point problem for a nonexpansive mapping is established in an Hadamard
space, and applications of the established results to solve other optimization problems
(like, EPs, MPs, and CFPs) and fixed point problems in Hadamard spaces are discussed.

Remark 5.3.1. We will like to emphasize that, approximating a common solution of EPs
(or VIPs) and fixed point problems are very applicable in practice. It has been estab-
lished in [85] that finding a common solution of such problems have some applications
to mathematical models whose constraints can be expressed as EPs (or VIPs) and fixed
point problems. In fact, this happens in practical problems like signal processing, network
resource allocation, image recovery, among others.

5.3.1 Main results

Theorem 5.3.2. Let C be a nonempty closed and convex subset of an Hadamard space
X and ϕi : C × C → R, i = 1, 2, . . . , N be a finite family of monotone and upper
semicontinuous bifunctions such that C ⊂ D(Jϕiλ ) for λ > 0. Let T : C → C be a
nonexpansive mapping and g : C → C be a contraction mapping with coefficient τ ∈ (0, 1).
Suppose that Γ := ∩Ni=1EP (ϕi, C)∩F (T ) 6= ∅ and for arbitrary x1 ∈ C, the sequence {xn}
is generated by{

yn = Sλnxn := β0xn ⊕ β1J
ϕ1

λn
xn ⊕ β2J

ϕ2

λn
xn ⊕ · · · ⊕ βNJϕNλn xn,

xn+1 = αng(xn)⊕ βnxn ⊕ γnTyn, n ≥ 1,
(5.3.1)

where {αn}, {βn} and {γn} are sequences in (0, 1), and {λn} is a sequence of positive real
numbers satisfying the following conditions:

(i) lim
n→∞

αn = 0 and
∞∑
n=1

αn =∞,

(ii) 0 < lim inf
n→∞

βn ≤ lim sup
n→∞

βn < 1, αn + βn + γn = 1 ∀n ≥ 1,

(iii) 0 < λ ≤ λn ∀n ≥ 1 and lim
n→∞

λn = λ,

(iv) βi ∈ (0, 1) with
N∑
i=0

βi = 1.

Then, {xn} converges strongly to z̄ ∈ Γ.
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Proof. Step 1: We show that {xn} is bounded. Let u ∈ Γ, then by Lemma 2.3.3, we
obtain that

d(xn+1, u) ≤ αnd(g(xn), u) + βnd(xn, u) + γnd(Tyn, u)

≤ αnτd(xn, u) + αnd(g(u), u) + βnd(xn, u) + γnd(yn, u)

≤ αnτd(xn, u) + (αn + βn)d(xn, u) + αnd(g(u), u)

= (1− αn(1− τ))d(xn, u) + αnd(g(u), u)

≤ max

{
d(xn, u) +

d(g(u), u)

1− τ

}
...

≤ max

{
d(x1, u) +

d(g(u), u)

1− τ

}
.

Hence, {xn} is bounded. Consequently, {yn}, {g(xn)} and {T (yn)} are all bounded.

Step 2: We show that lim
n→∞

d(xn+1, xn) = 0. Observe from Remark 2.3.4, that (5.3.1) can

be rewritten as 
yn = Sλnxn := β0xn ⊕ β1J

ϕ1

λn
xn ⊕ · · · ⊕ βNJϕNλn xn,

wn = αn
1−βn g(xn)⊕ γn

1−βnTyn,

xn+1 = βnxn ⊕ (1− βn)wn, n ≥ 1.

(5.3.2)

Now, from (5.3.2), Lemma 2.3.1 (iv),(vi) and the nonexpansivity of T, we obtain that

d(wn+1, wn) = d
( αn+1

1− βn+1

g(xn+1)⊕ γn+1

1− βn+1

Tyn+1,
αn

1− βn
g(xn)⊕ γn

1− βn
Tyn

)
≤ d

( αn+1

1− βn+1

g(xn+1)⊕
(
1− αn+1

1− βn+1

)
Tyn+1,

αn+1

1− βn+1

g(xn)⊕
(
1− αn+1

1− βn+1

)
Tyn

)
+ d

( αn+1

1− βn+1

g(xn)⊕
(
1− αn+1

1− βn+1

)
Tyn,

αn
1− βn

g(xn)⊕
(
1− αn

1− βn
)
Tyn

)
≤ αn+1

1− βn+1

τd(xn+1, xn) +
(
1− αn+1

1− βn+1

)
d(yn+1, yn)

+| αn+1

1− βn+1

− αn
1− βn

|d(g(xn), T yn) (5.3.3)

Without loss of generality, we may assume that 0 < λn+1 ≤ λn ∀n ≥ 1. Thus, from (5.3.2),
condition (iv), Lemma 3.2.1 and Lemma 5.2.7 (iii), we obtain

d(yn+1, yn) = d
(
β0xn+1 ⊕ β1J

ϕ1

λn+1
xn+1 ⊕ · · · ⊕ βNJϕNλn+1

xn+1, β0xn ⊕ β1J
ϕ1

λn
xn ⊕ · · · ⊕ βNJϕNλn xn

)
≤ β0d(xn+1, xn) +

N∑
i=1

βid(Jϕiλn+1
xn+1, J

ϕi
λn
xn)

≤ β0d(xn+1, xn) +
N∑
i=1

βid(Jϕiλn+1
xn+1, J

ϕi
λn+1

xn) +
N∑
i=1

βid(Jϕiλn+1
xn, J

ϕi
λn
xn)

≤ d(xn+1, xn) +
(√

1− λn+1

λn

) N∑
i=1

βid(Jϕiλn+1
xn, xn)

≤ d(xn+1, xn) +
(√

1− λn+1

λn

)
M̄, (5.3.4)
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where M̄ := sup
n≥1

{ N∑
i=1

βid(Jϕiλn+1
xn, xn)

}
. Substituting (5.3.4) into (5.3.3), we obtain that

d(wn+1, wn) ≤ αn+1

1− βn+1

τd(xn+1, xn) +
(
1− αn+1

1− βn+1

)
d(xn+1, xn)

+
(√

1− λn+1

λn

)(
1− αn+1

1− βn+1

)
M

+
∣∣∣ αn+1

1− βn+1

− αn
1− βn

∣∣∣d(g(xn), T yn)

=
[
1− αn+1

1− βn+1

(1− τ)
]
d(xn+1, xn) +

(√
1− λn+1

λn

)(
1− αn+1

1− βn+1

)
M

+
∣∣∣ αn+1

1− βn+1

− αn
1− βn

∣∣∣d(g(xn), T yn).

Since lim
n→∞

αn = 0, lim
n→∞

λn = λ and {g(xn)}, {Tyn} are bounded, we obtain that

lim sup
n→∞

(
d(wn+1, wn)− d(xn+1, xn)

)
≤ 0.

Thus, by Lemma 2.3.17 and condition (ii), we obtain that

lim
n→∞

d(wn, xn) = 0. (5.3.5)

Hence, by Lemma 2.3.1 we obtain that

d(xn+1, xn) ≤ (1− βn)d(wn, xn)→ 0, as n→∞. (5.3.6)

Step 3: We show that lim
n→∞

d(xn, T (Sλn)xn) = 0 = lim
n→∞

d(wn, T (Sλn)wn). Notice also that

(5.3.1) can be rewritten as

xn+1 = αng(xn)⊕ (1− αn)
(βnxn ⊕ γnTyn

(1− αn)

)
, yn = Sλnxn.

Thus, by Lemma 2.3.1, we obtain that

d
(
xn+1,

βnxn ⊕ γnTyn
(1− αn)

)
≤ αnd

(
g(xn),

βnxn ⊕ γnTyn
(1− αn)

)
→ 0, as n→∞. (5.3.7)

Also, from (2.1.1), we obtain

d
(
xn,

βnxn ⊕ γnTyn
(1− αn)

)
=

γn
1− αn

d(xn, T yn),

which implies from (5.3.6) and (5.3.7) that

γn
1− αn

d(xn, T yn) ≤ d(xn, xn+1) + d
(
xn+1,

βnxn ⊕ γnTyn
(1− αn)

)
→ 0, as n→∞.

Hence,

lim
n→∞

d(xn, T yn) = lim
n→∞

d(xn, T (Sλn)xn) = 0. (5.3.8)
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Now, since {xn} is bounded and X is a complete CAT(0) space, then from Lemma 2.3.5,
there exists a subsequence {xnk} of {xn} such that ∆− lim

k→∞
xnk = z̄. Again, since T ◦Sλn

is nonexpansive (and every nonexpansive mapping is demiclosed), it follows from (5.3.8),
condition (iii), Lemma 3.2.7 and Lemma 5.2.4 (iii) that z̄ ∈ F (T ◦ Sλn) ⊆ ∩Ni=1F (Jϕiλ ) ∩
F (T ) = Γ.

Also, we have

d(wn, T (Sλn)wn) ≤ d(wn, xn) + d(xn, T (Sλn)xn) + d(T (Sλn)xn, T (Sλn)wn)

≤ 2d(wn, xn) + d(xn, T (Sλnxn)→ 0, as n→∞. (5.3.9)

Step 4: We show that lim sup
n→∞

〈−−−→g(z̄)z̄,
−→
xnz̄〉 ≤ 0.

Now, define Tnx = βnx ⊕ (1 − βn)w, where w = αn
(1−βn)

g(x) ⊕ γn
(1−βn)

T (Sλn)x, then Tn
is a contractive mapping for each n ≥ 1. Thus, there exists a unique fixed point zn of
Tn ∀n ≥ 1. That is,
zm = βmzm ⊕ (1− βm)wm, where wm = αm

(1−βm)
g(zm)⊕ γm

(1−βm)
T (Sλm)zm.

Moreover, lim
m→∞

zm = z ∈ Γ (see Theorem 3.5.1).

Thus, we obtain that

d(zm, wn) = d(βmzm ⊕ (1− βm)wm, wn)

≤ βmd(zm, wn) + (1− βm)d(wm, wn),

which implies that

d(zm, wn) ≤ d(wm, wn). (5.3.10)

From (5.3.10) and Lemma 2.3.1(v), we obtain that

d2(wm, wn) = 〈−−−→wmwn,
−−−→wmwn〉

= 〈−−−−−−−−−→wmT (Sλm)zm,
−−−→wmwn〉+ 〈−−−−−−−−→T (Sλm)zmwn,

−−−→wmwn〉
≤ αm

(1− βm)
〈−−−−−−−−−−−→g(zm)T (Sλm)zm,

−−−→wmwn〉+ 〈−−−−−−−−→T (Sλmzm)wn,
−−−→wmwn〉

=
αm

(1− βm)
〈−−−−−−−−−−−→g(zm)T (Sλmzm),−−−→wmzm〉+

αm
(1− βm)

〈−−−−−→g(zm)wn,
−−−→zmwn〉

+
αm

(1− βm)
〈−−−−−−−−→wnT (Sλmzm),−−−→zmwm〉+ 〈−−−−−−−−−−−−−−→T (Sλmzm)T (Sλmwn),−−−−→wmwm〉

+ 〈−−−−−−−→T (Sλmwm),−−−→wmwn〉
≤ αm

(1− βm)
d(g(zm), T (Sλmzm))d(wm, zm) +

αm
(1− βm)

〈−−−−−→g(zm)zm,
−−−→zmwn〉

+
αm

(1− βm)
〈−−−−−−−−→zmT (Sλmzm),−−−→zmwn〉+ d(T (Sλmzm), T (Sλmwn))d(wm, wn)

+ d(T (Sλmwn), wn)d(wm, wn)

≤ αm
(1− βm)

d(g(zm), T (Sλmzm))d(wn, zm) +
αm

(1− βm)
〈−−−−−→g(zm)zm,

−−−→zmwn〉
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+
αm

(1− βm)
〈−−−−−−−−→zmT (Sλmzm),−−−→zmwn〉+ d(zm, wm)d(wm, wn) + d(T (Sλmwn), wn)d(wn, wm)

≤ αm
(1− βm)

d(g(zm), T (Sλmzm))d(wn, zm) +
αm

(1− βm)
〈−−−−−→g(zm)zm,

−−−→zmwn〉

+
αm

(1− βm)
d(zm, T (Sλmzm))d(wm, zm) + d(wm, wn) + d(T (Sλmwn), wn)d(wn, wm),

which implies that

〈−−−−−→g(zm)zm,
−−−→wnzm〉 ≤ d(g(zm), T (Sλm)zm)d(wn, zm) + d(zm, T (Sλm)zm)d(zm, wm)

+
(1− βm)

αm
d(T (Sλn)wn, wn)d(wm, wm).

Thus, taking lim sup as n → ∞ first, then as m → ∞, it follows from (5.3.5),(5.3.8) and
(5.3.9) that

lim sup
m→∞

lim sup
n→∞

〈−−−−−→g(zm)zm,
−−−→wnzm〉 ≤ 0. (5.3.11)

Furthermore,

〈−−−→g(z)z̄,
−→
xnz̄〉 = 〈−−−−−−→g(z̄)g(zm),

−→
xnz〉+ 〈−−−−−→g(zm)zm,

−−−→xnwn〉+ 〈−−−−−→g(zm)zm,
−−−→wnzm〉

+ 〈−−−−−→g(zm)zm,
−−→
zmz〉+ 〈−−→zmz̄,−→xnz̄〉

≤ d(g(z), g(zm))d(xn, z) + d(g(zm), zm)d(xn, wn) + 〈−−−−−→g(zm)zm,
−−−→wnzm〉

+ d(g(zm), zm)d(zm, z) + d(zm, z̄)d(xn, z̄)

≤ (1 + τ)d(zm, z)d(xn, z̄) + 〈−−−−−→g(zm)zm,
−−−→wnzm〉+ [d(xn, wn) + d(zm, z)]d(g(zm), zm),

which implies from (5.3.5), (5.3.11) and the fact that lim
m→∞

zm = z, that

lim sup
n→∞

〈−−−→g(z)z,
−→
xnz̄〉 = lim sup

m→∞
lim sup
n→∞

〈−−−→g(z̄)z̄,
−→
xnz̄〉

≤ lim sup
m→∞

lim sup
n→∞

〈−−−−−→g(zm)zm,
−−−→wnzm〉 ≤ 0. (5.3.12)

Step 5: Lastly, we show that {xn} converges strongly to z ∈ Γ.

From Lemma 2.3.2, we obtain that

〈−−→wnz,−→xnz̄〉 ≤
αn

(1− βn)
〈−−−−→g(xn)z,

−→
xnz〉+

γn
(1− βn)

〈−−−−−−−→T (Sλn)xnz,
−→
xnz〉

≤ αn
(1− βn)

〈−−−−−−→g(xn)g(z),
−→
xnz〉+

αn
(1− βn)

〈−−−→g(z)z,
−→
xnz〉

+
γn

(1− βn)
d(T (Sλn)xn, z)d(xn, z)

≤ αn
(1− βn)

τd2(xn, z) +
αn

(1− βn)
〈−−−→g(z)z,

−→
xnz〉+ (1− αn

1− βn
)d2(xn, z)

=

[
αn

(1− βn)
τ + (1− αn

1− βn
)

]
d2(xn, z) +

αn
(1− βn)

〈−−−→g(z)z,
−→
xnz〉.
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Thus, from Lemma 2.3.1, we have

d2(xn+1, z) ≤ βnd
2(xn, z) + (1− βn)d2(wn, z)

= βnd
2(xn, z) + (1− βn)〈−−→wnz,

−−→
wnz〉

= βnd
2(xn, z) + (1− βn)[〈−−→wnz,−−−→wnxn〉+ 〈−−→wnz,

−→
xnz〉]

≤ [βn + αnτ + γn]d2(xn, z) + (1− βn)〈−−→wnz,−−−→wnxn〉+ αn〈g(z)z, xnz〉

≤ (1− αn(1− τ))d2(xn, z̄) + αn(1− τ)

[
1

1− τ 〈
−−−→
g(z̄)z̄,

−→
xnz̄〉

]
+ (1− βn)d(wn, xn)M. (5.3.13)

By (5.3.5) and applying Lemma 2.3.26 to (5.3.13), we obtain that {xn} converges strongly
to z̄.

Corollary 5.3.3. Let C be a nonempty closed and convex subset of an Hadamard space
X and ϕi : C × C → R, i = 1, 2, . . . , N be a finite family of monotone and upper
semicontinuous bifunctions such that C ⊂ D(Jϕiλ ) for λ > 0. Let g : C → C be a
contraction mapping with coefficient τ ∈ (0, 1). Suppose that Γ := ∩Ni=1EP (ϕi, C) 6= ∅ and
for arbitrary x1 ∈ C, the sequence {xn} is generated by{

yn = Sλnxn := β0xn ⊕ β1J
ϕ1

λn
xn ⊕ β2J

ϕ2

λn
xn ⊕ · · · ⊕ βNJϕNλn xn,

xn+1 = αng(xn)⊕ βnxn ⊕ γnyn, n ≥ 1,
(5.3.14)

where {αn}, {βn} and {γn} are sequences in (0, 1), and {λn} is a sequence of positive real
numbers satisfying the following conditions:

(i) lim
n→∞

αn = 0 and
∞∑
n=1

αn =∞,

(ii) 0 < lim inf
n→∞

βn ≤ lim sup
n→∞

βn < 1, αn + βn + γn = 1 ∀n ≥ 1,

(iii) 0 < λ ≤ λn ∀n ≥ 1 and lim
n→∞

λn = λ,

(iv) βi ∈ (0, 1) with
N∑
i=0

βi = 1.

Then, {xn} converges strongly to z̄ ∈ Γ.

Corollary 5.3.4. Let C be a nonempty closed and convex subset of an Hadamard space
X and ϕ : C × C → R be a monotone and upper semicontinuous bifunction such that
C ⊂ D(Jϕλ ) for λ > 0. Let T : C → C be a nonexpansive mapping and g : C → C be a
contraction mapping with coefficient τ ∈ (0, 1). Suppose that Γ := EP (ϕ,C) ∩ F (T ) 6= ∅
and for arbitrary x1 ∈ C, the sequence {xn} is generated by{

yn = Jfλnxn,

xn+1 = αng(xn)⊕ βnxn ⊕ γnTyn, n ≥ 1,
(5.3.15)

where {αn}, {βn} and {γn} are sequences in (0, 1), and {λn} is a sequence of positive real
numbers satisfying the following conditions:
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(i) lim
n→∞

αn = 0 and
∞∑
n=1

αn =∞,

(ii) 0 < lim inf
n→∞

βn ≤ lim sup
n→∞

βn < 1, αn + βn + γn = 1 ∀n ≥ 1,

(iii) 0 < λ ≤ λn ∀n ≥ 1 and lim
n→∞

λn = λ.

Then, {xn} converges strongly to z̄ ∈ Γ.

5.3.2 Applications

In this subsection, we give application of our results to solve MPs, VIPs and CFPs in
Hadamard spaces.

Minimization problem

Let h : X → R be a proper convex and lower semicontimnuous function. Consider the
bifunction ϕh : C × C → R defined by

ϕh(x, y) = h(y)− h(x), ∀x, y ∈ C.

Then, ϕh is monotone and upper semicontinuous (see [108]). Moreover, EP(ϕh, C) =
arg minC h, Jϕh = proxh and D(proxh) = X (see [108]). Now, consider the following
finite family of MP and fixed point problem:

Find x ∈ F (T ) such that hi(x) ≤ hi(y), ∀y ∈ C, i = 1, 2 . . . , N, (5.3.16)

where T is a nonexpansive mapping. Thus, by setting Jϕiλn = proxhiλn in Algorithm (5.3.1),
we can apply Theorem 5.3.2 to approximate solutions of problem (5.3.16).

Variational inequality problem

Let S : C → C be a nonexpansive mapping. Now define the bifunction ϕS : C × C → R
by ϕS(x, y) = 〈−−→Sxx,−→xy〉. Then, ϕS is monotone and JϕS = JS (see [19, 99]). Consider the
following finite family of variational inequality and fixed point problems:

Find x ∈ F (T ) such that 〈−−→Sixx,−→xy〉 ≥ 0, ∀y ∈ C, i = 1, 2 . . . , N, (5.3.17)

where T is a nonexpansive mapping on C. Thus, by setting Jϕiλn = JSiλn in Algorithm
(5.3.1), we can apply Theorem 5.3.2 to approximate solutions of problem (5.3.17).

Convex feasibility problem

Let Ci, i = 1, 2, . . . , N be a finite family of nonempty closed and convex subsets of C such
that ∩Ni=1Ci 6= ∅. Now, consider the following CFP:

Find x ∈ F (T ) such that x ∈ ∩Ni=1Ci. (5.3.18)
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We know that the indicator function δC is a proper convex and lower semicontinuous
function. By letting δC = h and following similar argument as in the case of MP, we obtain
that ϕδC is monotone and upper semicontinuous, and JϕδC = proxδC = PC . Therefore, by
setting Jϕi = PCi , i = 1, 2, . . . , N in Algorithm (5.3.1), we can apply Theorem 5.3.2 to
approximate solutions of (5.3.18).

5.4 Asymptotic behavior of viscosity-type proximal

point algorithm

In this section, we study the asymptotic behavior of the sequence given by the following
viscosity-type PPA and extend the study to approximate a common solution of finite
family of EPs in Hadamard spaces. For x1 ∈ C, define the sequence {xn} ⊂ C by

xn+1 = αng(xn)⊕ (1− αn)Jϕλnxn, (5.4.1)

where {αn} is a sequence in (0, 1), {λn} is in (0,∞), g is a contraction on C and ϕ is a
bifunction from C × C into R.

5.4.1 Main results

Lemma 5.4.1. Let C be a nonempty closed and convex subset of an Hadamard space X
and ϕ : C × C → R be a bifunction satisfying assumptions (i)-(iv) of Theorem 5.2.5.
Then, for λ, µ > 0 and x, y ∈ C, we have the following inequalities:

d2(Jϕλ x, J
ϕ
µ y) ≤ 2λϕ(Jϕλ x, J

ϕ
µ y) + d2(x, Jϕµ y)− d2(x, Jϕλ x) (5.4.2)

and

(λ+ µ)d2(Jϕλ x, J
ϕ
µ y) + µd2(Jϕλ x, x) + λd2(Jϕµ y, y) ≤ λd2(Jϕλ x, y) + µd2(Jϕλ y, x). (5.4.3)

Proof. We first prove (5.4.2). Let λ, µ > 0 and x, y ∈ C. Then, by the definition of the
resolvent, we obtain that

ϕ(Jϕλ x, z) +
1

λ
〈−−−→xJϕλ x,

−−−→
Jϕλ xz〉 ≥ 0 ∀ z ∈ C,

which implies that

0 ≤ 2λϕ(Jϕλ x, z) + 2〈−−−→xJϕλ x,
−−−→
Jϕλ xz〉

= 2λϕ(Jϕλ x, z) + d2(x, z)− d2(x, Jϕλ )− d2(Jϕλ x, z)

≤ 2λϕ(Jϕλ x, z) + d2(x, z)− d2(x, Jϕλ x). (5.4.4)
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Now, set z = tJϕµ y ⊕ (1− t)Jϕλ x for all t ∈ (0, 1) in (5.4.4). Since ϕ satisfies conditions (i)
and (iii) of Theorem 5.2.5, we obtain that

d2(x, Jϕλ x) ≤ 2λ
(
tϕ(Jϕλ x, J

ϕ
µ y) + (1− t)ϕ(Jϕλ x, J

ϕ
λ x)
)

+ td2(x, Jϕµ y) + (1− t)d2(x, Jϕλ x)− t(1− t)d2(Jϕµ y, J
ϕ
λ x)

= 2λtϕ(Jϕλ x, J
ϕ
µ y) + td2(x, Jϕµ y) + (1− t)d2(x, Jϕλ x)− t(1− t)d2(Jϕµ y, J

ϕ
λ x),

(5.4.5)

which implies that

d2(x, Jϕλ x) ≤ 2λϕ(Jϕλ x, J
ϕ
µ y) + d2(x, Jϕµ y)− (1− t)d2(Jϕµ y, J

ϕ
λ x). (5.4.6)

Thus, taking limit as t→ 0, we obtain

d2(Jϕλ x, J
ϕ
µ y) ≤ 2λϕ(Jϕλ x, J

ϕ
µ y) + d2(x, Jϕµ y)− d2(x, Jϕλ x). (5.4.7)

Next, we prove (5.4.3). From (5.4.7), we obtain that

µd2(Jϕλ x, J
ϕ
µ y) ≤ 2λµϕ(Jϕλ x, J

ϕ
µ y) + µd2(x, Jϕµ y)− µd2(x, Jϕλ x).

Similarly, we have

λd2(Jϕµ y, J
ϕ
λ x) ≤ 2µλϕ(Jϕµ y, J

ϕ
λ x) + λd2(y, Jϕλ x)− λd2(y, Jϕµ y).

Adding both inequalities and using condition (ii) of Theorem 5.2.5, we get

(λ+ µ)d2(Jϕλ x, J
ϕ
µ y) + µd2(x, Jϕλ x) + λd2(y, Jϕµ y) ≤ µd2(x, Jϕµ y) + λd2(y, Jϕλ x).

Lemma 5.4.2. Let C be a nonempty closed and convex subset of an Hadamard space X
and ϕ : C × C → R be a bifunction satisfying assumptions (i)-(iv) of Theorem 5.2.5. Let
{λn} be a sequence in (0,∞) and v̄ be an element of C. Suppose that lim

n→∞
λn = ∞ and

A({Jϕλnxn}) = {v̄} for some bounded sequence {xn} in X, then v̄ ∈ EP (ϕ,C).

Proof. From (5.4.3), we obtain that

(λn + 1)d2(Jϕλnxn, J
ϕv̄) + d2(Jϕλnxn, xn) + λnd

2(Jϕv̄, v̄) ≤ d2(Jϕv̄, xn) + λnd
2(Jϕλnxn, v̄),

which implies that

d2(Jϕλnxn, J
ϕv̄) ≤ 1

λn
d2(Jϕv̄, xn) + d2(Jϕλnxn, v̄).

Since lim
n→∞

λn =∞, {xn} is bounded and A({Jϕλnxn}) = {v̄}, we obtain that

lim sup
n→∞

d(Jϕλnxn, J
ϕv̄) ≤ lim sup

n→∞
d(Jϕλnxn, v̄)

= inf
y∈X

lim sup
n→∞

d(Jϕλnxn, y),

which by Lemma 2.3.6 and Lemma 5.2.4(iii) implies that v̄ ∈ F (Jϕ) = EP (ϕ,C).
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Theorem 5.4.3. Let C be a nonempty closed and convex subset of an Hadamard space
X and ϕ : C × C → R be a bifunction satisfying assumptions (i)-(iv) of Theorem 5.2.5.
Let g be a contraction on C with coefficient γ ∈ (0, 1) and {xn} be a sequence defined
by (5.4.1), where {αn} is a sequence in (0, 1) and {λn} is a sequence in (0,∞) such that
lim
n→∞

λn =∞. Then, we have the following:

(i) The sequence {Jϕλnxn} is bounded if and only if EP (ϕ,C) is nonempty

(ii) If lim
n→∞

αn = 0,
∞∑
n=1

αn = ∞ and EP (ϕ,C) 6= ∅, then {xn} and {Jϕλnxn} converge

strongly to an element of EP (ϕ,C).

Proof. (i) Suppose that {Jϕλnxn} is bounded. Then by Lemma 2.3.24, there exists v̄ ∈ X
such that A({Jϕλnxn}) = {v̄}. Since αn, γ ∈ (0, 1), we obtain from (5.4.1) that

d(xn+1, v̄) ≤ αnd(g(xn), v̄) + (1− αn)d(Jϕλnxn, v̄)

≤ αnγd(xn, v̄) + αnd(g(v̄), v̄) + (1− αn)d(Jϕλnxn, v̄)

≤ d(xn, v̄) + αnd(g(v̄), v̄) + d(Jϕλnxn, v̄)

≤ αn−1γd(xn−1, v̄) + αn−1d(g(v̄), v̄) + (1− αn−1)d(Jϕλn−1
xn−1, v̄)

+αnd(g(v̄), v̄) + d(Jϕλnxn, v̄)

≤ d(xn−1, v̄) + αn−1d(g(v̄), v̄) + d(Jϕλn−1
xn−1, v̄) + αnd(g(v̄), v̄) + d(Jϕλnxn, v̄).

Thus, by induction and the fact that {Jϕλnxn} is bounded for all n ≥ 1, we get that {xn}
is bounded. Also, since lim

n→∞
λn = ∞ and A({Jϕλnxn}) = {v̄}, we obtain by Lemma 5.4.2

that v̄ ∈ EP (ϕ,C). Hence, EP (ϕ,C) is nonempty.

Conversely, let EP (ϕ,C) be nonempty. Then, there exists a point say v̄ ∈ C such that
v̄ ∈ EP (ϕ,C). Thus by (5.4.1), we obtain that

d(xn+1, v̄) ≤ αnd(g(xn), v̄) + (1− αn)d(Jϕλnxn, v̄)

≤ αnγd(xn, v̄) + αnd(g(v̄), v̄) + (1− αn)d(Jϕλnxn, v̄)

≤ (1− αn(1− γ))d(xn, v̄) + αnd(g(v̄), v̄)

≤ max{d(xn, v̄),
d(g(v̄), v̄)

1− γ }
...

≤ max{d(x1, v̄),
d(g(v̄), v̄)

1− γ }.

Therefore, {xn} is bounded. Consequently, {Jϕλnxn} is also bounded.

(ii) Since EP (ϕ,C) is nonempty, we obtain from part (i) that {xn} and {Jϕλnxn} are
bounded. Now, let vn = Jϕλnxn for all n ≥ 1 and v̄ ∈ EP (ϕ,C), then we obtain from
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Lemma 5.3.5 (iii) that

d2(xn+1, v̄) ≤ (1− αn)2d2(vn, v̄) + 2αn(1− αn)〈−−−−→g(xn)v̄,
−→
vnv̄〉+ α2

nd
2(g(xn), v̄)

≤ (1− αn)2d2(xn, v̄) + 2αn(1− αn)〈−−−−→g(xn)v̄,
−→
vnv̄〉+ α2

nd
2(g(xn), v̄)

≤ (1− αn)2d2(xn, v̄) + 2αn(1− αn)
(
〈−−−−−−→g(xn)g(v̄),

−→
vnv̄〉+ 〈−−−→g(v̄)v̄,

−→
vnv̄〉

)
+ α2

nd
2(g(xn), v̄)

≤ (1− αn)2d2(xn, v̄) + 2αn(1− αn)
(
γd2(xn, v̄) + 〈−−−→g(v̄)v̄,

−→
vnv̄〉

)
+ α2

nd
2(g(xn), v̄)

≤ (1− 2αn(1− γ))d2(xn, v̄) + 2α2
n(1− γ)d2(xn, v̄)

+ 2αn(1− αn)〈−−−→g(v̄)v̄,
−→
vnv̄〉+ α2

nd
2(g(xn), v̄)

= (1− 2αn(1− γ))d2(xn, v̄) + 2αn(1− γ)δn, (5.4.8)

where δn =
(1− αn)

(1− γ)
〈−−−→g(v̄)v̄,

−→
vnv̄〉+ αn

(
d2(xn, v̄) +

1

2(1− γ)
d2(g(xn), v̄)

)
, (5.4.9)

for all v̄ ∈ EP (ϕ,C). Furthermore, since {vn} is bounded, we obtain from Lemma 2.3.5
that there exists a subsequence {vnk} of {vn} that ∆-converges to some v̂ ∈ C. Thus,
by Lemma 2.3.6, we obtain that A({vnk}) = {v̂}. Moreover, lim

k→∞
λnk = ∞ and {xnk} is

bounded. Hence, by Lemma 5.4.2, we obtain that v̂ ∈ EP (ϕ,C).

Next, we show that {xn} converges strongly to an element of EP (ϕ,C). Since the sub-
sequence {vnk} of {vn} ∆-converges to v̂ ∈ EP (ϕ,C), we obtain from Lemma 2.3.9 that
there exists z̄ ∈ EP (ϕ,C) such that {vn} ∆-converges to z̄. Thus, by Lemma 2.3.10, we
obtain that

lim sup
n→∞

〈−−−→g(z̄)z̄,
−→
vnz̄〉 ≤ 0, (5.4.10)

which by setting v̄ = z̄ in (5.4.9), implies that lim sup
n→∞

δn ≤ 0. Therefore, applying Lemma

2.3.26 to (5.4.8), gives that {xn} converges strongly to z̄ ∈ EP (ϕ,C). It then follows that
{Jϕλnxn} also converges strongly to z̄ ∈ EP (ϕ,C).

We are now going to apply Theorem 5.4.3 to approximate a common solution of finite
family of equilibrium problems. We begin with the following lemma.

Lemma 5.4.4. Let C be a nonempty closed and convex subset of an Hadamard space X
and ϕj : C×C → R, j = 1, 2, . . . ,m be a finite family of bifunctions satisfying assumptions

(i)-(iv) of Theorem 5.2.5. Then, for λ > 0, we have F

(
m∏
j=1

J
ϕj
λ

)
= ∩mj=1F

(
J
ϕj
λ

)
, where

m∏
j=1

J
ϕj
λ = Jϕ1

λ ◦ Jϕ2

λ ◦ · · · ◦ J
ϕm−1

λ ◦ Jϕmλ .

Proof. It follows from the proof of Lemma 3.2.6.
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Theorem 5.4.5. Let C be a nonempty closed and convex subset of an Hadamard space X
and ϕj : C×C → R, j = 1, 2, . . . ,m be a finite family of bifunctions satisfying assumptions
(i)-(iv) of Theorem 5.2.5. Let g be a contraction mapping on C with coefficient γ ∈ (0, 1).
Suppose that for arbitrary x1 ∈ C, the sequence {xn} is generated by

xn+1 = αng(xn)⊕ (1− αn)
m∏
j=1

J
ϕj
λn
xn, n ≥ 1, (5.4.11)

where
m∏
j=1

J
ϕj
λn

= Jϕ1

λn
◦ Jϕ2

λn
◦ · · · ◦ Jϕm−1

λn
◦ Jϕmλn , {αn} is a sequence in (0, 1) and {λn} is

a sequence in (0,∞) such that lim
n→∞

λn = ∞. If lim
n→∞

αn = 0,
∞∑
n=1

αn = ∞ and Γ :=

∩Ni=1EP (ϕi, C) 6= ∅, then the sequence {xn} converges strongly to an element of Γ.

Proof. By Theorem 5.4.3 (ii) and Lemma 5.2.4 (iii), we obtain that {xn} converges strongly

to an element of F
(∏m

j=1 J
ϕj
λ

)
. Therefore, we conclude by Lemma 5.4.4 (ii) and Lemma

5.2.4 (iii) that {xn} converges strongly to an element of Γ.

By setting g(x) = u for all x ∈ C and for arbitrary but fixed u ∈ C, we obtain the following
corollary.

Corollary 5.4.6. Let C be a nonempty closed and convex subset of an Hadamard space X
and ϕj : C×C → R, j = 1, 2, . . . ,m be a finite family of bifunctions satisfying assumptions
(i)-(iv) of Theorem 5.2.5. Let g be a contraction mapping on C with coefficient γ ∈ (0, 1).
Suppose that for arbitrary u, x1 ∈ C, the sequence {xn} is generated by

xn+1 = αnu⊕ (1− αn)
m∏
j=1

J
ϕj
λn
xn, n ≥ 1, (5.4.12)

where
m∏
j=1

J
ϕj
λn

= Jϕ1

λn
◦ Jϕ2

λn
◦ · · · ◦ Jϕm−1

λn
◦ Jϕmλn , {αn} is a sequence in (0, 1) and {λn} is

a sequence in (0,∞) such that lim
n→∞

λn = ∞. If lim
n→∞

αn = 0,
∞∑
n=1

αn = ∞ and Γ :=

∩Ni=1EP (ϕi, C) 6= ∅, then the sequence {xn} converges strongly to an element of Γ.

5.5 Mixed equilibrium problems in Hadamard spaces

Motivated by Remark 2.2.11, it is our intention in this section, to further generalize the
study of EPs in Hadamard spaces. In particular, we introduce and study mixed equilibrium
problems in Hadamard spaces. First, we establish the existence of solutions of the mixed
equilibrium problem, and the unique existence of the resolvent operator for the problem.
We then prove a strong convergence of the resolvent and a ∆-convergence of the PPA to a
solution of the mixed equilibrium problem under some suitable conditions. Furthermore,
we study the asymptotic behavior of the sequence generated by a Halpern-type PPA for
the mixed equilibrium problem.
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5.5.1 Existence of solutions for mixed equilibrium problems

Theorem 5.5.1. Let C be a nonempty closed and convex subset of an Hadamard space
X. Let f : C → R be a real-valued function and ϕ : C × C → R be a bifunction such that
the following assumptions hold:

(A1) ϕ(x, x) = 0 ∀x ∈ C,

(A2) for every x ∈ C, the set {y ∈ C : ϕ(x, y) + f(y)− f(x) < 0} is convex,

(A3) there exists a compact subset D ⊂ C containing a point y0 ∈ D such that ϕ(x, y0) +
f(y0)− f(x) < 0 whenever x ∈ C\D.

Then, the MEP (1.2.8) has a solution.

Proof. For each y ∈ C, define the setvalued mapping G : C → 2C by

G(y) := {x ∈ C : ϕ(x, y) + f(y)− f(x) ≥ 0}. (5.5.1)

By (A1), we obtain that, for each y ∈ C, G(y) 6= ∅ since y ∈ G(y). Also, we obtain from
(A2) that G(y) is a closed subset of C for all y ∈ C.
We claim that G satisfies the inclusion (5.2.1). Suppose for contradiction that this is
not true, then there exist a finite subset {y1, y2, · · · , ym} of C and αi ≥ 0, ∀ i =

1, 2, · · · ,m with
m∑
i=1

αi = 1 such that y∗ =
m∑
i=1

αiy1 /∈ G(yi) for each i = 1, 2, · · · ,m. That

is, there exists y∗ ∈ conv({y1, y2, · · · , ym}) such that y∗ /∈ G(yi), for each 1, 2, · · · ,m. By
(5.5.1), we obtain for each i = 1, 2, · · · ,m that

ϕ(y∗, yi) + f(yi)− f(y∗) < 0.

Thus, for each i = 1, 2, . . . ,m, yi ∈ {y ∈ C : ϕ(y∗, y)+f(y)−f(y∗) < 0}, which is convex
by (A2). Since conv({y1, y2, · · · , ym}) is the smallest convex set containing y1, y2, . . . , ym,
we have that conv({y1, y2, · · · , ym}) ⊂ {y ∈ C : ϕ(y∗, y)+f(y)−f(y∗) < 0}, which implies
that y∗ ∈ {y ∈ C : ϕ(y∗, y) +f(y)−f(y∗) < 0}. That is, 0 = ϕ(y∗, y∗) +f(y∗)−f(y∗) < 0,
which is a contradiction. Therefore, G satisfies the inclusion (5.2.1).

Now, observe that (A3) implies that, there exists a compact subset D of C containing
y0 ∈ D such that for any x ∈ C\D, we have

ϕ(x, y0) + f(y0)− f(x) < 0,

which further implies that

G(y0) = {x ∈ C : ϕ(x, y0) + f(y0)− f(x) ≥ 0} ⊂ D.

Thus, G(y0) is compact. It then follows from Theorem 5.3.12 that
⋂
y∈C

G(y) 6= ∅. This

implies that there exists x∗ ∈ C such that

ϕ(x∗, y) + f(y)− f(x∗) ≥ 0 ∀ y ∈ C.

That is, MEP (1.2.8) has a solution.
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5.5.2 Existence and uniqueness of resolvent operators

Definition 5.5.2. Let X be an Hadamard space and C be a nonempty subset of X. Let
ϕ : C × C → R be a bifunction, f : C → R be a real-valued function, x̄ ∈ X and λ > 0,
we define the perturbation F̃x̄ : C × C → R of ϕ and f, by

F̃x̄(x, y) := ϕ(x, y) + f(y)− f(x) +
1

λ
〈−→xy,−→̄xx〉 ∀ x, y ∈ C. (5.5.2)

In the next theorem, we shall prove the existence and uniqueness of solution of the following
auxiliary problem: Find x∗ ∈ C such that

F̃x̄(x
∗, y) ≥ 0 ∀ y ∈ C, (5.5.3)

where F̃x̄ is as defined in (5.5.2). The proof for existence is similar to the proof of Theorem
5.5.1. But for completeness, we shall give the proof here.

Theorem 5.5.3. Let C be a nonempty closed and convex subset of an Hadamard space
X. Let f : C → R be a convex function and ϕ : C × C → R be a bifunction such that the
following assumptions hold:

(A1) ϕ(x, x) = 0 ∀x ∈ C,

(A2) ϕ is monotone, i.e., ϕ(x, y) + ϕ(y, x) ≤ 0 ∀ x, y,∈ C,

(A3) ϕ(x, .) : C → R is convex ∀ x ∈ C,

(A4) for each x̄ ∈ X and λ > 0, there exists a compact subset Dx̄ ⊂ C containing a point
yx̄ ∈ Dx̄ such that ϕ(x, yx̄) + f(yx̄)− f(x) + 1

λ
〈−→xyx̄,−→̄xx〉 < 0 whenever x ∈ C\Dx̄.

Then (5.5.3) has a unique solution.

Proof. Let x̄ be a point in X. For each y ∈ C, defined the setvalued mapping G : C → 2C

by

G(y) = {x ∈ C : ϕ(x, y) + f(y)− f(x) +
1

λ
〈−→xy,−→̄xx〉 ≥ 0}.

Then, it is easy to see that G(y) is a nonempty closed subset of C. As in the proof of
Theorem 5.5.1, we claim that G satisfies the inclusion (5.2.1). Suppose for contradiction

that this is not true, then there exists y∗ =
m∑
i=1

αiyi ∈ conv({y1, y2, · · · , ym}) such that

ϕ(y∗, yi) + f(yi)− f(y∗) +
1

λ
〈−−→y∗yi,

−→
x̄y∗〉 < 0, i = 1, 2, . . . ,m.

By (A3) and the convexity of f , we obtain that

0 = ϕ(y∗, y∗) + f(y∗)− f(y∗) +
1

λ
〈−−→y∗y∗,−→x̄y∗〉

≤
m∑
i=1

αi
(
ϕ(y∗, yi) + f(yi)− f(y∗)

)
+

1

λ

( m∑
i=1

αi〈
−−→
y∗yi,

−→
x̄y∗〉

)
< 0,
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which is a contradiction. Therefore, G satisfies the inclusion (5.2.1). By (A4), we obtain
that G(yx̄) ⊂ Dx̄. Thus, G(yx̄) is compact and by Theorem 5.3.12, we get that

⋂
y∈C

G(y) 6=
∅. Therefore (5.5.3) has a solution.
Next, we show that this solution is unique. Suppose that x and x∗ solve (5.5.3). Then,

0 ≤ F̃x̄(x, x
∗) = ϕ(x, x∗) + f(x∗)− f(x) +

1

λ
〈−→̄xx,−→xx∗〉

and

0 ≤ F̃x̄(x
∗, x) = ϕ(x∗, x) + f(x)− f(x∗) +

1

λ
〈−→x̄x∗,−→x∗x〉.

Adding both inequalities and noting that ϕ is monotone, we obtain that

0 ≤ −1

λ

(
〈−→xx̄,−→xx∗〉+ 〈−→x̄x∗,−→xx∗〉

)
= −1

λ
d(x, x∗)2,

which implies that x = x∗.

Definition 5.5.4. Let X be an Hadamard space and C be a nonempty closed and convex
subset of X. Let ϕ : C × C → R be a bifunction and f : C → R be a convex function.
Assume that (5.5.3) has a unique solution for each λ > 0 and x ∈ X. This unique solution
is denoted by Jfλϕx and it is called the resolvent operator associated with ϕ and f of order
λ > 0 and at x ∈ X. In other words, the resolvent operator associated with ϕ and f , is the
setvalued mapping Jfλϕ : X → 2C defined by

Jfλϕ(x) := EP (F̃x, C) = {z ∈ C : ϕ(z, y) + f(y)− f(z) +
1

λ
〈−→zy,−→xz〉 ≥ 0, ∀y ∈ C},(5.5.4)

for all x in X.

Under the assumptions of Theorem 5.5.3, we have the unique existence of Jfλϕ(x). There-

fore, Jfλϕ is well-defined.

5.5.3 Fundamental properties of resolvent operators

Theorem 5.5.5. Let C be a nonempty closed and convex subset of an Hadamard space
X. Let f : C → R be a convex function and ϕ : C × C → R be a bifunction satisfying
assumptions (A1)-(A4) of Theorem 5.5.3. For λ > 0, we have that Jfλϕ is singlevalued.

Moreover, if C ⊂ D(Jfλϕ), then

(i) Jfλϕ is firmly nonexpansive restricted to C,

(ii) for F (Jfλϕ) 6= ∅, we have

d2(Jfλϕx, x) ≤ d2(x, v)− d2(Jfλϕx, v) ∀x ∈ C, ∀ v ∈ F (Jfλϕ),
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(iii) for 0 < λ ≤ µ, we have d(Jfµϕx, J
f
λϕx) ≤

√
1− λ

µ
d(x, Jfµϕx), which implies

that d(x, Jfλϕx) ≤ 2d(x, Jfµϕx) ∀ x ∈ C,

(iv) F (Jfλϕ) = MEP (ϕ, f, C).

Proof. For each x ∈ D(Jfλϕ) and λ > 0, let z1, z2 ∈ Jfλϕx. Then from (5.5.4), we have

ϕ(z1, z2) + f(z2)− f(z1) +
1

λ
〈−−→z1z2,

−→xz1〉 ≥ 0

and

ϕ(z2, z1) + f(z1)− f(z2) +
1

λ
〈−−→z2z1,

−→xz2〉 ≥ 0.

Adding both inequalities and using assumption (A2), we obtain that

〈−−→z2z1,
−−→z1z2〉 ≥ 0,

which implies that d2(z1, z2) ≤ 0. This further implies that z1 = z2. Therefore, Jfλϕ is single
valued.

(i) Let x, y ∈ C, then

ϕ(Jfλϕx, J
f
λϕy) + f(Jfλϕy)− f(Jfλϕx) +

1

λ
〈
−−−−−−→
JfλϕxJ

f
λϕy,
−−−→
xJfλϕx〉 ≥ 0 (5.5.5)

and

ϕ(Jfλϕy, J
f
λϕx) + f(Jfλϕx)− f(Jfλϕy) +

1

λ
〈
−−−−−−→
JfλϕyJ

f
λϕx,
−−−→
yJfλϕy〉 ≥ 0. (5.5.6)

Adding (5.5.5) and (5.5.6), and noting that ϕ is monotone, we obtain

1

λ

(
〈
−−−→
xJfλϕx,

−−−−−−→
JfλϕxJ

f
λϕy〉+ 〈

−−−→
yJfλϕy,

−−−−−−→
JfλϕyJ

f
λϕx〉

)
≥ 0,

which implies that

〈−→xy,
−−−−−−→
JfλϕxJ

f
λϕy〉 ≥ 〈

−−−−−−→
JfλϕxJ

f
λϕy,
−−−−−−→
JfλϕxJ

f
λϕy〉.

That is,

〈−→xy,
−−−−−−→
JfλϕxJ

f
λϕy〉 ≥ d2(Jfλϕx, J

f
λϕy). (5.5.7)

(ii) It follows from (5.5.7) and the definition of quasilinearization that

d2(x, Jfλϕx) ≤ d2(x, v)− d2(v, Jfλϕx) ∀x ∈ C, v ∈ F (Jfλϕ).

(iii) Let x ∈ C and 0 < λ ≤ µ, then we have that

ϕ(Jfλϕx, J
f
µϕx) + f(Jfµϕx)− f(Jfλϕx) +

1

λ
〈
−−−→
xJfλϕx,

−−−−−−→
JfλϕxJ

f
µϕx〉 ≥ 0 (5.5.8)

136



and

ϕ(Jfµϕx, J
f
λϕx) + f(Jfλϕx)− f(Jfµϕx) +

1

µ
〈
−−−→
xJfµϕx,

−−−−−−→
JfµϕxJ

f
λϕx〉 ≥ 0. (5.5.9)

Adding (5.5.8) and (5.5.9), and using the monotonicity of ϕ, we obtain that

〈
−−−→
Jfλϕxx,

−−−−−−→
JfµϕxJ

f
λϕx〉 ≥

λ

µ
〈
−−−→
Jfµϕxx,

−−−−−−→
JfµϕxJ

f
λϕx〉.

By quasilinearization, we obtain that(
λ

µ
+ 1

)
d2(Jfµϕx, J

f
λϕx) ≤

(
1− λ

µ

)
d2(x, Jfµϕx) +

(
λ

µ
− 1

)
d2(x, Jfλϕx).

Since λ
µ
≤ 1, we obtain that(

λ

µ
+ 1

)
d2(Jfµϕx, J

f
λϕx) ≤

(
1− λ

µ

)
d2(x, Jfµϕx),

which implies that

d(Jfµϕx, J
f
λϕx) ≤

√
1− λ

µ
d(x, Jfµϕx). (5.5.10)

Moreover, we obtain by triangle inequality and (5.5.10) that

d(x, Jfλϕx) ≤ 2d(x, Jfµϕx).

(iv) Observe that

x ∈ F (Jfλϕ)⇔ ϕ(x, y) + f(y)− f(x) +
1

λ
〈−→xx,−→xy〉 ≥ 0 ∀y ∈ C

⇔ ϕ(x, y) + f(y)− f(x) ≥ 0 ∀y ∈ C
⇔ x ∈MEP (ϕ, f, C).

Remark 5.5.6. Since firmly nonexpansive mappings are nonexpansive and the set of fixed
points of nonexpansive mappings is closed and convex, we obtain from (i) and (iv) of
Theorem 5.5.5 that MEP (ϕ, f, C) is closed and convex.

5.5.4 Convergence of resolvents

For the rest of this chapter, we shall assume that D(Jfλϕ) ⊃ C, where C is a nonempty
closed and convex subset of an Hadamard space X.

In the following theorem, we shall prove that {Jfλϕx} converges strongly to a solution of
MEP (1.2.8) as λ→ 0.
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Theorem 5.5.7. Let f : C → R be a convex and lower semicontinuous function and
ϕ : C×C → R be ∆-upper semicontinuous in the first argument which satisfies assumptions
(A1)-(A4) of Theorem 5.5.3. If MEP (ϕ, f, C) 6= ∅, then {Jfλϕx} converges strongly to
q ∈MEP (ϕ, f, C), which is the nearest point of MEP (ϕ, f, C) to x as λ→ 0.

Proof. Let v ∈ MEP (ϕ, f, C), since Jfλϕ is nonexpansive (see Theorem 5.5.5 (i) and Re-

mark 5.5.6), we obtain that {Jfλϕx} is bounded. Let {λn} be a sequence that converges

to 0 as n → ∞. Then {Jfλnϕx} is bounded. Thus, by Lemma 2.3.24 (i), there exists a

subsequence {Jfλnkϕx} of {Jfλnϕx} that ∆-converges to q ∈ C.
Now, observe that, by the definition of Jfλϕ, the ∆-upper semicontinuity of ϕ, lower semi-
continuous of f and Lemma 4.2.4, we obtain that

ϕ(q, y) + f(y)− f(q) ≥ 0.

Therefore, q ∈MEP (ϕ, f, C). Hence, we obtain from Theorem 5.5.5(ii) that

d2(Jfλnkϕx, x) ≤ d2(x, v) ∀v ∈MEP (ϕ, f, C).

Since d2(., x) is ∆-lower semicontinuous, we obtain that

d2(q, x) ≤ lim inf
k→∞

d2(Jfλnkϕx, x) ≤ d2(x, v) ∀v ∈MEP (ϕ, f, C),

which implies that
d(q, x) ≤ d(x, v) ∀v ∈MEP (ϕ, f, C).

Thus, q = PΓx, where PΓ is the metric projection of X onto Γ, and Γ = MEP (ϕ, f, C).
Therefore, by taken λnk = λ, we have that {Jfλϕx} ∆-converges to q = PΓx as λ→ 0.
Now, observe also that Theorem 5.5.5(ii) implies that

d(Jfλϕx, x) ≤ d(q, x).

It then follows from Lemma 2.3.28 that {Jfλϕx} converges strongly to q = PΓx as λ→ 0.

By setting f ≡ 0 in Theorem 5.5.7, we obtain the following result.

Corollary 5.5.8. Let ϕ : C × C → R be ∆-upper semicontinuous in the first argument
which satisfies assumptions (A1)-(A4) of Theorem 5.5.3. If EP (ϕ,C) 6= ∅, then {Jλϕx}
converges strongly to q ∈ EP (ϕ,C), which is the nearest point of EP (ϕ,C) to x as λ→ 0.

5.5.5 Proximal point algorithm

In this section, we study the ∆-convergence of the sequence generated by the following
PPA for approximating solutions of MEP(1.2.8): For an initial starting point x1 in C,
define the sequence {xn} in C by

xn+1 = Jfλnϕxn, n ≥ 1, (5.5.11)
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where {λn} is a sequence in (0,∞), ϕ : C × C → R is a bifunction and f : C → R is a
convex function.
Recall that the PPA does not converge strongly in general without additional assumptions
even for the case where ϕ ≡ 0. See for example [159], the question of interest raised by
Rockafellar as to whether the PPA can be improved from weak convergence (an analogue of
∆-convergence) to strong convergence in Hilbert space settings. Several counterexamples
have been constructed to resolve this question in the negative (see [23, 25, 79]). Therefore,
only weak convergence of the PPA is expected without additional assumptions. Thus, we
propose the following ∆-convergence theorem for the PPA (5.5.11).

Theorem 5.5.9. Let f : C → R be a convex and lower semicontinuous function and
ϕ : C×C → R be ∆-upper semicontinuous in the first argument which satisfies assumptions
(A1)-(A4) of Theorem 5.5.3. Let {λn} be a sequence in (0,∞) such that 0 < λ ≤ λn ∀n ≥
1. Suppose that MEP (ϕ, f, C) 6= ∅, then, the sequence given by (5.5.11) ∆-converges to
an element of MEP (ϕ, f, C).

Proof. Let v ∈ MEP (ϕ, f, C). Then, by Remark 5.5.6 and Theorem 5.5.5(iv), we obtain
that

d(v, xn+1) = d(v, Jfλnϕxn) ≤ d(v, xn),

which implies that lim
n→∞

d(xn, v) exists for all v ∈ MEP (ϕ, f, C). Hence {xn} is bounded.

It then follows from Theorem 5.5.5(ii) that

d2(xn+1, xn) ≤ d2(xn, v)− d2(xn+1, v)→ 0, as n→∞.

That is,

lim
n→∞

d(xn+1, xn) = 0. (5.5.12)

Since {xn} is bounded, then there exists a subsequence {xnk} of {xn} that ∆-converges
to a point, say q ∈ C. From (5.5.11) and (5.5.4), we obtain that

ϕ(xnk+1, y) + f(y)− f(xnk+1) ≥ − 1

λnk
〈−−−−−→xnkxnk+1,

−−−−→xnk+1y〉

≥ − 1

λnk
d(xnk+1, xnk)d(xnk+1, y). (5.5.13)

Since 0 < λ ≤ λnk, {xn} is bounded, ϕ is ∆-upper semicontinuous in the first argument
and f is lower semicontinuous, we obtained from (5.5.12) and (5.5.13) that

ϕ(q, y) + f(y)− f(q) ≥ lim sup
k→∞

(
ϕ(xnk+1, y) + f(y)

)
− lim inf

k→∞
f(xnk+1)

≥ −M
λ

lim sup
k→∞

d(xnk+1, xnk) = 0, (5.5.14)

for some M > 0 and for all y ∈ C. This implies that q ∈MEP (ϕ, f, C).
It then follows from Lemma 2.3.9 that {xn} ∆-converges to an element of MEP (ϕ, f, C).
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By setting f ≡ 0 in Theorem 5.5.9, we obtain the following result which coincides with
[108, Theorem 7.3].

Corollary 5.5.10. Let ϕ : C × C → R be ∆-upper semicontinuous in the first argument
which satisfies assumptions (A1)-(A4) of Theorem 5.5.3 and {λn} be a sequence in (0,∞)
such that 0 < λ ≤ λn ∀ n ≥ 1. Suppose that EP (ϕ,C) 6= ∅, then, the sequence given for
x1 ∈ C by

xn+1 = Jλnϕxn, n ≥ 1

∆-converges to an element of EP (ϕ,C).

By setting ϕ ≡ 0 in Theorem 5.5.9, we obtain the following corollary which is similar to
[18, Theorem 1.4].

Corollary 5.5.11. Let f : C → R be a convex and lower semicontinuous function and
{λn} be a sequence in (0,∞) such that 0 < λ ≤ λn ∀ n ≥ 1. Suppose that arg min

y∈C
f(y) 6= ∅,

then, the sequence given for x1 ∈ C by

xn+1 = Jfλnxn, n ≥ 1 (5.5.15)

∆-converges to an element of arg min
y∈C

f(y).

5.5.6 Assymptotic behavior of Halpern’s algorithm

To obtain strong convergence result, we modify the PPA into the following Halpern-type
PPA and study the asymptotic behavior of the sequence generated by it: For x1, u ∈ C,
define the sequence {xn} ⊂ C by

xn+1 = αnu⊕ (1− αn)Jfλnϕxn, (5.5.16)

where {αn} is a sequence in (0, 1) and {λn}, ϕ and f are as defined in (5.5.11).
We begin by establishing the following lemmas which will be very useful to our study.

Lemma 5.5.12. Let f : C → R be a convex and lower semicontinuous function and
ϕ : C × C → R be a bifunction satisfying (A1)-(A4) of Theorem 5.5.3. If λ, µ > 0 and
x, y ∈ C, then the following inequalities hold:

d2(Jfλϕx, J
f
µϕy) ≤ 2λϕ(Jfλϕx, J

f
µϕy) + 2λ(f(Jfµϕy)− f(Jfλϕx)) + d2(x, Jfµϕy)− d2(x, Jfλϕx)

(5.5.17)

and

(λ+ µ)d2(Jfλϕx, J
f
µϕy) + µd2(Jfλϕx, x) + λd2(Jfµϕy, y) ≤ λd2(Jfλϕx, y) + µd2(Jfλϕy, x).

(5.5.18)

Proof. We first prove (5.5.17). Let λ, µ > 0 and x, y ∈ C. Then, by (5.5.4), we obtain
that

ϕ(Jfλϕx, z) + f(z)− f(Jfλϕx) +
1

λ
〈
−−−→
xJfλϕx,

−−−→
Jfλϕxz〉 ≥ 0 ∀ z ∈ C,
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which implies that

2λf(Jfλϕx) ≤ 2λϕ(Jfλϕx, z) + 2λf(z) + 2〈
−−−→
xJfλϕx,

−−−→
Jfλϕxz〉

= 2λϕ(Jfλϕx, z) + 2λf(z) + d2(x, z)− d2(x, Jfλϕ)− d2(Jfλϕx, z)

≤ 2λϕ(Jfλϕx, z) + 2λf(z) + d2(x, z)− d2(x, Jfλϕx). (5.5.19)

Now, set z = tJfµϕy ⊕ (1 − t)Jfλϕx for all t ∈ (0, 1) in (5.5.19). Since f is convex and ϕ
satisfies conditions (A1) and (A3) of Theorem 5.5.3, we obtain that

2λf(Jfλϕx) + d2(x, Jfλϕx) ≤ 2λ
(
tϕ(Jfλϕx, J

f
µϕy) + (1− t)ϕ(Jfλϕx, J

f
λϕx)

)
+ 2λ

(
tf(Jfµϕy) + (1− t)f(Jfλϕx)

)
+ td2(x, Jfµϕy) + (1− t)d2(x, Jfλϕx)− t(1− t)d2(Jfµϕy, J

f
λϕx)

= 2λtϕ(Jfλϕx, J
f
µϕy) + 2λ

(
tf(Jfµϕy) + (1− t)f(Jfλϕx)

)
+ td2(x, Jfµϕy) + (1− t)d2(x, Jfλϕx)− t(1− t)d2(Jfµϕy, J

f
λϕx),

(5.5.20)

which implies that

2λf(Jfλϕx) + d2(x, Jfλϕx) ≤ 2λϕ(Jfλϕx, J
f
µϕy) + 2λf(Jfµϕy)

+ d2(x, Jfµϕy)− (1− t)d2(Jfµϕy, J
f
λϕx). (5.5.21)

As t→ 0 in (5.5.21), we obtain (5.5.17).

Next, we prove (5.5.18). From (5.5.17), we obtain that

µd2(Jfλϕx, J
f
µϕy) ≤ 2λµ

[
ϕ(Jfλϕx, J

f
µϕy) + f(Jfµϕy)− f(Jfλϕx)

]
+µd2(x, Jfµϕy)−µd2(x, Jfλϕx).

Similarly, we have

λd2(Jfµϕy, J
f
λϕx) ≤ 2µλ

[
ϕ(Jfµϕy, J

f
λϕx) + f(Jfλϕx)− f(Jfµϕy)

]
+ λd2(y, Jfλϕx)− λd2(y, Jfµϕy).

Adding both inequalities and noting that ϕ is monotone, we get

(λ+ µ)d2(Jfλϕx, J
f
µϕy) + µd2(x, Jfλϕx) + λd2(y, Jfµϕy) ≤ µd2(x, Jfµϕy) + λd2(y, Jfλϕx).

Lemma 5.5.13. Let f : C → R be a convex and lower semicontinuous function and ϕ :
C×C → R be a bifunction satisfying (A1)-(A4) of Theorem 5.5.3. Let {λn} be a sequence
in (0,∞) and v̄ be an element of C. Suppose that lim

n→∞
λn =∞ and A({Jfλnxn}) = {v̄} for

some bounded sequence {xn} in X, then v̄ ∈MEP (ϕ, f, C).

Proof. From (5.5.18), we obtain that

(λn + 1)d2(Jfλnϕxn, J
f
ϕ v̄) + d2(Jfλnϕxn, xn) + λnd

2(Jfϕ v̄, v̄) ≤ d2(Jfϕ v̄, xn) + λnd
2(Jfλnϕxn, v̄),
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which implies that

d2(Jfλnϕxn, J
f
ϕ v̄) ≤ 1

λn
d2(Jfϕ v̄, xn) + d2(Jfλnϕxn, v̄)2.

Since lim
n→∞

λn =∞, {xn} is bounded and A({Jfλnxn}) = {v̄}, we obtain that

lim sup
n→∞

d(Jfλnϕxn, J
f
ϕ v̄) ≤ lim sup

n→∞
d(Jfλnϕxn, v̄)

= inf
y∈X

lim sup
n→∞

d(Jfλnϕxn, y),

which by Lemma 2.3.24 (ii) and Theorem 5.5.5(iv) implies that v̄ ∈ F (Jfϕ) = MEP (ϕ, f, C).

Theorem 5.5.14. Let f : C → R be a convex and lower semicontinuous function and
ϕ : C × C → R be a bifunction satisfying (A1)-(A4) of Theorem 5.5.3. Let {xn} be a
sequence defined by (5.5.16), where {αn} is a sequence in (0, 1) and {λn} is a sequence in
(0,∞) such that lim

n→∞
λn =∞. Then, we have the following:

(i) The sequence {Jfλnϕxn} is bounded if and only if MEP (ϕ, f, C) 6= ∅.
(ii) If lim

n→∞
αn = 0,

∞∑
n=1

αn = ∞ and Γ := MEP (ϕ, f, C) 6= ∅, then {xn} and {JΨ
λnϕ

xn}
converge to v̄ = PΓu, where PΓ is the metric projection of X onto Γ.

Proof. (i) Suppose that {Jfλnxn} is bounded. Then by Lemma 2.3.24 (ii), there exists

v̄ ∈ X such that A({Jfλnxn}) = {v̄}. From (5.5.16) and Lemma 2.3.1 (i), we obtain that

d(xn+1, v̄) ≤ αnd(u, v̄) + (1− αn)d(Jfλnϕxn, v̄),

which implies that {xn} is bounded. Also, since lim
n→∞

λn =∞ and A({Jfλnϕxn}) = {v̄}, we

obtain by Lemma 5.5.13 that MEP (ϕ, f, C) 6= ∅.
Conversely, let MEP (ϕ, f, C) 6= ∅. Then, we may assume that v̄ ∈ MEP (ϕ, f, C) 6= ∅.
Thus by (5.5.16) and Lemma 2.3.1, we obtain that

d(xn+1, v̄) ≤ αnd(u, v̄) + (1− αn)d(Jfλnϕxn, v̄)

≤ αnd(u, v̄) + (1− αn)d(xn, v̄)

≤ max{d(u, v̄), d(xn, v̄)},
which implies by induction that

d(xn, v̄) ≤ max{d(u, v̄), d(x1, v̄)} ∀n ≥ 1. (5.5.22)

Therefore, {xn} is bounded. Consequently, {Jfλnϕxn} is also bounded.

(ii) Since Γ := MEP (ϕ, f, C) 6= ∅, we obtain from (5.5.22) that {xn} and {Jfλnϕxn} are
bounded. Furthermore, we obtain from Lemma 2.3.1 (ii) that

d2(xn+1, v̄) ≤ αnd
2(u, v̄) + (1− αn)d2(Jfλnϕxn, v̄)− αn(1− αn)d2(u, Jfλnϕxn)

≤ αnd
2(u, v̄) + (1− αn)d2(xn, v̄)− αn(1− αn)d2(u, Jfλnϕxn)

= (1− αn)d2(xn, v̄) + αnδn ∀n ≥ 1, (5.5.23)
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where δn = d2(u, v̄) + (αn − 1)d2(u, Jfλnϕxn). Now, set vn = Jfλnϕxn ∀n ≥ 1. Then, by
the boundedness of {vn} and Lemma 2.3.24 (i), we obtain that there exists a subsequence
{vnk} of {vn} that ∆-converges to some v̂ ∈ C. Thus, by Lemma 2.3.24 (ii), we obtain
that A({vnk}) = {v̂}. Moreover, lim

k→∞
λnk = ∞ and {xnk} is bounded. Hence, by Lemma

5.5.13, we obtain that v̂ ∈MEP (ϕ, f, C).

Next, we show that {xn} converges to v̂. By the ∆-lower semicontinuity of d2(u, .), we
obtain that

d2(u, v̂) ≤ lim inf
k→∞

d2(u, vnk) = lim
k→∞

d2(u, vnk) = lim inf
n→∞

d2(u, vn). (5.5.24)

Since δn = d2(u, v̄) + (αn − 1)d2(u, vn), lim
n→∞

αn = 0, v̄ = PΓu and v̂ ∈ Γ, we obtain from

the definition of PΓ and (5.5.24) that

lim sup
n→∞

δn ≤ d2(u, v̄)− lim inf
n→∞

d2(u, vn)

≤ d2(u, v̂)− lim inf
n→∞

d2(u, vn) ≤ 0.

Thus, applying Lemma 2.3.26 to (5.5.23), gives that {xn} converges to v̄ = PΓu. It then
follows that {Jfλnϕxn} is convergent to v̄ = PΓu.

By setting f ≡ 0 in Theorem 5.5.14, we obtain the following result for equilibrium problem
in an Hadamard space.

Corollary 5.5.15. Let ϕ : C × C → R be a bifunction satisfying (A1)-(A3) of Theorem
5.5.3 and {xn} be a sequence defined for u, x1 ∈ C, by

xn+1 = αnu⊕ (1− αn)Jλnϕxn, (5.5.25)

where {αn} is a sequence in (0, 1) and {λn} is a sequence in (0,∞) such that lim
n→∞

λn =∞.
Then, we have the following:
(i) The sequence {Jλnϕxn} is bounded if and only if EP (ϕ,C) 6= ∅.
(ii) If lim

n→∞
αn = 0,

∞∑
n=1

αn =∞ and Γ := EP (ϕ,C) 6= ∅, then {xn} and {Jλnϕxn} converge

to v̄ = PΓu, where PΓ is the metric projection of X onto Γ.

By setting ϕ ≡ 0 in Theorem 5.5.14, we obtain the following result which coincides with
[101, Theorem 5.1].

Corollary 5.5.16. Let f : C → C be a proper convex and lower semicontinuous function
and {xn} be a sequence defined for u, x1 ∈ C, by

xn+1 = αnu⊕ (1− αn)Jfλnxn, (5.5.26)

where {αn} is a sequence in (0, 1) and {λn} is a sequence in (0,∞) such that lim
n→∞

λn =∞.
Then, we have the following:
(i) The sequence {Jfλnxn} is bounded if and only if arg min

y∈C
f(y) 6= ∅.

(ii) If lim
n→∞

αn = 0,
∞∑
n=1

αn = ∞ and Γ := arg min
y∈C

f(y) 6= ∅, then {xn} and {JΨ
λn
xn}

converge to v̄ = PΓu, where PΓ is the metric projection of X onto Γ.
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Remark 5.5.17. To establish the above results, we assumed that D(Jfλϕ) ⊃ C (see the
assumption at the beginning of Subsection 5.5.4 and in the results of Section 5.5). However,
we do not know if any of these results (the results established in Section 5.5) can be obtained
without this assumption.
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Chapter 6

Generalized Strictly
Pseudononspreding Mappings in
Hadamard Spaces

6.1 Introduction

Let X be an Hadamard space and T be a nonlinear mapping on X. T is called

� nonspreading (see [106]), if

2d2(Tx, Ty) ≤ d2(Tx, y) + d2(Ty, x) ∀x, y ∈ C;

� k-strictly pseudononspreading (see [150]), if

(2− k)d2(Tx, Ty)

≤ kd2(x, y) + (1− k)d2(y, Tx) + (1− k)d2(x, Ty) + kd2(x, Tx) + kd2(y, Ty)

for all x, y ∈ C;

� generalized asymptotically nonspreading (see [149]), if there exist two mappings f, g :
C → [0, γ], γ < 1 such that

d2(T nx, T ny) ≤ f(x)d2(T nx, y) + g(x)d2(T ny, x) ∀x, y ∈ C, n ∈ N,

and
0 < f(x) + g(x) ≤ 1 ∀x ∈ C,

if n = 1, then T is called (f, g)-generalized (or simply generalized) nonspreading.

It is clear that nonspreading mappings with nonempty fixed point sets are quasinonexpan-
sive. Also, if T is a generalized nonspreading mapping and f(x) = 1

2
= g(x) ∀x ∈ C, then

T reduces to a nonspreading mapping. It is also clear that every nonspreading mapping is
0-strictly pseudononspreading. The class of k-strictly pseudononspreading mappings was
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first introduced and studied in Hilbert spaces by Osilike and Isiogugu [145], and was later
extended to R-Trees settings in [150, 162]. In general, the class of nonspreading-type map-
pings (that is, the class of nonspreading, k-strictly pseudononspreading and generalized
nonspreading mappings) are known to be very useful in solving mean ergodic problems (see
for example, [109, 106, 145, 189]). Thus, numerous researchers have studied these classes of
mappings (both singlevalued and multivalued) in Hilbert spaces and spaces more general
than Hilbert spaces (see, for example [121, 150, 162, 189] and the references therein).

Now, consider the following two examples (see Section 6.2 for proofs).

Example 6.1.1. Let T : [0,∞)→ [0,∞) be defined by

Tx =

{
1

x+ 1
10

, if x ≥ 1,

0, if x ∈ [0, 1).

Then, T is a generalized nonspreading mapping with f, g : [0,∞)→ [0, 0.9] defined by

f(x) =

{
0, if x ≥ 1,

0.9, if x ∈ [0, 1)
and g(x) =

{
1

(x+ 1
10

)2
, if x ≥ 1,

0, if x ∈ [0, 1).

However, T is not k-strictly pseudononspreading. To see this, take x = 1 and y = 0.5.

Example 6.1.2. Let T : [0, 1] → R be defined by Tx = −3x. Then, T is a k-strictly
pseudononspreading mapping but not a generalized nonspreading mapping.

Examples 6.1.1 and 6.1.2 show that the class of generalized nonspreading mappings and
the class of k-strictly pseudononspreading mappings are independent. Since both classes
of mappings are independent and at the same time, very useful (especially in solving mean
ergodic problems), it is important and of great interest to consider a class of mappings
that will bridge the gap between these classes of mappings. Motivated by this, we shall
introduce a new class of nonspreading-type mappings that will serve as a bridge in con-
necting the two classes of mappings (the class of k-strictly pseudononspreading mappings
and the class of generalized nonspreading mappings). We shall call this class of mappings,
the class of (f, g)-generalized (or simply generalized) k-strictly pseudononspreading map-
pings. Furthermore, we shall discuss some fixed point properties of this class of mappings
and prove some strong convergence results for it.

6.2 Preliminaries

We first introduce our new class of nonspreading-type mappings.

Definition 6.2.1. Let X be a metric space. We say that a mapping T : D(T ) ⊆ X → X
is (f, g)-generalized (or simply generalized) k-strictly pseudononspreading if there exist two
functions f, g : D(T ) ⊆ X → [0, γ], γ < 1 and k ∈ [0, 1) such that

(1−k)d2(Tx, Ty) ≤ kd2(x, y)+[f(x)− k] d2(Tx, y)+[g(x)− k] d2(x, Ty)+kd2(x, Tx)+kd2(y, Ty)

∀x, y ∈ D(T ), and
0 < f(x) + g(x) ≤ 1 ∀x ∈ D(T ).
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Remark 6.2.2.

(i) Clearly, every generalized nonspreading mapping is a generalized 0-strictly pseudonon-
spreading mapping.

(ii) Every k-strictly pseudononspreading mapping is a generalized k-strictly pseudonon-
spreading mapping. Indeed, if T is a k-strictly pseudononspreading mapping, then for all
x, y ∈ D(T ), there exists k ∈ [0, 1) such that

(2− k)d2(Tx, Ty) ≤ kd2(x, y) + (1− k)d2(Tx, y) + (1− k)d2(x, Ty) + kd2(x, Tx) + kd2(y, Ty),

which implies(
1− k

2

)
d2(Tx, Ty) ≤ k

2
d2(x, y) +

(
1

2
− k

2

)
d2(y, Tx) +

(
1

2
− k

2

)
d2(x, Ty)

+
k

2
d2(x, Tx) +

k

2
d2(y, Ty).

That is

(1− k′) d2(Tx, Ty) ≤ k′d2(x, y) + (f(x)− k′) d2(Tx, y) + (g(x)− k′) d2(x, Ty)

+k′d2(x, Tx) + k′d(y, Ty),

where f(x) = g(x) = 1
2
, ∀x ∈ D(T ) and k′ = k

2
∈ [0, 1). Hence, T is a generalized

k-strictly pseudononspreading mapping.

The following examples show that the class of k-strictly pseudononspreading mappings
and the class of generalized nonspreading mappings are properly contained in the class of
generalized k-strictly pseudononspreading mappings.

First, we give an example of a generalized k-strictly pseudononspreading mapping which
is not k-strictly pseudononspreading.

Example 6.2.3. Let T : [0,∞)→ [0,∞) be defined by

Tx =

{
1

x+ 1
10

, if x ≥ 1,

0, if x ∈ [0, 1).

Then, T is not k-strictly pseudononspreading. In fact, if we take x = 1 and y = 0.5, then
|Tx−Ty|2 = 0.82644, |x−y|2 = 0.25, k|x−Tx−(y−Ty)|2 = 0.16736k, 2〈x−Tx, y−Ty〉 =
0.09091.
Hence,

|Tx − Ty|2 = 0.82644 > 0.34091 + 0.16736k = |x − y|2 + k|x − Tx − (y − Ty)|2 + 2〈x −
Tx, y − Ty〉,
for all k ∈ [0, 1).

However, T is a generalized k-strictly pseudononspreading mapping with k = 0. To see
this,
let f, g : [0,∞)→ [0, 0.9] be defined by

f(x) =

{
0, if x ≥ 1,

0.9, if x ∈ [0, 1)
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and

g(x) =

{
1

(x+ 1
10

)2
, if x ≥ 1,

0, if x ∈ [0, 1).

Case 1: If x ≥ 1 and y ∈ [0, 1), then Tx = 1
x+ 1

10

, T y = 0, f(x) = 0 and g(x) = 1
(x+ 1

10
)2
.

Thus, we obtain

|Tx− Ty|2 =
1

(x+ 1
10

)2
≤ 0 + g(x)x2 = f(x)|y − Tx|2 + g(x)|x− Ty|2.

Case 2: If x ∈ [0, 1) and y ≥ 1, then Tx = 0, T y = 1
y+ 1

10

, f(x) = 0.9 and g(x) = 0.

Thus, we obtain

|Tx− Ty|2 =
1

(y + 1
10

)2
< f(x)y2 + 0 = f(x)|y − Tx|2 + g(x)|x− Ty|2.

Case 3: If x ≥ 1 and y ≥ 1, then Tx = 1
x+ 1

10

, T y = 1
y+ 1

10

, f(x) = 0 and g(x) = 1
(x+ 1

10
)2
.

Thus, we obtain

|Tx− Ty|2 =
∣∣ 1

x+ 1
10

− 1

y + 1
10

∣∣2 =
(x− y)2

(x+ 1
10

)2(y + 1
10

)2

and

f(x)|y − Tx|2 + g(x)|x− Ty|2 =
1

(x+ 1
10

)2

∣∣x− 1

y + 1
10

∣∣2 =
(1− xy − x

10
)2

(x+ 1
10

)2(y + 1
10

)2
.

Since (x−y)2− (1−xy− x
10

)2 < 0, we conclude that |Tx−Ty|2 < f(x)|y−Tx|2 +g(x)|x−
Ty|2,
for all x ≥ 1 and y ≥ 1.

For the case where x, y ∈ [0, 1), we have that |Tx−Ty|2 = 0 < f(x)|y−Tx|2+g(x)|x−Ty|2.
Thus,

|Tx− Ty|2 ≤ f(x)|y − Tx|2 + g(x)|x− Ty|2 ∀x, y ∈ [0,∞).

Hence, T is a generalized nonspreading mapping. It then follows that T is a generalized
k-strictly pseudononspreading mapping with k = 0.

We now give an example of a generalized k-strictly pseudononspreading mapping which is
neither k-strictly pseudononspreading nor generalized nonspreading.

Example 6.2.4. Let T : [0,∞)→ R defined by

Tx =

{
−3x, if x ∈ [0, 1],
1
x
, if x ∈ (1,∞).

We first show that T is not k-strictly pseudononspreading. Indeed, if x = 11
10

and y = 1
3
,

then
|Tx−Ty|2 = 3.64463, |x−y|2 = 0.58778, k|x−Tx− (y−Ty)|2 = 1.30513k, 2〈x−Tx, y−
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Ty〉 = 0.50909.
Hence,

|Tx − Ty|2 = 3.64463 > 1.09687 + 1.30513k = |x − y|2 + k|x − Tx − (y − Ty)|2 + 2〈x −
Tx, y − Ty〉 ∀k ∈ [0, 1).
Therefore, T is not k-strictly pseudononspreading.

Next, we show that T is not generalized nonspreading. Suppose for contradiction that
T is a generalized nonspreading mapping, then we can always find two functions f, g :
[0,∞)→ [0, γ], γ < 1 such that

|Tx− Ty|2 ≤ f(x)|Tx− y|2 + g(x)|Ty − x|2 ∀x, y ∈ [0,∞)

and
0 < f(x) + g(x) ≤ 1 ∀x ∈ [0,∞).

In particular, for x = 0 and y = 1, we have that

9 = |Tx− Ty|2 ≤ f(x)|Tx− y|2 + g(x)|Ty − x|2 = f(x) + 9g(x).

That is,

9 ≤ f(x) + 9g(x). (6.2.1)

If f(x) = 0, then we have that 9 ≤ 9g(x) < 9 and this is a contradiction. Now, suppose
f(x) 6= 0, then we obtain from (6.2.1) that f(x) ≥ 9(1−g(x)) ≥ 9f(x) (since f(x)+g(x) ≤
1). This implies that 1 ≥ 9 and this is a contraction. Therefore, T is not generalized
nonspreading.

Finally, we show that T is a generalized k-strictly pseudononspreading mapping with
k = 9

10
. To see this,

let f, g : [0,∞)→ [0, 0.9] be defined by

f(x) =

{
9
10
, if x ∈ [0, 1],

1
10
, if x ∈ (1,∞)

and

g(x) =

{
1
10
, if x ∈ [0, 1],

9
10
, if x ∈ (1,∞).

Case 1: If x, y ∈ [0, 1], then Tx = −3x, Ty = −3y, f(x) = 9
10

and g(x) = 1
10
. So that,

(1− 9
10

)|Tx−Ty|2 = 9
10
|x−y|2, [f(x)− 9

10
]|Tx−y|2 = 0, [g(x)− 9

10
]|x−Ty|2 = −8x2−48xy−72y2

10
,

9
10
|x− Tx|2 = 144x2

10
, 9

10
|y − Ty|2 = 144y2

10
.
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Hence,

9

10
|x− y|2 + [f(x)− 9

10
]|Tx− y|2 + [g(x)− 9

10
]|x− Ty|2

+
9

10
|x− Tx|2 +

9

10
|y − Ty|2

=
9

10
|x− y|2 +

136x2 + 72y2 − 48xy

10

≥ 9

10
|x− y|2 =

(
1− 9

10

)
|Tx− Ty|2.

Case 2: If x, y ∈ (1,∞), then Tx = 1
x
, T y = 1

y
, f(x) = 1

10
and g(x) = 9

10
. So that,

(1 − 9
10

)|Tx − Ty|2 = x2+y2−2xy
10x2y2

, 9
10
|x − y|2 = 9x2+9y2−18xy

10
, [f(x) − 9

10
]|Tx − y|2 =

−8x2y2−8+16xy
10x2

,

[g(x)− 9
10

]|x− Ty|2 = 0, 9
10
|x− Tx|2 = 9x4−18x2+9

10x2
, 9

10
|y − Ty|2 = 9y4−18y2+9

10y2
.

Hence,

9

10
|x− y|2 + [f(x)− 9

10
]|Tx− y|2 + [g(x)− 9

10
]|x− Ty|2

+
9

10
|x− Tx|2 +

9

10
|y − Ty|2

=
18x4y2 + 10x2y4 + 16xy3 + y2 + 9x2 − 18x3y3 − 36x2y2

10x2y2
.

Observe that

18x4y2+10x2y4+16xy3+y2+9x2−18x3y3−36x2y2

10x2y2
− x2+y2−2xy

10x2y2

= 18x4y2+10x2y4+16xy3+8x2+2xy−18x3y3−36x2y2

10x2y2
≥ 0 for all x, y ∈ (1,∞).

Hence, we conclude that

(1− 9
10

)|Tx−Ty|2 ≤ 9
10
|x−y|2 + [f(x)− 9

10
]|Tx−y|2 + [g(x)− 9

10
]|x−Ty|2 + 9

10
|x−Tx|2 +

9
10
|y − Ty|2,

for all x, y ∈ (1,∞).

Case 3: If x ∈ (1,∞) and y ∈ [0, 1], then Tx = 1
x
, T y = −3y, f(x) = 1

10
and g(x) = 9

10
.

So that,

(1 − 9
10

)|Tx − Ty|2 = 1+6xy+9x2y2

10x2
, 9

10
|x − y|2 = 9x2+9y2−18xy

10
, [f(x) − 9

10
]|Tx − y|2 =

−8x2y2−8+16xy
10x2

,

[g(x)− 9
10

]|x− Ty|2 = 0, 9
10
|x− Tx|2 = 9x4−18x2+9

10x2
, 9

10
|y − Ty|2 = 144y2

10
.

Hence,

9

10
|x− y|2 + [f(x)− 9

10
]|Tx− y|2 + [g(x)− 9

10
]|x− Ty|2 +

9

10
|x− Tx|2 +

9

10
|y − Ty|2

=
18x4 + 145x2y2 + 16xy + 1− 18x3y − 18x2

10x2
.
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Observe that

18x4+145x2y2+16xy+1−18x3y−18x2

10x2
− 1+6xy+9x2y2

10x2

= 18x4+136x2y2+10xy−18x3y−18x2

10x2
≥ 0 for all x ∈ (1,∞) and y ∈ [0, 1].

Hence, we conclude that

(1− 9
10

)|Tx−Ty|2 ≤ 9
10
|x−y|2 + [f(x)− 9

10
]|Tx−y|2 + [g(x)− 9

10
]|x−Ty|2 + 9

10
|x−Tx|2 +

9
10
|y − Ty|2

for all x ∈ (1,∞) and y ∈ [0, 1].

Case 4: If x ∈ [0, 1] and y ∈ (1,∞), then Tx = −3x, Ty = 1
y
, f(x) = 9

10
and g(x) = 1

10
.

So that,

(1− 9
10

)|Tx− Ty|2 = 1+6xy+9x2y2

10y2
, 9

10
|x− y|2 = 9x2+9y2−18xy

10
, [f(x)− 9

10
]|Tx− y|2 = 0,

[g(x)− 9
10

]|x− Ty|2 = −8x2y2−8+16xy
10y2

, 9
10
|x− Tx|2 = 144x2

10
, 9

10
|y − Ty|2 = 9y4−18y2+9

10y2
.

Hence,

9

10
|x− y|2 + [f(x)− 9

10
]|y − Tx|2 + [g(x)− 9

10
]|x− Ty|2

+
9

10
|x− Tx|2 +

9

10
|y − Ty|2

=
18y4 + 145x2y2 + 16xy + 1− 18xy3 − 18y2

10y2
.

By similar argument as in Case 3, we obtain that

(1− 9
10

)|Tx−Ty|2 ≤ 9
10
|x−y|2 + [f(x)− 9

10
]|Tx−y|2 + [g(x)− 9

10
]|x−Ty|2 + 9

10
|x−Tx|2 +

9
10
|y − Ty|2

for all x ∈ [0, 1] and y ∈ (1,∞).

Therefore, T is a generalized k-strictly pseudononspreading mapping with k = 9
10

.

Proposition 6.2.5. The class of k-strictly pseudononspreading mappings and the class
of generalized nonspreading mappings are independent. That is, the class of generalized
nonspreading mappings is not a subclass of the class of k-strictly pseudononspreading map-
pings, and the class of k-strictly pseudononspreading mappings is not a subclass of the class
of generalized nonspreading mappings.

Proof. First, we recall that the mapping defined in Example 6.2.3 is a generalized non-
spreading mapping but not a k-strictly pseudononspreading mapping.

However, if we consider the mapping T : [0, 1] → R defined by Tx = −3x. Then, T is k-
strictly pseudononspreading but not generalized nonspreading. To see that T is k-strictly
pseudononspreading, observe that
|Tx− Ty|2 = 9|x− y|2, |x− Tx− (y− Ty)|2 = 16|x− y|2 and 2〈x− Tx, y− Ty〉 = 32xy.
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Thus,

|Tx− Ty|2 = |x− y|2 + 8|x− y|2

= |x− y|2 +
8

16
|x− Tx− (y − Ty)|2

≤ |x− y|2 +
1

2
|x− Tx− (y − Ty)|2 + 2〈x− Tx, y − Ty〉,

since 32xy ≥ 0 ∀x, y ∈ [0, 1].

But, if we take x = 0 and y = 1, by the same argument as in Example 6.2.4, we obtain
that T is not a generalized nonspreading mapping. Hence, our proof is complete.

Remark 6.2.6. Observe that if T is (f, g)-generalized k-strictly pseudononspreading with
F (T ) 6= ∅ and f(p) 6= 0 ∀p ∈ F (T ), then for each p ∈ F (T ) and y ∈ D(T ), we have

d2(p, Ty) ≤ f(p)d2(p, y) + g(p)d2(p, Ty) + kd2(y, Ty),

which implies
(1− g(p))d2(p, Ty) ≤ f(p)d2(p, y) + kd2(y, Ty).

Since f(p) + g(p) ≤ 1, we obtain

d2(p, Ty) ≤ d2(p, y) +
k

f(p)
d2(y, Ty). (6.2.2)

Proposition 6.2.7. Let C be a nonempty closed and convex subset of an Hadamard space
X and T : C → C be (f, g)-generalized k-strictly pseudononspreading mapping with k ∈
[0, 1), where f, g : C → [0, γ], γ < 1 and 0 < f(x) + g(x) ≤ 1 for all x ∈ C. Suppose that
F (T ) 6= ∅ and f(p) 6= 0, with k

f(p)
≤ β < 1 for each p ∈ F (T ), then F (T ) is closed and

convex.

Proof. We first show that F (T ) is closed. Let {xn} be a sequence in F (T ) such that {xn}
converges to x∗ ∈ C. Since T is (f, g)-generalized k-strictly pseudononspreading mapping,
then from (6.2.2), we obtain

d2(xn, Tx
∗) ≤ d2(xn, x

∗) +
k

f(xn)
d2(x∗, Tx∗)

≤
[
d(xn, x

∗) +

√
k

f(xn)
d(x∗, Tx∗)

]2

.

Thus,

d(x∗, Tx∗) ≤ d(x∗, xn) + d(xn, Tx
∗)

≤ 2d(x∗, xn) +

√
k

f(xn)
d(x∗, Tx∗)

≤ 2d(x∗, xn) +
√
βd(x∗, Tx∗), (6.2.3)
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which implies

1−
√
βd(x∗, Tx∗) ≤ 2d(x∗, xn)→ 0, as n→∞.

Since
√
β < 1, it follows that d(x∗, Tx∗) = 0. Therefore, x∗ ∈ F (T ).

Next, we show that F (T ) is convex. Let z = tx ⊕ (1 − t)y for each x, y ∈ F (T ) and
t ∈ [0, 1], then from
Lemma 2.3.1, (2.1.1) and (6.2.2), we obtain

d2(z, Tz) = d2(tx⊕ (1− t)y, Tz)
≤ td2(x, Tz) + (1− t)d2(y, Tz)− t(1− t)d2(x, y)

≤ t

[
d2(x, z) +

k

f(x)
d2(z, Tz)

]
+(1− t)

[
d2(y, z) +

k

f(y)
d2(z, Tz)

]
− t(1− t)d2(x, y)

= t

[
(1− t)2d2(x, y) +

k

f(x)
d2(z, Tz)

]
+(1− t)

[
t2d2(x, y) +

k

f(y)
d2(z, Tz)

]
− t(1− t)d2(x, y)

=

(
t
k

f(x)
+ (1− t) k

f(y)

)
d2(z, Tz)

≤ Md2(z, Tz),

where M := max
{

k
f(x)

, k
f(y)

}
. Thus,

(1−M)d2(z, Tz) ≤ 0.

Since M < 1, it follows that z ∈ F (T ), which completes our proof.

Lemma 6.2.8. Let C be a nonempty closed and convex subset of an Hadamard space X
and T : C → C be (f, g)-generalized k-strictly pseudononspreading mapping with k ∈ [0, 1),
where f, g : C → [0, γ], γ < 1 and 0 < f(x) + g(x) ≤ 1 for all x ∈ C. Suppose

k < 1−f(x)
2

for all x ∈ C, and {xn} is a bounded sequence in C such that ∆- lim
n→∞

xn = z

and lim
n→∞

d(xn, Txn) = 0. Then z ∈ F (T ).

Proof. Since ∆- lim
n→∞

xn = z, we have from Lemma 2.3.8 that xn ⇀ z. Thus, by Lemma

2.3.7, we obtain that A({xn}) = {z}. Hence, since lim
n→∞

d(xn, Txn) = 0, we have that

Φ(z) := lim sup
n→∞

d2(xn, z) = lim sup
n→∞

d2(Txn, z), which implies that Φ(Tz) = lim sup
n→∞

d2(xn, T z) =

lim sup
n→∞

d2(Txn, T z). Now, since T is (f, g)-generalized k-strictly pseudononspreading, we
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obtain

(1− k)d2(xn, T z)

≤ (1− k) (d(xn, Txn) + d(Tz, Txn))2

= (1− k)d2(xn, Txn) + 2(1− k)d(xn, Txn)d(Tz, Txn) + (1− k)d2(Tz, Txn)

≤ (1− k)d2(xn, Txn) + 2(1− k)d(xn, Txn)d(Tz, Txn) + kd2(z, xn)

+[f(z)− k]d2(Tz, xn) + [g(z)− k]d2(z, Txn) + kd2(z, Tz) + kd2(xn, Txn)

≤ (1− k)d2(xn, Txn) + 2(1− k)d(xn, Txn)d(Tz, Txn) + kd2(z, xn)

+[f(z)− k]d2(Tz, xn) + [g(z)− k] (d(z, xn) + d(xn, Txn))2

+kd2(z, Tz) + kd2(xn, Txn)

= (1− k)d2(xn, Txn) + 2(1− k)d(xn, Txn)d(Tz, Txn) + kd2(z, xn)

+[f(z)− k]d2(Tz, xn) + [g(z)− k]d2(z, xn) + 2[g(z)− k]d(z, xn)d(xn, Txn)

+[g(z)− k]d2(xn, Txn) + kd2(z, Tz) + kd2(xn, Txn),

which implies

(1− f(z))d2(xn, T z)

≤ d2(xn, Txn) + 2(1− k)d(xn, Txn)d(Tz, Txn) + g(z)d2(z, xn)

+2[g(z)− k]d(z, xn)d(xn, Txn) + [g(z)− k]d2(xn, Txn) + kd2(z, Tz)

≤ g(z)d2(z, xn) + kd2(z, Tz) + d2(xn, Txn) + 2M(1− k)d(xn, Txn)

+2M [g(z)− k]d(xn, Txn) + [g(z)− k]d2(xn, Txn),

where M := supn≥1{d(xn, z), d(Txn, T z)}. Taking lim sup on both sides of the inequality
above, we obtain

lim sup
n→∞

(1− f(z))d2(xn, T z) ≤ lim sup
n→∞

[
g(z)d2(xn, z) + kd2(z, Tz)

]
. (6.2.4)

That is,

(1− f(z))Φ(Tz) ≤ g(z)Φ(z) + kd2(z, Tz). (6.2.5)

Now, by letting t = 1
2

in Lemma 2.3.1 (ii), we obtain

d2

(
xn,

z ⊕ Tz
2

)
≤ 1

2
d2(xn, z) +

1

2
d2(xn, T z)−

1

4
d2(z, Tz).

Taking lim sup on both sides of the inequality above and noting that A({xn}) = {z}, we
obtain

Φ(z) ≤ Φ

(
z ⊕ Tz

2

)
≤ 1

2
Φ(z) +

1

2
Φ(Tz)− 1

4
d2(z, Tz).

That is,

d2(z, Tz) ≤ 2Φ(Tz)− 2Φ(z). (6.2.6)

From (6.2.5) and (6.2.6), we obtain

d2(z, Tz) ≤ 2g(z)

1− f(z)
Φ(z) +

2k

1− f(z)
d2(z, Tz)− 2Φ(z),
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which implies

1− f(z)− 2k

1− f(z)
d2(z, Tz) ≤ 2(g(z) + f(z)− 1)

1− f(z)
Φ(z). (6.2.7)

Since g(z) + f(z) ≤ 1, we obtain from (6.2.7) that

(1− f(z)− 2k) d2(z, Tz) ≤ 0.

Since k < 1−f(z)
2

, it follows that z ∈ F (T ). Hence, our proof is complete.

6.3 Convergence theorems for the class of generalized

strictly pseudononspreading mappings in Hadamard

spaces

Here, we state and prove some strong convergence theorems of the Mann-type and Ishikawa-
type algorithms for approximating fixed points of generalized strictly pseudononspreading
mappings in Hadamard spaces.

6.3.1 Main results

The Mann-type strong convergence theorem.

Theorem 6.3.1. Let C be a nonempty closed and convex subset of an Hadamard space
X and T be (f, g)-generalized k-strictly pseudononspreading mapping on C with constant
k ∈ [0, 1), where f, g : C → [0, γ], γ < 1 and 0 < f(x) + g(x) ≤ 1 for all x ∈ C. Suppose

F (T ) 6= ∅ and k < min{f(x), 1−f(x)
2
} for each x ∈ C. Let u, x1 ∈ C be arbitrary and the

sequence {xn} be generated by{
yn = (1− tn)xn ⊕ tnu,
xn+1 = (1− αn)yn ⊕ αnTyn, n ≥ 1,

(6.3.1)

where {tn} and {αn} are sequences in [0, 1], satisfying the following conditions

C1: lim
n→∞

tn = 0,

C2:
∞∑
n=1

tn =∞,

C3: 0 < a ≤ αn ≤ 1− k
f(p)

for each p ∈ F (T ).

Then {xn} converges strongly to an element of F (T ).
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Proof. Let p ∈ F (T ), then from (6.2.2), (6.3.1) and Lemma 2.3.1, we obtain

d2(p, xn+1) ≤ (1− αn)d2(p, yn) + αnd
2(p, Tyn)− αn(1− αn)d2(yn, T yn)

≤ (1− αn)d2(p, yn) + αn

[
d2(p, yn) +

k

f(p)
d2(yn, T yn)

]
−αn(1− αn)d2(yn, T yn)

= d2(p, yn)− αn
[(

1− k

f(p)

)
− αn

]
d2(yn, T yn) (6.3.2)

≤ d2(p, (1− tn)xn ⊕ tnu) (6.3.3)

≤ (1− tn)d2(p, xn) + tnd
2(p, u)

≤ max{d2(p, xn), d2(p, u)}
...

≤ max{d2(p, x1), d2(p, u)}.

Therefore, {d2(p, xn)} is bounded. Consequently, {xn} and {yn} are bounded.

Again, from (6.3.1), we obtain

lim
n→∞

d(xn, yn) ≤ lim
n→∞

tnd(xn, u) = 0. (6.3.4)

We divide our proof into two cases.

Case 1: Suppose that {d2(xn, p)} is monotonically non-increasing, then lim
n→∞
{d2(p, xn)}

exists. Consequently,

lim
n→∞

[
d2(p, xn)− d2(p, xn+1)

]
= 0. (6.3.5)

Thus, from (6.3.2), we have

αn

[(
1− k

f(p)

)
− αn

]
d2(yn, T yn) ≤ d2(p, yn)− d2(p, xn+1)

≤ (1− tn)d2(p, xn) + tnd
2(p, u)− d2(p, xn+1)

= d2(p, xn)− d2(p, xn+1)

+tn
[
d2(p, u)− d2(p, xn)

]
→ 0, as n→∞.

By condition C3, we obtain that

lim
n→∞

d2(yn, T yn) = 0. (6.3.6)

Since {xn} is bounded and X is an Hadamard space, then from Lemma 2.3.5, there exists
a subsequence {xnk} of {xn} such that ∆- lim

k→∞
xnk = z. It follows from (6.3.4) that there

exists a subsequence {ynk} of {yn} such that ∆- lim
k→∞

ynk = z. Thus, from (6.3.6) and

Lemma 6.2.8, we obtain that z ∈ F (T ).

Furthermore, for arbitrary u ∈ X, we have from Lemma 2.3.10 that

lim sup
n→∞

〈−→zu,−→zxn〉 ≤ 0, (6.3.7)
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which implies from condition C1 that

lim sup
n→∞

(
tnd

2(z, u) + 2(1− tn)〈−→zu,−→zxn〉
)
≤ 0. (6.3.8)

We now show that {xn} converges strongly to z. From (6.3.3) and Lemma 2.3.1, we obtain

d2(z, xn+1) ≤ d2(z, (1− tn)xn ⊕ tnu)

≤ (1− tn)2d2(z, xn) + t2nd
2(z, u) + 2tn(1− tn)〈−→zxn,−→zu〉

≤ (1− tn)d2(z, xn) + tn
(
tnd

2(z, u) + 2(1− tn)〈−→zxn,−→zu〉
)
. (6.3.9)

Hence, from (6.3.8) and Lemma 2.3.26, we conclude that {xn} converges strongly to z.

Case 2: Suppose that {d2(xn, p)} is monotonically non-decreasing. Then, there exists a
subsequence {p, d2(xni)} of {p, d2(xn)} such that d2(p, xni) < d2(p, xni+1) for all i ∈ N.
Thus, by Lemma 2.3.29, there exists a nondecreasing sequence {mk} ⊂ N such that
mk →∞, and

d2(p, xmk) ≤ d2(p, xmk+1) and d2(p, xk) ≤ d2(p, xmk+1) ∀k ∈ N. (6.3.10)

Thus, from (6.3.3) and (6.3.10), we obtain

0 ≤ lim
k→∞

(
d2(p, xmk+1)− d2(p, xmk)

)
≤ lim sup

n→∞

(
d2(p, xn+1)− d2(p, xn)

)
≤ lim sup

n→∞

(
(1− tn)d2(p, xn) + tnd

2(p, u)− d2(p, xn)
)

≤ lim sup
n→∞

[
tn
(
d2(p, u)− d2(p, xn)

)]
= 0,

which implies

lim
k→∞

(
d2(p, xmk+1)− d2(p, xmk)

)
= 0. (6.3.11)

Following the same line of argument as in Case 1, we can show that

lim
k→∞

(
tmkd

2(z, u) + 2(1− tmk)〈−→zu,−−→zxmk〉
)
≤ 0. (6.3.12)

Also, from (6.3.9) we have

d2(z, xmk+1) ≤ (1− tmk)d2(z, xmk) + tmk
(
tmkd

2(z, u) + 2(1− tmk)〈−→zu,−−→zxmk〉
)
.

Since d2(z, xmk) ≤ d2(z, xmk+1), we obtain

d2(z, xmk) ≤
(
tmkd

2(z, u) + 2(1− tmk)〈−→zu,−−→zxmk〉
)
.

Thus, from (6.3.12) we get

lim
k→∞

d2(z, xmk) = 0. (6.3.13)

It then follows from (6.3.10), (6.3.11) and (6.3.13) that lim
k→∞

d2(z, xk) = 0. Therefore, we

conclude from Case 1 and Case 2 that {xn} converges to z ∈ F (T ).
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In view of Remark 6.2.2, we obtain the following corollaries.

Corollary 6.3.2. Let C be a nonempty closed and convex subset of an Hadamard space
X and T be a generalized nonspreading mapping on C with F (T ) 6= ∅. Let u, x1 ∈ C be
arbitrary and the sequence {xn} be generated by{

yn = (1− tn)xn ⊕ tnu,
xn+1 = (1− αn)yn ⊕ αnTyn, n ≥ 1,

(6.3.14)

where {tn} and {αn} are sequences in [0, 1], satisfying the following conditions

C1: lim
n→∞

tn = 0,

C2:
∞∑
n=1

tn =∞,

C3: 0 < a ≤ αn ≤ b < 1.

Then {xn} converges strongly to an element of F (T ).

Corollary 6.3.3. Let C be a nonempty closed and convex subset of an Hadamard space
X and T be a k-strictly pseudononspreading mapping on C with F (T ) 6= ∅. Let u, x1 ∈ C
be arbitrary and the sequence {xn} be generated by{

yn = (1− tn)xn ⊕ tnu,
xn+1 = (1− αn)yn ⊕ αnTyn, n ≥ 1,

(6.3.15)

where {tn} and {αn} are sequences in [0, 1], satisfying the following conditions

C1: lim
n→∞

tn = 0,

C2:
∞∑
n=1

tn =∞,

C3: 0 < a ≤ αn ≤ 1− k.

Then {xn} converges strongly to an element of F (T ).

The Ishikawa-type strong convergence theorem.

Theorem 6.3.4. Let C be a nonempty closed and convex subset of an Hadamard space X.
Let T be an L-Lipschitzian and (f, g)-generalized k-strictly pseudononspreading mapping
on C with constant k ∈ (0, 1), where f, g : C → [0, γ], γ < 1 and 0 < f(x) + g(x) ≤ 1 for

all x ∈ C. Suppose F (T ) 6= ∅ and k < min{f(x), 1−f(x)
2
} for each x ∈ C. Let u, x1 ∈ C be

arbitrary and the sequence {xn} be generated by
un = (1− tn)xn ⊕ tnu,
yn = (1− βn)un ⊕ βnTun,
xn+1 = (1− αn)un ⊕ αnTyn, n ≥ 1,

(6.3.16)

where {tn}, {βn} and {αn} are sequences in [0, 1], satisfying the following conditions
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C1: lim
n→∞

tn = 0,

C2:
∞∑
n=1

tn =∞,

C3: 0 < a ≤ αn ≤ k
f(p)

βn < βn ≤ b < 2

(1+
f(p)
k )+

√
(1+

f(p)
k )

2
+4L2

, for each p ∈ F (T ).

Then {xn} converges strongly to an element of F (T ).

Proof. Let p ∈ F (T ), since T is L-Lipschitzian and generalized k-strictly pseudonon-
spreading, we obtain from (6.2.2), (6.3.16) and Lemma 2.3.1 that

d2(p, Tyn) ≤ d2(p, yn) +
k

f(p)
d2(yn, T yn)

= d2(p, (1− βn)un ⊕ βnTun) +
k

f(p)
d2((1− βn)un ⊕ βnTun, T yn)

≤ (1− βn)d2(p, un) + βnd
2(p, Tun)− βn(1− βn)d2(un, Tun)

+
k

f(p)

[
(1− βn)d2(un, T yn) + βnd

2(Tun, T yn)− βn(1− βn)d2(un, Tun)
]

≤ (1− βn)d2(p, un) + βnd
2(p, Tun)− βn(1− βn)d2(un, Tun)

+
k

f(p)
(1− βn)d2(un, T yn) +

k

f(p)
L2β3

nd
2(un, Tun)

− k

f(p)
βn(1− βn)d2(un, Tun)

≤ (1− βn)d2(p, un) + βn

[
d2(p, un) +

k

f(p)
d2(un, Tun)

]
−βn(1− βn)d2(un, Tun)

+
k

f(p)
(1− βn)d2(un, T yn) +

k

f(p)
L2β3

nd
2(un, Tun)

− k

f(p)
βn(1− βn)d2(un, Tun)

= d2(p, un) +
k

f(p)
(1− βn)d2(un, T yn)

−βn
[
(1− βn)(1 +

k

f(p)
)− k

f(p)

(
1 + L2β2

n

)]
d2(un, Tun). (6.3.17)

Also, from (6.3.16), (6.3.17) and condition C3, we obtain

d2(p, xn+1) ≤ (1− αn)d2(p, un) + αnd
2(p, Tyn)− αn(1− αn)d2(un, T yn)

≤ (1− αn)d2(p, un) + αnd
2(p, un) +

k

f(p)
αn(1− βn)d2(un, T yn)

−αnβn
[
(1− βn)(1 +

k

f(p)
)− k

f(p)

(
1 + L2β2

n

)]
d2(un, Tun)

−αn(1− αn)d2(un, T yn)
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≤ d2(p, un)− αn
[
(1− k

f(p)
) + (

k

f(p)
βn − αn)

]
d2(un, T yn)

−αnβn
[
(1− βn)(1 +

k

f(p)
)− k

f(p)

(
1 + L2β2

n

)]
d2(un, Tun)

≤ d2(p, un)

−αnβn
[
(1− βn)(1 +

k

f(p)
)− k

f(p)

(
1 + L2β2

n

)]
d2(un, Tun) (6.3.18)

≤ d2(p, (1− tn)xn ⊕ tnu) (6.3.19)

≤ (1− tn)d2(p, xn) + tnd
2(p, u)

≤ max{d2(p, xn), d2(p, u)}
...

≤ max{d2(p, x1), d2(p, u)}.

Therefore, {d2(p, xn)} is bounded. Consequently, {xn}, {un} and {yn} are all bounded.

From (6.3.16) and condition C1, we obtain that

lim
n→∞

d(un, xn) ≤ lim
n→∞

tnd(u, xn) = 0. (6.3.20)

We now consider two cases for our proof.

Case 1: Suppose that {d2(p, xn)} is monotonically non-increasing, then lim
n→∞

d2(p, xn)

exists. Hence,

lim
n→∞

[
d2(p, xn+1)− d2(p, xn)

]
= 0. (6.3.21)

Let Pn = αnβn

[
(1− βn)(1 + k

f(p)
)− k

f(p)
(1 + L2β2

n)
]
, then we obtain from (6.3.18) that

Pnd
2(un, Tun) ≤ d2(p, un)− d2(p, xn+1)

≤ (1− tn)d2(p, xn) + tnd
2(p, u)− d2(p, xn+1)

= d2(p, xn)− d2(p, xn+1)

+ tn
[
d2(p, u)− d2(p, xn)

]
→ 0, as n→∞. (6.3.22)

From condition C3, we obtain that 2−b
(

1 + f(p)
k

)
> b

√(
1 + f(p)

k

)2

+ 4L2. Which implies

that

2
k

f(p)
− b
(

1 +
k

f(p)

)
> b

k

f(p)

√(
1 +

f(p)

k

)2

+ 4L2.

That is, [
2
k

f(p)
− b
(

1 +
k

f(p)

)]2

> 4

(
k

f(p)

)2

b2L2 + b2

(
1 +

k

f(p)

)2

,

which after simplification yields

k

f(p)
− b k

f(p)
− k

f(p)
b2L2 − b > 0.
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Thus,

Pn = αnβn

[
(1− βn)(1 +

k

f(p)
)− k

f(p)

(
1 + L2β2

n

)]
> a2

[
(1 +

k

f(p)
)− k

f(p)
− βn(1 +

k

f(p)
)− k

f(p)
L2β2

n

]
> a2

[
(1 +

k

f(p)
)− 1− b(1 +

k

f(p)
)− k

f(p)
L2b2

]
> 0.

Hence, we obtain from (6.3.22) that

lim
n→∞

d(un, Tun) = 0. (6.3.23)

Since {xn} is bounded and X is an Hadamard space, then from Lemma 2.3.5, there exists
a subsequence {xnk} of {xn} such that ∆- lim

k→∞
xnk = z. It then follows from (6.3.20),

(6.3.23) and Lemma 6.2.8, that z ∈ F (T ).

Furthermore, for arbitrary u ∈ X, we have from Lemma 2.3.10 that

lim sup
n→∞

〈−→zu,−→zxn〉 ≤ 0, (6.3.24)

which implies from condition C1 that

lim sup
n→∞

(
tnd

2(z, u) + 2(1− tn)〈−→zu,−→zxn〉
)
≤ 0. (6.3.25)

Next, we show that {xn} converges strongly to z. From (6.3.19) and Lemma 2.3.1, we
obtain

d2(z, xn+1) ≤ d2(z, (1− tn)xn ⊕ tnu)

≤ (1− tn)2d2(z, xn) + t2nd
2(z, u) + 2tn(1− tn)〈−→zxn,−→zu〉

≤ (1− tn)d2(z, xn) + tn
(
tnd

2(z, u) + 2(1− tn)〈−→zxn,−→zu〉
)
. (6.3.26)

Hence, from (6.3.25) and Lemma 2.3.26, we obtain that {xn} converges strongly to z.

Case 2: Suppose that {d2(xn, p)} is monotonically non-decreasing. Then, there exists a
subsequence {p, d2(xni)} of {p, d2(xn)} such that d2(p, xni) < d2(p, xni+1) for all i ∈ N.
Thus, by Lemma 2.3.29, there exists a nondecreasing sequence {mk} ⊂ N such that
mk →∞, and

d2(p, xmk) ≤ d2(p, xmk+1) and d2(p, xk) ≤ d2(p, xmk+1) ∀k ∈ N. (6.3.27)

Thus, from (6.3.19) and (6.3.27), we obtain

0 ≤ lim
k→∞

(
d2(p, xmk+1)− d2(p, xmk)

)
≤ lim sup

n→∞

(
d2(p, xn+1)− d2(p, xn)

)
≤ lim sup

n→∞

(
(1− tn)d2(p, xn) + tnd

2(p, u)− d2(p, xn)
)

≤ lim sup
n→∞

[
tn
(
d2(p, u)− d2(p, xn)

)]
= 0,
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which implies

lim
k→∞

(
d2(p, xmk+1)− d2(p, xmk)

)
= 0. (6.3.28)

Following the same line of argument as in Case 1, we can show that

lim
k→∞

(
tmkd

2(z, u) + 2(1− tmk)〈−→zu,−−→zxmk〉
)
≤ 0. (6.3.29)

Also, from (6.3.26) we have

d2(z, xmk+1) ≤ (1− tmk)d2(z, xmk) + tmk
(
tmkd

2(z, u) + 2(1− tmk)〈−→zu,−−→zxmk〉
)
.

Since d2(z, xmk) ≤ d2(z, xmk+1), we obtain

d2(z, xmk) ≤
(
tmkd

2(z, u) + 2(1− tmk)〈−→zu,−−→zxmk〉
)
.

Thus, from (6.3.29) we get

lim
k→∞

d2(z, xmk) = 0. (6.3.30)

It then follows from (6.3.27), (6.3.28) and (6.3.30) that lim
k→∞

d2(z, xk) = 0. Therefore, we

conclude from Case 1 and Case 2 that {xn} converges to z ∈ F (T ).

Also, by Remark 6.2.2, we obtain the following corollaries.

Corollary 6.3.5. Let C be a nonempty closed and convex subset of an Hadamard space
X and T be a generalized nonspreading mapping on C with F (T ) 6= ∅. Let u, x1 ∈ C be
arbitrary and the sequence {xn} be generated by

un = (1− tn)xn ⊕ tnu,
yn = (1− βn)un ⊕ βnTun,
xn+1 = (1− αn)un ⊕ αnTyn, n ≥ 1,

(6.3.31)

where {tn}, {βn} and {αn} are sequences in [0, 1], satisfying the following conditions

C1: lim
n→∞

tn = 0,

C2:
∞∑
n=1

tn =∞,

C3: 0 < a ≤ αn ≤ b < 1 and 0 < a ≤ βn ≤ b < 1.

Then {xn} converges strongly to an element of F (T ).

Corollary 6.3.6. Let C be a nonempty closed and convex subset of an Hadamard space
X. Let T be an L-Lipschitzian and k-strictly pseudononspreading mapping on C with
constant k ∈ (0, 1). Suppose F (T ) 6= ∅ and for arbitrary u, x1 ∈ C, the sequence {xn} be
generated by 

un = (1− tn)xn ⊕ tnu,
yn = (1− βn)un ⊕ βnTun,
xn+1 = (1− αn)un ⊕ αnTyn, n ≥ 1,

(6.3.32)

where {tn}, {βn} and {αn} are sequences in [0, 1], satisfying the following conditions
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C1: lim
n→∞

tn = 0,

C2:
∞∑
n=1

tn =∞,

C3: 0 < a ≤ αn ≤ kβn < βn ≤ b < 2

( k+1
k )+

√
( k+1

k )
2
+4L2

.

Then {xn} converges strongly to an element of F (T ).

Remark 6.3.7. We now put forward the following important questions concerning the
class of generalized strictly pseudononspreading mappings introduced and studied in this
Section.

1. Is it possible to give an example of this class of mappings in a setting more general
than R?

2. Is it possible to extend the mapping from singlevalued to multivalued?

3. We do not know if our class of mappings generalizes the class of generalized asymp-
totically nonspreading mappings introduced in [149]. Thus, is it possible to introduce
a class of mappings which is more general than our class of mappings and at the
same time, more general than the class of asymptotically nonspreading mappings?
In other words, is it possible to introduce the class of generalized asymptotically
strictly pseudononspreading mappings?

6.4 S-iteration for minimization and fixed point prob-

lems for two families of generalized strictly pseudonon-

spreading mappings in Hadamard spaces

Here, using a modified S-type iteration process (1.1.3), we introduce a modified PPA for
approximating a common solution of a finite family of MPs and fixed point problems
for two finite families of generalized k-strictly pseudononspreading mappings. Numerical
example in support of our main result is given to illustrate its applicability.

6.4.1 Main results

Lemma 6.4.1. Let C be a closed and convex subset of an Hadamard space X and T :
C → C be (f, g)-generalized k-strictly pseudononspreading mapping with k ∈ [0, 1) such
that F (T ) 6= ∅, where f, g : C → [0, γ], γ < 1 and 0 < f(x) + g(x) ≤ 1 for all x ∈ C.
Let Tβ : C → C be defined by Tβx = βx ⊕ (1 − β)Tx ∀x ∈ C, where k

f(p)
≤ β < 1 with

f(p) 6= 0 for each p ∈ F (T ). Then,

(a) F (Tβ) = F (T ),
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(b) Tβ is quasinonexpansive.

Proof. (a) If β = 0, then Tβ = T . Thus, F (T ) = F (Tβ). Now, let β 6= 0.
For each p ∈ F (Tβ), we have that p = Tβp and by Lemma 2.3.1 (i), we have

d(p, Tp) ≤ βd(p, Tp), which implies (1− β)d(p, Tp) ≤ 0.

Since β < 1, it follows that p ∈ F (T ). Thus, F (Tβ) ⊆ F (T ).

We now show that F (T ) ⊆ F (Tβ). Let p ∈ F (T ), then Tp = p and by Lemma 2.3.1 (i)
we have

d(p, Tβp) = d(p, βp⊕ (1− β)p) ≤ 0, which implies that p ∈ F (Tβ). Thus,

F (T ) ⊆ F (Tβ). Therefore, F (Tβ) = F (T ).

(b) First, observe that if T is (f, g)-generalized k-strictly pseudononspreading mapping,
then for each p ∈ F (T ) = F (Tβ) and x ∈ C, we obtain from Lemma 2.3.1 (ii) and (6.2.2)
that

d2(Tβp, Tβx) = d2(p, βx⊕ (1− β)Tx)

≤ βd2(p, x) + (1− β)d2(p, Tx)− β(1− β)d2(x, Tx)

≤ βd2(p, x) + (1− β)

[
d2(p, x) +

k

f(p)
d2(x, Tx)

]
−β(1− β)d2(x, Tx)

= d2(p, x) + (1− β)

(
k

f(p)
− β

)
d2(x, Tx)

≤ d2(p, x).

Therefore, Tβ is quasinonexpansive.

Theorem 6.4.2. Let C be a closed and convex subset of an Hadamard space X and
hi : X → (−∞,∞], i = 1, 2, . . . , N be a finite family of proper convex and lower semi
continuous mappings. For each j = 1, 2, . . . ,m, let Tj : C → C be a finite family of
(fj, gj)-generalized kj-strictly pseudononspreading mapping with kj ∈ [0, 1), where fj, gj :
C → [0, γ], γ < 1 and 0 < fj(x) + gj(x) ≤ 1 for all x ∈ C, and Sj : C → X be a
finite family of (f ′j, g

′
j)-generalized k′j-strictly pseudononspreading mapping with k′j ∈ [0, 1),

where f ′j, g
′
j : C → [0, γ′], γ′ < 1 and 0 < f ′j(x) + g′j(x) ≤ 1 for all x ∈ C. Suppose that

Γ :=
(
∩mj=1F (Tj)

)
∩
(
∩mj=1F (Sj)

)
∩
(
∩Ni=1arg min

y∈X
hi(y)

)
6= ∅. Let u, x1 ∈ X be arbitrary

and the sequence {xn} be generated by
zn = (1− tn)xn ⊕ tnu,
un = PC(J

λ
(N)
n
◦ J

λ
(N−1)
n

◦ · · · ◦ J
λ
(2)
n
◦ J

λ
(1)
n

(zn)),

yn = β
(0)
n un ⊕ β(1)

n T(β,1)un ⊕ β(2)
n T(β,2)un ⊕ · · · ⊕ β(m)

n T(β,m)un,

xn+1 = α
(0)
n T(β,m)un ⊕ α(1)

n S(α,1)un ⊕ α(2)
n S(α,2)un ⊕ · · · ⊕ α(m)

n S(α,m)yn, n ≥ 1,

(6.4.1)

where T(β,j)x = βx ⊕ (1 − β)Tjx and S(α,j)x = αx ⊕ (1 − α)Sjx, j = 1, 2, . . . ,m, for

all x ∈ C such that T(β,j) and S(β,j) are ∆-demiclosed with
kj
fj(p)

≤ β < 1, fj(p) 6= 0
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and
k′j
f ′j(p)

≤ α < 1, f ′j(p) 6= 0 respectively, for each j = 1, 2, . . . ,m and for each p ∈(
∩mj=1F (Tj)

)
∩
(
∩mj=1F (Sj)

)
, {tn}, {λ(i)

n }, {β(j)
n } and {α(j)

n } are sequences in (0, 1) satisfying
the following conditions:

C1: lim
n→∞

tn = 0,

C2:
∞∑
n=1

tn =∞,

C3: 0 < a ≤ α
(j)
n , β

(j)
n ≤ b < 1, j = 0, 1, 2, . . . ,m such that

m∑
j=0

α
(j)
n = 1 and

m∑
j=0

β
(j)
n = 1

for all n ≥ 1,

C4: {λ(i)
n } is a sequence such that λ

(i)
n > λ(i) for all n ≥ 1, i = 1, 2, . . . , N and some

λ(i) > 0.

Then, {xn} converges strongly to an element of Γ.

Proof. Let p ∈ Γ. Then for each j = 1, 2, . . . ,m, we have by Lemma 6.4.1 that p =
T(β,j)p = S(α,j)p, and T(β,j) and S(α,j) are quasi-nonexpansive mappings. Set ΦN

λn
= J

λ
(N)
n
◦

J
λ
(N−1)
n

◦ · · · ◦ J
λ
(2)
n
◦ J

λ
(1)
n

, where Φ0
λn

= I. Now by (6.4.1) and Lemma 2.3.3, we have

d(p, xn+1) ≤ α(0)
n d(p, T(β,m)un) + α(1)

n d(p, S(α,1)un) + α(2)
n d(p, S(α,2)un)

+ · · ·+ α(m)
n d(p, S(α,m)yn)

≤ α(0)
n d(p, un) + α(1)

n d(p, un) + α(2)
n d(p, un) + · · ·+ α(m)

n d(p, yn)

≤
m−1∑
j=0

α(j)
n d(p, un) + α(m)

n [β(0)
n d(p, un) + β(1)

n d(p, T(β,1)un)

+β(2)
n d(p, T(β,2)un) + · · ·+ β(m)

n d(p, T(β,m)un)]

≤
m−1∑
j=0

α(j)
n d(p, un) + α(m)

n d(p, un)

= d(p, un) (6.4.2)

≤ d(p,ΦN
λnzn)

≤ d(p, zn) (6.4.3)

≤ (1− tn)d(p, xn) + tnd(u, p)

≤ max{d(p, xn), d(p, u)}
≤ max{d(p, x1), d(p, u)}.

Therefore, {d(p, xn)} is bounded. Hence, {xn}, {yn}, {zn} and {yn} are all bounded.

From (6.4.1), Lemma 2.3.1 (i) and condition C1, we obtain that

d(zn, xn) ≤ tnd(u, xn)→ 0, as n→∞. (6.4.4)

We need to consider two cases for our proof.
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Case 1: Suppose that {d(p, xn)} is monotonically non-increasing. Then lim
n→∞

d(p, xn)

exists. Without loss of generality, we may assume that

lim
n→∞

d(p, xn) = c ≥ 0. (6.4.5)

Since, PC is firmly nonexpansive, therefore, we have

d2(p, un) ≤ 〈←−unp,
←−−−−−
ΦN
λnzn p〉 =

1

2

(
d2(p, un) + d2(p,ΦN

λnzn)− d2(un,Φ
N
λnzn)

)
,

which together with (6.4.2), (6.4.3), (6.4.4) and (6.4.5), implies that

d2(un,Φ
N
λnzn) ≤ d2(p,ΦN

λnzn)− d2(p, un)

≤ d2(p,ΦN
λnzn)− d2(p, xn+1)

...

≤ d2(p, zn)− d2(p, xn+1)

≤ d2(p, xn) + 2d(p, xn)d(xn, zn) + d2(xn, zn)

−d2(p, xn+1)→ 0 as n→∞. (6.4.6)

We now show that lim
n→∞

d(un, Jλ(i)un) = 0, i = 1, 2, . . . , N .

Indeed, it follows from Lemma 4.2.2 that

1

2λn
d2(p,ΦN

λnzn)− 1

2λn
d2(p,ΦN−1

λn
zn) +

1

2λn
d2(ΦN

λnzn,Φ
N−1
λn

zn) + f
(
ΦN
λn

)
≤ f(p).

Since f(p) ≤ f
(
ΦN
λn

)
, we have by (6.4.2), (6.4.5) and (6.4.4) that

d2(ΦN
λnzn,Φ

N−1
λn

zn) ≤ d2(p,ΦN−1
λn

zn)− d2(p,ΦN
λnzn)

≤ d2(p,ΦN−1
λn

zn)− d2(p, xn+1)

...

≤ d2(p, zn)− d2(p, xn+1)

≤ d2(zn, xn) + 2d(zn, xn)d(p, xn)

+
[
d2(p, xn)− d2(p, xn+1)

]
→ 0, as n→∞. (6.4.7)

Similarly, we obtain by Lemma 4.2.2, (6.4.2), (6.4.5) and (6.4.4) that

d2(ΦN−1
λn

zn,Φ
N−2
λn

zn) ≤ d2(p,ΦN−2
λn

zn)− d2(p,ΦN−1
λn

zn)

≤ d2(p,ΦN−2
λn

zn)− d2(p,ΦN
λnzn)

≤ d2(p,ΦN−2
λn

zn)− d2(p, xn+1)

...

≤ d2(p, zn)− d2(p, xn+1)→ 0, as n→∞. (6.4.8)

Continuing in this manner, we can show that

lim
n→∞

d2(ΦN−2
λn

zn,Φ
N−3
λn

zn) = · · · = lim
n→∞

d2(Φ2
λnzn,Φ

1
λnzn) = lim

n→∞
d2(Φ1

λnzn, zn) = 0.(6.4.9)
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Thus,

d(un, zn) ≤ d(un,Φ
N
λnzn) + d(ΦN

λnzn,Φ
N−1
λn

zn) + d(ΦN−1
λn

zn,Φ
N−2
λn

zn) + · · ·+ d(Φ1
λnzn, zn),

which implies by (6.4.6), (6.4.7), (6.4.8) and (6.4.9) that

lim
n→∞

d(un, zn) = 0. (6.4.10)

It follows from (6.4.10) and Lemma 4.2.6 that

d(Jλ(i)un, un) ≤ d(Jλ(i)un, Jλ(i)zn) + d(Jλ(i)zn, zn) + d(zn, un)

≤ 2d(un, zn) + d(Jλ(i)zn, zn)→ 0, as n→∞, i = 1, 2, . . . , N.

That is,

lim
n→∞

d(un, Jλ(i)un) = 0, for each i = 1, 2, . . . , N. (6.4.11)

Next, we show that lim
n→∞

d(un, xn) = 0 and lim
n→∞

d(p, yn) = c. By (6.4.4) and (6.4.10), we

obtain

lim
n→∞

d(un, xn) = 0. (6.4.12)

Again, by (6.4.1), we have

d(p, xn+1) ≤ α(0)
n d(p, T(β,m)un) + α(1)

n d(p, S(α,1)un) + α(2)
n d(p, S(α,2)un)

+ · · ·+ α(m)
n d(p, S(α,m)yn)

≤ α(0)
n d(p, un) + α(1)

n d(p, un) + α(2)
n d(p, un) + · · ·+ α(m)

n d(p, yn)

= (1− α(m)
n )d(p, un) + α(m)

n d(p, yn)
...

≤ (1− α(m)
n )d(p, zn) + α(m)

n d(p, yn)

≤ (1− α(m)
n ) [(1− tn)d(p, xn) + tnd(p, u)] + α(m)

n d(p, yn)

≤ (1− α(m)
n )d(p, xn) + tn(1− α(m)

n )d(p, u) + α(m)
n d(p, yn),

which implies

d(p, xn) ≤ 1

α
(m)
n

[
d(p, xn)− d(p, xn+1) + (1− α(m)

n )tnd(u, p)
]

+ d(p, yn).

It then follows from (6.4.5) and conditions C1 and C3 that

c = lim inf
n→∞

d(p, xn) ≤ lim inf
n→∞

d(p, yn). (6.4.13)

Also, by (6.4.1), we have

d(p, yn) ≤ β(0)
n d(p, un) + β(1)

n d(p, T(β,1)un) + β(2)
n d(p, T(β,2)un)

+ · · ·+ β(m)
n d(p, T(β,m)un)

≤ d(p, un) (6.4.14)

≤ d(p, zn)

≤ d(p, xn) + tn [d(p, u)− d(p, xn)] ,
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which implies that

lim sup
n→∞

d(p, yn) ≤ lim sup
n→∞

(d(p, xn) + tn [d(p, u)− d(p, xn)]) = c. (6.4.15)

Thus, by (6.4.13) and (6.4.15), we have

lim
n→∞

d(p, yn) = c. (6.4.16)

We now show that lim
n→∞

d(un, T(β,j)un) = 0, for each j = 1, 2, . . . ,m and lim
n→∞

d(un, yn) = 0.

Indeed, by (6.4.1), Lemma 2.3.3 and Lemma 6.4.1, we have

d2(p, yn) ≤ β(0)
n d2(p, un) +

m∑
j=1

β(j)
n d2(p, T(β,j)un)−

m∑
j=1

β(0)
n β(j)

n d2(un, T(β,j)un)

−
m∑

j,r=1,j 6=r

β(j)
n β(r)

n d2(T(β,j)un, T(β,r)un)

≤ d2(p, un)−
m∑
j=1

β(0)
n β(j)

n d2(un, T(β,j)un)−
m∑

j,r=1,j 6=r

β(j)
n β(r)

n d2(T(β,j)un, T(β,r)un),

which implies

m∑
j=1

β(0)
n β(j)

n d2(un, T(β,j)un) ≤ d2(p, un)− d2(p, yn)

≤ d2(un, xn) + 2d(un, xn)d(p, xn) + d2(p, xn)− d2(p, yn).

By (6.4.5), (6.4.12), (6.4.16) and condition C3, we obtain that

lim
n→∞

d(un, T(β,j)un) = 0, j = 1, 2, . . . ,m. (6.4.17)

Thus, by (6.4.1), (6.4.17) and Lemma 2.3.3, we have

d(un, yn) ≤ β(0)
n d(un, un) + β(1)

n d(un, T(β,1)un) + β(2)
n d(un, T(β,2)un)

+ · · ·+ β(m)
n d(un, T(β,m)un)→ 0 as n→∞. (6.4.18)

Next, we show that lim
n→∞

d(un, S(α,j)un) = 0, for each j = 1, 2, . . . ,m− 1, and lim
n→∞

d(yn, S(α,m)yn) =

0.

By (6.4.1), (6.4.14), Lemma 2.3.3 and Lemma 6.4.1, we obtain

d2(p, xn+1) ≤ α(0)
n d2(p, T(β,m)un) +

m−1∑
j=1

α(j)
n d2(p, S(α,j)un) + α(m)

n d2(p, S(α,m)yn)

−
m−1∑
j=1

α(0)
n α(j)

n d2(T(β,m)un, S(α,j)un)− α(0)
n α(m)

n d2(T(β,m)un, S(α,m)yn)

−
m−1∑
j=1

α(m)
n α(j)

n d2(S(α,m)yn, S(α,j)un)−
m−1∑

j,r=1,j 6=r

α(j)
n α(r)

n d2(S(α,j)un, S(α,r)un)
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≤ d2(p, un)−
m−1∑
j=1

α(0)
n α(j)

n d2(T(β,m)un, S(α,j)un)− α(0)
n α(m)

n d2(T(β,m)un, S(α,m)yn)

−
m−1∑
j=1

α(m)
n α(j)

n d2(S(α,m)yn, S(α,j)un)−
m−1∑

j,r=1,j 6=r

α(j)
n α(r)

n d2(S(α,j)un, S(α,r)un),

which implies by (6.4.5) and (6.4.12) that

m−1∑
j=1

α(0)
n α(j)

n d2(T(β,m)un, S(α,j)un) + α(0)
n α(m)

n d2(T(β,m)un, S(α,m)yn) ≤ d2(p, un)− d2(p, xn+1)

→ 0 as n→∞.

This together with condition C3, implies that

lim
n→∞

d(T(β,m)un, S(α,j)un) = 0, j = 1, 2, . . . ,m− 1 (6.4.19)

and

lim
n→∞

d(T(β,m)un, S(α,m)yn) = 0. (6.4.20)

By (6.4.17), (6.4.19) and triangle inequality, we obtain

lim
n→∞

d(un, S(α,j)un) = 0, j = 1, 2, . . . ,m− 1. (6.4.21)

Furthermore,

d(yn, S(α,m)yn) ≤ d(yn, un) + d(un, T(β,m)un) + d(T(β,m)un, S(α,m)yn),

which implies by (6.4.17), (6.4.18) and (6.4.20) that

lim
n→∞

d(yn, S(α,m)yn) = 0. (6.4.22)

Moreover, as {xn} is bounded and X is a Hadamard space, so by Lemma 2.3.5, there
exists a subsequence {xnk} of {xn} such that ∆- lim

k→∞
xnk = z ∈ C. It follows from (6.4.12)

and (6.4.18) that there exist subsequences {unk} of {un} and {ynk} of {yn} such that
∆- lim

k→∞
unk = z = ∆- lim

k→∞
ynk . Since T(β,j) and S(α,j) are ∆-demiclosed, it follows from

(6.4.17), (6.4.21), (6.4.22) and Lemma 6.4.1 that z ∈
(
∩mj=1F (T(β,j)

)
∩
(
∩mj=1F (S(β,i))

)
=(

∩mj=1F (Tj)
)
∩
(
∩mj=1F (Sj)

)
. Also, since Jλ(i) is nonexpansive for each i = 1, 2, . . . , N ,

we obtain by (6.4.11) and Lemma 2.3.12 that z ∈ ∩Ni=1F (Jλ(i)) =
(
∩Ni=1arg miny∈X fi(y)

)
.

Hence z ∈ Γ.

Furthermore, for arbitrary u ∈ X, we have by Lemma 2.3.10 that

lim sup
n→∞

〈−→zu,−→zxn〉 ≤ 0, (6.4.23)

which implies by condition C1 that

lim sup
n→∞

(
tnd

2(z, u) + 2(1− tn)〈−→zu,−→zxn〉
)
≤ 0. (6.4.24)

169



We now show that {xn} converges strongly to z. By (6.4.4) and Lemma 2.3.1, we obtain

d2(z, xn+1) ≤ d2(z, zn)

≤ (1− tn)2d2(z, xn) + t2nd
2(z, u) + 2tn(1− tn)〈−→zu,−→zxn〉

≤ (1− tn)d2(z, xn) + tn
(
tnd

2(z, u) + 2(1− tn)〈−→zu,−→zxn〉
)
. (6.4.25)

Hence, by (6.4.24) and Lemma 2.3.26, we conclude that {xn} converges strongly to z.

Case 2: Suppose that {d2(p, xn)} is monotonically non-decreasing. Then, there exists a
subsequence {d2(p, xni)} of {d2(p, xn)} such that d2(p, xni) < d2(p, xni+1) for all i ∈ N.
Thus, by Lemma 2.3.29, there exists a nondecreasing sequence {mk} ⊂ N such that
mk →∞, and

d2(p, xmk) ≤ d2(p, xmk+1) and d2(p, xk) ≤ d2(p, xmk+1) ∀k ∈ N. (6.4.26)

Thus, by (6.4.3), (6.4.26) and Lemma 2.3.1, we obtain

0 ≤ lim
k→∞

(
d2(p, xmk+1)− d2(p, xmk)

)
≤ lim sup

n→∞

(
d2(p, xn+1)− d2(p, xn)

)
≤ lim sup

n→∞

(
d2(p, zn)− d2(p, xn)

)
≤ lim sup

n→∞

(
(1− tn)d2(p, xn) + tnd

2(p, u)− d2(p, xn)
)

= lim sup
n→∞

[
tn
(
d2(p, u)− d2(p, xn)

)]
= 0,

which implies that

lim
k→∞

(
d2(p, xmk+1)− d2(p, xmk)

)
= 0. (6.4.27)

Following the arguments as in Case 1, we can show that

lim
k→∞

(
tmkd

2(z, u) + 2(1− tmk)〈−→zu,−−→zxmk〉
)
≤ 0. (6.4.28)

Also, by (6.4.25) we have

d2(z, xmk+1) ≤ (1− tmk)d2(z, xmk) + tmk
(
tmkd

2(z, u) + 2(1− tmk)〈−→zu,−−→zxmk〉
)
.

Since d2(z, xmk) ≤ d2(z, xmk+1), we obtain

d2(z, xmk) ≤
(
tmkd

2(z, u) + 2(1− tmk)〈−→zu,−−→zxmk〉
)
.

Thus, by (6.4.28) we get

lim
k→∞

d2(z, xmk) = 0. (6.4.29)

It then follows from (6.4.26), (6.4.27) and (6.4.29) that lim
k→∞

d2(z, xk) = 0. Therefore, we

conclude by Case 1 that {xn} converges to z ∈ Γ.
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By setting N = 2 = m in Theorem 6.4.2, we obtain the following result.

Corollary 6.4.3. Let C be a closed and convex subset of an Hadamard space X and
hi : X → (−∞,∞], i = 1, 2 be a finite family of proper convex and lower semi continuous
mappings. For each j = 1, 2, let Tj : C → C be a finite family of (fj, gj)-generalized kj-
strictly pseudononspreading mapping with kj ∈ [0, 1), where fj, gj : C → [0, γ], γ < 1 and
0 < fj(x)+gj(x) ≤ 1 for all x ∈ C, and Sj : C → X be a finite family of (f ′j, g

′
j)-generalized

k′j-strictly pseudononspreading mapping with k′j ∈ [0, 1), where f ′j, g
′
j : C → [0, γ′], γ′ < 1

and 0 < f ′j(x) + g′j(x) ≤ 1 for all x ∈ C. Suppose that Γ :=
(
∩2
j=1F (Tj)

)
∩
(
∩2
j=1F (Sj)

)
∩(

∩2
i=1arg min

y∈X
hi(y)

)
6= ∅. Let u, x1 ∈ X be arbitrary and the sequence {xn} be generated

by 
zn = (1− tn)xn ⊕ tnu,
un = PC(J

λ
(2)
n
◦ J

λ
(1)
n

(zn)),

yn = β
(0)
n un ⊕ β(1)

n T(β,1)un ⊕ β(2)
n T(β,2)un,

xn+1 = α
(0)
n T(β,2)un ⊕ α(1)

n S(α,1)un ⊕ α(2)
n S(α,2)yn, n ≥ 1,

(6.4.30)

where T(β,j)x = βx⊕(1−β)Tjx and S(α,j)x = αx⊕(1−α)Sjx, j = 1, 2, for all x ∈ C such

that T(β,j) and S(β,j) are ∆-demiclosed with
kj
fj(p)

≤ β < 1, fj(p) 6= 0 and
k′j
f ′j(p)

≤ α < 1,

f ′j(p) 6= 0 respectively, for each j = 1, 2 and for each p ∈
(
∩2
j=1F (Tj)

)
∩
(
∩2
j=1F (Sj)

)
,

{tn}, {λ(i)
n }, {β(j)

n } and {α(j)
n } are sequences in (0, 1) satisfying the following conditions:

C1: lim
n→∞

tn = 0,

C2:
∞∑
n=1

tn =∞,

C3: 0 < a ≤ α
(j)
n , β

(j)
n ≤ b < 1, j = 0, 1, 2 such that

2∑
j=0

α
(j)
n = 1 and

2∑
j=0

β
(j)
n = 1 for all

n ≥ 1,

C4: {λ(i)
n } is a sequence such that λ

(i)
n > λ(i) for all n ≥ 1, i = 1, 2 and some λ(i) > 0.

Then, {xn} converges strongly to an element of Γ.

In view of Remark 6.2.2, we obtain the following corollaries which extend and improve the
main results of Osilike and Isiogugu [145], Bačák [16] and Bačák [18].

Corollary 6.4.4. Let C be a closed and convex subset of an Hadamard space X and
hi : X → (−∞,∞], i = 1, 2, . . . , N be a finite family of proper convex and lower semi
continuous mappings. For each j = 1, 2, . . . ,m, let Tj : C → C be a finite family of (fj, gj)-
generalized nonspreading mapping, where fj, gj : C → [0, γ], γ < 1, 0 < fj(x) + gj(x) ≤ 1
for all x ∈ C, and Sj : C → X be a finite family of (f ′j, g

′
j)-generalized nonspreading

mapping, where f ′j, g
′
j : C → [0, γ′], γ′ < 1, 0 < f ′j(x) + g′j(x) ≤ 1 for all x ∈ C.
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Suppose that Γ :=
(
∩mj=1F (Tj)

)
∩
(
∩mj=1F (Sj)

)
∩
(
∩Ni=1arg min

y∈X
hi(y)

)
6= ∅. Let u, x1 ∈ X

be arbitrary and the sequence {xn} be generated by
zn = (1− tn)xn ⊕ tnu,
un = PC(J

λ
(N)
n
◦ J

λ
(N−1)
n

◦ · · · ◦ J
λ
(2)
n
◦ J

λ
(1)
n

(zn)),

yn = β
(0)
n un ⊕ β(1)

n T1un ⊕ β(2)
n T2un ⊕ · · · ⊕ β(m)

n Tmun,

xn+1 = α
(0)
n Tmun ⊕ α(1)

n S1un ⊕ α(2)
n S2un ⊕ · · · ⊕ α(m)

n Smyn, n ≥ 1,

(6.4.31)

where {tn}, {λ(i)
n }, {β(j)

n } and {α(j)
n } are sequences in (0, 1) satisfying the following condi-

tions:

C1: lim
n→∞

tn = 0,

C2:
∞∑
n=1

tn =∞,

C3: 0 < a ≤ α
(j)
n , β

(j)
n ≤ b < 1, j = 0, 1, 2, . . . ,m such that

m∑
j=0

α
(j)
n = 1 and

m∑
j=0

β
(j)
n = 1

for all n ≥ 1,

C4: {λ(i)
n } is a sequence such that λ

(i)
n > λ(i) for all n ≥ 1, i = 1, 2, . . . , N and some

λ(i) > 0.

Then, {xn} converges strongly to an element of Γ.

Corollary 6.4.5. Let C be a closed and convex subset of an Hadamard space X and
hi : X → (−∞,∞], i = 1, 2, . . . , N be a finite family of proper convex and lower semi
continuous mappings. For each j = 1, 2, . . . ,m, let Tj : C → C and Sj : C → X be
finite family of kj-strictly pseudononspreading mappings with kj ∈ [0, 1) and finite family
of k′j-strictly pseudononspreading mappings with kj ∈ [0, 1) respectively. Suppose that

Γ :=
(
∩mj=1F (Tj)

)
∩
(
∩mj=1F (Sj)

)
∩
(
∩Ni=1arg min

y∈X
hi(y)

)
6= ∅. Let u, x1 ∈ X be arbitrary

and the sequence {xn} be generated by
zn = (1− tn)xn ⊕ tnu,
un = PC(J

λ
(N)
n
◦ J

λ
(N−1)
n

◦ · · · ◦ J
λ
(2)
n
◦ J

λ
(1)
n

(zn)),

yn = β
(0)
n un ⊕ β(1)

n T(β,1)un ⊕ β(2)
n T(β,2)un ⊕ · · · ⊕ β(m)

n T(β,m)un,

xn+1 = α
(0)
n T(β,m)un ⊕ α(1)

n S(α,1)un ⊕ α(2)
n S(α,2)un ⊕ · · · ⊕ α(m)

n S(β,m)yn, n ≥ 1,

(6.4.32)

where T(β,j)x = βx⊕(1−β)Tjx and S(α,j)x = αx⊕(1−α)Sjx, j = 1, 2, . . . ,m, for all x ∈ C
such that kj ≤ β < 1 and k′j ≤ α < 1. For each i, j = 0, 1, 2, . . . ,m, {tn}, {λ(i)

n }, {β(i)
n }

and {α(i)
n } are sequences in (0, 1) satisfying the following conditions:

C1: lim
n→∞

tn = 0,
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C2:
∞∑
n=1

tn =∞,

C3: 0 < a ≤ α
(j)
n , β

(j)
n ≤ b < 1 such that

∑m
j=0 α

(j)
n = 1 and

∑m
j=0 β

(j)
n = 1 for all n ≥ 1,

C4: {λ(i)
n } is a sequence such that λ

(i)
n > λ(i) for all n ≥ 1, i = 1, 2, . . . , N and some

λ(i) > 0.

Then, {xn} converges strongly to an element of Γ.

6.4.2 Numerical example

Let X = R, be endowed with usual metric and C = [0, 100]. Then,

PC(x) =


0, if x < 0,

x, if x ∈ [0, 100],

100, if x > 100

is a metric projection onto C. For m = 1, we define S : C → R by

Sx =

{
−3x, if x ∈ [0, 1],
1
x
, if x ∈ (1, 100].

Then, S is an (f ′, g′)-generalized k′-strictly pseudononspreading mapping with k′ = 9
10

and f ′, g′ : [0, 100]→ [0, 10
11

] defined by

f ′(x) =

{
10
11
, if x ∈ [0, 1],

1
11
, if x ∈ (1, 100]

and g′(x) =

{
1
11
, if x ∈ [0, 1],

10
11
, if x ∈ (1, 100].

Also, we define T : C → C by

Tx =

{
1

x+ 1
10

, if x ∈ [1, 100],

0, if x ∈ [0, 1).

Then, T is an (f, g)-generalized k-strictly pseudocontractive mapping with k = 0 and
f, g : [0, 100]→ [0, 9

10
] defined by

f(x) =

{
0, if x ∈ [1, 100],
9
10
, if x ∈ [0, 1)

and g(x) =

{
1

(x+ 1
10

)2
, if x ∈ [1, 100],

0, if x ∈ [0, 1).

Clearly, F (T ) ∩ F (S) = {0}. Thus, we can choose α = k′

f ′(0)
= 99

100
and β = 0. Then,

Sαx = 99
100
x+

(
1− 99

100

)
Sx and Tβx = Tx.

Let N = 2. Then for i = 1, 2, we define h1, h2 : R → (−∞,∞] by h1(x) = 1
2
|B1(x)− b1|2

and h2(x) = 1
2
|B2(x)− b2|2, where B1(x) = 2x, B2(x) = 5x and b1 = b2 = 0. Since Bi is a
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continuous and linear mapping, so for each i = 1, 2, hi is a proper convex and lower semi
continuous mapping (see [126]). Thus, for λn = 1, we have that (see [126])

J1(i)(x) = Proxhix = arg min
y∈C

(
hi(y) +

1

2
|y − x|2

)
= (I +BT

i Bi)
−1(x+BT

i bi).

Take tn = 1
4n+3

, α
(0)
n = n

3n+5
, α

(1)
n = 2n+5

3n+5
, β

(0)
n = n

2n+1
and β

(1)
n = n+1

2n+1
. Now, conditions

C1-C4 in Theorem 6.4.2 are satisfied.

Hence, for u, x1 ∈ R, our Algorithm (6.4.1) becomes:
zn = (1− tn)xn + tnu,

un = PC (J1(2)(J1(1)(zn))) ,

yn = β
(0)
n un + β

(1)
n Tβun,

xn+1 = α
(0)
n Tβun + α

(1)
n Sαyn, n ≥ 1.

(6.4.33)

Case I: Take x1 = 1 and u = 0.1.

Case II: Take x1 = 0.5 and u = 0.1.

Case III: Take x1 = 0.5 and u = 2.

The following table shows results of our numerical experiment based on Mathlab version
R2016a software.
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Figure 6.1: Errors vs number of iterations for Case I, Case II and Case III.
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Iteration 

Numbers 

Errors for Case I  

u=0.1 

Errors for Case II 

u=0.1 

Errors for Case III 

u=2 

1 1.0000 0.5000 0.5000 

2 0.7560                                   0.3760 0.3000 

3 0.1715 0.0857 0.0858 

4 0.0485 0.0246 0.0367 

5 0.0149 0.0077 0.0192 

6 0.0049 0.0027 0.0116 

7 0.0017 0.0010 0.0077 

8 0.0007 0.0005 0.0055 

9 0.0003 0.0003 0.0041 

10 0.0002 0.0002 0.0032 

11 0.0001 0.0001 0.0026 

12 0.0001 0.0001 0.0021 

13 0.0001 0.0001 0.0018 

14 0.0001 0.0001 0.0015 

15 0.0001 0.0001 0.0013 

 

TABLE 1.  Showing numerical results for Case I, Case II and  Case III. 
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6.5 Iterative algorithm for monotone inclusion prob-

lems and fixed point problem for a family of gen-

eralized strictly pseudononspreading mappings in

Hadamard spaces

In this section, we introduce a new mapping given by a finite family of a generalized strictly
pseudononspreading mappings. Also, we introduce a viscosity-type proximal point algo-
rithm and prove its strong convergence to a common solution of a finite family of monotone
inclusion problems and fixed point problem for the new mapping in an Hadamard space. A
numerical example of our algorithm to show its applicability is presented. Our numerical
experiment shows that our algorithm converges faster than other related algorithms in the
literature.

6.5.1 Main results

Definition 6.5.1. Let C be a nonempty closed and convex subset of a CAT(0) space X and
Ti : C → C, i = 1, 2, . . . , N be finite family of (fi, gi)-generalized ki-strictly pseudonon-
spreading mappings. Then, we define the mapping Wn : C → C as follows:

U
(0)
n x = x,

U
(1)
n x = a

(1)
n S1x⊕ b(1)

n x⊕ c(1)
n x,

U
(2)
n x = a

(2)
n S2U

(1)
n x⊕ b(2)

n U
(1)
n x⊕ c(2)

n x,

U
(3)
n x = a

(3)
n S3U

(2)
n x⊕ b(3)

n U
(2)
n x⊕ c(3)

n x,
...

U
(N−1)
n x = a

(N−1)
n SN−1U

(N−2)
n x⊕ b(N−1)

n U
(N−2)
n x⊕ c(N−1)

n x,

Wnx = U
(N)
n x = a

(N)
n SNU

(N−1)
n x⊕ b(N)

n U
(N−1)
n x⊕ c(N)

n x,

(6.5.1)

where Six := δ
(i)
n x⊕ (1− δ(i)

n )Tix, i = 1, 2, . . . , N for all x ∈ C, {a(i)
n }, {b(i)

n }, {c(i)
n } and

{δ(i)
n } are sequences in (0, 1) such that a

(i)
n + b

(i)
n + c

(i)
n = 1, i = 1, 2, . . . , N.

Lemma 6.5.2. Let C be a nonempty closed and convex subset of a CAT(0) space X
and Ti : C → C, i = 1, 2, . . . , N be a finite family of (fi, gi)-generalized ki-strictly
pseudononspreading mappings with ki ∈ [0, 1), where fi, gi : C → [0, γ], γ < 1 and
0 < fi(x) + gi(x) ≤ 1 for all x ∈ C, i = 1, 2, . . . , N. Suppose that ∩Ni=1F (Ti) 6= ∅
and Wn is defined by (6.5.1), where {a(i)

n }, {b(i)
n } and {c(i)

n } are in [ε, 1 − ε], for all
n ≥ 1, i = 1, 2, . . . , N and for some ε ∈ (0, 1). For i = 1, 2, . . . , N , let Si be as de-

fined in (6.5.1), where ki
fi(p)

≤ δ
(i)
n < 1, n ≥ 1 with fi(p) 6= 0 for each p ∈ ∩Ni=1F (Ti).

Then,

(a) d(p, Six) ≤ d(p, x) ∀x ∈ C, p ∈ ∩Ni=1F (Ti), i = 1, 2, . . . , N,

(b) ∩Ni=1F (Ti) = ∩Ni=1F (Si) = F (Wn),
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(c) Wn is quasinonexpansive.

Proof. (a) Since Ti is (fi, gi)-generalized ki-strictly pseudononspreading mapping, then for
each p ∈ ∩Ni=1F (Ti) and x ∈ C, we obtain for each i = 1, 2, . . . , N that

d2(p, Tix) ≤ fi(p)d
2(p, x) + gi(p)d

2(p, Tx) + kd2(x, Tix),

which implies
(1− gi(p))d2(p, Tix) ≤ fi(p)d

2(p, x) + kd2(x, Tix).

Since fi(p) + gi(p) ≤ 1 for i = 1, 2, . . . , N , we obtain that

d2(p, Tix) ≤ d2(p, x) +
ki
fi(p)

d2(x, Tix). (6.5.2)

Thus, by Lemma 2.3.1 (ii), we have for each x ∈ C, p ∈ ∩Ni=1F (Ti) and i = 1, 2, . . . , N
that

d2(p, Six) = d2(p, δ(i)
n x⊕ (1− δ(i)

n )Tix)

≤ δ(i)
n d

2(p, x) + (1− δ(i)
n )d2(p, Tix)− δ(i)

n (1− δ(i)
n )d2(x, Tix)

≤ δ(i)
n d

2(p, x) + (1− δ(i)
n )

[
d2(p, x) +

ki
fi(p)

d2(x, Tix)

]
− δ(i)

n (1− δ(i)
n )d2(x, Tix)

= d2(p, x) + (1− δ(i)
n )

(
ki
fi(p)

− δ(i)
n

)
d2(x, Tix)

≤ d2(p, x),

which implies that d(p, Six) ≤ d(p, x) for all x ∈ C, p ∈ ∩Ni=1F (Ti) and for each i =
1, 2, . . . , N.

(b) First, we show that ∩Ni=1F (Si) = ∩Ni=1F (Ti). For i = 1, observe that if δ
(1)
n = 0 for

any n ≥ 1, then S1 = T1. Hence, F (S1) = F (T1). Now, assume that δ
(1)
n 6= 0 for all

n ≥ 1. Then, for each p ∈ F (S1), we have from Lemma 2.3.1 (i) that d(p, T1p) =

d(δ
(1)
n p ⊕ (1 − δ

(1)
n )T1p, T1p) ≤ δ

(1)
n d(p, T1p), which implies that (1 − δ

(1)
n )d(p, T1p) ≤ 0.

Since δ
(1)
n < 1 ∀n ≥ 1, it follows that p ∈ F (T1). Hence, F (S1) ⊆ F (T1). Thus, by

repeating the same argument for i = 2, 3 . . . , N , we can show that F (Si) ⊆ F (Ti) for each
i = 2, 3, . . . , N .

On the other hand, let p ∈ F (Ti), then from Lemma 2.3.1 (i), we have for each i =
1, 2, . . . , N that

d(p, Sip) = d(p, δ
(i)
n p ⊕ (1 − δ(i)

n )p) ≤ 0. Hence, p ∈ F (Si). Thus, F (Ti) ⊆ F (Si) for each
i = 1, 2, . . . , N .
Therefore, F (Si) = F (Ti), i = 1, 2, . . . , N , which implies that ∩Ni=1F (Ti) = ∩Ni=1F (Si).

Next, we show that ∩Ni=1F (Si) = F (Wn). It is obvious that ∩Ni=1F (Si) ⊆ F (Wn). Therefore,
we will only show that F (Wn) ⊆ ∩Ni=1F (Si).
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Let p ∈ F (Wn), then for any z ∈ ∩Ni=1F (Ti) = ∩Ni=1F (Si), we have from (6.5.1), Lemma
6.5.2(a) and Lemma 2.3.3 that

d(z, p) ≤ a(N)
n d(z, SNU

(N−1)
n p) + b(N)

n d(z, U (N−1)
n p) + c(N)

n d(z, p)

≤ a(N)
n d(z, U (N−1)

n p) + b(N)
n d(z, U (N−1)

n p) + c(N)
n d(z, p)

= (1− c(N)
n )

[
d(z, a(N−1)

n SN−1U
(N−2)
n p⊕ b(N−1)

n U (N−2)
n p⊕ c(N−1)

n p)
]

+
[
1− (1− c(N)

n )
]
d(z, p)

≤ (1− c(N)
n )

[
a(N−1)
n d(z, SN−1U

(N−2)
n p) + b(N−1)

n d(z, U (N−2)
n p) + c(N−1)

n d(z, p)
]

+
[
1− (1− c(N)

n )
]
d(z, p)

≤ (1− c(N)
n )(1− c(N−1)

n )d(z, U (N−2)
n p) +

[
1− (1− c(N)

n )(1− c(N−1)
n )

]
d(z, p)

≤ (1− c(N)
n )(1− c(N−1)

n )
[
a(N−2)
n d(z, SN−2U

(N−3)
n p) + b(N−2)

n d(z, U (N−3)
n p)

+c(N−2)
n d(z, p)

]
+
[
1− (1− c(N)

n )(1− c(N−1)
n )

]
d(z, p)

≤ (1− c(N)
n )(1− c(N−1)

n )(1− c(N−2)
n )d(z, U (N−3)

n p)

+
[
1− (1− c(N)

n )(1− c(N−1)
n )(1− c(N−2)

n )
]
d(z, p)

=
2∏
i=0

[
1− c(N−i)

n

]
d(z, U (N−3)

n p) +

[
1−

2∏
i=0

(1− c(N−i)
n )

]
d(z, p)

=

N−(N−2)∏
i=0

[
1− c(N−i)

n

]
d(z, U (N−3)

n p) +

1−
N−(N−2)∏

i=0

(1− c(N−i)
n )

 d(z, p)

...

≤
N−3∏
i=0

[
1− c(N−i)

n

]
d(z, U (2)

n p) +

[
1−

N−3∏
i=0

(1− c(N−i)
n )

]
d(z, p)

≤
N−3∏
i=0

[
1− c(N−i)

n

] [
a(2)
n d(z, S2U

(1)
n p) + b(2)

n d(z, U (1)
n p) + c(2)

n d(z, p)
]

+

[
1−

N−3∏
i=0

(1− c(N−i)
n )

]
d(z, p)

≤
N−2∏
i=0

[
1− c(N−i)

n

]
d(z, U (1)

n p) +

[
1−

N−2∏
i=0

(1− c(N−i)
n )

]
d(z, p) (6.5.3)

≤
N−2∏
i=0

[
1− c(N−i)

n

] [
a(1)
n d(z, S1p) + b(1)

n d(z, p) + c(1)
n d(z, p)

]
+

[
1−

N−2∏
i=0

(1− c(N−i)
n )

]
d(z, p) (6.5.4)

≤
N−1∏
i=0

[
1− c(N−i)

n

]
d(z, p) +

[
1−

N−1∏
i=0

(1− c(N−i)
n )

]
d(z, p)

= d(z, p).
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From (6.5.4), we obtain that

d(z, p) =
N−2∏
i=0

[
1− c(N−i)

n

] [
a(1)
n d(z, S1p) + b(1)

n d(z, p) + c(1)
n d(z, p)

]
+

[
1−

N−2∏
i=0

(1− c(N−i)
n )

]
d(z, p),

which implies that

d(z, p) = a(1)
n d(z, S1p) + b(1)

n d(z, p) + c(1)
n d(z, p).

That is,
d(z, p) = a(1)

n d(z, S1p) + (1− a(1)
n )d(z, p).

Thus, d(z, p) = d(z, S1p). Hence, S1p = p.

Again, from (6.5.3), we obtain that

d(z, p) =
N−2∏
i=0

[
1− c(N−i)

n

]
d(z, U (1)

n p) +

[
1−

N−2∏
i=0

(1− c(N−i)
n )

]
d(z, p).

This implies that d(z, p) = d(z, U
(1)
n p). Hence,

U (1)
n p = p. (6.5.5)

Similarly, we obtain that

d(z, p) =
N−3∏
i=0

[
1− c(N−i)

n

] [
a(2)
n d(z, S2U

(1)
n p) + b(2)

n d(z, U (1)
n p) + c(2)

n d(z, p)
]

+

[
1−

N−3∏
i=0

(1− c(N−i)
n )

]
d(z, p),

which implies that d(z, p) = a
(2)
n d(z, S2U

(1)
n p)+b

(2)
n d(z, U

(1)
n p)+c

(2)
n d(z, p). Thus, we obtain

from (6.5.5) that
d(z, p) = a(2)

n d(z, S2p) + (1− a(2)
n )d(z, p).

That is, d(z, p) = d(z, S2p). Hence,

S2p = p. (6.5.6)

Continuing in this manner, we can show that Sip = p, i = 3, 4, . . . , N. Hence, F (Wn) ⊆
∩Ni=1F (Si). Therefore, F (Wn) = ∩Ni=1F (Si).

(c) Let p ∈ F (Wn) and x ∈ C, then from (6.5.1), Lemma 6.5.2(a),(b) and Lemma 2.3.3,
we obtain
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d(p, U (N−1)
n x) ≤ a(N−1)

n d(p, SN−1U
(N−2)
n x) + b(N−1)

n d(p, U (N−2)
n x) + c(N−1)

n d(p, x)

≤ a(N−1)
n d(p, U (N−2)

n x) + b(N−1)
n d(p, U (N−2)

n x) + c(N−1)
n d(p, x)

≤ (1− c(N−1)
n )d(p, U (N−2)

n x) +
[
1− (1− c(N−1)

n )
]
d(p, x)

≤
2∏
i=1

[
1− c(N−i)

n

]
d2(p, UN−3)

n x) +

[
1−

2∏
i=1

(1− c(N−i)
n )

]
d(p, x)

...

≤
N−1∏
i=1

[
1− c(N−i)

n

]
d(p, x) +

[
1−

N−1∏
i=1

(1− c(N−i)
n )

]
d(p, x)

≤ d(p, x). (6.5.7)

Also, we obtain from (6.5.1) and (6.5.7) that

d(p,Wnx) = d(p, a(N)
n SNU

(N−1)
n x⊕ b(N)

n U (N−1)
n x⊕ c(N)

n x)

≤ a(N)
n d(p, SNU

(N−1)
n x) + b(N)

n d(p, U (N−1)
n x) + c(N)

n d(p, x)

≤ a(N)
n d(p, U (N−1)

n x) + b(N)
n d(p, U (N−1)

n x) + c(N)
n d(p, x)

≤ a(N)
n d(p, x) + b(N)

n d(p, x) + c(N)
n d(p, x)

= d(p, x). (6.5.8)

Theorem 6.5.3. Let C be a nonempty closed and convex subset of an Hadamard space
X and Ti : C → C, i = 1, 2, . . . , N be a finite family of (fi, gi)-generalized ki-strictly
pseudononspreading mappings with ki ∈ [0, 1), where fi, gi : C → [0, γ], γ < 1 and
0 < fi(x) + gi(x) ≤ 1 for all x ∈ C, i = 1, 2, . . . , N. Let Ai : X → 2X

∗
, i = 1, 2, . . . , N

be multivalued monotone mappings that satisfy the range condition and f be a contraction
mapping on X with coefficient τ ∈ (0, 1). Suppose that Γ := ∩Ni=1F (Ti)∩

(
∩Ni=1A

−1
i (0)

)
6= ∅

and Wn is as defined in (6.5.1) such that Wn is ∆-demiclosed for each n ≥ 1, where

{a(i)
n }, {b(i)

n } and {c(i)
n } are in [ε, 1− ε] for some ε ∈ (0, 1), ki

fi(p)
≤ δ

(i)
n < 1 with fi(p) 6= 0

for each p ∈ ∩Ni=1F (Ti), i = 1, 2, . . . , N and for all n ≥ 1. Let x1 ∈ X be arbitrary and
the sequence {xn} be defined by

yn = (1− αn)xn ⊕ αnf(xn),

zn = (1− γn)yn ⊕ γnWn(PC(JNλ ◦ JN−1
λ ◦ · · · ◦ J2

λ ◦ J1
λyn)),

xn+1 = (1− βn)yn ⊕ βnzn, n ≥ 1,

(6.5.9)

where λ > 0, {αn}, {βn} and {γn} are sequences in (0, 1) such that the following conditions
are satisfied:

C1: lim
n→∞

αn = 0 and
∞∑
n=1

αn =∞,

C2: 0 < a ≤ βn, γn ≤ b < 1.
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Then, {xn} converges strongly to an element of Γ.

Proof. First, we show that {xn} is bounded.
Let p ∈ Γ, then from (6.5.9), Lemma 6.5.2 and Lemma 2.3.1 (ii), we obtain

d2(zn, p) = d2((1− γn)yn ⊕ γnWn(PC(JNλ ◦ JN−1
λ ◦ · · · ◦ J2

λ ◦ J1
λyn)), p)

≤ (1− γn)d2(yn, p) + γnd
2(Wn(PC(JNλ ◦ JN−1

λ ◦ · · · ◦ J2
λ ◦ J1

λyn)), p)

− γn(1− γn)d2(yn,Wn(PC(JNλ ◦ JN−1
λ ◦ · · · ◦ J2

λ ◦ J1
λyn)))

≤ d2(yn, p)− γn(1− γn)d2(yn,Wn(PC(JNλ ◦ JN−1
λ ◦ · · · ◦ J2

λ ◦ J1
λyn)))

≤ d2(yn, p). (6.5.10)

Also, from (6.5.9) and (2.1.1), we obtain that

d(xn+1, yn) = d((1− βn)yn ⊕ βnzn, yn)

= βnd(zn, yn). (6.5.11)

Again, from (6.5.9), (6.5.10) and (6.5.11), we obtain

d2(xn+1, p) ≤ (1− βn)d2(yn, p) + βnd
2(zn, p)− βn(1− βn)d2(yn, zn)

≤ d2(yn, p)−
1

βn
(1− βn)d2(xn+1, yn) (6.5.12)

≤ d2(yn, p),

which implies from Lemma 2.3.1 (i) that

d(xn+1, p) ≤ d(yn, p)

≤ (1− αn)d(xn, p) + αnd(f(xn), p)

≤ (1− αn(1− τ))d(xn, p) + αnd(f(p), p)

≤ max{d(xn, p),
d(f(p), p)

1− τ }
...

≤ max{d(x1, p),
d(f(p), p)

1− τ }.

Therefore, {xn} is bounded. Consequently, {yn}, {zn} and {f(xn)} are all bounded.

From (6.5.12), (6.5.9) and Lemma 2.3.1 (iii), we obtain that

d2(xn+1, p) ≤ (1− αn)2d2(xn, p) + 2αn(1− αn)〈−−−−→f(xn)p,−→xnp〉+ α2
nd

2(f(xn), p)

≤ (1− αn)2d2(xn, p) + 2αn(1− αn)
(
〈−−−−−−→f(xn)f(p),−→xnp〉+ 〈−−−→f(p)p,−→xnp〉

)
+ α2

nd
2(f(xn), p)

≤ (1− αn)2d2(xn, p) + 2αn(1− αn)
(
τd2(xn, p) + 〈−−−→f(p)p,−→xnp〉

)
+ α2

nd
2(f(xn), p)

≤ (1− 2αn(1− τ))d2(xn, p)

+ 2α2
n(1− τ)d2(xn, p) + 2αn(1− αn)〈−−−→f(p)p,−→xnp〉+ α2

nd
2(f(xn), p)

= (1− 2αn(1− τ))d2(xn, p) + 2αn(1− τ)Tn, (6.5.13)
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where Tn =
(1− αn)

(1− τ)
〈−−−→f(p)p,−→xnp〉+ αn

(
d2(xn, p) +

1

2(1− τ)
d2(f(xn), p)

)
.(6.5.14)

Also, from (6.5.9), we obtain that

d(yn, xn) ≤ αnd(f(xn), xn)→ 0, as n→∞. (6.5.15)

Case 1: Suppose that {d2(xn, p)} is monotone decreasing. Then, lim
n→∞

d2(xn, p) exists.

Consequently, we obtain that

lim
n→∞

(
d2(xn, p)− d2(xn+1, p)

)
= 0 = lim

n→∞

(
d2(xn+1, p)− d2(xn, p)

)
. (6.5.16)

Thus, we obtain from (6.5.12) and (6.5.15) that

1

βn
(1− βn)d2(xn+1, yn) ≤ d2(yn, p)− d2(xn+1, p)

≤ d2(yn, xn) + 2d(yn, xn)d(xn, p) + d2(xn, p)− d2(xn+1, p)

→ 0, as n→∞,

which implies from condition C2 of Theorem 6.5.3 that

lim
n→∞

d(xn+1, yn) = 0. (6.5.17)

Thus, we obtain from (6.5.11) that

lim
n→∞

d(zn, yn) = 0. (6.5.18)

Also, from (6.5.10) and (6.5.18), we obtain that

γn(1− γn)d2(yn,Wn(PC(JNλ ◦ JN−1
λ ◦ · · · ◦ J2

λ ◦ J1
λyn))) ≤ d2(yn, p)− d2(zn, p)

≤ d2(yn, zn) + 2d(yn, zn)d(zn, p)

+d2(zn, p)− d2(zn, p)→ 0.

This, together with condition C2 implies

lim
n→∞

d(yn,Wn(PC(JNλ ◦ JN−1
λ ◦ · · · ◦ J2

λ ◦ J1
λyn))) = 0. (6.5.19)

Now, let un = PC(ΦN
λ yn), where ΦN

λ = JNλ ◦ JN−1
λ ◦ · · · ◦ J2

λ ◦ J1
λ with Φ0

λ = I. Since, PC is
firmly nonexpansive, we obtain from Remark 3.2.5 and (6.5.19) that

d2(un,Φ
N
λ yn) ≤ d2(p,ΦN

λ yn)− d2(p, un)

≤ d2(p, yn)− d2(p,Wnun)

≤ d2(p,Wnun) + 2d(p,Wnun)d(Wnun, yn)

+d2(Wnun, yn)− d2(p,Wnun)→ 0 as n→∞. (6.5.20)
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Similarly, since JNλ is firmly nonexpansive, we obtain that

d2(ΦN
λ yn,Φ

N−1
λ yn) ≤ d2(p,ΦN−1

λ yn)− d2(p,ΦN
λ yn)

≤ d2(p, yn)− d2(p, un)

≤ d2(p, yn)− d2(p,Wnun)

≤ d2(p,Wnun) + 2d(p,Wnun)d(Wnun, yn)

+d2(Wnun, yn)− d2(p,Wnun)→ 0 as n→∞. (6.5.21)

Continuing in this manner, we can show that

lim
n→∞

d2(ΦN−1
λ yn,Φ

N−2
λ yn) = · · · = lim

n→∞
d2(Φ1

λyn, yn) = 0. (6.5.22)

Thus,

d(un, yn) ≤ d(un,Φ
N
λ yn) + d(ΦN

λ yn,Φ
N−1
λ yn) + d(ΦN−1

λ yn,Φ
N−2
λ yn) + · · ·+ d(Φ1

λyn, yn),

which implies from (6.5.20), (6.5.21) and (6.5.22) that

lim
n→∞

d(un, yn) = lim
n→∞

d(PC(JNλ ◦ JN−1
λ ◦ · · · ◦ J2

λ ◦ J1
λ)yn, yn) = 0. (6.5.23)

Furthermore, from (6.5.19) and (6.5.23), we obtain

lim
n→∞

d(un,Wnun) = 0. (6.5.24)

Since {xn} is bounded and X is an Hadamard space, then by Lemma 2.3.5, there exists
a subsequence {xnk} of {xn} such that ∆- lim

k→∞
xnk = z. Thus, we obtain from (6.5.15)

and (6.5.23) that ∆- lim
k→∞

ynk = z and ∆- lim
k→∞

unk = z for some subsequences {ynk} and

{unk} of {yn} and {un} respectively. Thus, by the demicloseness of Wn, (6.5.24) and
Lemma 6.5.2(b), we obtain that z ∈ F (Wn) = ∩Ni=1F (Ti). Again, since PC and J iλ, i =
1, 2, . . . , N are nonexpansive mappings, and the composition of nonexpansive mappings is
nonexpansive, we obtain from Lemma 2.3.12, Lemma 3.2.6 and (6.5.23) that z ∈ F (PC ◦
JNλ ◦JN−1

λ ◦ · · · ◦J2
λ ◦J1

λ) = F (PC)∩F (JNλ )∩F (JN−1
λ )∩· · ·∩F (J2

λ)∩F (J1
λ). Hence, z ∈ Γ.

Next we show that {xn} converges strongly to v ∈ Γ. Since {xnk} 4−converges to z ∈ Γ,
it follows from Lemma 2.3.9 that there exists v ∈ Γ such that {xn} 4-converges to v.
Thus, by Lemma 2.3.10, we obtain that

lim sup
n→∞

〈−−−→f(v)v,−→xnv〉 ≤ 0.

Hence, we obtain from (6.5.14) and condition C1 of Theorem 6.5.3 that lim sup
n→∞

Tn ≤ 0.

Also, we obtain from (6.5.13) that

d2(xn+1, v) ≤ (1− 2αn(1− τ))d2(xn, v) + 2αn(1− τ)Tn. (6.5.25)

Therefore, by Lemma 2.3.26 and condition C1 of Theorem 6.5.3, we obtain that {xn}
converges strongly to v ∈ Γ.
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Case 2: Suppose that {d2(xn, p)} is not monotone decreasing. Then, there exists a
subsequence {d2(xni , p)} of {d2(xn, p)} such that d2(xni , p) < d2(xni+1, p) for all i ∈ N.
Thus, by Lemma 2.3.29, there exists a nondecreasing sequence {mk} ⊂ N such that
mk →∞ and

d2(xmk , p) ≤ d2(xmk+1, p) and d2(xk, p) ≤ d2(xmk+1, p) ∀k ∈ N.

Thus, we have

0 ≤ lim
k→∞

(
d2(xmk+1, p)− d2(xmk , p)

)
≤ lim sup

n→∞

(
d2(xn+1, p)− d2(xn, p)

)
≤ lim sup

n→∞

(
d2(yn, p)− d2(xn, p)

)
≤ lim sup

n→∞

(
αnd

2(f(xn), p) + (1− αn)d2(xn, p)− d2(xn, p)
)

≤ lim sup
n→∞

αn
(
d2(f(xn), p)− d2(xn, p)

)
= 0,

which implies

lim
k→∞

(
d2(xmk+1, p)− d2(xmk , p)

)
= 0. (6.5.26)

Following the same line of argument as in Case 1, we can verify that

lim
k→∞
〈−−−→f(v)v,−−−→xmkv〉 ≤ 0 and lim

k→∞
Tmk ≤ 0. (6.5.27)

Also from (6.5.25), we have

d2(xmk+1, v) ≤ (1− 2αmk(1− τ))d2(xmk , v) + 2αmk(1− τ)Tmk . (6.5.28)

Since d2(xmk , v) ≤ d2(xmk+1, v), we have

d2(xmk , v) ≤ Tmk ,

which implies from (6.5.27) that

lim
k→∞

d2(xmk , v) = 0. (6.5.29)

Since d2(xk, z) ≤ d2(xmk+1, v), we obtain from (6.5.29) and (6.5.26) that lim
k→∞

d2(xk, v) = 0.

Thus, from Case 1 and Case 2, we conclude that {xn} converges to v ∈ Γ.

By letting the mapping Wn defined by (6.5.1), to be generated by a finite family of gen-
eralized nonspreading mappings and k-strictly pseudononspreading mappings, we obtain
the following corollaries.
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Corollary 6.5.4. Let C be a nonempty closed and convex subset of an Hadamard space X
and Ti : C → C, i = 1, 2, . . . , N be a finite family of generalized nonspreading mappings.
Let Ai : X → 2X

∗
, i = 1, 2, . . . , N be multivalued monotone mappings that satisfy the

range condition and f be a contraction mapping on X with coefficient τ ∈ (0, 1). Suppose
that Γ := ∩Ni=1F (Ti) ∩

(
∩Ni=1A

−1
i (0)

)
6= ∅, and for arbitrary x1 ∈ X, let the sequence {xn}

be defined by
yn = (1− αn)xn ⊕ αnf(xn),

zn = (1− γn)yn ⊕ γnWn(PC(JNλ ◦ JN−1
λ ◦ · · · ◦ J2

λ ◦ J1
λyn)),

xn+1 = (1− βn)yn ⊕ βnzn, n ≥ 1,

(6.5.30)

where λ > 0, {αn}, {βn} and {γn} are sequences in (0, 1) such that the following conditions
are satisfied:

C1: lim
n→∞

αn = 0 and
∑∞

n=1 αn =∞,

C2: 0 < a ≤ βn, γn ≤ b < 1.

Then, {xn} converges strongly to an element of Γ.

Corollary 6.5.5. Let C be a nonempty closed and convex subset of an Hadamard space
X and Ti : C → C, i = 1, 2, . . . , N be a finite family of ki-strictly pseudononspreading
mappings with ki ∈ [0, 1). Let Ai : X → 2X

∗
, i = 1, 2, . . . , N be multivalued monotone

mappings that satisfy the range condition and f be a contraction mapping on X with
coefficient τ ∈ (0, 1). Suppose that Γ := ∩Ni=1F (Ti) ∩

(
∩Ni=1A

−1
i (0)

)
6= ∅ and Wn is defined

by (6.5.1) such that Wn is ∆-demiclosed for each n ≥ 1, where {a(i)
n }, {b(i)

n } and {c(i)
n } are

in [ε, 1− ε] for some ε ∈ (0, 1), ki ≤ δ
(i)
n < 1 for i = 1, 2, . . . , N and n ≥ 1. Let x1 ∈ X be

arbitrary and the sequence {xn} be defined by
yn = (1− αn)xn ⊕ αnf(xn),

zn = (1− γn)yn ⊕ γnWn(PC(JNλ ◦ JN−1
λ ◦ · · · ◦ J2

λ ◦ J1
λyn)),

xn+1 = (1− βn)yn ⊕ βnzn, n ≥ 1,

(6.5.31)

where λ > 0, {αn}, {βn} and {γn} are sequences in (0, 1) such that the following conditions
are satisfied:

C1: lim
n→∞

αn = 0 and
∑∞

n=1 αn =∞,

C2: 0 < a ≤ βn, γn ≤ b < 1.

Then, {xn} converges strongly to an element of Γ.

By letting the mapping Wn defined by (6.5.1), to be generated by a finite family of non-
expansive mappings, and by setting f(x) = u for arbitrary but fixed u ∈ X and for all
x ∈ X, we obtain the following corollary (whose algorithm is of Halpern-type).
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Corollary 6.5.6. Let C be a nonempty closed and convex subset of an Hadamard space
X and Ti : C → C, i = 1, 2, . . . , N be a finite family of nonexpansive mappings. Let
Ai : X → 2X

∗
, i = 1, 2, . . . , N be multivalued monotone mappings that satisfy the range

condition. Suppose that Γ := ∩Ni=1F (Ti) ∩
(
∩Ni=1A

−1
i (0)

)
6= ∅, and for arbitrary u, x1 ∈ X,

let the sequence {xn} be defined by
yn = (1− αn)xn ⊕ αnu,
zn = (1− γn)yn ⊕ γnWn(PC(JNλ ◦ JN−1

λ ◦ · · · ◦ J2
λ ◦ J1

λyn)),

xn+1 = (1− βn)yn ⊕ βnzn, n ≥ 1,

(6.5.32)

where λ > 0, {αn}, {βn} and {γn} are sequences in (0, 1) such that the following conditions
are satisfied:

C1: lim
n→∞

αn = 0 and
∑∞

n=1 αn =∞,

C2: 0 < a ≤ βn, γn ≤ b < 1.

Then, {xn} converges strongly to an element of Γ.

6.5.2 Numerical example

Let X = R be endowed with the usual metric and C = [0, 100]. Then,

PC(x) =


0, if x < 0,

x, if x ∈ [0, 100],

100, if x > 100

is a metric projection onto C. Let N = 2, then for i = 1, define T1 by

T1x =

{
1

x+ 1
10

, if x ∈ [1, 100],

0, if x ∈ [0, 1).

Then, T1 is an (f1, g1)-generalized k1-strictly pseudononspreading mapping with k1 = 0
and f1, g1 : [0, 100]→ [0, 9

10
] defined by

f1(x) =

{
0, if x ∈ [1, 100],
9
10
, if x ∈ [0, 1)

and g1(x) =

{
1

(x+ 1
10

)2
, if x ∈ [1, 100],

0, if x ∈ [0, 1).

Also, for i = 2, we define T2 by

T2x =

{
−3x, if x ∈ [0, 1],
1
x
, if x ∈ (1, 100].

Then, T2 is an (f2, g2)-generalized k2-strictly pseudononspreading mapping with k2 = 9
10

and f2, g2 : [0, 100]→ [0, 10
11

] defined by

f2(x) =

{
10
11
, if x ∈ [0, 1],

1
11
, if x ∈ (1, 100]

and g2(x) =

{
1
11
, if x ∈ [0, 1],

10
11
, if x ∈ (1, 100].
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Clearly, ∩2
i=1F (Ti) = {0}. Now, observe that k2

f2(0)
= 99

100
≤ 99n+ 1

2

100n
< 1. Thus, we can choose

δ
(2)
n =

99n+ 1
2

100n
and δ

(1)
n = 0 for all n ≥ 1. Also, let a

(i)
n = in

3in+3
, b

(i)
n = in+1

3in+3
, c

(i)
n = in+2

3in+3
for

all n ≥ 1, i = 1, 2. Then, the mapping Wn defined by (6.5.1) becomes:
U

(0)
n x = x,

U
(1)
n x = n

3n+3
T1x+ n+1

3n+3
x+ n+2

3n+3
x,

Wnx = U
(2)
n x = 2n

6n+3

[
99n+ 1

2

100n
U

(1)
n x+

(
1− 99n+ 1

2

100n

)
T2U

(1)
n x

]
+ 2n+1

6n+3
U

(1)
n x+ 2n+1

6n+3
x, n ≥ 1

(6.5.33)

and the mapping Wn of Takahashi and Shimoji [177, Algorithm (1)] becomes:
U

(0)
n x = x,

U
(1)
n x = n

3n+3
T1x+

(
1− n

3n+3

)
x,

Wnx = U
(2)
n x = 2n

6n+3
T2U

(1)
n x+

(
1− 2n

6n+3

)
x, n ≥ 1.

(6.5.34)

Let Ai : R → R be defined by Ai(x) = 2ix. Then Ai is monotone for each i = 1, 2. Now,

recall that [t
−→
ab] ≡ t(b−a), for all t ∈ R and a, b ∈ R (see [153]). Thus, J iλ(x) = (I+λAi)

−1x.
Let f : R → R be defined by f(x) = 3

4
x. Take αn = 1

n+1
, βn = 3n

5n+1
and γn = n+1

4n+2
for

all n ≥ 1. Then, {αn}, {βn} and {γn} satisfy conditions C1-C2 in Theorem 6.5.3. Hence,
Algorithm (6.5.9) becomes:

yn = n
n+1

xn + 3
4(n+1)

xn,

zn = 3n+1
4n+2

yn + n+1
4n+2

Wn(PC(J2
λ(J1

λyn))),

xn+1 = 2n+1
5n+1

yn + 3n
5n+1

zn, n ≥ 1

(6.5.35)

and Algorithm (3.4.1) of Ugwunnadi et. al [182] becomes:
u, x1 ∈ X,
yn = J2

λ(J1
λ(xn)),

xn+1 = 1
n+1

u+ (1− 1
n+1

)Wnyn, n ≥ 1,

(6.5.36)

where Wn is defined by (6.5.33).

Case I Take x1 = 0.5 and λ = 0.5.

Case II Take x1 = 0.5 and λ = 2.

Case III Take x1 = 1 and λ = 2

Using Algorithm (6.5.35), we compared the Wn mapping defined by (6.5.33) and the
Wn mapping defined by (6.5.34) as shown in Figure 6.2 for Cases 1, 2 and 3. Also, we
compared Algorithm (6.5.35) with Algorithm (6.5.36) using the same Wn mapping (defined
by (6.5.33)) as shown in Figure 6.3 for Cases 1, 2 and 3. The graphs below show that our
algorithm converges faster than that proposed by Ugwunnadi et. al. [182], Takahashi and
Shimoji [177].
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Figure 6.2: Errors vs Iteration number (n): Case I (left); Case 2 (middle); Case 3 (right).
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Figure 6.3: Errors vs Iteration number (n): Case I (left); Case 2 (middle); Case 3 (right).
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Chapter 7

Contributions to Minimization
Problems in p-uniformly Convex
Metric Spaces

7.1 Introduction

In an attempt to generalize the study of optimization and fixed point problems from
linear spaces (mainly Hilbert spaces) to nonlinear spaces, we discussed in the previous
chapters (Chapter 3-6), our contributions to the study of these problems in Hadamard
spaces. In this chapter, we shall further generalize the study of these problems to more
general nonlinear spaces. In particular, we shall study MPs and fixed point problems in
p-uniformly convex metric spaces which are natural generalizations of p-uniformly convex
Banach space. Moreover, as mentioned in Remark 2.2.5 and Section 2.2.4, very few results
on MPs and fixed point problems exists in p-uniformly convex metric spaces. Thus, it is
very necessary to further develop the study of these problems in these spaces.

7.2 Preliminaries

In this section, we introduce and prove some new important results in p-uniformly convex
metric spaces that are useful in establishing our theorems in this chapter. We begin with
the following important definition.

Definition 7.2.1. Let X and Y be two complete p-uniformly convex metric spaces. Then
the Cartesian product X × Y is a complete p-uniformly convex metric space endowed with
the metric d : (X × Y )× (X × Y )→ [0,∞) defined by

d((x1, y1), (x2, y2)) = [dX(x1, x2)p + dY (y1, y2)p]
1
p , ∀x1, x2 ∈ X, y1, y2 ∈ Y. (7.2.1)

Lemma 7.2.2. For 1 < p <∞, let X be a p-uniformly convex metric space with parameter
c > 0 and f : X → (−∞,+∞] be a proper convex and lower semicontinuous function.
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Then, for all a, b, c, d ∈ X, we have

d(a, b)p + d(c, d)p ≤ 2

c
(d(a, c)p + d(a, d)p + d(b, c)p + d(b, d)p) .

Proof. From (2.1.10), we obtain that

0 ≤ d

(
1

2
a⊕ 1

2
b,

1

2
c⊕ 1

2
d

)p
≤ 1

4

[
d(a, c)p + d(a, d)p + d(b, c)p + d(b, d)p − c

2
(d(c, d)p + d(a, b)p)

]
,

which implies

d(a, b)p + d(c, d)p ≤ 2

c
(d(a, c)p + d(a, d)p + d(b, c)p + d(b, d)p) .

7.2.1 Unique existence of resolvent of convex functions

Here, we discuss the unique existence of the resolvent of a proper convex and semicontin-
uous function defined in (2.2.8).

Proposition 7.2.3. [173] Let X be a geodesic space and f : X → (−∞,+∞] be a
proper uniformly convex and lower semicontinuous function. Then, there exists a unique
minimizer v̄ ∈ X of f (that is v̄ :=argmin

v∈X
f(v)).

Proposition 7.2.4. For 1 < p < ∞, let X be a p-uniformly convex metric space with
parameter c > 0 and f : X → (−∞,+∞] be a proper convex and lower semicontinuous
function. Then, for any µ > 0 and x ∈ X, there exists a unique point, say Jfµ (x) ∈ X (see
(2.2.8)) such that

f(Jfµ (x)) +
1

pµp−1
d(Jfµ (x), x)p = inf

v∈X

(
f(v) +

1

pµp−1
d(v, x)p

)
. (7.2.2)

Proposition 7.2.4 which is also known as the unique existence of resolvent of a proper
convex and lower semicontinuous function, is proved in [110, Proposition 3.26] under the
following assumption:

Assumption (see [110, Assumption 3.21]): Fix c > 0, then for λ ∈ R, q := p
p−1

, assume

that for any z ∈ X, x, y ∈ D(f), there exists a geodesic γ : [0, l]→ X with γ(0) = x and

γ(l) = y such that t 7−→ f(γ(t)) + 1
pµp−1d(z, γ(t)), t ∈ [0, 1] is p-uniformly

(
c

pµp−1 + λ
)

-

convex for each µ ∈ (0, (c/pλ−1)q−1) ,

f(γ(t)) +
1

pµp−1
d(z, γ(t))p ≤ (1− t)f(γ(0)) + tf(γ(l)) +

1− t
pµp−1

d(z, γ(0))p +
t

pµp−1
d(z, γ(l))p

−1

2

(
c

pµp−1
+ λ

)
t(1− t)d(γ(0), γ(l))p
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and the geodesic γ satisfies d(x, γ(t)) ≤ td(x, y) ∀t ∈ [0, 1].

Using Proposition 7.2.3, we prove Proposition 7.2.4 without this assumption. Furthermore,
our method of proof is shorter and easier to read.

Proof. Let Gf
µ(v) := f(v)+ 1

pµp−1d(v, x)p. Clearly, Gf
µ is a proper and lower semicontinuous

mapping. Also, Gf
µ is uniformly convex. For this, let v = tv1 ⊕ (1− t)v2 for all v1, v2 ∈ X

and t ∈ [0, 1] (in particular, t = 1
2
), we obtain from the convexity of f and (2.1.10) that

Gf
µ(

1

2
v1 ⊕

1

2
v2) ≤ 1

2

(
f(v1) +

1

pµp−1
d(v1, x)p

)
+

1

2

(
f(v2) +

1

pµp−1
d(v2, x)p

)
− c

8pµp−1
d(v1, v2)p

=
1

2
Gf
µ(v1) +Gf

µ(v2)− c

8pµp−1
d(v1, v2)p,

which implies that Gf
µ is uniformly convex. Hence, by Proposition 7.2.3, we obtain the

desired conclusion.

7.2.2 Fundamental properties of resolvent of convex functions

We now obtain some basic properties of the resolvent of a proper convex and lower semi-
continuous function.

Lemma 7.2.5 (Firmly nonexpansive-type property). For 1 < p < ∞, let X be a
p-uniformly convex metric space with parameter c > 0 and f : X → (−∞,+∞] be a proper
convex and lower semicontinuous function. Then, for all x1, x2 ∈ X, we have

d(Jfµx1, J
f
µx2)p ≤ 1

c

[
d(Jfµx1, x2) + d(Jfµx2, x1)p − d(Jfµx1, x1)p − d(Jfµx2, x2)p

]
.

Proof. From (2.2.8) (or (7.2.2)), we obtain that

f(Jfµx) +
1

pµp−1
d(Jfµx, x)p ≤ f(z) +

1

pµp−1
d(z, x)p ∀z ∈ X.

Now, set z = (1− t)v⊕ tJfµx, t ∈ [0, 1). Then, we obtain from the convexity of f and the
inequality (2.1.10) that

f(Jfµx) +
1

pµp−1
d(Jfµx, x)p ≤ (1− t)f(v) + tf(Jfµx) +

(1− t)
pµp−1

d(v, x)p

+
t

pµp−1
d(Jfµx, x)p − ct(1− t)

2pµp−1
d(v, Jfµx)p,

which implies (since t 6= 1) that

pµp−1f(Jfµx) + d(Jfµx, x)p ≤ pµp−1f(v) + d(v, x)p − ct

2
d(v, Jfµx)p. (7.2.3)
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As t→ 1 in (7.2.3), we obtain

pµp−1f(Jfµx) + d(Jfµx, x)p ≤ pµp−1f(v) + d(v, x)p − c

2
d(v, Jfµx)p. (7.2.4)

Now, for x1, x2 ∈ X, we obtain from (7.2.4) that

pµp−1f(Jfµx1) + d(Jfµx1, x1)p

≤ pµp−1f(Jfµx2) + d(Jfµx2, x1)p − c

2
d(Jfµx2, J

f
µx1)p (7.2.5)

and

pµp−1f(Jfµx2) + d(Jfµx2, x2)p

≤ pµp−1f(Jfµx1) + d(Jfµx1, x2)p − c

2
d(Jfµx1, J

f
µx2)p. (7.2.6)

Adding (7.2.5) and (7.2.6), we obtain

d(Jfµx1, J
f
µx2)p ≤ 1

c

[
d(Jfµx1, x2) + d(Jfµx2, x1)p − d(Jfµx1, x1)p − d(Jfµx2, x2)p

]
.

Remark 7.2.6. (a) Observe that if c ≥ 2 and p = 2 in Lemma 7.2.5, then by the
definition of quasilinearization mapping (see Definition 2.1.14), one obtains that Jfµ
is a firmly nonexpansive mapping in a CAT(0) space. That is,

d(Jfµx1, J
f
µx2)2 ≤ 〈

−−−−−−→
Jfµx1J

f
µx2,
−−→x1x2〉 ∀x1, x2 ∈ X,

which by Cauchy-Schwartz inequality gives that Jfµ is nonexpansive in a CAT(0)
space.

(b) From (7.2.4), we obtain that

d(v, Jfµx)p ≤ 2

c

[
d(v, x)p − d(Jfµx, x)p − pµp−1

(
f(Jfµx)− f(v)

)]
, ∀v ∈ X.

(c) If we replace convexity of f with uniform convexity in Lemma 7.2.5, then (b) becomes

d(v, Jfµx)p ≤ 2

c

[
d(v, x)p − dp(Jfµx, x)− pµp−1

(
ψ(d(v, Jfµx)) + f(Jfµx)− f(v)

)]
,

for all v ∈ X.

Lemma 7.2.7 (Nonexpansive property). For 1 < p < ∞, let X be a p-uniformly
convex metric space with parameter c ≥ 2 and f : X → (−∞,+∞] be a proper convex and
lower semicontinuous function. Then, the resolvent Jfµ of f is nonexpansive. That is, for
all x1, x2 ∈ X, we have

d(Jfµx1, J
f
µx2) ≤ d(x1, x2).
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Proof. By Lemma 7.2.2 and Lemma 7.2.5 (note that c ≥ 2), we obtain that

d(Jfµx1, J
f
µx2)p ≤ 1

c

[
2

c

(
d(Jfµx1, J

f
µx2)p + d(Jfµx1, x1) + d(Jfµx2, x2)p + d(x1, x2)p

)
−d(Jfµx1, x1)p − d(Jfµx2, x2)p

]
≤ 1

2

[
d(Jfµx1, J

f
µx2)p + d(x1, x2)p

]
,

which yields the desired conclusion.

Lemma 7.2.8 (Monotonicity of resolvent). For 1 < p <∞, let X be a p-uniformly convex
metric space with parameter c > 0 and f : X → (−∞,+∞] be a proper convex and lower
semicontinuous function. Then, for 0 < µ1 < µ2, we have

d(Jfµ1x, x) ≤ d(Jfµ2x, x) ∀x ∈ X.

Proof. Let x ∈ X. We obtain from (2.2.8) (or (7.2.2)) that

f(Jfµ2x) +
1

pµp−1
2

d(Jfµ2x, x)p ≤ f(Jfµ1x) +
1

pµp−1
2

d(Jfµ1x, x)p. (7.2.7)

Similarly, we obtain

f(Jfµ1x) +
1

pµp−1
1

d(Jfµ1x, x)p ≤ f(Jfµ2x) +
1

pµp−1
1

d(Jfµ2x, x)p. (7.2.8)

Adding (7.2.7) and (7.2.8), we obtain that(
1− µp−1

1

µp−1
2

)
d(Jfµ1x, x)p ≤

(
1− µp−1

1

µp−1
2

)
d(Jfµ2x, x)p.

Since, 0 < µ1 < µ2, therefore 1−
(
µ1
µ2

)p−1

> 0. Thus, we obtain that

d(Jfµ1x, x) ≤ d(Jfµ2x, x).

Lemma 7.2.9 (Monotonicity of resolvent). For 1 < p <∞, let X be a p-uniformly convex
metric space with parameter c > 0 and f : X → (−∞,+∞] be a proper convex and lower
semicontinuous function. Then, for 0 < µ1 ≤ µ2, we have

d(Jfµ1x, J
f
µ2
x) ≤

[
2

c

(
1− µp−1

1

µp−1
2

)] 1
p

d(x, Jfµ2x) ∀x ∈ X.

Proof. From (2.2.8), we obtain that

f(Jfµ2x) +
1

pµ2
p−1

d(Jfµ2x, x)p ≤ f(v) +
1

pµ2
p−1

d(v, x)p ∀v ∈ X.
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Let v = (1− t)Jfµ1x⊕ tJfµ2x, t ∈ [0, 1). Then, we obtain from the convexity of f and the
inequality (2.1.10) that

f(Jfµ2x) +
1

pµ2
p−1

d(Jfµ2x, x)p ≤ (1− t)f(Jfµ1x) + tf(Jfµ2x) +
(1− t)
pµ2

p−1
d(Jfµ1x, x)p

+
t

pµ2
p−1

d(Jfµ2x, x)p − ct(1− t)
2pµ2

p−1
d(Jfµ1x, J

f
µ2
x)p,

which implies that

f(Jfµ2x) +
1

pµ2
p−1

d(Jfµ2x, x)p

≤ f(Jfµ1x) +
1

pµ2
p−1

d(Jfµ1x, x)p − ct

2pµ2
p−1

d(Jfµ1x, J
f
µ2
x)p. (7.2.9)

Letting t→ 1 in (7.2.9), we obtain that

c

2pµ2
p−1

d(Jfµ1x, J
f
µ2
x)p ≤ f(Jfµ1x)− f(Jfµ2x) +

1

pµ2
p−1

[
d(Jfµ1x, x)p − d(Jfµ2x, x)p

]
.(7.2.10)

Similarly, we obtain that

c

2pµ1
p−1

d(Jfµ2x, J
f
µ1
x)p ≤ f(Jfµ2x)− f(Jfµ1x) +

1

pµ1
p−1

[
d(Jfµ2x, x)p − d(Jfµ1x, x)p

]
.(7.2.11)

Adding (7.2.10) and (7.2.11), and noting that µ1 ≤ µ2, we obtain that

c

2p

(
1

µ1
p−1

+
1

µ2
p−1

)
d(Jfµ1x, J

f
µ2
x)p ≤ 1

p

(
1

µ2
p−1
− 1

µ1
p−1

)
d(Jfµ1x, x)p

+
1

p

(
1

µ1
p−1
− 1

µ2
p−1

)
d(Jfµ2x, x)p

≤ 1

p

(
1

µ1
p−1
− 1

µ2
p−1

)
d(Jfµ2x, x)p,

which after further simplification implies that

d(Jfµ1x, J
f
µ2
x) ≤

[
2

c

(
1− µp−1

1

µp−1
2

)] 1
p

d(x, Jfµ2x).

Lemma 7.2.10. For 1 < p < ∞, let X be a p-uniformly convex metric space with pa-
rameter c > 0 and f : X → (−∞,+∞] be a proper, convex and lower semicontinuous
function. For µ1, µ2 > 0 and x1, x2 ∈ X, the following inequality holds:

c

2
(µp−1

1 + µp−1
2 )d(Jfµ1x1, J

f
µ2
x2)p + µp−1

2 d(Jfµ1x1, x1)p + µp−1
1 d(Jfµ2x2, x2)p

≤ µp−1
1 d(Jfµ1x1, x2)p + µp−1

2 d(Jfµ2x2, x1)p.
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Proof. Put x = x1 and v = Jfµ2x2 in (7.2.4) to obtain

pµ1
p−1f(Jfµ1x1) + d(Jfµ1x1, x1)p ≤ pµ1

p−1f(Jfµ2x2) + d(Jfµ2x2, x1)p − c

2
d(Jµ2x2, J

f
µ1
x1)p.

That is,

c

2
d(Jfµ1x1, J

f
µ2
x2)p + d(Jfµ1x1, x1)p + pµp−1

1

(
f(Jfµ1x1)− f(Jfµ2x2)

)
≤ d(Jfµ2x2, x1)p,

from which we obtain that

pµp−1
2

[ c
2
d(Jfµ1x1, J

f
µ2
x2)p + d(Jfµ1x1, x1)p + pµp−1

1

(
f(Jfµ1x1)− f(Jfµ2x2)

)]
≤ pµp−1

2 d(Jfµ2x2, x1)p. (7.2.12)

Similarly, we obtain

pµp−1
1

[ c
2
d(Jfµ2x2, J

f
µ1
x1)p + d(Jfµ2x2, x2)p + pµp−1

2

(
f(Jfµ2x2)− f(Jfµ1x1)

)]
≤ pµp−1

1 d(Jfµ1x1, x2)p. (7.2.13)

Adding (7.2.12) and (7.2.13), we obtain the desired conclusion.

Lemma 7.2.11. For 1 < p <∞, let X be a p-uniformly convex metric space with param-
eter c ≥ 2 and f : X → (−∞,+∞] be proper, convex and lower semicontinuous function
such that for µ > 0 F (Jfµ ) 6= ∅ (where F (Jfµ ) denotes the set of fixed points of Jfµ ). Then,
F (Jfµ ) = argmin

y∈X
f(y).

Proof. Let v̄ ∈ F (Jfµ ). Then, by (2.2.8), we obtain that

f(v̄) ≤ f(v) +
1

pµp−1
d(v, v̄)p.

Let v = (1− t)y⊕ tv̄ for all y ∈ X and t ∈ [0, 1). Then, by the convexity of f and (2.1.10),
we obtain that

(1− t)f(v̄) ≤ (1− t)f(y) +
(1− t)
pµp−1

d(y, v̄)p +
t

pµp−1
d(v̄, v̄)p − ct(1− t)

2pµp−1
d(y, v̄)p.

Since c ≥ 2, therefore we obtain that

t(1− t)
pµp−1

d(y, v̄)p ≤ (1− t) (f(y)− f(v̄)) +
(1− t)
pµp−1

d(y, v̄)p,

which implies that
td(y, v̄)p ≤ pµp−1 (f(y)− f(v̄)) + d(y, v̄)p.

As t→ 1, we obtain that
0 ≤ f(y)− f(v̄) ∀y ∈ X.

Hence, v̄ ∈ argmin
y∈X

f(y).
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Conversely, suppose that v̄ ∈ argmin
y∈X

f(y). Then, we obtain by (2.2.8) that

f(Jfµ v̄) +
1

pµp−1
d(Jfµ v̄, v̄)p ≤ f(v) +

1

pµp−1
d(v, v̄)p.

Let v = (1− t)v̄⊕ tJfµ v̄, for t ∈ [0, 1). Then, we obtain by the convexity of f and (2.1.10)
that

1

pµp−1
d(Jfµ v̄, v̄)p ≤ (1− t)f(v̄)− (1− t)f(Jfµ v̄) +

1

pµp−1
d((1− t)v̄ ⊕ tJfµ v̄, v̄)p

≤ (1− t)
pµp−1

d(v̄, v̄)p +
t

pµp−1
d(Jfµ v̄, v̄)p − ct(1− t)

2pµp−1
d(Jfµ v̄, v̄)p,

which implies that (
1 +

ct(1− t)
2

− t
)
d(Jfµ v̄, v̄)p ≤ 0.

Since t 6= 1, we obtain that v̄ ∈ F (Jfµ ). Hence, F (Jfµ ) = argmin
y∈X

f(y).

Lemma 7.2.12. For 1 < p <∞, let X be a p-uniformly convex metric space with param-
eter c ≥ 2 and f : X → (−∞,+∞] a proper, convex and lower semicontinuous function.
Then, for µ > 0, we have the following:

(i) d(x∗, Jfµx)p + d(Jfµx, x)p ≤ d(x∗, x)p for all x ∈ X and x∗ ∈ F (Jfµ );

(ii) F
(∏m

j=1J
(j)
µ

)
= ∩mj=1F

(
J

(j)
µ

)
, where

∏m
j=1J

(j)
µ = Jf1µ ◦ Jf2µ ◦ · · · ◦ Jfm−1

µ ◦ Jfmµ .

Proof. (i) Let x ∈ X and x∗ ∈ F (Jfµ ). Then by setting v = x∗ in (7.2.4), we obtain that

c

2
d(Jfµx, x

∗)p ≤ pµp−1
(
f(x∗)− f(Jfµx)

)
+ d(x∗, x)p − d(Jfµx, x)p.

Since x∗ ∈ F (Jfµ ), therefore by Lemma 7.2.11 we obtain that f(x∗) ≤ f(Jfµx). Hence, we
obtain that

d(x∗, Jfµx)p + d(Jfµx, x)p ≤ d(x∗, x)p.

(ii) Clearly, ∩mj=1F
(
J

(j)
µ

)
⊆ F

(∏m
j=1J

(j)
µ

)
. Thus, we only have to show that F

(∏m
j=1J

(j)
µ

)
⊆

∩mj=1F
(
J

(j)
µ

)
. For this, let x ∈ F

(∏m
j=1J

(j)
µ

)
and y ∈ ∩mj=1F

(
J

(j)
µ

)
, we obtain by Lemma

7.2.7 that

d(x, y)p = d

(
m∏
j=1

J (j)
µ x,

m∏
j=1

J (j)
µ y

)p

≤ d

(
m∏
j=2

J (j)
µ x, y

)p

. (7.2.14)
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Furthermore, we obtain by (i), Lemma 7.2.7 and (7.2.14) that

d

(
m∏
j=2

J (j)
µ x,

m∏
j=1

J (j)
µ x

)p

≤ d

(
m∏
j=2

J (j)
µ x, y

)p

− d
(

m∏
j=1

J (j)
µ x, y

)p

...

≤ d(x, y)p − d
(

m∏
j=1

J (j)
µ x− y

)p

= d

(
m∏
j=1

J (j)
µ x, y

)p

− d
(

m∏
j=1

J (j)
µ x− y

)p

,

which implies

m∏
j=1

J (j)
µ x =

m∏
j=2

J (j)
µ x. (7.2.15)

Similarly, we obtain that

d

(
m∏
j=3

J (j)
µ x,

m∏
j=2

J (j)
µ x

)p

≤ d

(
m∏
j=3

J (j)
µ x, y

)p

− d
(

m∏
j=2

J (j)
µ x, y

)p

...

≤ d(x, y)p − d
(

m∏
j=2

J (j)
µ x, y

)p

≤ d

(
m∏
j=1

J (j)
µ x, y

)p

− d
(

m∏
j=1

J (j)
µ x− y

)p

,

which implies

m∏
j=2

J (j)
µ x =

m∏
j=3

J (j)
µ x. (7.2.16)

Continuing in this manner, we can show that

m∏
j=3

J (j)
µ x =

m∏
j=4

J (j)
µ x = · · · =

m∏
j=m−1

J (j)
µ x = J (m)

µ x = x. (7.2.17)

From (7.2.17), we have

x = Jfmµ x. (7.2.18)

From (7.2.17) and (7.2.18), we obtain

x =
m∏

j=m−1

J (j)
µ x = Jfm−1

µ Jfmµ x = Jfm−1
µ x. (7.2.19)

198



Continuing in this manner, we obtain from (7.2.15)-(7.2.19) that

x = Jfm−2
µ x = · · · = Jf2µ x = Jf1µ x. (7.2.20)

That is,

Jf1µ x = Jf2µ x = · · · = Jfm−1
µ x = Jfmµ x = x. (7.2.21)

Hence, we obtain the desired conclusion.

7.3 Mann-type algorithm for minimization and fixed

point problems in p-uniformly convex metric spaces

In this section, we propose a modified Mann-type PPA involving nonexpansive mapping
and prove that the sequence generated by the algorithm ∆-converges to a common solution
of a finite family of minimization problem which is also a fixed point of a nonexpansive
mapping in the frame work of a complete p-uniformly convex metric space.

7.3.1 Main results

Lemma 7.3.1. For 1 < p <∞, let X be a p-uniformly convex metric space with parameter
c ≥ 2 and fi : X → (−∞,∞], i = 1, 2, . . . , N be a finite family of proper convex and
lower semicontinuous functions. Let T : X → X be a nonexpansive mapping and let

Γ := F (T ) ∩
(
∩Ni=1arg min

y∈X
fi(y)

)
6= ∅. For arbitrary x1 ∈ X, let the sequence {xn} be

generated by {
yn = J

λ
(N)
n
◦ J

λ
(N−1)
n

◦ · · · ◦ J
λ
(2)
n
◦ J

λ
(1)
n

(xn),

xn+1 = αnxn ⊕ (1− αn)Tyn, n ≥ 1,
(7.3.1)

where {λ(i)
n }, i = 1, 2, . . . , N is a sequence such that λ

(i)
n > λ(i) > 0 for each i =

1, 2, . . . , N, n ≥ 1 and {αn} is a sequence in [a, b], for some a, b ∈ (0, 1).
Then,
(a) lim

n→∞
dp(xn, z) exists for all z ∈ Γ;

(b) lim
n→∞

d(Txn, xn) = 0 = lim
n→∞

d(Jλ(i)w
(i)
n , w

(i)
n ), where w

(i+1)
n = J

λ
(i)
n
w

(i)
n and w

(1)
n = xn for

each i = 1, 2, . . . , N and n ≥ 1.

Proof. Let z ∈ Γ. Since

w(i+1)
n = J

λ
(i)
n
w(i)
n , for each i = 1, 2, . . . , N,

where w
(1)
n = xn, for all n ≥ 1. Then,
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w
(2)
n = J

λ
(1)
n

(xn), w
(3)
n = J

λ
(2)
n
◦J

λ
(1)
n

(xn), . . . , w
(N)
n = J

λ
(N−1)
n

◦J
λ
(2)
n
◦J

λ
(1)
n

(xn), w
(N+1)
n =

yn.
Thus, we obtain from (2.1.10) and Lemma 7.2.7 and Lemma 7.2.11 that

dp(xn+1, z) ≤ αnd
p(xn, z) + (1− αn)dp(Tyn, z)−

c

2
αn(1− αn)dp(xn, T yn)

≤ αnd
p(xn, z) + (1− αn)dp(w(N+1)

n , z)− c

2
αn(1− αn)dp(xn, T yn) (7.3.2)

= αnd
p(xn, z) + (1− αn)dp(J

λ
(N)
n
w(N)
n , z)− c

2
αn(1− αn)dp(xn, T yn)

≤ αnd
p(xn, z) + (1− αn)dp(w(N)

n , z)− c

2
αn(1− αn)dp(xn, T yn)

...

≤ αnd
p(xn, z) + (1− αn)dp(w(1)

n , z)− c

2
αn(1− αn)dp(xn, T yn) (7.3.3)

≤ dp(xn, z),

which implies that lim
n→∞

dp(xn, z) exists for all z ∈ Γ.

Thus, {xn} is bounded and hence, {yn} and {Tyn} are also bounded. It then follows from
(7.3.3) that

c

2
αn(1− αn)dp(xn, T yn)→ 0, as n→∞.

By the condition on αn, we obtain that

lim
n→∞

dp(xn, T yn) = 0. (7.3.4)

By Lemma 7.2.12, we obtain for each i = 1, 2, . . . , N that

dp(w(i+1)
n , z) ≤ dp(w(i)

n , z)− dp(w(i)
n , w

(i+1)
n ). (7.3.5)

By setting i = N in (7.3.5), we obtain from (7.3.2) that

dp(xn+1, z) ≤ αnd
p(xn, z) + (1− αn)dp(w(N+1)

n , z)

≤ αnd
p(xn, z) + (1− αn)dp(w(N)

n , z)− (1− αn)dp(w(N)
n , w(N+1)

n )
...

≤ αnd
p(xn, z) + (1− αn)dp(w(1)

n , z)− (1− αn)dp(w(N)
n , w(N+1)

n )

≤ αnd
p(xn, z) + (1− αn)dp(xn, z)− (1− αn)dp(w(N)

n , w(N+1)
n )

= dp(xn, z)− (1− αn)dp(w(N)
n , w(N+1)

n ),

which implies from Lemma 7.3.1 (a) that

(1− αn)dp(w(N)
n , w(N+1)

n )→ 0 as n→∞.

By the condition on αn, we obtain that

lim
n→∞

dp(w(N)
n , w(N+1)

n ) = 0. (7.3.6)
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Similarly, we obtain for i = N − 1, (7.3.2) and (7.3.5) that

dp(xn+1, z) ≤ αnd
p(xn, z) + (1− αn)dp(w(N)

n , z)

≤ αnd
p(xn, z) + (1− αn)dp(w(N−1)

n , z)− (1− αn)dp(w(N−1)
n , w(N)

n )
...

≤ αnd
p(xn, z) + (1− αn)dp(w(1)

n , z)− (1− αn)dp(w(N−1)
n , w(N)

n )

= αnd
p(xn, z) + (1− αn)dp(xn, z)− (1− αn)dp(w(N−1)

n , w(N)
n )

= dp(xn, z)− (1− αn)dp(w(N−1)
n , w(N)

n ),

which implies from Lemma 7.3.1 (a) and the condition on αn that

lim
n→∞

dp(w(N−1)
n , w(N)

n ) = 0. (7.3.7)

Continuing in this manner, we can show that

lim
n→∞

d(w(i)
n , w

(i+1)
n ) = 0, i = 1, 2, . . . , N − 2. (7.3.8)

This, together with (7.3.6) and (7.3.7), gives

lim
n→∞

d(w(i)
n , w

(i+1)
n ) = 0, i = 1, 2, . . . , N. (7.3.9)

From (7.3.9), and applying triangle inequality, we obtain for each i = 1, 2, . . . , N + 1, that

lim
n→∞

d(xn, w
(i)
n ) = lim

n→∞
d(w(1)

n , w(i)
n ) = 0. (7.3.10)

Since λ
(i)
n ≥ λ(i) > 0 for all n ≥ 1, we obtain from Lemma 7.2.8 and (7.3.9) that

d
(
w(i)
n , Jλ(i)w

(i)
n

)
≤ d

(
w(i)
n , Jλ(i)n w

(i)
n

)
→ 0, as n→∞, i = 1, 2, . . . , N. (7.3.11)

Moreover, we obtain from (7.3.4) and (7.3.10) that

d(xn, Txn) ≤ d(xn, T yn) + d(Tyn, Txn)

≤ d(xn, T yn) + d(yn, xn)→ 0 as n→∞. (7.3.12)

Theorem 7.3.2. For 1 < p < ∞, let X be a complete p-uniformly convex metric space
with parameter c ≥ 2 and fi : X → (−∞,∞], i = 1, 2, . . . , N be a finite family of proper
convex and lower semicontinuous functions. Let T : X → X be a nonexpansive mapping

and let Γ := F (T )∩
(
∩Ni=1arg min

y∈X
fi(y)

)
6= ∅. For arbitrary x1 ∈ X, let the sequence {xn}

be generated by (7.3.1), where {λ(i)
n }, i = 1, 2, . . . , N is a sequence such that λ

(i)
n > λ(i) > 0

for each i = 1, 2, . . . , N, n ≥ 1 and {αn} is a sequence in [a, b], for some a, b ∈ (0, 1).
Then, {xn} ∆-converges to some x∗ ∈ Γ.
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Proof. Since {xn} is bounded and X is a complete p-uniformly convex metric space, then
by Lemma 2.3.24 (i), {xn} has a unique asymptotic center. That is, A({xn}) = {x∗}. Let
{xnk} be any subsequence of {xn} such that A({xnk}) = {u}. Then, by (7.3.12), we have
that lim

n→∞
d(xnk , Txnk) = 0. Thus, by Lemma 2.3.24 (ii) and Lemma 2.3.25, we obtain that

u ∈ F (T ). Since Jλ(i) is nonexpansive for each i = 1, 2, . . . , N , it follows from Lemma
2.3.24 (ii), (7.3.10) and (7.3.11) that u ∈ ∩Ni=1F (Jλ(i)). Hence from Lemma 7.2.11, we have
that u ∈ Γ.

Furthermore, from Lemma 7.3.1 (a), we obtain that lim
n→∞

d(xn, u) exists. Thus, by the

uniqueness of asymptotic centers, we have

lim sup
k→∞

d(xnk , u) ≤ lim sup
k→∞

d(xnk , x
∗)

≤ lim sup
n→∞

d(xn, x
∗)

≤ lim sup
n→∞

d(xn, u)

= lim
n→∞

d(xn, u)

= lim sup
k→∞

d(xnk , u),

which implies that x∗ = u. Therefore, {xn} ∆-converges to x∗ ∈ Γ.

Recall that Hadamard spaces are p-uniformly convex metric spaces with p = 2 and param-
eter c = 2. Also, if p = 2, the p-resolvent reduces to the Moreau-Yosida resolvent mapping
in Hadamard spaces. Therefore, if we let p = 2 and c = 2 in Theorem 7.3.2, we obtain the
following result.

Corollary 7.3.3. Let X be an Hadamard space and fi : X → (−∞,∞], i = 1, 2, . . . , N be
a finite family of proper convex and lower semi continuous functions. Let T : X → X be a

nonexpansive mapping and Γ := F (T ) ∩
(
∩Ni=1arg min

y∈X
fi(y)

)
6= ∅. For arbitrary x1 ∈ X,

let the sequence {xn} be generated by (7.3.1), where {λ(i)
n }, i = 1, 2, . . . , N is a sequence

such that λ
(i)
n > λ(i) > 0 for each i = 1, 2, . . . , N, n ≥ 1 and {αn} is a sequence in [a, b],

for some a, b ∈ (0, 1). Then, {xn} ∆-converges to some x∗ ∈ Γ.

Remark 7.3.4. In general, existing results on PPA in Hadamard spaces (that is, the case
where p = c = 2) cannot be simply carried into p-uniformly convex metric spaces due to
the structure of the space. For example, the smoothness constant (parameter) c ∈ (0,∞)
is a natural obstacle one has to overcome in order to extend such results to p-uniformly
convex metric spaces. The results of this section are established under the assumption
that c ∈ [2,∞). However, we do not know whether these results still hold if we consider
c ∈ (0, 2).
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7.4 Halpern-type algorithm for minimization and fixed

point problems in p-uniformly convex metric spaces

In the previous section, we obtained a ∆-convergence result using the modified Mann
iteration process. However, in infinite dimensional spaces, it is more desirable to study
strong convergence results. Therefore, it is our interest in this section, to study Halpern-
type algorithms for the purpose of establishing strong convergence results for minimization
and fixed point problems in p-uniformly convex metric spaces. We shall also discuss some
numerical experiments in p-uniformly convex metric spaces to show the applicability of
our results in this space.

7.4.1 Main results

Lemma 7.4.1. For 1 < p <∞, let X be a p-uniformly convex metric space with parameter
c ≥ 2 and S : X → X be a nonexpansive mapping. Let u ∈ X be fixed, then for each
t ∈ (0, 1), the mapping ft : X → X defined by

ftx = tu⊕ (1− t)Sx ∀x ∈ X, (7.4.1)

has a unique fixed point xt ∈ X. That is,

xt = ftxt = tu⊕ (1− t)Sxt. (7.4.2)

Proof. From (7.4.1) and (2.1.10), we obtain

d(ftx, fty)p ≤ td(ftx, u)p + (1− t)d(ftx, Sy)p − c

2
t(1− t)d(u, Sy)p

≤ t2d(u, u)p + t(1− t)d(Sx, u)p − c

2
t2(1− t)d(u, Sx)p + t(1− t)d(u, Sy)p

+(1− t)2d(Sx, Sy)p − c

2
t(1− t)2d(u, Sx)p − c

2
t(1− t)d(u, Sy)p

≤ (1− t)2d(x, y)p,

Thus, ft is a contraction with constant (1 − t)
2
p , and by Banach contraction mapping

principle, we obtain the desired conclusion.

Definition 7.4.2. [161, 169] A continuous linear functional µ defined on l∞ (where l∞ is
the Banach space of bounded real sequences) is called a Banach limit, if

||µ|| = µ(1, 1, . . . ) = 1 and µn(an) = µn(an+1) ∀an ∈ l∞.

Lemma 7.4.3. [161, 169] Let (a1, a2, . . . ) ∈ l∞ be such that µn(an) ≤ 0 for all Banach
limits µ, and lim sup

n→∞
(an+1 − an) ≤ 0. Then, lim sup

n→∞
an ≤ 0.

Lemma 7.4.4. For 1 < p <∞, let X be a p-uniformly convex metric space with parameter
c ≥ 2 and S : X → X be a nonexpansive mapping. Then F (S) 6= ∅ if and only if {xt}
defined by (7.4.2) is bounded as t→ 0. Furthermore, we have the following
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(i) {xt} converges to v = PF (S)u, where PF (S) is the the nearest point map (projection)
of X onto F (S).

(ii) d(u, v)p ≤ 2
c
µn (d(u, xn)p) for all Banach limits µ and all bounded sequences {xn}

with {xn − Sxn} converging strongly to 0.

Proof. Let F (S) 6= ∅, then it is easy to show that {xt} is bounded. Now suppose that
{xt} is bounded, we prove that F (S) 6= ∅. Let {tn} be a sequence in (0, 1) such that
lim
n→∞

tn = 0. Then, {xtn} is bounded. Thus, by Lemma 2.3.24 (i), there exists v ∈ X such

that A({xtn}) = {v}. That is

lim sup
n→∞

d(v, xtn) = inf
y∈X

lim sup
n→∞

d(y, xtn). (7.4.3)

Using the nonexpansivity of S and (7.4.2), we obatin

lim sup
n→∞

d(xtn , Sv)p ≤ lim sup
n→∞

(d(xtn , Sxtn) + d(Sxtn , Sv))p

≤ lim sup
n→∞

(tnd(u, Sxtn) + d(xtn , v))p

= lim sup
n→∞

d(xtn , v)p. (7.4.4)

Setting t = 1
2

in (2.1.10), we obtain

d(xtn ,
1

2
Sv ⊕ 1

2
v)p ≤ 1

2
d(xtn , Sv)p +

1

2
d(xtn , v)− c

8
d(Sv, v)p. (7.4.5)

Since A({xtn}) = {v}, then by setting y = 1
2
Sv⊕ 1

2
v in (7.4.3), we obtain from (7.4.5) that

lim sup
n→∞

d(xtn , v)p ≤ lim sup
n→∞

d(xtn ,
1

2
Sv ⊕ 1

2
v)p

≤ 1

2
lim sup
n→∞

d(xtn , Sv)p +
1

2
lim sup
n→∞

d(xtn , v)− c

8
d(Sv, v)p,

which implies from (7.4.4) that

d(Sv, v)p ≤ 2 lim sup
n→∞

d(xtn , Sv)p − 2 lim sup
n→∞

d(xtn , v)p

≤ 2 lim sup
n→∞

d(xtn , v)p − 2 lim sup
n→∞

d(xtn , v)p = 0. (7.4.6)

Hence, v ∈ F (S). Therefore, F (S) 6= ∅.
We now give the proofs of (i) and (ii).
(i) Let v = PF (S)u, then {xt} is bounded. Since c ≥ 2, we obtain from (7.4.2) and (2.1.10)
that

d(v, xt)
p = d(v, tu⊕ (1− t)Sxt)p

≤ td(v, u)p + (1− t)d(v, Sxt)
p − c

2
t(1− t)d(u, Sxt)

p

≤ td(v, u)p + (1− t)d(v, xt)−
c

2
t(1− t)d(u, Sxt)

p,
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which implies that

d(v, xt)
p ≤ d(v, u)p + (t− 1)d(u, Sxt)

p. (7.4.7)

Now, let {tm} be any sequence in (0, 1) such that tm → 0, as m → ∞. Since {xtm} is
bounded, it follows from Lemma 2.3.24 (ii) that there exists a subsequence {xtmk} of {xtm}
that ∆-converges to q ∈ X. Thus, by Lemma 2.3.24 (i), we obtain that A ({xtm}) = {q}.
By the same argument as in (7.4.3)-(7.4.6), we obtain that q ∈ F (S).
Now, observe that d(xtm , Sxtm) → 0, as m → ∞. Thus, we may assume that the subse-
quence {Sxtmk} of {Sxtm} ∆-converges to q ∈ F (S) and

lim
k→∞

d(u, Sxtmk )p = lim inf
m→∞

d(u, Sxtm)p. (7.4.8)

It then follows from the ∆-lower semicontinuity of d(u, .)p and (7.4.8) that

d(u, q)p ≤ lim inf
k→∞

d(u, Sxtmk )p = lim
k→∞

d(u, Sxtmk )p = lim inf
m→∞

d(u, Sxtm)p. (7.4.9)

Since v = PF (S)u and q ∈ F (S), then we have that d(v, u) ≤ d(q, u). Thus, letting
dtm = d(v, u)p + (tm − 1)d(u, Sxtm)p, we obtain from (7.4.9) that

lim sup
m→∞

dtm = d(v, u)p + lim sup
m→∞

(−d(u, Sxtm)p)

≤ d(q, u)p − lim inf
m→∞

d(u, Sxtm)p ≤ 0. (7.4.10)

From (7.4.7) and (7.4.10), we obtain that lim sup
m→∞

d(v, xtm)p ≤ 0. Therefore, lim
m→∞

d(v, xtm) =

0, and this implies that {xtm} converges strongly to v. Hence, it follows that {xt} converges
strongly to v = PF (S)u.

(ii) Let {xtm} be a sequence defined by (7.4.2), where {tm} is as defined in (i). Then by
(i), lim

m→∞
xtm = v, where v = PF (S)u.

From (7.4.2) and (2.1.10), we obtain that

d(xn, xtm)p ≤ tmd(xn, u)p + (1− tm)d(xn, Sxtm)p − c

2
tm(1− tm)d(u, Sxtm)p

≤ tmd(xn, u)p + (1− tm) [d(xn, Sxn) + d(Sxn, Sxtm)]p

− c
2
tm(1− tm)d(u, Sxtm)p

≤ tmd(xn, u)p + (1− tm) [d(xn, Sxn) + d(xn, xtm)]p

− c
2
tm(1− tm)d(u, Sxtm)p. (7.4.11)

Since µ is a Banach limit, then (7.4.11) becomes

µn (d(xn, xtm)p) ≤ tmµn (d(xn, u)p) + (1− tm)µn (d(xn, xtm)p)− c

2
tm(1− tm)d(u, Sxtm)p,

which implies

µn (d(xn, xtm)p) ≤ µn (d(xn, u)p)− c

2
(1− tm)d(u, Sxtm)p.

By letting m→∞ in (7.4.11), we obtain

µn (d(xn, v)p) ≤ µn (d(xn, u)p)− c

2
d(u, v)p,

which gives the desired conclusion.
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Lemma 7.4.5. For p > 1, let X be a p-uniformly convex metric space with parameter
c ≥ 2 and S : X → X be a nonexpansive mapping. Let Ti : X → X, i = 1, 2, . . . N be a
finite family of firmly nonexpansive-type mappings such that F (S) ∩ F (TN) ∩ F (TN−1) ∩
· · · ∩ F (T2) ∩ F (T1) 6= ∅. Then

F (S ◦ TN ◦ TN−1 ◦ · · · ◦ T2 ◦ T1) = F (S) ∩ F (TN) ∩ F (TN−1) ∩ · · · ∩ F (T2) ∩ F (T1).

Proof. The proof follows easily from the proof of Lemma 7.2.12 (ii).

Theorem 7.4.6. For 1 < p < ∞, let X be a complete p-uniformly convex metric space
with parameter c ≥ 2 and fi : X → (−∞,∞], i = 1, 2, . . . , N be a finite family of proper
convex and lower semicontinuous functions. Let T : X → X be a nonexpansive mapping
and Γ := F (T ) ∩

(
∩Ni=1arg miny∈X fi(y)

)
6= ∅. For arbitrary u, x1 ∈ X, the sequence {xn}

be generated by {
yn = JfN

λ
(N)
n

◦ JfN−1

λ
(N−1)
n

◦ · · · ◦ Jf2
λ
(2)
n

◦ Jf1
λ
(1)
n

(xn),

xn+1 = αnu⊕ (1− αn)Tyn, n ≥ 1,
(7.4.12)

where {αn} is a sequence in (0, 1) and {λ(i)
n }, i = 1, 2, . . . , N is a sequence in (0,∞) with

λ
(i)
n ≥ λ(i) > 0 such that

(i) lim
n→∞

αn = 0 and
∞∑
n=1

αn =∞,

(ii)
∞∑
n=1

|αn − αn+1| <∞,

(iii)
∞∑
n=1

(
1− (λ

(i)
n−1)p−1

(λ
(i)
n )p−1

) 1
p

<∞, i = 1, 2, . . . , N .

Then, {xn} converges strongly to v̄ = PΓu, where PΓ is the nearest point map (projection)
of X onto Γ.

Proof. First, we show that {xn} is bounded.

Set w
(i+1)
n = Jfi

λ
(i)
n

w
(i)
n , i = 1, 2, . . . , N, where w

(1)
n = xn, for all n ≥ 1. Then,

w
(2)
n = Jfi

λ
(1)
n

(xn), w
(3)
n = Jfi

λ
(2)
n

◦ Jfi
λ
(1)
n

(xn), . . . , w
(N)
n = Jfi

λ
(N−1)
n

◦ Jfi
λ
(2)
n

◦ Jfi
λ
(1)
n

(xn) and

w
(N+1)
n = yn.

Now, let v ∈ Γ, then we obtain from (2.1.10), (7.4.12), Lemma 7.2.11 and Lemma 7.2.7
that

d(xn+1, v)p ≤ αnd(u, v)p + (1− αn)d(Tyn, v)p

≤ αnd(u, v)p + (1− αn)d(w(N+1)
n , v)p (7.4.13)

= αnd(u, v)p + (1− αn)d(JfN
λ
(N)
n

w(N)
n , v)p

...

≤ αnd(u, v)p + (1− αn)d(xn, v)p

≤ max{d(u, v)p, d(xn, v)p},
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which implies by induction that

d(xn, v)p ≤ max{d(u, v)p, d(x1, v)p} ∀n ≥ 1. (7.4.14)

Therefore, {xn} is bounded. Consequently, {yn} and {Tyn} are also bounded.
Next, we show that lim

n→∞
d(xn, xn+1) = 0.

We may assume without loss of generality that λ
(i)
n−1 ≤ λ

(i)
n , i = 1, 2, . . . , N, n ≥ 1. Thus,

from (7.4.12) and Lemma 7.2.9, we obtain

d
(
w(i+1)
n , w

(i+1)
n−1

)
≤ d

(
Jfi
λ
(i)
n

w(i)
n , J

fi

λ
(i)
n

w
(i)
n−1

)
+ d

(
Jfi
λ
(i)
n

w
(i)
n−1, J

fi

λ
(i)
n−1

w
(i)
n−1

)

≤ d
(
w(i)
n , w

(i)
n−1

)
+

2

c

1−

(
λ

(i)
n−1

)p−1

(
λ

(i)
n

)p−1




1
p

d
(
w

(i)
n−1, J

fi

λ
(i)
n

w
(i)
n−1

)

≤ d
(
J
fi−1

λ
(i−1)
n

w(i−1)
n , J

fi−1

λ
(i−1)
n

w
(i−1)
n−1

)
+ d

(
J
fi−1

λ
(i−1)
n

w
(i−1)
n−1 , J

fi−1

λ
(i−1)
n−1

w
(i−1)
n−1

)

+

2

c

1−

(
λ

(i)
n−1

)p−1

(
λ

(i)
n

)p−1




1
p

d
(
w

(i)
n−1, J

fi

λ
(i)
n

w
(i)
n−1

)

≤ d
(
w(i−1)
n , w

(i−1)
n−1

)
+

2

c

1−

(
λ

(i−1)
n−1

)p−1

(
λ

(i−1)
n

)p−1




1
p

d
(
w

(i−1)
n−1 , J

fi−1

λ
(i−1)
n

w
(i−1)
n−1

)

+

2

c

1−

(
λ

(i)
n−1

)p−1

(
λ

(i)
n

)p−1




1
p

d
(
w

(i)
n−1, J

fi

λ
(i)
n

w
(i)
n−1

)
≤ d

(
w(i−(N−1))
n , w

(i−(N−1))
n−1

)

+
N−1∑
j=0

2

c

1−

(
λ

(i−j)
n−1

)p−1

(
λ

(i−j)
n

)p−1




1
p

d
(
w

(i−j)
n−1 , J

fi−j

λ
(i−j)
n

w
(i−j)
n−1

)
. (7.4.15)

Since c ≥ 2, we obtain from (7.4.12) and (2.1.10) that

d(xn+1, xn)p

= d(αnu⊕ (1− αn)Tyn, αn−1u⊕ (1− αn−1)Tyn−1)p

≤ αn−1d(αnu⊕ (1− αn)Tyn, u)p + (1− αn−1)d(αnu⊕ (1− αn)Tyn, T yn−1)p

− c
2
αn−1(1− αn−1)d(u, Tyn−1)p

≤ αn−1(1− αn)d(Tyn, u)p − c

2
αn−1αn(1− αn)d(u, Tyn)p + αn(1− αn−1)d(u, Tyn−1)p

+(1− αn−1)(1− αn)d(Tyn, T yn−1)p − c

2
(1− αn−1)αn(1− αn)d(u, Tyn)p

− c
2
αn−1(1− αn−1)d(u, Tyn−1)p
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≤ (1− αn−1)(1− αn)d(yn, yn−1)p +
[(
αn −

cαn−1

2

)
(1− αn−1)

]
d(u, Tyn−1)p

+
[(
αn−1 −

c

2
αn−1αn −

c

2
αn(1− αn−1)

)
(1− αn)

]
d(u, Tyn)p

≤ (1− αn−1)(1− αn)d(w(N+1)
n , w

(N+1)
n−1 )p

+|αn − αn−1|d(u, Tyn−1)p + |αn − αn−1|d(u, Tyn)p. (7.4.16)

For i = N , we obtain from (7.4.15) and (7.4.16) that

d(xn+1, xn)p ≤ (1− αn−1)(1− αn)

[
d(w(1)

n , w
(1)
n−1)

+
N−1∑
j=0

2

c

1−

(
λ

(N−j)
n−1

)p−1

(
λ

(N−j)
n

)p−1




1
p

d
(
w

(N−j)
n−1 , J

fN−j

λ
(N−j)
n

w
(N−j)
n−1

)]p
+|αn − αn−1| [d(u, Tyn−1)p + d(u, Tyn)p]

= (1− αn−1)(1− αn)

[
d(xn, xn−1)

+
N−1∑
j=0

2

c

1−

(
λ

(N−j)
n−1

)p−1

(
λ

(N−j)
n

)p−1




1
p

d
(
w

(N−j)
n−1 , J

fN−j

λ
(N−j)
n

w
(N−j)
n−1

)]p
+|αn − αn−1| [d(u, Tyn−1)p + d(u, Tyn)p] ,

which implies that

d(xn+1, xn) ≤ (1− αn)d(xn, xn−1)

+
N−1∑
j=0

2

c

1−

(
λ

(N−j)
n−1

)p−1

(
λ

(N−j)
n

)p−1




1
p

d
(
w

(N−j)
n−1 , J

fN−j

λ
(N−j)
n

w
(N−j)
n−1

)
+|αn − αn−1| [d(u, Tyn−1) + d(u, Tyn)]

≤ (1− αn)d(xn, xn−1) +

2

c

1−

(
λ

(N)
n−1

)p−1

(
λ

(N)
n

)p−1




1
p

M

+

2

c

1−

(
λ

(N−1)
n−1

)p−1

(
λ

(N−1)
n

)p−1




1
p

M + · · ·+

2

c

1−

(
λ

(1)
n−1

)p−1

(
λ

(1)
n

)p−1




1
p

M

+|αn − αn−1| [d(u, Tyn−1) + d(u, Tyn)] , (7.4.17)

where M := sup
n≥1

{
N−1∑
j=0

d
(
w

(N−j)
n−1 , J

fN−j

λ
(N−j)
n

w
(N−j)
n−1

)}
. Therefore, using conditions (ii), (iii)

of Theorem 7.4.6, and applying Lemma 2.3.26 in (7.4.17), we obtain that

lim
n→∞

d(xn, xn+1) = 0. (7.4.18)
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We now show that lim
n→∞

d(xn, TJ
fi
λ(i)
xn) = 0, i, 1, 2 . . . , N .

From Lemma 7.2.12, we obtain for each i = 1, 2, . . . , N that

d(w(i+1)
n , v)p ≤ d(w(i)

n , v)p − d(w(i)
n , w

(i+1)
n )p. (7.4.19)

By setting i = N in (7.4.19), we obtain from (7.4.13) that

d(xn+1, v)p ≤ αnd(u, v)p + (1− αn)d(w(N+1)
n , v)p

≤ αnd(u, v)p + (1− αn)d(w(N)
n , v)p − (1− αn)d(w(N)

n , w(N+1)
n )p

≤ αnd(u, v)p + (1− αn)d(xn, v)p − (1− αn)d(w(N)
n , w(N+1)

n )p,

which implies that

(1− αn)d(w(N)
n , w(N+1)

n )p ≤ αn[d(u, v)p − d(xn, v)p] + d(xn, v)p − d(xn+1, v)p

≤ αn[d(u, v)p − d(xn, v)p]

+[d(xn, xn+1) + d(xn+1, v)]p − d(xn+1, v)p. (7.4.20)

Using (7.4.18) and condition (i) of Theorem 7.4.6 in (7.4.20), we obtain

lim
n→∞

d(w(N)
n , w(N+1)

n ) = 0. (7.4.21)

Also, by setting i = N − 1 in (7.4.19), and following the steps as above, we obtain

lim
n→∞

d(w(N−1)
n , w(N)

n ) = 0. (7.4.22)

Repeating the same process, we can show that

lim
n→∞

d(w(i)
n , w

(i+1)
n ) = 0, i = 1, 2, . . . , N − 2. (7.4.23)

This, together with (7.4.21) and (7.4.22), gives

lim
n→∞

d(w(i)
n , w

(i+1)
n ) = 0, i = 1, 2, . . . , N. (7.4.24)

From (7.4.24), and applying triangle inequality, we obtain for each i = 1, 2, . . . , N + 1,
that

lim
n→∞

d(xn, w
(i)
n ) = lim

n→∞
d(w(1)

n , w(i)
n ) = 0. (7.4.25)

Since 0 < λ(i) ≤ λ
(i)
n for all n ≥ 1, we obtain from Lemma 7.2.8 and (7.4.24) that

d
(
w(i)
n , J

fi
λ(i)
w(i)
n

)
≤ d

(
w(i)
n , J

fi

λ
(i)
n

w(i)
n

)
→ 0, as n→∞, i = 1, 2, . . . , N. (7.4.26)

Furthermore, we obtain from (2.1.1), (7.4.18) and (7.4.25) that

d(xn, Txn) ≤ d(xn, T yn) + d(Tyn, Txn)

≤ d(xn, xn+1) + d(xn+1, T yn) + d(yn, xn)

= d(xn, xn+1) + αnd(u, Tyn) + d(yn, xn)→ 0, n→∞. (7.4.27)
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Also, from (7.4.25) and (7.4.27), we obtain that

d(xn, T yn) ≤ d(xn, Txn) + d(Txn, T yn)

≤ d(xn, Txn) + d(xn, yn)→ 0, n→∞. (7.4.28)

Again, we obtain from (7.4.25), (7.4.26) and (7.4.28) that

d(xn, TJ
fi
λ(i)
xn) ≤ d(xn, T yn) + d(Tyn, TJ

fi
λ(i)
xn)

≤ d(xn, T yn) + d(w(N+1)
n , Jfi

λ(i)
w(1)
n )

≤ d(xn, T yn) + d(w(N+1)
n , w(1)

n ) + d(w(1)
n , w(i)

n )

+d(w(i)
n , J

fi
λ(i)
w(i)
n ) + d(Jfi

λ(i)
w(i)
n , J

fi
λ(i)
w(1)
n )

≤ d(xn, T yn) + d(w(N+1)
n , w(1)

n )

+2d(w(1)
n , w(i)

n ) + d(w(i)
n , J

fi
λ(i)
w(i)
n )→ 0, n→∞. (7.4.29)

Next, we show that {xn} converges strongly to v̄ = PΓu.

Let v̄ = lim
t→0

xt, where {xt} is as defined in (7.4.2) with S = T ◦ JfN
λ(N) ◦ JfN−1

λ(N−1) ◦ · · · ◦ Jf1λ(1) .
Then, by Lemma 7.4.4, Lemma 7.4.5 and Lemma 7.2.7, we obtain that v̄ = PF (S)u = PΓu.
Thus, from (2.1.10), we obtain

d(xn+1, v̄)p ≤ αnd(u, v̄)p + (1− αn)d(Tyn, v̄)p − c

2
αn(1− αn)d(u, Tyn)p

≤ (1− αn)d(xn, v̄)p + αn

(
d(u, v̄)p − c

2
(1− αn)d(u, Tyn)p

)
. (7.4.30)

By Lemma 7.4.4 (ii), we obtain that µn
(
d(u, v̄)p − 2

c
d(u, xn)p

)
≤ 0 for all Banach limits

µ. Also, we obtain from (7.4.18) that

lim sup
n→∞

(
[d(u, v̄)p − 2

c
d(u, xn+1)p]− [d(u, v̄)p − 2

c
d(u, xn)p]

)
≤ 0.

Hence, it follows from Lemma 7.4.3 that

lim sup
n→∞

(
d(u, v̄)p − 2

c
d(u, xn)p

)
≤ 0. (7.4.31)

From (7.4.28) and (7.4.31), we obtain that

lim sup
n→∞

(
d(u, v̄)p − 2

c
(1− αn)d(u, Tyn)p

)
≤ 0. (7.4.32)

Using (7.4.32) and applying Lemma 2.3.26 in (7.4.30), we obtain that {xn} converges
strongly to v̄ = PΓu.

The following corollary of Theorem 7.4.6 generalizes the results of [174, Theorem 3.1] and
[161, Theorem 2.3] in Hadamard spaces.
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Corollary 7.4.7. Let X be a complete 2-uniformly convex metric space with parameter
c = 2 (in particular, an Hadamard space) and fi : X → (−∞,∞], i = 1, 2, . . . , N be a
finite family of proper convex and lower semicontinuous functions. Let T : X → X be a

nonexpansive mapping and Γ := F (T )∩
(
∩Ni=1arg min

y∈X
fi(y)

)
6= ∅. For arbitrary u, x1 ∈ X,

the sequence {xn} be generated by{
yn = JfN

λ
(N)
n

◦ JfN−1

λ
(N−1)
n

◦ · · · ◦ Jf2
λ
(2)
n

◦ Jf1
λ
(1)
n

(xn),

xn+1 = αnu⊕ (1− αn)Tyn, n ≥ 1,
(7.4.33)

where {αn} is a sequence in (0, 1) and {λ(i)
n }, i = 1, 2, . . . , N is a sequence in (0,∞) with

λ
(i)
n ≥ λ(i) > 0 such that

(i) lim
n→∞

αn = 0 and
∞∑
n=1

αn =∞,

(ii)
∞∑
n=1

|αn − αn+1| <∞,

(iii)
∞∑
n=1

(√
1− (λ

(i)
n−1)

(λ
(i)
n )

)
<∞, i = 1, 2, . . . , N .

Then, {xn} converges strongly to v̄ = PΓu, where PΓ is the nearest point map (projection)
of X onto Γ.

By setting T ≡ I in Theorem 7.4.6 (where I is the identity mapping on X), we obtain the
following new result in p-uniformly convex metric space.

Corollary 7.4.8. For p > 1, let X be a complete p-uniformly convex metric space with
parameter c ≥ 2 and fi : X → (−∞,∞], i = 1, 2, . . . , N be a finite family of proper
convex and lower semicontinuous functions. Let Γ := ∩Ni=1arg min

y∈X
fi(y) 6= ∅. For arbitrary

u, x1 ∈ X, the sequence {xn} be generated by{
yn = JfN

λ
(N)
n

◦ JfN−1

λ
(N−1)
n

◦ · · · ◦ Jf2
λ
(2)
n

◦ Jf1
λ
(1)
n

(xn),

xn+1 = αnu⊕ (1− αn)yn, n ≥ 1,
(7.4.34)

where {αn} is a sequence in (0, 1) and {λ(i)
n }, i = 1, 2, . . . , N is a sequence in (0,∞) with

λ
(i)
n ≥ λ(i) > 0 such that

(i) lim
n→∞

αn = 0 and
∞∑
n=1

αn =∞,

(ii)
∞∑
n=1

|αn − αn+1| <∞,

(iii)
∞∑
n=1

(
1− (λ

(i)
n−1)p−1

(λ
(i)
n )p−1

) 1
p

<∞, i = 1, 2, . . . , N .
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Then, {xn} converges strongly to v̄ = PΓu, where PΓ is the nearest point map (projection)
of X onto Γ.

Remark 7.4.9. Since viscosity-type algorithms have higher rate of convergence than the
Halpern-type, and Halpern-type convergence theorems imply viscosity-type convergence the-
orems. It is natural to ask whether it is possible to replace the Halpern algorithm in Theo-
rem 7.4.6 with a viscosity algorithm and obtain similar result? In other words, is it possible
to study viscosity-type algorithms for minimization and fixed point problems in p-uniformly
convex metric spaces?

Asymptotic behavior of Halpern-type algorithm for minimization problems in
p-uniformly convex metric space

We now study the asymptotic behaviour of the sequence {xn} generated by the following
Halpern-type PPA: {

u, x1 ∈ X,
xn+1 = αnu⊕ (1− αn)Jfµnxn,

(7.4.35)

where {αn} and {µn} are sequences in [0, 1) and (0,∞) respectively, and f : X →
(−∞,+∞] is a proper convex and lower semicontious function. We also extend our study
to examine the behaviour of the sequence given by the following Halpern-type PPA involv-
ing finite composition of resolvents of proper convex and lower semicontinuous functions:{

u, x1 ∈ X,
xn+1 = αnu⊕ (1− αn)

∏m
j=1 J

fj
µnxn, n ≥ 1,

(7.4.36)

where
∏m

j=1 J
fj
µn = Jf1µn ◦ Jf2µn ◦ · · · ◦ Jfm−1

µn ◦ Jfmµn , {αn} is a sequence in [0, 1) and {µn} is a
sequence in (0,∞).

Lemma 7.4.10. For 1 < p < ∞, let X be a complete p-uniformly convex metric space
with parameter c ≥ 2 and f : X → (−∞,+∞] a proper, convex and lower semicontinuous
function. Let {µn} be a sequence of positive real numbers. Suppose lim

n→∞
µn = ∞ and

A({Jfµnxn}) = {v̄} for some bounded sequence {xn} of X. Then v̄ is a minimizer of f ,
that is, v̄ ∈ argmin

y∈X
f(y).

Proof. By Lemma 7.2.10, we obtain that

c

2
(µp−1

n +1)d(Jfµnxn, J
f v̄)p+d(Jfµnxn, xn)p+µp−1

n d(Jf v̄, v̄)p ≤ d(Jf v̄, xn)p+µp−1
n d(Jfµnxn, v̄)p,

which implies

c

2
d(Jfµnxn, J

f v̄)p ≤ 1

µp−1
n

d(Jf v̄, xn)p + d(Jfµnxn, v̄)p.
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By lim
n→∞

µn =∞ and {xn} is bounded, we obtain that

c

2
lim sup
n→∞

d(Jfµnxn, J
f v̄)p ≤ lim sup

n→∞
d(Jfµnxn, v̄)p.

Furthermore, since A({Jfµnxn}) = {v̄} and c ≥ 2, we obtain that

lim sup
n→∞

d(Jfµnxn, J
f v̄) ≤ lim sup

n→∞
d(Jfµnxn, v̄) = inf

y∈X
lim sup
n→∞

d(Jfµnxn, y). (7.4.37)

By (7.4.37), Lemma 2.3.24 (i) and Lemma 7.2.11, we obtain that v̄ ∈ F (Jf ) = argmin
y∈X

f(y).

Theorem 7.4.11. For 1 < p < ∞, let X be a complete p-uniformly convex metric space
with parameter c ≥ 2 and f : X → (−∞,+∞] a proper, convex and lower semicontinuous
function. Let {xn} be the sequence defined by (7.4.35), where {αn} is a sequence in [0, 1)
and {µn} is a sequence in (0,∞) such that lim

n→∞
µn =∞. Then, the following hold:

(i) The sequence {Jfµnxn} is bounded if and only if argmin
y∈X

f(y) 6= ∅.

(ii) If lim
n→∞

αn = 0,
∑∞

n=1 αn =∞ and argmin
y∈X

f(y) 6= ∅, then {xn} and {Jfµnxn} converge

to an element of argmin
y∈X

f(y).

Proof. (i) Suppose that {Jfµnxn} is bounded. Then by Lemma 2.3.24 (i), there exists v̄ ∈ X
such that A({Jfµnxn}) = {v̄}. Thus, from (7.4.35), we obtain that

d(xn+1, v̄)p ≤ αnd(u, v̄)p + (1− αn)d(Jfµnxn, v̄)p,

which implies that {xn} is bounded. Also, since lim
n→∞

µn = ∞ and A({Jfµnxn}) = {v̄}, we

obtain by Lemma 7.4.10 that v̄ is a minimizer of f . Hence, argmin
y∈X

f(y) 6= ∅.

Conversely, let argmin
y∈X

f(y) 6= ∅. Then, we may assume that v̄ is a minimizer of f . Thus

by (7.4.35) and Lemma 7.2.7, we obtain that

d(xn+1, v̄)p ≤ αnd(u, v̄)p + (1− αn)d(Jfµnxn, v̄)p

≤ αnd(u, v̄)p + (1− αn)d(xn, v̄)p

≤ max{d(u, v̄)p, d(xn, v̄)p},

which implies by induction that

d(xn, v̄)p ≤ max{d(u, v̄)p, d(x1, v̄)p} ∀n ≥ 1. (7.4.38)

Therefore, {xn} is bounded. Consequently, {Jfµnxn} is also bounded.
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(ii) Since argmin
y∈X

f(y) 6= ∅, we obtain from (7.4.38) that {xn} and {Jfµnxn} are bounded.

Furthermore, we obtain by (2.1.10) and Lemma 7.2.7 that

d(xn+1, v̄)p ≤ αnd(u, v̄)p + (1− αn)d(Jfµnxn, v̄)p − αn(1− αn)c

2
d(u, Jfµnxn)p

≤ αnd(u, v̄)p + (1− αn)d(xn, v̄)p − αn(1− αn)d(u, Jfµnxn)p

= (1− αn)d(xn, v̄)p + αnδn ∀n ≥ 1, (7.4.39)

where δn = d(u, v̄)p + (αn − 1)d(u, Jfµnxn)p. Now, set vn = Jfµnxn ∀n ≥ 1. Then, by the
boundedness of {Jfµnxn}, we obtain by Lemma 2.3.24 (ii) that there exists a subsequence
{vnk} of {vn} that ∆-converges to some v̂ ∈ X. Thus, by Lemma 2.3.24 (i), we obtain
that A({vnk}) = {v̂}. Moreover, lim

k→∞
µnk = ∞ and {xnk} is bounded. Hence, by Lemma

7.4.10, we obtain that v̂ is a minimizer of f .

Next, we show that {xn} converges to v̂. Observe that

d(u, v̂)p ≤ lim inf
k→∞

d(u, vnk)
p = lim

k→∞
d(u, vnk)

p = lim inf
n→∞

d(u, vn)p.

Thus,
lim sup
n→∞

δn ≤ d(u, v̂)p − lim inf
n→∞

d(u, vn)p ≤ 0.

Now, Lemma 2.3.26 applied to (7.4.39), gives that {xn} converges to v̂.

In what follows, we shall apply Theorem 7.4.11 to establish the convergence of Halpern-
type PPA (7.4.36) involving finite composition of resolvents of f .

Theorem 7.4.12. For 1 < p < ∞, let X be a complete p-uniformly convex metric space
with parameter c ≥ 2 and fj : X → (−∞,+∞] be proper, convex and lower semicontinuous
functions. Let {xn} be a sequence generated by (7.4.36), where {αn} is a sequence in [0, 1)

and {µn} is a sequence in (0,∞) such that lim
n→∞

µn =∞. If lim
n→∞

αn = 0,
∞∑
n=1

αn =∞ and

Γ := ∩mj=1argmin
y∈X

fj(y) 6= ∅, then the sequence {xn} converges to an element of Γ.

Proof. By Theorem 7.4.11 (ii) and Lemma 7.2.11, we obtain that {xn} converges to an

element of F
(∏m

j=1 J
fj
µ

)
. Therefore, we conclude by Lemma 5.4.4 (ii) and Lemma 7.2.11

that {xn} converges to an element of Γ.

Corollary 7.4.13. Let X be a complete 2-uniformly convex metric space (in particular,
an Hadamard space) and fj : X → (−∞,+∞] be proper, convex and lower semicontinuous
functions. Let {xn} be a sequence generated by (7.4.36), where {αn} is a sequence in [0, 1)

and {µn} is a sequence in (0,∞) such that lim
n→∞

µn =∞. If lim
n→∞

αn = 0,
∞∑
n=1

αn =∞ and

Γ := ∩mj=1argmin
y∈X

fj(y) 6= ∅, then the sequence {xn} converge to an element of Γ.

Proof. Take p = 2 = c in Theorem 7.4.12.
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7.4.2 Numerical example

In this subsection, we discuss some numerical experiments of Algorithm (7.4.12) (in com-
parison with the algorithm studied by Okeke and Izuchukwu [137] and Suparatulatorn et
al. [174]) in a p-uniformly convex metric space, to show its applicability and advantage.

Let P(n) be the space of n × n Hermitian positive definite matrices. For 1 < p < ∞,
the geodesic distance between A and B in P(n) (also called the p-Schatten distance)
dp : P(n)×P(n)→ [0,∞) is defined by (see [61], [135, Chapter 2] and [53, Example 5.2])

dp(A,B) = inf{L(c) | c : [0, 1]→ P(n) is a smooth curve with c(0) = A and c(1) = B}
= || log(A−

1
2BA−

1
2 ||p

=

(
m∑
i=1

logp µi(A
−1B)

) 1
p

,

where µi(A
−1B) are the eigenvalues of A−1B, L(c) :=

∫ 1

0
||c(t)− 1

2 c′(t)c(t)−
1
2 ||pdt, ||A||p :=

(tr|A|p) 1
p , tr is the the usual trace functional and |A| = (AHA)

1
2 (where AH is the conjugate

transpose of A). The pair (P(n), dp) is a p-uniformly convex metric space with geodesic
joining A to B in P(n) given by (see [48, 61, 135])

(1− t)x⊕ ty = A
1
2

(
A−

1
2BA−

1
2

)t
A

1
2 , 0 ≤ t ≤ 1.

Now, define T : P(n) → P(n) by TA = DHAD, where D ∈ GL(n) (the set of n × n
invertible matrices). Then T is a nonexpansive mapping (see [135, Chapter 2]). Also, define

f1 : P(n) → R by f1A =

(
m∑
i=1

logp µi(A
−1eA)

) 1
p

, where µi(A
−1eA) are the eigenvalues of

A−1eA. Then f1 is convex and lower semicontinuous (see [6]). Again, define f2, f3, f4 :
P(n) → R by f2A = − log detA, f3A = tr(A) and f4A = tr(eA) respectively, then fi is
convex and lower semicontiunous for each i = 2, 3, 4 (see [6, 172]).

Take αn = 1
3n+1

and λ
(i)
n = in−1

in
, i = 1, 2, 3, 4, for all n ≥ 1. Hence, Algorithm (7.4.12)

becomes 

zn = arg minv∈X

(
f1(v) +

(
1

pλp−1
n

)
dX(v, xn)p

)
,

wn = arg minv∈X

(
f2(v) +

(
1

pλp−1
n

)
dX(v, zn)p

)
,

vn = arg minv∈X

(
f3(v) +

(
1

pλp−1
n

)
dX(v, wn)p

)
,

yn = arg minv∈X

(
f4(v) +

(
1

pλp−1
n

)
dX(v, vn)p

)
,

xn+1 = u
3n+1

⊕ ( 3n
3n+1

)Tyn, n ≥ 1,

(7.4.40)

the algorithm studied by Okeke and Izuchukwu [137] becomes
wn = arg minv∈X

(
f(v) +

(
1

pλp−1

)
dX(v, xn)p

)
,

yn = arg minv∈X

(
f(v) +

(
1

pλp−1

)
dX(v, wn)p

)
,

xn+1 = u
3n+1

⊕ ( 3n
3n+1

)Tyn, n ≥ 1,

(7.4.41)
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and the algorithm studied by Suparatulatorn et al. [174] becomes{
yn = arg minv∈X

(
f(v) +

(
1

pλp−1
n

)
dX(v, xn)p

)
,

xn+1 = u
3n+1

⊕ ( 3n
3n+1

)Tyn, n ≥ 1.
(7.4.42)

We now consider the following 4 cases for our numerical experiments.

Case I: x1 =

[
2 i
−i 2

]
and u =

[
5 1 + i

1− i 4

]
,

Case II: x1 =

[
2 2− i

2 + i 4

]
and u =

[
5 1 + i

1− i 4

]
,

Case III: x1 =

[
2 2− i

2 + i 4

]
and u =

[
1 4 + i

4− i 3

]
,

Case IV: x1 =

[
3 −3− i

−3 + i 4

]
and u =

[
2 −i
i 2

]
.

Remark 7.4.14. Using different choices of the initial matrices x1 and u (that is, Case
I-Case IV), we obtain the numerical results shown in Figure 7.1, Table 1 and Table 2. We
see in the figures that the error values converge to 0, suggesting that by choosing arbitrary
starting vectors, the sequence {xn} converges to the common minimizer of fi, i = 1, 2, 3, 4
which is also a fixed point of T . In all our comparisons (see the table and graphs), we see
that our algorithm performs better than the algorithms studied in [137] and [174].
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Figure 7.1: Errors vs Iteration numbers: Case I (top left); Case II (top right); Case III
(bottom left); Case IV (bottom right).
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Table 1. Showing CPU time and iteration number  

 

 

 

 

Table 2. Showing CPU time and iteration number  

 

In the tables above, Iter denotes iteration number, CPU denotes the CPU time in seconds 

and Tol denotes tolerance (stopping criterion). 

Initial Vectors 
 

with Tol=10-2 

Our Algorithm 7.4.35 
 

Iter                              CPU 

Algorithm 7.4.36 
 

Iter                            CPU 

Algorithm 7.4.37 
 

Iter                                   CPU 

Case I 6                                1.0670 11                           1.3310 15                                  1.3910 

Case II 6                                1.0530 11                           1.3010 15                                  1.3820 

Case III 7                                1.0650 18                           1.4310 25                                  1.8230 

Case IV 5                                1.0260 8                             1.0910 11                                  1.3200 

Initial Vectors 
 

with Tol=10-3 

Our Algorithm 7.4.35 
 

Iter                              CPU 

Algorithm 7.4.36 
Iter                            CPU 

Algorithm 7.4.37 
 

Iter                                   CPU 

Case I 7                                1.2290 10                           1.4330 11                                  1.3980 

Case II 7                                1.2390 10                           1.4340 11                                  1.3980 

Case III 7                                1.2290 11                           1.4330 21                                  2.0240 

Case IV 6                                1.0010 8                             1.2920 9                                    1.2990 
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7.5 Proximal-type algorithms for split minimization

problems in p-uniformly convex metric spaces

In this section, we study the strong convergence of some proximal-type algorithms. Recall
that the PPA only converges weakly even in Hilbert spaces, unless additional assump-
tion(s) are imposed on either the convex function or on the underlying space. Since our
interest here is to obtain strong convergence results, we shall assume that the proper lower
semicontinuous function f is uniformly convex. More precisely, we study the strong con-
vergence of the backward-backward algorithm and the alternating proximal algorithm to
a solution of SMPs in complete p-uniformly convex metric spaces.

7.5.1 Backward-backward algorithm

The backward-backward algorithm is defined for an initial point x1 ∈ X as:{
yn = Jgµnxn,

xn+1 = Jfµnyn, n ≥ 1,
(7.5.1)

where {µn} is a sequence of positive real numbers and f, g : X → (−∞,∞] are two proper,
convex and lower semicontinuous functions (see [22] for a related work in the frame work
of Hadamard spaces). In what follows, we shall study the strong convergence of Algorithm
(7.5.1) to a solution of the following SMP:

min Ψ(x, y) such that (x, y) ∈ X ×X, where Ψ(x, y) = f(x) + g(y) ∀x, y ∈ X.(7.5.2)

We begin with the following lemma.

Lemma 7.5.1. For 1 < p <∞, let X be a p-uniformly convex metric space with param-
eter c > 0 and f, g : X → (−∞,+∞] be two proper, convex and lower semicontinuous
functions. Let {xn} and {yn} be defined by (7.5.1), where {µn} is a sequence of positive
real numbers. Then, for any v = (x, y) ∈ X ×X, we have

Ψ(vn)−Ψ(v) ≤
∑n−1

i=1 d(v, vi)
p − c

2

∑n
i=2 d(v, vi)

p

p
∑n−1

i=1 µ
p−1
i

, (7.5.3)

where vn = (xn, yn) ∈ X ×X.

Proof. By (7.5.1) and (2.2.8), we obtain that

g(yn) +
1

pµp−1
n

d(yn, xn)p ≤ g(y) +
1

pµp−1
n

d(xn, y)p (7.5.4)

and

f(xn+1) +
1

pµp−1
n

d(xn+1, yn)p ≤ f(x) +
1

pµp−1
n

d(yn, x)p (7.5.5)
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Adding (7.5.4) and (7.5.5), we obtain for all x, y ∈ X that

f(xn+1) + g(yn) +
1

pµp−1
n

[d(xn+1, yn)p + d(yn, xn)p]

≤ f(x) + g(y) +
1

pµp−1
n

[d(yn, x)p + d(xn, y)p] . (7.5.6)

In particular, for y = yn, we obtain that

f(xn+1) +
1

pµp−1
n

[d(xn+1, yn)p + d(yn, xn)p]

≤ f(x) +
1

pµp−1
n

[d(yn, x)p + d(xn, yn)p] . (7.5.7)

Now, by interchanging f and g, and starting the iteration process at y1 in (7.5.1), then by
an argument similar to above, we obtain that

g(yn+1) + f(xn) +
1

pµp−1
n

[d(yn+1, xn)p + d(xn, yn)p]

≤ g(y) + f(x) +
1

pµp−1
n

[d(xn, y)p + d(yn, x)p] . (7.5.8)

By setting x = xn in (7.5.8), we obtain

g(yn+1) +
1

pµp−1
n

[d(yn+1, xn)p + d(xn, yn)p]

≤ g(y) +
1

pµp−1
n

[d(xn, y)p + d(yn, xn)p] . (7.5.9)

Adding (7.5.7) and (7.5.9), we obtain

f(xn+1) + g(yn+1) +
1

pµp−1
n

[d(xn+1, yn)p + d(yn+1, xn)p] ≤ f(x) + g(y)

+
1

pµp−1
n

[d(xn, y)p + d(yn, x)p] ,

which gives by (7.2.1) that

Ψ(vn+1) +
1

pµp−1
n

d(vn+1, vn)p ≤ Ψ(v) +
1

pµp−1
n

d(vn, v)p. (7.5.10)

Thus, by Remark 7.2.6 (b), (or inequality (7.2.4)), we obtain that

pµp−1
n (Ψ(vn+1)−Ψ(v)) ≤ d(v, vn)p − c

2
d(v, vn+1)p. (7.5.11)

By letting v = vn in (7.5.10), we obtain that

Ψ(vn+1) +
1

pµp−1
n

d(vn+1, vn)p ≤ Ψ(vn),
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which implies that {Ψ(vn)} is monotone non-increasing. Thus, we obtain from (7.5.11)
that

p (Ψ(vn)−Ψ(v))
n−1∑
i=1

µp−1
i ≤ p

n−1∑
i=1

µp−1
i (Ψ(vi+1)−Ψ(v))

≤
n−1∑
i=1

d(v, vi)
p − c

2

n∑
i=2

d(v, vi)
p, (7.5.12)

which yields the desired conclusion.

Theorem 7.5.2. For 1 < p < ∞, let X be a complete p-uniformly convex metric space
with parameter c > 0 such that the diameter of X×X is K > 0. Let f, g : X → (−∞,+∞]
be two proper, uniformly convex and lower semicontinuous functions and {xn}, {yn} be
sequences defined by (7.5.1), where {µn} is a sequence of positive real numbers such that
lim
n→∞

n∑n
i=1 µ

p−1
i

= 0. Then, {(xn, yn)} converges to a solution of (7.5.2).

Proof. Since the diameter of X ×X is K > 0, therefore we obtain from (7.5.3) that

Ψ(vn)−Ψ(v) ≤
∑n−1

i=1 d(v, vi)
p − c

2

∑n
i=2 d(v, vi)

p

p
∑n−1

i=1 µ
p−1
i

(7.5.13)

≤ (n− 1)Kp

p
∑n−1

i=1 µ
p−1
i

→ 0, as n→∞.

That is, lim
n→∞

Ψ(vn) ≤ Ψ(v) for all v ∈ X ×X, which implies that

lim
n→∞

Ψ(vn) = inf
v∈(X×X)

Ψ(v). (7.5.14)

Furthermore, we obtain by Proposition 7.2.3 that, there exists a unique minimizer v̄ ∈
(X ×X) of Ψ. Thus, by (7.5.14), we obtain that

lim
n→∞

Ψ(vn) = Ψ(v̄). (7.5.15)

Also, using the uniform convexity of Ψ, we obtain that there exists a function ψ : R+ → R+

with ψ(t) = 0⇐⇒ t = 0 such that

Ψ

(
1

2
vn ⊕

1

2
vm

)
≤ 1

2
(Ψ(vn) + Ψ(vm))− ψ(d(vn, vm)), ∀n,m ≥ 1.

Since ψ(t) = 0 ⇐⇒ t = 0, we obtain from (7.5.15) that d(vn, vm) → 0, as n,m → ∞.
Thus, {vn} is a Cauchy sequence in X ×X. As X is complete, so X ×X is also complete.
Thus, {vn} converges to a point say v̂ ∈ X×X. It follows from the lower semicontinuity of
Ψ (since f and g are lower semicontinuous functions) and (7.5.3) that Ψ(v̂) = inf

v∈X×X
Ψ(v).

Therefore, we conclude that {vn} = {(xn, yn)} converges to a solution of (7.5.2).
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Remark 7.5.3. If X is a complete 2-uniformly convex metric space in Theorem 7.5.2
with parameter c = 2 for X ×X, then (7.5.13) becomes

Ψ(vn)−Ψ(v) ≤
∑n−1

i=1 d(v, vi)
2 −∑n

i=2 d(v, vi)
2

2
∑n−1

i=1 µi

≤ d(v, v1)2

2
∑n−1

i=1 µi
,

which implies that lim
n→∞

Ψ(vn) = inf
v∈(X×X)

Ψ(v), provided lim
n→∞

n−1∑
i=1

µi = ∞. In this case, we

do not need the assumption that X × X has a diameter K > 0. Thus, we obtain the
following result from Theorem 7.5.2.

Corollary 7.5.4. Let X be a complete 2-uniformly convex metric space (in particular, an
Hadamard space) and f, g : X → (−∞,+∞] be two proper, uniformly convex and lower
semicontinuous functions. Suppose that {xn} and {yn} are sequences defined by (7.5.1),

where {µn} is a sequence of positive real numbers such that
∞∑
n=1

µn =∞. Then, {(xn, yn)}
converges to a solution of (7.5.2).

7.5.2 Alternating proximal algorithm

In problem (7.5.2), the functions f and g are defined on the same space X. In this
subsection, we shall consider the SMP for the case where f and g are defined on two
different p-uniformly convex metric spaces, say X and Y respectively. That is, we consider
the following SMP:

min Ψ(x, y) such that (x, y) ∈ X × Y, (7.5.16)

where X and Y are two different p-uniformly convex metric spaces and Ψ : X × Y →
(−∞,+∞] is a function defined by Ψ(x, y) = f(x) + g(y); f : X → (−∞,+∞] and
g : Y → (−∞,+∞] are two proper convex and lower semicontinuous functions.

To solve problem (7.5.16), we define the following algorithm called the alternating proximal
algorithm: For arbitrary point v1 = (x1, y1) in X × Y , the sequence {vn} = {(xn, yn)} in
X × Y is defined as follows:

(xn, yn)→ (xn+1, yn)→ (xn+1, yn+1),xn+1 = argmin
x∈X

(
Ψ(x, yn) + 1

pµp−1
n
d(xn, x)p

)
, x ∈ X,

yn+1 = argmin
y∈Y

(
Ψ(xn+1, y) + 1

pµp−1
n
d(yn, y)p

)
, y ∈ Y, n ≥ 1,

(7.5.17)

where {µn} is a sequence of positive numbers. We remark here that, in each iteration, we
have to solve the following subproblems:

min Ψ(x, yn) +
1

pµp−1
n

d2(xn, x), where x ∈ X (7.5.18)
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and

min Ψ(xn+1, y) +
1

pµp−1
n

d2(yn, y), where y ∈ Y. (7.5.19)

In order to solve the subproblem (7.5.18) or (7.5.19), we employ the following PPA: For
arbitrary x1 ∈ X, {xn} is generated by

xn+1 = arg min
x∈X

(
f(x) +

1

pµp−1
n

d(xn, x)p
)
, n ≥ 1, (7.5.20)

where f(x) = Ψ(x, yn). This process has been studied in several settings. For instance,
in Euclidean spaces (see [11, 14]), Hilbert spaces (see [12, 39]), Hadamard manifolds (see
[64]) and Hadamard spaces (see [63]).

Algorithm (7.5.17) has many applications, for instance, it has applications in decision
science ([11]), game theory ([12, 64]), PDE’s and many other disciplines (see [12, 63]).
Furthermore, unlike Algorithm (7.5.1), Algorithm (7.5.17) allows us to check or monitor
what happens in each space of action after a given iteration (see [63]).

Therefore, it is of practical importance to study problems of the form (7.5.16) using Al-
gorithm (7.5.17). To this end, we present the following convergence result for problem
(7.5.16).

Theorem 7.5.5. For 1 < p < ∞, let X and Y be two complete p-uniformly convex
metric spaces with parameter c > 0 and such that the diameter of X × Y is K > 0. Let
f : X → (−∞,+∞] and g : Y → (−∞,+∞] be two proper, uniformly convex and lower
semicontinuous functions and {(xn, yn)} be the sequence defined by (7.5.17), where {µn} is
a sequence of positive real numbers such that lim

n→∞
n∑n

i=1 µ
p−1
i

= 0. Then, {(xn, yn)} converges

to a solution of (7.5.16).

Proof. By (7.5.17) (also see (7.5.20)), we obtain that

f(xn+1) + g(yn) +
1

pµp−1
d(xn, xn+1)p ≤ f(x) + g(yn) +

1

pµp−1
d(xn, x)p (7.5.21)

and

g(yn+1) + f(xn+1) +
1

pµp−1
d(yn, yn+1)p ≤ g(x) + f(xn+1) +

1

pµp−1
d(yn, y)p. (7.5.22)

Adding above two inequalities, we obtain that

f(xn+1) + g(yn+1) +
1

pµp−1
[d(xn, xn+1)p + d(yn, yn+1)p]

≤ f(x) + g(y) +
1

pµp−1
[d(xn, x)p + d(yn, y)p] ,

which gives by (7.2.1) that

Ψ(xn+1, yn+1) +
1

pµp−1
n

d((xn, yn), (xn+1, yn+1))p

≤ Ψ(x, y) +
1

pµp−1
n

d((xn, yn), (x, y))p. (7.5.23)
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Set v = (x, y) and vn = (xn, yn) in (7.5.23), to get

Ψ(vn+1) +
1

pµp−1
n

d(vn, vn+1)p ≤ Ψ(v) +
1

pµp−1
n

d(vn, v)p. (7.5.24)

As in the proof of (7.5.10) -(7.5.12), we can show that that

Ψ(vn)−Ψ(v) ≤
∑n−1

i=1 d(v, vi)
p − c

2

∑n
i=2 d(v, vi)

p

p
∑n−1

i=1 µ
p−1
i

. (7.5.25)

Hence, by a proof similar to that of Theorem 7.5.2, we obtain the desired conclusion.

Corollary 7.5.6. Let X and Y be two complete 2-uniformly convex metric spaces (in
particular, Hadamard spaces). Let f : X → (−∞,+∞] and g : Y → (−∞,+∞] be two
proper, uniformly convex and lower semicontinuous functions. Suppose that {(xn, yn)} is
a sequence defined by (7.5.17), where {µn} is a sequence of positive real numbers such that∑∞

n=1 µn =∞. Then, {(xn, yn)} converges to a solution of (7.5.16).

Proof. It follows from Theorem 7.5.5 and Remark 7.5.3.
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Chapter 8

Contributions to Fixed Point
Problems in Geodesic Metric Spaces

8.1 Introduction

Besides optimization problems, we also studied fixed point problems for nonlinear map-
pings like nonexpansive (both singlevalued and multivalued), quasinonexpansive, demi-
contractive, demimetric and nonspreading-type mappings in previous chapters. In this
chapter, we shall focus only on fixed point problems for nonlinear mappings more general
than the ones we had previously studied. In particular, we shall introduce and study the
classes of asymptotically demicontractive multivalued mappings in Hadamard spaces, strict
asymptotically psuedocontractive-type mappings in p-uniformly convex metric spaces and
generalized strictly pseduononspreading mappings in p-uniformly convex metric spaces.

8.2 Iterative algorithm for a finite family of asymp-

totically demicontractive multivalued mappings

in Hadamard Spaces

In this section, motivated and inspired by the concept of asymptotically demicontrac-
tive singlevalued mappings introduced in Hadamard spaces by Liu and Change [120] (see
Section 2.2.4), we introduce the following concept of asymptotically demicontractive mul-
tivalued mapping as follows:
Let C be a nonempty subset of an Hadamard space X. A mapping T : C ⊆ X → P (X)
is said to be asymptotically demicontractive multivalued mapping, if there exist a constant
k ∈ [0, 1) and a sequence {un} ∈ [0,∞) with lim

n→∞
un = 0 such that for all x ∈ C, p ∈

F (T ), n ≥ 1 and wn ∈ T nx, we have

H2(T nx, p) ≤ (1 + un)d2(x, p) + kd2(x,wn), (8.2.1)

where H denotes the Hausdorff metric defined by (2.1.12).
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In what follows, we prove the strong convergence of a modified Mann iteration to a common
fixed point of a finite family of the new class of mappings in the frame work of Hadamard
spaces. Furthermore, we give a numerical example of our iterative method to show its
applicability.

8.2.1 Main results

Lemma 8.2.1. Let C be a closed and convex subset of a CAT(0) space X and Ti :
C ⊂ X → P (X), (i = 1, 2, · · · ,m) be a finite family of uniformly Li-Lipschitzian and
asymptotically demicontractive multivalued mappings such that ki ∈ [0, 1) with sequences
{ρn(i)} ⊂ [0,∞) such that

⋂m
i=1 F (Ti) 6= ∅. Let {an(i)}mi=1 be sequences in (0, 1) such that

an(i) ≤ 1 − ki, i = 1, 2, . . . ,m, and Sn be a mapping generated by T1, T2, T3, ..., Tm and
an(1), an(2), an(3), ..., an(m) as follows:

Un(1)x = (1− an(1))Un(0)x⊕ an(1)zn(1),

Un(2)x = (1− an(2))Un(1)x⊕ an(2)zn(2),

...

Un(m−1)x = (1− an(m−1))Un(m−2)x⊕ an(m−1)zn(m−1),

Snx = Un(m)x = (1− an(m))Un(m−1)x⊕ an(m)zn(m), (8.2.2)

where Un(0) = I and zn(i) ∈ T ni Un(i−1)x for each i = 1, 2, · · ·m and x ∈ X. Then, the
following hold:

(i) d(Snx, p) ≤ (1 + λn)d(x, p) ∀p ∈ ⋂m
i=1 F (Ti), where λn = (1 + max

1≤i≤m
an(i)ρn(i))

m − 1,

(ii) d(Snx, Sny) ≤ L̄d(x, y), where L̄ := max
1≤i≤m

Lmi .

Proof. For any p ∈ ⋂m
i=1 F (Ti), x ∈ C and zn(i) ∈ T ni Un(i−1)x for each i = 1, 2, · · · ,m using

Lemma 2.3.1, we obtain

d2(Snx, p) = d2((1− an(m))Un(m−1)x⊕ an(m)zn(m), p)

≤ (1− an(m))d
2(Un(m−1)x, p) + an(m)d

2(zn(m), p)

−an(m)(1− an(m))d
2(Un(m−1)x, zn(m))

≤ (1− an(m))d
2(Un(m−1)x, p) + an(m)H2(zn(m), p)

−an(m)(1− an(m))d
2(Un(m−1)x, zn(m))

≤ (1− an(m))d
2(Un(m−1)x, p)

+an(m)[(1 + ρn(m))d
2(Un(m−1)x, p) + kmd

2(Un(m−1)x, zn(m))]

−an(m)(1− an(m))d
2(Un(m−1)x, zn(m))

= [1 + an(m)ρn(m)]d
2(Un(m−1)x, p)

−an(m)(1− an(m) − km)d2(Un(m−1)x, zn(m))

= [1 + an(m)ρn(m)]
{
d2((1− an(m−1))Un(m−2)x⊕ an(m−1)zn(m−1), p)

}
−an(m)(1− an(m) − km)d2(Un(m−1)x, zn(m))
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≤ [1 + an(m)ρn(m)]
{

(1− an(m−1))d
2(Un(m−2)x, p)

+an(m−1)d
2(zn(m−1), p)− an(m−1)(1− an(m−1))d

2(Un(m−2)x, zn(m−1))
}

−an(m)(1− an(m) − km)d2(Un(m−1)x, zn(m))

≤ [1 + an(m)ρn(m)]
{

(1− an(m−1))d
2(Un(m−2)x, p)

+an(m−1)H2(zn(m−1), p)− an(m−1)(1− an(m−1))d
2(Un(m−2)x, zn(m−1))

}
−an(m)(1− an(m) − km)d2(Un(m−1)x, zn(m))

≤ [1 + an(m)ρn(m)]
{

(1− an(m−1))d
2(Un(m−2)x, p)

+an(m−1)[(1 + ρn(m−1))d
2(Un(m−2)x, p) + km−1d

2(Un(m−2)x, zn(m−1))]

−an(m−1)(1− an(m−1))d
2(Un(m−2)x, zn(m−1))

}
−an(m)(1− an(m) − km)d2(Un(m−1)x, zn(m))

= [1 + an(m)ρn(m)][1 + an(m−1)ρn(m−1)]d
2(Un(m−2)x, p)

−an(m)(1− an(m−1) − km−1)[1 + an(m)ρn(m)]d
2(Un(m−2)x, zn(m−1))

−an(m)(1− an(m) − kmd2(Un(m−1)x, zn(m))

≤ [1 + an(m)ρn(m)][1 + an(m−1)ρn(m−1)][1 + an(m−2)ρn(m−2)]d
2(Un(m−3)x, p)

−an(m−2)(1− an(m−2) − km−2)[1 + an(m−1)ρn(m−1)]

×[1 + an(m)ρn(m)]d
2(Un(m−2)x, zn(m−1))

−an(m−1)(1− an(m−1) − km−1)[1 + an(m)ρn(m)]d
2(Un(m−2)x, zn(m−1))

−an(m)(1− an(m) − kmd2(Un(m−1)x, zn(m))

=
2∏
i=0

[1 + an(i)ρn(i)]d
2(xn, p)

−an(1− an(m) − km)d2(Un(m−1)x, zn(m))

−
2∑
j=1

i−1∏
j=0

an(m−i)(1− an(m−i) − km−i)

×[1 + an(m−j)ρn(m−j)]d
2(Un(m−i−1)x, zn(m−i))

...

≤
m−1∏
i=0

[1 + an(i)ρn(i)]d
2(xn, p)

−an(1− an(m) − km)d2(Un(m−1)x, zn(m))

−
m−1∑
j=1

i−1∏
j=0

an(m−i)(1− an(m−i) − km−i)

×[1 + an(m−j)ρn(m−j)]d
2(Un(m−i−1)x, zn(m−i))

≤ (1 + max
1≤i≤m

an(i)ρn(i))
md2(x, p)

−an(1− an(m) − km)d2(Un(m−1)x, zn(m))
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−
m−1∑
j=1

i−1∏
j=0

an(m−i)(1− an(m−i) − km−i)

×[1 + an(m−j)ρn(m−j)]d
2(Un(m−i−1)x, zn(m−i))

= (1 + λn)d2(x, p)

−an(1− an(m) − km)d2(Un(m−1)x, zn(m))

−
m−1∑
j=1

i−1∏
j=0

an(m−i)(1− an(m−i) − km−i)

×[1 + an(m−j)ρn(m−j)]d
2(Un(m−i−1)x, zn(m−i)) (8.2.3)

≤ (1 + λn)d2(x, p) (8.2.4)

where λn := (1 + max
1≤i≤m

an(i)ρn(i))
m − 1

(ii) Let x, y ∈ C, then from (8.2.2), if m = 1 the result follows. Assume m 6= 1, then for
any i ∈ {1, 2, · · · ,m}, zn(i) ∈ T ni Un(i−1)x and wn(i) ∈ T ni Un(i−1)y, we obtain from Lemma
2.3.1 that

d(Snx, Sny) ≤ (1− an(i))d(Un(i−1)x, Un(i−1)y) + an(i)d(zn(i), wn(i))

≤ (1− an(i))d(Un(i−1)x, Un(i−1)y) + an(i)H(T ni Un(i−1)x, T
n
i Un(i−1)y)

≤ (1− an(i))d(Un(i−1)x, Un(i−1)y) + an(i)Lid(Un(i−1)x, Un(i−1)y)

≤ [1 + an(i)(Li − 1)]
{

(1− an(i−1))d(Un(i−2)x, Un(i−2)y)

+an(i−1)d(zn(i−1), wn(i−1))
}

≤ [1 + an(i)(Li − 1)]
{

(1− an(i−1))d(Un(i−2)x, Un(i−2)y)

+an(i−1)H(T ni Un(i−1)x, T
n
i Un(i−1)y)

}
≤ [1 + an(i)(Li − 1)]

{
(1− an(i−1))d(Un(i−2)x, Un(i−2)y)

+an(i−1)Li−1d(Un(i−1)x, Un(i−1)y)
}

= [1 + an(i)(Li − 1)][1 + an(i−1)(Li−1 − 1)]d(Un(i−2)x, Un(i−2)y)

...

≤ [1 + an(i)(Li − 1)][1 + an(i−1)(Li−1 − 1)]× · · ·
×[1 + an(2)(L2 − 1)][1 + an(1)(L1 − 1)]d(Un(0)x, Un(0)y)

=
i∏

j=1

[1 + an(j)(Lj − 1)]d(x, y)

≤ [1 + max
1≤j≤i

an(j)(Lj − 1)]id(x, y)

≤ [1 + max
1≤j≤i

(Lj − 1)]id(x, y)

= [max
1≤j≤i

Lj]
id(x, y).
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Letting L̄ := [max
1≤j≤i

Lj]
i, we obtain

d(Snx, Sny) ≤ L̄d(x, y). (8.2.5)

Theorem 8.2.2. Let C be a closed and convex subset of an Hadamard space X and
Ti : C ⊂ X → P (X), (i = 1, 2, · · · ,m) be a finite family of uniformly Li-Lipschitzian and
asymptotically demicontractive multivalued mappings and 4-demiclosed such that ki ∈
[0, 1) with sequences {ρn(i)} ⊂ [0,∞) such that

⋂m
i=1 F (Ti) 6= ∅. Let Sn be as in Lemma

8.2.1, where tn(i) ∈ Tixn with d(xn, tn(i)) = d(xn, Tixn) for all i = 1, 2, · · · ,m. Let {αn}∞n=1,
{βn}∞n=1 and {an(i)}mi=1 be sequences in (0,1) satisfying the conditions:

(c1) lim
n→∞

αn = 0;

(c2)
∞∑
n=1

αn =∞;

(c3) lim
n→∞

λn
αn

= 0; where lim
n→∞

λn = 0;

(c4) 0 < c ≤ an(i) ≤ 1− ki ∀n ≥ 1, i = 1, 2, · · ·m;

(c5) 0 < a ≤ βn ≤ b < 1 ∀n ≥ 1.

Then, the sequence {xn}∞n=1 defined iteratively for arbitrary x1 ∈ C, by{
yn = (1− αn)xn,
xn+1 = (1− βn)yn ⊕ βnSnyn, (8.2.6)

converges strongly to p ∈ ⋂m
i=1 F (Ti).

Proof. Let δn := (1 + βnλn)αn. Since there exists N0 > 0 such that λn
αn
≤ ε(1+βnλn)

βn
for all

n ≥ N0 and for some ε > 0 satisfying 0 ≤ (1− ε)δn ≤ 1, then for any p ∈ ⋂m
i=1 F (Ti) and

n ≥ N0, we obtain from Lemma 8.2.1 (i) and (8.2.6) that

d2(yn, p) = d2((1− αn)xn, p)

= d2(αn(0)⊕ (1− αn)xn, p)

≤ αnd
2(0, p) + (1− αn)d2(xn, p)− αn(1− αn)d2(xn, 0) (8.2.7)

and

d2(xn+1, p) ≤ (1− βn)d2(yn, p) + βnd
2(Snyn, p)− βn(1− βn)d2(yn, Snyn)

≤ (1− βn)d2(yn, p) + βn(1 + λn)d2(yn, p)− βn(1− βn)d2(yn, Snyn)

= [1− βn + βn(1 + λn)]d2(yn, p)− βn(1− βn)d2(yn, Snyn) (8.2.8)

≤ [1 + βnλn]d2(yn, p)

≤ [1 + βnλn]
(
αnd

2(0, p) + (1− αn)d2(xn, p)
)

≤ [1− (1− ε)δn]d2(xn, p) + δnd
2(0, p)

= [1− (1− ε)δn]d2(xn, p) + (1− ε)δn[(1− ε)−1]d2(0, p)

≤ max
{
d2(xn, p), (1− ε)−1d2(0, p)

}
.
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By induction, we have

d2(xn, p) ≤ max
{
d2(xN0 , p), (1− ε)−1d2(0, p)

}
, n ≥ N0.

Thus, {xn}∞n=1 is bounded, and hence {yn}∞n=1 is bounded. Furthermore from the recursion
formula (8.2.6), we obtain

d(yn, xn) = d(αn(0)⊕ (1− αn)xn, xn)

≤ αnd(0, xn) + (1− αn)d(xn, xn)→ 0 as n→∞. (8.2.9)

Since {yn}∞n=1 is bounded, then for some D > 0, d(yn, p) ≤ D. From (8.2.8), we obtain

d2(xn+1, p) ≤ d2(xn, p) + βnλnD

−βn(1− βn)d2(yn, Snyn). (8.2.10)

Moreover from (8.2.6) and Lemma 2.3.1 (iii), we obtain

d2(yn, p) ≤ α2
nd

2(p, 0) + (1− αn)2d2(xn, p) + 2αn(1− αn)〈−→0p,−→xnp〉, (8.2.11)

which implies from (8.2.10) that

d2(xn+1, p) ≤ α2
nd

2(0, p) + (1− αn)d2(xn, p)

+2αn(1− αn)〈−→0p,−→xnp〉+ βnλnD

−βn(1− βn)d2(yn, Snyn) (8.2.12)

≤ (1− αn)d2(xn, p) + α2
nd

2(0, p) + βnλnD

+2αn(1− αn)〈−→0p,−→xnp〉. (8.2.13)

Since {xn}∞n=1 and {yn}∞n=1 are bounded, then there exists D1 > 0 such that

αnd
2(0, p) + (1− αn)〈−→0p,−→xnp〉 ≤ D1 ∀n ≥ 1. (8.2.14)

Then from (8.2.12) and (8.2.14), we obtain

βn(1− βn)d2(yn, Snyn) ≤ d2(xn, p)− d2(xn+1, p)

+αn[D1 + βnλnD − d2(xn, p)]. (8.2.15)

We consider two cases to complete the proof.
Case 1. Assume that for any n0 ∈ N such that {d(xn, p)}∞n=1 is nonincreasing. Since
{xn}∞n=1 is bounded, {d(xn, p)}∞n=1 is convergent. Then from (8.2.15) and condition (c5),
we obtain

βn(1− βn)d2(yn, Snyn)→ 0 as n→∞,
which implies that

d(yn, Snyn)→ 0 as n→∞. (8.2.16)

Thus,

d(xn, Snyn) ≤ d(xn, yn) + d(yn, Snyn)→ 0 (8.2.17)
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as n→∞. Also from (8.2.6), (8.2.9) and (8.2.17), we obtain

d(xn+1, xn) ≤ (1− βn)d(yn, xn) + βnd(Snyn, xn)→ 0, as n→∞. (8.2.18)

In what follows, we prove that lim
n→∞

d(xn, tn(i)) = 0 for each i = 1, 2, · · · ,m and tn(i) ∈ Tixn.

But from (ii) of Lemma 8.2.1, we obtain

d(xn, Snxn) ≤ d(xn, Snyn) + d(Snyn, Snxn)

≤ d(xn, Snyn) + L̄d(yn, xn).

Then from (8.2.9) and (8.2.17), we obtain

d(xn, Snxn)→ 0 as n→∞. (8.2.19)

Since
d(xn, p)− d(xn, Snxn) ≤ d(xn, Snxn) ≤ d(xn, p) + d(xn, Sn, xn),

it implies that

lim
n→∞

d(xn, p) = lim
n→∞

d(Snxn, p). (8.2.20)

From (8.2.3), we obtain

d2(Snxn, p) ≤ (1 + λn)d2(xn, p)−
m−1∏
j=0

an(1)(1− an(1) − k1)

×(1 + an(m−j)ρn(m−j))d
2(Un(0)xn, zn(1))

≤ (1 + λn)d2(xn, p)− an(1)(1− an(1) − k1)d(xn, zn(1)),

which implies that

an(1)(1− an(1) − k1)d(xn, zn(1)) ≤ d2(xn, p)− d2(Snxn, p) + λnd
2(xn, p).

From (8.2.20) and condition (c4), we obtain

lim
n→∞

d(xn, zn(1)) = 0. (8.2.21)

Thus, from (8.2.2), we obtain

d(Un(1)xn, xn) = an(1)d(xn, zn(1))→ 0 as n→∞. (8.2.22)

Letting wn(1) ∈ T n1 xn, we obtain

d(wn(1), zn(1)) ≤ H(T n1 xn, T
n
1 Un(0)xn) ≤ L1d(xn, xn)→ 0 as n→ 0,

hence
d(xn, wn(1)) ≤ d(xn, zn(1)) + d(zn(1), wn(1))→ 0 as n→ 0.

231



Also from (8.2.3), we obtain

d2(Snxn, p) ≤ (1 + λn)d2(xn, p)−
m−1∏
j=0

an(2)(1− an(2) − k2)

×(1 + an(m−j)ρn(m−j))d
2(Un(1)xn, zn(2))

≤ (1 + λn)d2(xn, p)− an(2)(1− an(2) − k2)d(Un(1)xn, zn(2)),

which implies

an(2)(1− an(2) − k2)d(Un(1)xn, zn(2)) ≤ d2(xn, p)− d2(Snxn, p) + λnd
2(xn, p).

From (8.2.20), we obtain

lim
n→∞

d(Un(1)xn, zn(2)) = 0. (8.2.23)

From (8.2.2), we obtain

d(Un(2)xn, xn) ≤ (1− an(2))d(Un(1)xn, xn) + an(2)d(zn(1), zn),

then

lim
n→∞

d(Un(2)xn, xn) = 0. (8.2.24)

Letting wn(2) ∈ T n2 xn, then

d(zn(2), wn(2)) ≤ H(T n2 Un(1)xn, T
n
2 xn) ≤ L2d(Un(1)xn, xn)→ 0 as n→∞,

hence

d(xn, wn(2)) ≤ d(xn, Un(1)xn) + d(Un(1)xn, zn(2))

+d(zn(2), wn(2))→ 0 as n→∞.

Repeating these steps, we obtain

lim
n→∞

d(Un(2)xn, zn(3)) = 0 and lim
n→∞

d(wn(3), zn(3)) = 0.

Thus

d(wn(3), xn) ≤ d(wn(3), zn(3)) + d(zn(3), Un(2)xn)

+d(Un(2)xn, xn)→ 0 as n→∞.

By continuing in this way, we can show that

lim
n→∞

d(wn(i), xn) = 0, i = 1, 2, · · · ,m, where wn(i) ∈ T ni xn. (8.2.25)
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Since wn(i) ⊂ T ni xn for any i = 1, 2, · · · ,m, it follows that Tiwn(i) ⊂ T n+1
i xn. Now, let

vn+1(i) ∈ Tiwn(i), then we have that vn+1(i) ∈ T n+1
i xn. Then, since Ti is uniformly Li

Lipschtzian, for each i = 1, 2, · · · ,m, we obtain

d(vn+1(i), wn(i)) ≤ d(vn+1(i), wn+1(i)) + d(wn+1(i), xn+1)

d(xn+1, xn) + d(xn, wn(i))

≤ H(T n+1
i xn, T

n+1
i xn+1) + d(wn+1(i), xn+1)

d(xn+1, xn) + d(xn, wn(i))

≤ (Li + 1)d(xn+1, xn) + d(wn+1(i), xn+1)

+d(xn, wn(i)).

From this together with (8.2.18) and (8.2.25), we obtain that

lim
n→∞

d(vn+1(i), wn(i)) = 0, i = 1, 2, · · · ,m. (8.2.26)

Letting tn(i) ∈ Tixn for each i = 1, 2, · · · ,m, then from (8.2.25) and (8.2.26), we obtain

d(tn(i), xn) ≤ d(tn(i), vn+1(i)) + d(vn+1(i), wn(i)) + d(wn(i), xn)

≤ H(Tixn, T
n+1
i xn) + d(vn+1(i), wn(i)) + d(wn(i), xn)

≤ Lid(xn, T
n
i xn) + d(vn+1(i), wn(i)) + d(wn(i), xn)

= Lid(xn, wn(i)xn) + d(vn+1(i), wn(i)) + d(wn(i), xn)

= (Li + 1)d(xn, wn(i)xn) + d(vn+1(i), wn(i)).

Then from (8.2.25) and (8.2.26), we obtain

lim
n→∞

d(tn(i), xn) = 0, i = 1, 2, · · · ,m. (8.2.27)

Moreover, since {xn} is bounded and X is an Hadamard space, we choose a subsequence
{xni} of {xn} such that 4− limxni = p. Then, from (8.2.27) and the demiclosedness of
Ti for each i = 1, 2, . . . ,m, we obtain that p ∈ ⋂m

i=1 F (Ti). Also, from Lemma 2.3.10, we

have lim sup
n→∞

〈−→0p,−→xnp〉 ≤ 0.

Thus, from inequality (8.2.13), we get that, for n ≥ N0

d2(xn+1, p) ≤ (1− αn)d2(xn, p) + α2
nd

2(0, p) + βnλnD

+2αn(1− αn)〈−→0p,−→xnp〉

= (1− αn)d2(xn, p) + αn

[
αnd

2(0, p) +
λn
αn
βnD + 2(1− αn)〈−→0p,−→xnp〉

]
.

It then follows from Lemma 2.3.26 that d(xn, p)→ 0 as n→∞. Consequently, xn → p.

Case 2. Suppose that for each N0 ∈ N, {d(xn, p)}n≥N0 is not a decreasing sequence.
Then, there exists a subsequence {nk} of {n} such that

d(xnk , p) < d(xnk+1, p)
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for all k ∈ N. Then, by Lemma 2.3.29, there exists an increasing sequence {rs}s≥N0 such
that rs →∞, d(p, xrs) ≤ d(p, xrs+1) and d(p, xs) ≤ d(p, xrs+1) for all s ≥ N0. Then from
(8.2.12) and the fact that αn → 0, we get

βrs(1− βrs)d2(yrs , Srsyrs) ≤ d2(xrs , p)− d2(xrs+1, p)

+αrs

(
αrsd

2(0, p) + βrs
λrs
αrs

D − d2(xrs , p)
)

+2αrs(1− αrs)〈
−→
0p,−−→xrsp〉.

This implies d(yrs , Srsyrs)→ 0 as s→∞. Thus, as in Case 1, we obtain that d(xrs , trs(i))→
0 as s→∞ for each i = 1, 2, · · · ,m and also following the same argument in Case 1, we
get lim sup

n→∞
〈−→0p,−−→xrsv〉 ≤ 0. Then (8.2.12), we obtain,

d2(xrs+1, p) ≤ (1− αrs)d2(xrs , p) + α2
rsd

2(0, p) + βrsλrsD

+2αrs(1− αrs)〈
−→
0p,−−→xrsp〉. (8.2.28)

Since d2(xrs , p) ≤ d2(xrs+1, p), (8.2.28) implies that

αrsd
2(xrs , p) ≤ d2(xrs , p)− d2(xrs+1, p) + α2

rsd
2(0, p)

+βrsλrsD + 2αrs(1− αrs)〈
−→
0p,−−→xrsp〉

≤ α2
rsd

2(0, p) + βrsλrsD + 2αrs(1− αrs)〈
−→
0, p,−−→xrsp〉.

In particular, since αrs > 0, we get

d2(xmj , p) ≤ αrsd
2(0, p) + βrs

λrs
αrs

D

+2(1− αrs)〈
−→
0p,−−→xrsp〉.

Then, since lim sup
n→∞

〈−→0p,−−→xrsp〉 ≤ 0 and λrs
αrs
→ 0 as s → ∞, we obtain that d(xrs , p) → 0

as s → ∞. This together with (8.2.28) give d(xrs+1, p) → 0 as s → ∞. But d(xs, p) ≤
d(xrs+1, p), for all s ≥ N0, thus we obtain that xs → p. Therefore, from the above two
cases, we can conclude that {xn}∞n=1 converges strongly to an element of

⋂m
i=1 F (Ti) and

the proof is complete.

8.2.2 Numerical example

In this subsection, we give a numerical example to show that our proposed iterative method
can be implemented. Let X = R, endowed with the usual metric. For each i = 1, 2, . . . ,m,
define Ti : [0,∞)→ P (X) by

Tix = [− 1

2i
x,− 1

3i
x], ∀x ∈ [0,∞).
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Then, for each i = 1, 2, . . . ,m, Ti is asymptotically demicontractive multivalued mapping,
with F (Ti) = {0}. Indeed, for all x ∈ [0,∞) and for each i = 1, 2, . . . ,m,

H2(T ni x, 0) = max

{
| 1

2in
x|2, | 1

3in
x|2
}

=
∣∣ 1

2in
x
∣∣2 ≤ (1 +

1

2in

) ∣∣x− 0
∣∣2 +

∣∣x− 0
∣∣2. (8.2.29)

Also, for each win ∈ T ni x, w
i
n = −αinx, where 1

3in
≤ αin ≤ 1

2in
, we have for each i =

1, 2, . . . ,m that

|win − x|2 = | − αinx− x|2 =
(
1 + αin

)2 |x− 0|2. (8.2.30)

From (8.2.29) and (8.2.30), we obtain that

H2(T ni x, 0) ≤
(

1 +
1

2in

) ∣∣x− 0
∣∣2 +

1

(1 + αin)2

∣∣win − x∣∣2
≤

(
1 +

1

2in

) ∣∣x− 0
∣∣2 +

1

(1 + 1
3i

)2

∣∣win − x∣∣2
=

(
1 +

1

2in

) ∣∣x− 0
∣∣2 +

9i

(1 + 3i)2

∣∣win − x∣∣2.
Hence, Ti is asymptotically demicontractive multivalued mapping for each i = 1, 2, . . . ,m.

We also check that Ti is uniformly Li-Lipschitzian for each i = 1, 2, . . . ,m. Indeed, for
each x, y ∈ [0,∞) and for each i = 1, 2, . . . ,m, we have

H(Tix, Tiy) = max

{
| − 1

3in
x+

1

3in
y|, | − 1

2in
x+

1

2in
y|
}

=
1

2in
|x− y|

≤ 1

2i
|x− y|.

Therefore, Ti is uniformly 1
2i

-Lipschitzian for each i = 1, 2, . . . ,m.

For m = 3, let an(i) = 55in
784in+5

∀n ≥ 1, i = 1, 2, 3. Then, (8.2.2) becomes:
Un(1)x =

(
1− 55n

784n+5

)
x+ 55n

784n+5
zn(1),

Un(2)x =
(
1− 110n

1568n+5

)
Un(1)x+ 110n

1568n+5
zn(2),

Snx =
(
1− 165n

2352n+5

)
Un(2)x+ 165n

2352n+5
zn(3), ∀n ≥ 1,

(8.2.31)

where zn(i) ∈
[
− 1

2in
Un(i−1)x, − 1

3in
Un(i−1)x

]
for all n ≥ 1, i = 1, 2, 3.

Now, take αn = 1
n+1

and βn = n
2n+3

for all n ≥ 1, then all the conditions in Theorem 8.2.2
are satisfied. Thus, (8.2.6) becomes:{

yn = n
n+1

xn,

xn+1 = n+3
2n+3

yn + n
2n+3

Snyn, n ≥ 1.
(8.2.32)
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We now consider the following cases for our numerical experiments.

Case 1: x1 = −1 and Case 2: x1 = 1.

Case 3: x1 = −20 and Case 4: x1 = 20.
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Figure 8.1: Errors vs Iteration numbers(n): Case 1 (top left); Case 2 (top right); Case
3 (bottom left); Case 4 (bottom right).

237



8.3 Iterative algorithm for finite family of strict asymp-

totically pseudocontractive mappings in p-uniformly

convex metric spaces

Marino and Xu [125] proved that the Mann iterative sequence converges weakly to a fixed
point of a k-strictly pseudocontractive mapping in Hilbert spaces. However, according
to them, it is not known if their result (see [125, Theorem 3.1]) also holds in uniformly
convex Banach spaces with a Fréchet differentiable norm. In other words, they posed the
following question: Can Riech’s theorem involving nonexpansive mapping in uniformly
convex Banach space (see [156, Theorem 2]) be extended to k-strictly pseudocontractive
mapping in the same space?
Hu and Wang [84] provided a partial answer to the above question of Marino and Xu
[125], by proving some weak convergence theorems for approximating fixed points of k-
strictly pseudocontractive mapping with respect to p, which they defined as follows in
p-uniformly convex Banach spaces: Let D be a nonempty subset of a real Banach space E
and T : D → D be any nonlinear mapping. Then, the mapping T is said to be a k-strictly
pseudocontractive mapping with respect to p, if there exists a constant k ∈ [0, 1) such that

||Tx− Ty||p ≤ ||x− y||p + k||(x− Tx)− (y − Ty)||p ∀x, y ∈ D.

Motivated by the results of Hu and Wang [84], we introduce and study a new class of map-
pings more general than that studied by Hu and Wang [84]. Furthermore, we shall study
the demicloseness principle for the newly introduced class of mappings. We shall further
introduce and study a new scheme in p-uniformly convex metric spaces and establish its
∆-convergence to a common fixed point of a finite family of these mappings in the frame
work of complete p-uniformly convex metric spaces.

8.3.1 Main results

Definition 8.3.1. Let D be a nonempty subset of a p-uniformly convex metric space X.
A mapping T : D → D is said to be k-strict asymptotically pseudocontractive with respect
to p, if there exist a constant k ∈ [0, 1) and a sequence {un}∞n=1 ⊆ [1,∞) with lim

n→∞
un = 1

such that

d(T nx, T ny)p ≤ und(x, y)p + k (d(x, T nx) + d(y, T ny))p ∀x, y ∈ D, n ≥ 1.

Lemma 8.3.2. (Demicloseness Principle) Let D be a nonempty closed and convex subset
of a complete p-uniformly convex metric space X with p > 1 and parameter c > 0. Let
T : D → D be a uniformly L-Lipschitzian and k-strict asymptotically pseudocontractive
mapping with respect to p with k < min{1, c

4
} and sequence {un}∞n=1 ⊆ [1,∞). Suppose

{xn} is a bounded sequence in D such that ∆- lim
n→∞

xn = z and lim
n→∞

d(xn, Txn) = 0. Then

z ∈ F (T ).
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Proof. Since T is uniformly L-Lipschitzian and lim
n→∞

d(xn, Txn) = 0, we obtain for any

fixed integer r ≥ 1 that

d(xn, T
rxn) ≤ d(xn, Txn) + d(Txn, T

2xn) + · · ·+ d(T r−1xn, T
rxn)

≤ rLd(xn, Txn)→ 0, as n→∞.

Also, since {xn} is a bounded sequence in X, we have from Lemma 2.3.24 (i) that {xn}
has a unique asymptotic center in X. Thus, using the hypothesis that ∆- lim

n→∞
xn = z,

it follows that A({xn}) = {z}. Let Ψ(z) := lim sup
n→∞

d(xn, z). Since lim
n→∞

d(xn, T
rxn) = 0,

for each r ≥ 1, we obtain that Ψ(z) = lim sup
n→∞

d(T rxn, z). Hence, we get that Ψ(T rz) =

lim sup
n→∞

d(xn, T
rz) = lim sup

n→∞
d(T rxn, T

rz). Thus, we obtain from Definition 8.3.1 that

d(T rxn, T
rz)p ≤ urd(xn, z)

p + k (d(xn, T
rx) + d(z, T rz))p .

Taking lim sup on both sides, we obtain that

Ψ(T rz)p ≤ Ψ(z)p + kd(z, T rz)p. (8.3.1)

By letting t = 1
2

in (2.1.10), we have that

d(xn,
z ⊕ T rz

2
)p ≤ 1

2
d(xn, z)

p +
1

2
d(xn, T

rz)p − c

8
d(z, T rz)p.

Taking lim sup on both sides of the above inequality and noting that A({xn}) = {z}, we
obtain that

Ψ(z)p ≤ Ψ

(
z ⊕ T rz

2

)p
≤ 1

2
Ψ(z)p +

1

2
Ψ(T rz)p − c

8
d(z, T rz)p,

which implies

cd(z, T rz)p ≤ 4Ψ(T rz)p − 4Ψ(z)p. (8.3.2)

From (8.3.1) and (8.3.2), we obtain that
(c − 4k)d(z, T rz)p ≤ 0. From the condition on k, we obtain that d(z, T rz) = 0 for each
r ≥ 1. Hence, we obtain that

d(z, Tz) ≤ d(z, T rz) + d(T rz, Tz)

≤ d(z, T rz) + Ld(T r−1z, z) = 0,

thus we obtain that z ∈ F (T ).

Lemma 8.3.3. Let D be a nonempty closed and convex subset of a p-uniformly convex
metric space X with p > 1 and parameter c > 0. For each i = 1, 2, . . . , l, let Ti : D → D
be uniformly Li-Lipschitzian and ki-strict asymptotically pseudocontractive mapping with
respect to p, with k ∈ [0, 1), k = max{ki, i = 1, 2, . . . , l}, ki ∈ [0, 1), i = 1, 2, . . . , l and
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sequence {uin}∞n=1 ⊆ [1,∞). Suppose that Γ := ∩li=1F (Ti) 6= ∅ and for arbitrary x1 ∈ D,
the sequence {xn} is generated by

xn+1 = (1− αln)y(l−1)n ⊕ αlnT nl y(l−1)n,

y(l−1)n = (1− α(l−1)n)y(l−2)n ⊕ α(l−1)nT
n
l−1y(l−2)n,

...

y2n = (1− α2n)y1n ⊕ α2nT
n
2 y1n,

y1n = (1− α1n)y0n ⊕ α1nT
n
1 y0n,

(8.3.3)

where y0,n = xn ∀n ≥ 1, and the following conditions are satisfied:

0 < a ≤ αin ≤ 1− 2ki,
∞∑
n=1

(
max
1≤i≤l

uin − 1

)
<∞ and L = max{Li, i = 1, 2, . . . , l}.

Then, (a) lim
n→∞

d(xn, z)
p exists for all z ∈ Γ and (b) lim

n→∞
d(xn, Tixn) = 0, i = 1, 2, . . . , l.

Proof. (a) Let z ∈ Γ, then we obtain from (2.1.10) and Definition 8.3.1 that

d(y(l−1)n, z)
p

≤ (1− α(l−1)n)d(y(l−2)n, z)
p + α(l−1)nd(T nl−1y(l−2)n, z)

p

−cα(l−1)n(1− α(l−1)n)

2
d(y(l−2)n, T

n
l−1y(l−2)n)p

≤ (1− α(l−1)n)d(y(l−2)n, z)
p + α(l−1)n

[
u(l−1)nd(y(l−2)n, z)

p + k(l−1)d(T nl−1y(l−2)n, y(l−2)n)p
]

−cα(l−1)n(1− α(l−1)n)

2
d(y(l−2)n, T

n
l−1y(l−2)n)p

≤
[
u(l−1)n(1− α(l−1)n) + u(l−1)nα(l−1)n

]
d(y(l−2)n, z)

p

−α(l−1)n

[
c(1− α(l−1)n)

2
− k(l−1)

]
d(y(l−2)n, T

n
l−1y(l−2)n)p

= u(l−1)nd(y(l−2)n, z)
p − α(l−1)n

[
c(1− α(l−1)n)

2
− k(l−1)

]
d(y(l−2)n, T

n
l−1y(l−2)n)p. (8.3.4)

Similarly, we obtain

d(y(l−2)n, z)
p ≤ u(l−2)nd(y(l−3)n, z)

p

−α(l−2)n

[
c(1− α(l−2)n)

2
− k(l−2)

]
d(y(l−3)n, T

n
l−2y(l−3)n)p. (8.3.5)

From (8.3.4) and (8.3.5), we obtain

d(y(l−1)n, z)
p

≤ u(l−1)nu(l−2)nd(y(l−3)n, z)
p − u(l−1)nα(l−2)n

[
c(1− α(l−2)n)

2
− k(l−2)

]
d(y(l−3)n, T

n
l−2y(l−3)n)p

−α(l−1)n

[
c(1− α(l−1)n)

2
− k(l−1)

]
d(y(l−2)n, T

n
l−1y(l−2)n)p

=
2∏
i=1

u(l−i)nd(y(l−3)n, z)
p − u(l−1)nα(l−2)n

[
c(1− α(l−2)n)

2
− k(l−2)

]
d(y(l−3)n, T

n
l−2y(l−3)n)p

−α(l−1)n

[
c(1− α(l−1)n)

2
− k(l−1)

]
d(y(l−2)n, T

n
l−1y(l−2)n)p
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≤
3∏
i=1

u(l−i)nd(y(l−4)n, z)
p −

2∏
i=1

u(l−i)nα(l−3)n

[
c(1− α(l−3)n)

2
− k(l−3)

]
d(y(l−4)n, T

n
l−3y(l−4)n)p

−u(l−1)nα(l−2)n

[
c(1− α(l−2)n)

2
− k(l−2)

]
d(y(l−3)n, T

n
l−2y(l−3)n)p

−α(l−1)n

[
c(1− α(l−1)n)

2
− k(l−1)

]
d(y(l−2)n, T

n
l−1y(l−2)n)p

...

≤
l−1∏
i=1

u(l−i)nd(y0n, z)
p −

l−2∏
i=1

u(l−i)nα1n

[
c(1− α1n)

2
− k1

]
d(y0n, T

n
1 y0n)p

− · · · −
2∏
i=1

u(l−i)nα(l−3)n

[
c(1− α(l−3)n)

2
− k(l−3)

]
d(y(l−4)n, T

n
l−3y(l−4)n)p

−u(l−1)nα(l−2)n

[
c(1− α(l−2)n)

2
− k(l−2)

]
d(y(l−3)n, T

n
l−2y(l−3)n)p

−α(l−1)n

[
c(1− α(l−1)n)

2
− k(l−1)

]
d(y(l−2)n, T

n
l−1y(l−2)n)p (8.3.6)

Again, we obtain from (8.3.3), (8.3.6), (2.1.10) and Definition 8.3.1 that

d(xn+1, z)
p ≤ (1− αln)d(y(l−1)n, z)

p + α(l)nd(T nl−1y(l−1)n, z)
p

−cαln(1− αln)

2
d(y(l−1)n, T

n
l y(l−1)n)p

≤ (1− αln)d(y(l−1)n, z)
p + αln

[
ulnd(y(l−1)n, z)

p + kld(T nl y(l−1)n, y(l−1)n)p
]

−cαln(1− αln)

2
d(y(l−1)n, T

n
l y(l−1)n)p

≤ ulnd(y(l−1)n, z)
p − αln

[
c(1− αln)

2
− kl

]
d(y(l−1)n, T

n
l y(l−1)n)p

≤
l−1∏
i=1

u(l−i)nulnd(y0n, z)
p −

l−2∏
i=1

u(l−i)nulnα1n

[
c(1− α1n)

2
− k1

]
d(y0n, T

n
1 y0n)p

− · · · −
2∏
i=1

u(l−i)nulnα(l−3)n

[
c(1− α(l−3)n)

2
− k(l−3)

]
d(y(l−4)n, T

n
l−3y(l−4)n)p

−u(l−1)nulnα(l−2)n

[
c(1− α(l−2)n)

2
− k(l−2)

]
d(y(l−3)n, T

n
l−2y(l−3)n)p

−ulnα(l−1)n

[
c(1− α(l−1)n)

2
− k(l−1)

]
d(y(l−2)n, T

n
l−1y(l−2)n)p

−αln
[
c(1− αln)

2
− kl

]
d(y(l−1)n, T

n
l y(l−1),n)p
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=
l∏

i=1

u(l−i+1)nd(xn, z)
p −

l−1∏
i=1

u(l−i+1)nα1n

[
c(1− α1n)

2
− k1

]
d(y0n, T

n
1 y0n)p

− · · · − ulnα(l−1)n

[
c(1− α(l−1)n)

2
− k(l−1)

]
d(y(l−2)n, T

n
l−1y(l−2)n)p

−αln
[
c(1− αln)

2
− kl

]
d(y(l−1)n, T

n
l y(l−1),n)p (8.3.7)

≤
l∏

i=1

u(l−i+1)nd(xn, z)
p

≤
[

1 +

(
max
1≤i≤l
{uin}

)l
− 1

]
d(xn, z)

p.

Since
∑∞

n=1

(
max
1≤i≤l

uin − 1

)
< ∞, it follows that lim

n→∞
d(xn, z)

p exists. Hence {xn} is

bounded.

(b) Since lim
n→∞

uin = 1, i = 1, 2, . . . , l, we obtain from (8.3.7) and the condition on αi,n that

lim
n→∞

d(y(i−1)n, T
n
i y(i−1)n)p = 0, i = 1, 2, . . . , l. (8.3.8)

From (8.3.3), (2.1.10) and (8.3.8), and noting that y0,n = xn, we obtain

d(y1n, xn)p ≤ α1nd(T n1 xn, xn)p → 0, as n→∞. (8.3.9)

Now, observe that from Definition 8.3.1, we obtain that

d(T nx, T ny)p ≤
[
(un)

1
pd(x, y) + k

1
p (d(x, T nx) + d(y, T ny))

]p
,

for each x, y ∈ D. That is,

d(T nx, T ny) ≤ (un)
1
pd(x, y) + k

1
p (d(x, T nx) + d(y, T ny)) . (8.3.10)

Thus,

d(T n2 xn, xn) ≤ d(T n2 xn, T
n
2 y1n) + d(T n2 y1n, y1n) + d(y1n, xn)

≤
[
1 + (u2n)

1
p

]
d(xn, y1n) + (k2)

1
pd(xn, T

n
2 xn) +

[
1 + (k2)

1
p

]
d(T n2 y1n, y1n).

Since 1− (k2)
1
p > 0, we obtain from (8.3.8) and (8.3.9) that

lim
n→∞

d(T n2 xn, xn) = 0. (8.3.11)

Again, from (8.3.8) and (8.3.9), we obtain

d(T n2 y1n, xn) ≤ d(xn, y1n) + d(y1n, T
n
2 y1n)→ 0, as n→∞. (8.3.12)

Thus, we obtain from (8.3.3) and (8.3.9) that

d(y2n, xn)p ≤ (1− α2n)d(y1n, xn)p + α2nd(T n2 y1n, xn)p → 0, as n→∞. (8.3.13)
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From (8.3.10), we obtain

d(T n3 xn, xn) ≤ d(T n3 xn, T
n
3 y2n) + d(T n3 y2n, y2n) + d(y2n, xn)

≤
[
1 + (u3n)

1
p

]
d(xn, y2n) + (k3)

1
pd(xn, T

n
3 xn) +

[
1 + (k3)

1
p

]
d(T n3 y2n, y2n).

Since 1− (k3)
1
p > 0, we obtain from (8.3.8) and (8.3.13) that

lim
n→∞

d(T n3 xn, xn) = 0. (8.3.14)

Continuing in this manner, we can show that

lim
n→∞

d(xn, T
n
i xn) = 0, i = 4, 5, . . . , l. (8.3.15)

Hence, we have that

lim
n→∞

d(xn, T
n
i xn) = 0, i = 1, 2, . . . , l. (8.3.16)

Also, using similar argument as the one used in obtaining (8.3.9) and (8.3.13), we can
show that

lim
n→∞

d(xn+1, xn) = 0. (8.3.17)

Since T is uniformly L-Lipschitzian, we obtain

d(xn, Tixn) ≤ d(xn, T
n
i xn) + d(T ni xn, Tixn)

≤ d(xn, T
n
i xn) + Lid(T n−1

i xn, xn)

≤ d(xn, T
n
i xn) + Ld(T n−1

i xn, T
n−1
i xn−1) + Ld(T n−1

i xn−1, xn−1) + Ld(xn−1, xn)

≤ d(xn, T
n
i xn) + (L2 + L)d(xn, xn−1) + Ld(T n−1

i xn−1, xn−1).

It follows from (8.3.16) and (8.3.17) that

lim
n→∞

d(xn, Tixn) = 0, i = 1, 2, . . . , l. (8.3.18)

Theorem 8.3.4. Let D be a nonempty closed and convex subset of a complete p-uniformly
convex metric space X with p > 1 and parameter c > 0. For each i = 1, 2, . . . , l, let
Ti : D → D be uniformly Li-Lipschitzian and ki-strict asymptotically pseudocontractive
mapping with respect to p, with k < min{1, c

4
}, k = max{ki, i = 1, 2, . . . , l} and sequence

{uin}∞n=1 ⊆ [1,∞). Suppose that Γ := ∩li=1F (Ti) 6= ∅ and for arbitrary x1 ∈ D, the
sequence {xn} is generated by Algorithm (8.3.3), where y0,n = xn ∀n ≥ 1, and the following
conditions are satisfied:

0 < a ≤ αin ≤ 1− 2ki,
∑∞

n=1

(
max
1≤i≤l

uin − 1

)
<∞ and L = max{Li, i = 1, 2, . . . , l}.

Then {xn} ∆-converges to v ∈ Γ.
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Proof. Since {xn} is bounded, then by Lemma 2.3.24 (i), {xn} has a unique asymp-
totic center. That is, A({xn}) = {v}. Let {xnk} be any subsequence of {xn} such that
A({xnk}) = {u}. Then, by (8.3.18), we have that lim

k→∞
d(xnk , Tixnk) = 0, i = 1, 2, . . . , l.

Thus, by Lemma 2.3.24 (ii) and Lemma 8.3.2, we obtain that u ∈ Γ.

Moreover, from Lemma 8.3.3 (a), we obtain that lim
n→∞

d(xn, u) exists. Thus, by the unique-

ness of asymptotic centers, we have

lim sup
k→∞

d(xnk , u) ≤ lim sup
k→∞

d(xnk , v)

≤ lim sup
n→∞

d(xn, v)

≤ lim sup
n→∞

d(xn, u)

= lim
n→∞

d(xn, u)

= lim sup
k→∞

d(xnk , u),

which implies that v = u. Therefore, {xn} ∆-converges to v ∈ Γ.

By setting p = 2 and c = 2 in Theorem 8.3.4, we obtain the following result.

Corollary 8.3.5. Let X be an Hadamard space and D be a nonempty closed and convex
subset of X. For each i = 1, 2, . . . , l, let Ti : D → D be uniformly Li-Lipschitzian and
ki-strict asymptotically pseudocontractive mapping, with k <∈ [0, 1

2
), k = max{ki, i =

1, 2, . . . , l} and sequence {uin}∞n=1 ⊆ [1,∞). Suppose that Γ := ∩li=1F (Ti) 6= ∅ and for
arbitrary x1 ∈ D, the sequence {xn} is generated by Algorithm (8.3.3), where y0,n =
xn ∀n ≥ 1, and the following conditions are satisfied:

0 < a ≤ αin ≤ 1− ki,
∑∞

n=1

(
max
1≤i≤l

uin − 1

)
<∞ and L = max{Li, i = 1, 2, . . . , l}.

Then {xn} ∆-converges to v ∈ Γ.

8.4 Iterative algorithm for finite family of general-

ized k-strictly pseudononspreading mappings in

p-uniformly convex metric spaces

In this section, motivated by the study of the class of generalized strictly pseudononspread-
ing mappings in Hadamard spaces, discussed in Chapter 6 of this thesis, we introduce and
study this class of mappings in p-uniformly convex metric spaces. Furthermore, using
Algorithm (8.3.3), we establish a ∆-convergence result for approximating a common fixed
point of a finite family of this class of mappings in p-uniformly convex metric spaces.

8.4.1 Main results

Definition 8.4.1. Let X be a p-uniformly convex metric space with p > 1. A mapping
T : D(T ) ⊆ X → X is said to be (f, g)-generalized (or simply generalized) k-strictly
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pseudononspreading with respect to p, if there exist two functions f, g : D(T ) ⊆ X →
[0, γ], γ < 1 and k ∈ [0, 1) such that

(1− k)d(Tx, Ty)p

≤ kd(x, y)p + [f(x)− k] d(Tx, y)p + [g(x)− k] d(x, Ty)p + kd(x, Tx)p + kd(y, Ty)p,

∀x, y ∈ D(T ) and
0 < f(x) + g(x) ≤ 1 ∀x ∈ D(T ).

We next study the demicloseness principle for generalized k-strictly pseudononspreading
mappings with respect to p.

Lemma 8.4.2. (Demicloseness Principle) Let D be a nonempty closed and convex subset
of a complete p-uniformly convex metric space X with p > 1 and parameter c > 0. Let
T : D → D be (f, g)-generalized k-strictly pseudononspreading mapping with respect to p,
where k ∈ [0, 1), f, g : D → [0, γ], γ < 1 and 0 < f(x) + g(x) ≤ 1 for all x ∈ D. Suppose

k < c(1−f(x))
4

for all x ∈ D, and {xn} is a bounded sequence in D such that ∆- lim
n→∞

xn = v̄

and lim
n→∞

d(xn, Txn) = 0. Then v̄ ∈ F (T ).

Proof. Since {xn} is a bounded sequence in X, we have from Lemma 2.3.24 (i) that {xn}
has a unique asymptotic center in X. Thus, by the hypothesis that ∆- lim

n→∞
xn = v̄, it

follows that A({xn}) = {v̄}. Let Ψ(v̄) := lim sup
n→∞

d(v̄, xn). Since lim
n→∞

d(xn, Txn) = 0, we

obtain that Ψ(v̄) = lim sup
n→∞

d(v̄, Txn). Hence, we get that Ψ(T v̄) = lim sup
n→∞

d(xn, T v̄) =

lim sup
n→∞

d(Txn, T v̄). Also, we have from Definition 8.4.1 that

(1− k)d(T v̄, Txn)p

≤ kd(v̄, xn)p + [f(v̄)− k]d(T v̄, xn)p + [g(v̄)− k]d(v̄, Txn)p + kd(v̄, T v̄)p + kd(xn, Txn)p.

Now, taking limsup on both sides of the above inequality, we obtain that

(1− f(v̄))Ψ(T v̄)p ≤ g(v̄)Ψ(v̄)p + kd2(v̄, T v̄). (8.4.1)

By letting t = 1
2

in (2.1.10), we obtain

d

(
v̄ ⊕ T v̄

2
, xn

)p
≤ 1

2
d(v̄, xn)p +

1

2
d(T v̄, xn)p − c

8
d(v̄, T v̄)p. (8.4.2)

Taking lim sup on both sides of (8.4.2) and noting that A({xn}) = {v̄}, we obtain that

Ψ(v̄)p ≤ Ψ

(
v̄ ⊕ T v̄

2

)p
≤ 1

2
Ψ(v̄)p +

1

2
Ψ(T v̄)p − c

8
d(v̄, T v̄)p,

which implies that

cd(v̄, T v̄)p ≤ 4Ψ(T v̄)p − 4Ψ(v̄)p. (8.4.3)
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Substituting (8.4.1) into (8.4.3), we obtain

cd(v̄, T v̄)p ≤ 4g(v̄)

1− f(v̄)
Ψ(v̄)p +

4k

1− f(v̄)
d(v̄, T v̄)p − 4Ψ(v̄)p,

which implies

c(1− f(v̄))− 4k

1− f(v̄)
d(v̄, T v̄)p ≤ 4(g(v̄) + f(v̄)− 1)

1− f(v̄)
Ψ(v̄)p. (8.4.4)

Since g(v̄) + f(v̄) ≤ 1, we obtain from (8.4.4) that

(c(1− f(v̄))− 4k) d(v̄, T v̄)p ≤ 0.

It then follows from the condition k < c(1−f(v̄))
4

, that v̄ ∈ F (T ).

Lemma 8.4.3. Let D be a nonempty closed and convex subset of a p-uniformly convex
metric space X with p > 1 and parameter c > 0. For i = 1, 2, . . . , r, let Ti : D → D be a
finite family of (fi, gi)-generalized ki-strictly pseudononspreading mapping with respect to
p, where ki ∈ [0, 1), fi, gi : D → [0, γ], γ < 1 and 0 < fi(x) + gi(x) ≤ 1 for all x ∈ D.
Suppose Γ := ∩ri=1F (T ) 6= ∅ and for arbitrary x1 ∈ D, the sequence {xn} is generated by

xn+1 = (1− βrn)w(r−1)n ⊕ βrnTrw(r−1)n,

w(r−1)n = (1− β(r−1)n)w(r−2)n ⊕ β(r−1)nTr−1w(r−2)n,
...

w2n = (1− β2n)w1n ⊕ β2nT2w1n,

w1n = (1− β1n)w0n ⊕ β1nT1w0n,

(8.4.5)

where w0n = xn ∀n ≥ 1, and 0 < a ≤ βin < 1− 2 ki
fi(v)

, fi(v) 6= 0, for each v ∈ Γ.

Then, lim
n→∞

d(v, xn)p exists for all v ∈ Γ.

Proof. Let v ∈ Γ, then we obtain from Definition 8.4.1 that

(1− g(v))d(v, Ty)p ≤ f(v)d(v, y)p + kd(y, Ty)p ∀y ∈ D.

Since f(v) + g(v) ≤ 1, we obtain that

d(v, Ty)p ≤ d(v, y)p +
k

f(v)
d(y, Ty)p. (8.4.6)
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Now, from (2.1.10), (8.4.5) and (8.4.6), we obtain

d(v, w(r−1)n)p ≤ (1− β(r−1)n)d(v, w(r−2)n)p + β(r−1)nd(v, Tr−1w(r−2)n)p

−cβ(r−1)n(1− β(r−1)n)

2
d(w(r−2)n, Tr−1w(r−2)n)p

≤ (1− β(r−1)n)d(v, w(r−2)n)p

+β(r−1)n

[
d(v, w(r−2)n)p +

k(r−1)

f(r−1)(v)
d(Tr−1w(r−2)n, w(r−2)n)p

]
−cβ(r−1)n(1− β(r−1)n)

2
d(w(r−2)n, Tr−1w(r−2)n)p

= d(v, w(r−2)n)p

−β(r−1)n

[
c(1− β(r−1)n)

2
− k(r−1)

f(r−1)(v)

]
d(w(r−2)n, Tr−1w(r−2)n)p.(8.4.7)

Following the same process as above, we obtain

d(v, w(r−2)n)p

≤ d(v, w(r−3)n)p

−β(r−2)n

[
c(1− β(r−2)n)

2
− k(r−2)

f(r−2)(v)

]
d(w(r−3)n, Tr−2w(r−3)n)p. (8.4.8)

Again, from (2.1.10), (8.4.5), (8.4.6), (8.4.7) and (8.4.8), we obtain

d(v, xn+1)p ≤ (1− βrn)d(v, w(r−1)n)p + β(r)nd(v, Trw(r−1)n)p

−cβrn(1− βrn)

2
d(w(r−1)n, Trw(r−1)n)p

≤ d(v, w(r−1)n)p − βrn
[
c(1− βrn)

2
− k(r)

f(r)(v)

]
d(w(r−1)n, Trw(r−1)n)p

≤ d(v, w(r−3)n)p − β(r−2)n

[
c(1− β(r−2)n)

2
− k(r−2)

f(r−2)(v)

]
d(w(r−3)n, Tr−2w(r−3)n)p

−β(r−1)n

[
c(1− β(r−1)n)

2
− k(r−1)

f(r−1)(v)

]
d(w(r−2)n, Tr−1w(r−2)n)p

−βrn
[
c(1− βrn)

2
− k(r)

f(r)(v)

]
d(w(r−1)n, Trw(r−1)n)p

= d(v, w(r−3)n)p −
r∑

i=r−2

βin

[
c(1− βin)

2
− k(i)

f(i)(v)

]
d(w(i−1)n, Tiw(i−1)n)p

≤ d(v, w(r−4)n)p −
r∑

i=r−3

βin

[
c(1− βin)

2
− k(i)

f(i)(v)

]
d(w(i−1)n, Tiw(i−1)n)p

...

≤ d(v, w0n)p −
r∑
i=1

βin

[
c(1− βin)

2
− k(i)

f(i)(v)

]
d(w(i−1)n, Tiw(i−1)n)p

= d(v, xn)p −
r∑
i=1

βin

[
c(1− βin)

2
− k(i)

f(i)(v)

]
d(w(i−1)n, Tiw(i−1)n)p. (8.4.9)
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By the condition on {βin}, i = 1, 2, . . . , r, we obtain that lim
n→∞

d(v, xn)p exists.

Theorem 8.4.4. Let D be a nonempty closed and convex subset of a complete p-uniformly
convex metric space X with p > 1 and parameter c > 0. For i = 1, 2, . . . , r, let Ti : D → D
be a finite family of (fi, gi)-generalized ki-strictly pseudononspreading mapping with respect
to p, where ki ∈ [0, 1), fi, gi : D → [0, γ], γ < 1 and 0 < fi(x) + gi(x) ≤ 1 for all x ∈ D.
Suppose Γ := ∩ri=1F (T ) 6= ∅ and for arbitrary x1 ∈ D, the sequence {xn} is generated by
Algorithm (8.4.5), where w0n = xn ∀n ≥ 1, and the following conditions are satisfied:

ki <
c(1−fi(x))

4
and 0 < a ≤ βin < 1− 2 ki

fi(v)
, fi(v) 6= 0, for all v ∈ Γ.

Then {xn} ∆-converges to an element of Γ.

Proof. Since lim
n→∞

d(v, xn)p exists, then we obtain from (8.4.9) and the condition on {βin}, i =

1, 2, . . . , r that

lim
n→∞

d(w(i−1)n, Tiw(i−1)n)p = 0, i = 1, 2, . . . , r. (8.4.10)

From (2.1.10), (8.4.5), (8.4.10), and noting that w0,n = xn, we obtain

d(w1n, xn)p ≤ β1nd(T1xn, xn)p → 0, as n→∞. (8.4.11)

Also, from (2.1.10) (8.4.5) and (8.4.10), we obtain that

d(w2n, w1n)p ≤ β2nd(T2w1n, w1n)p → 0, as n→∞. (8.4.12)

It then follows from (8.4.11) and (8.4.12) that

lim
n→∞

d(w2n, xn) = 0. (8.4.13)

Following the same process as in (8.4.11)-(8.4.13), we can show that

lim
n→∞

d(w(i−1)n, xn) = 0, i = 1, 2, . . . , r. (8.4.14)

Now, from Lemma 8.4.3, we obtain that {xn} is bounded. Thus, by Lemma 2.3.24
(i), {xn} has a unique asymptotic center, say v̄. That is, A({xn}) = {v̄}. Let {xnk}
be any subsequence of {xn} such that A({xnk}) = {ū}. Then, by (8.4.14), we obtain
for each i = 1, 2, . . . , r that, A({w(i−1)nk) = {ū}. Also, we obtain from (8.4.10) that
limn→∞ d(w(i−1)nk , Tiw(i−1)nk) = 0, i = 1, 2, . . . , r. Thus, by Lemma 2.3.24 (ii) and Lemma
8.4.2, we obtain that ū ∈ Γ.

Moreover, from Lemma 8.4.3, we obtain that lim
n→∞

d(ū, xn) exists. Thus, by the uniqueness

of asymptotic centers, we have

lim sup
k→∞

d(ū, xnk) ≤ lim sup
k→∞

d(v̄, xnk)

≤ lim sup
n→∞

d(v̄, xn)

≤ lim sup
n→∞

d(ū, xn)

= lim
n→∞

d(ū, xn)

= lim sup
k→∞

d(ū, xnk),

which implies that v̄ = ū. Therefore, {xn} ∆-converges to v̄ ∈ Γ.
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By setting p = 2 and c = 2 in Theorem 8.4.4, we obtain the following result.

Corollary 8.4.5. Let D be a nonempty closed and convex subset of an Hadamard space.
For i = 1, 2, . . . , r, let Ti : D → D be a finite family of (fi, gi)-generalized ki-strictly
pseudononspreading mapping with constant ki ∈ [0, 1), where fi, gi : D → [0, γ], γ < 1
and 0 < fi(x) + gi(x) ≤ 1 for all x ∈ D. Suppose Γ := ∩ri=1F (T ) 6= ∅ and for arbitrary
x1 ∈ D, the sequence {xn} is generated by Algorithm (8.4.5), where w0n = xn ∀n ≥ 1, and
the following conditions are satisfied:
ki <

1−fi(x)
2

and 0 < a ≤ βin < 1− ki
fi(v)

, fi(v) 6= 0, for each v ∈ Γ.

Then {xn} ∆-converges to an element of Γ.
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Chapter 9

Conclusion, Contribution to
Knowledge and Future Research

In this chapter, we conclude the study of this thesis and highlight the contributions of our
study to knowledge. We also identify and discuss possible areas of future research.

9.1 Conclusion

This thesis presented a systematic and comprehensive study of optimization and fixed
point problems in both Hadamard and p-uniformly convex metric spaces. Some of these
studies are generalizations of existing results from Hilbert and Banach spaces to these
spaces, and others are completely new results even in Hilbert and Banach spaces. We have
presented our study in a coherent manner, first by giving in Chapter 1, a brief background
of our study for which we highlighted some of the importance of optimization and fixed
point problems in general. We also highlighted some of the successful methods used for
solving these problems, and the relationships between optimization problems and fixed
point problems. We then discussed the research problems studied in this thesis, mainly
the ones studied in Chapter 3 to Chapter 8 of this thesis. Afterwards, we highlighted
the motivation behind the study of these problems, and the objectives of our study. We
then progressed to Chapter 2, to define some basic terms and concepts that was useful
throughout our study, gave a detailed literature review of past works that motivated our
study and lastly recalled a number of results that were very important to our study. As
seen in Chapter 3 to Chapter 8 (which are the main results of this thesis), our results
provided important insight of our contribution to the study of optimization and fixed
point problems in both Hadamard and p-uniformly convex metric spaces. Chapter 3 to
Chapter 6 were devoted to the study of optimization problems and fixed point problems
in Hadamard spaces. Chapter 7 was devoted to the study of minimization and fixed
point problems in p-uniformly convex metric spaces, while Chapter 8 was all about fixed
point problems of higher nonlinear mappings in both Hadamard and p-uniformly convex
metric spaces. In each of these chapters, several numerical experiments of our results in
comparison with other results in the literature were given to illustrate the applicability
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and advantages of our results over the existing results in the literature. In some cases,
we see that these numerical results are not applicable in the linear settings (Hilbert and
Banach spaces). This means that, established results on optimization and fixed point
problems in these spaces cannot be applied to such examples. Furthermore, some open
problems concerning our established results were also presented (for instance, see Remark
3.3.8, 5.5.17, 6.3.7, 7.3.4 and 7.4.9).

9.2 Contribution to knowledge

In general, the results of this thesis are generalizations of existing results from Hilbert and
Banach spaces to Hadamad and p-uniformly convex metric spaces. In many cases, they
are completely new results even in Hilbert and Banach spaces. In particular, we made the
following contributions, among others.

In chapter 3, we generalize the results of Khatibzadeh and Ranjbar [98], Ranjbar and
Khatibzadeh [153] (see Theorems 2.2.6 and 2.2.7) from approximating a solution of a
monotone inclusion problem to approximating a common solution of a finite family of
monotone inclusion problems, which is also a fixed point of a nonexpansive mapping and a
unique solution of some variational inequality problems in Hadamard spaces. Furthermore,
to obtain strong convergence results for monotone inclusion problems in Hadamard spaces,
Heydari et.al. [83] assumed that the underlying operator, be strongly monotone, while
we obtained our strong convergence results without the strong monotonicity assumption.
Also, the authors in [95] introduced the concept of dual space of an Hadamard space and
the authors in [98] introduced the concept of resolvent of a monotone operator defined on
an Hadamard space and valued in the dual space. However, examples of these concepts
were not given to motivate the study of monotone inclusion problems in Hadamard spaces,
and also to be certain that these sets (the dual space and the resolvents) are not empty.
In Subsection 3.3.2, we gave examples of these concepts (see also Section 2.1.3 and Section
2.1.4 for a detailed discussion of these examples).

In Chapter 4, we generalize the results of Bačák [18] (see Theorem 2.2.2) from ∆-convergence
results for approximating a solution of minimization problem to strong convergence re-
sults for approximating a solution of minimization problem which is also a fixed point of
a multivalued nonexpansive mapping and a unique solution of some variational inequality
problems in Hadamard spaces. Furthermore, we generalize the work of Suparatulatorn et.
al. [174] from solving a minimization problem and fixed point problems for nonexpansive
mapping to solving a finite family of minimization problem, monotone inclusion problem
and fixed point problems for mappings more general than nonexpansive mappings. We
also gave numerical examples of our results in Hadamard spaces.

The results established in Chapter 5 of this thesis served as a continuation of the works of
Kimura and Kishi [100], Kumam and Chaipunya [108]. They also extend related results
from Hilbert spaces to Hadamard spaces. In particular, the results of Section 5.3 and
5.4 generalized the results of Kimura and Kishi [100] (see Theorem 2.2.9, Kumam and
Chaipunya [108] (see Theorem 2.2.10) from ∆-convergence results for equilibrium prob-
lems to strong convergence results for finite family of equilibrium problems and fixed point
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problems. Furthermore, the results in Section 5.5 extends the results on mixed equilib-
rium problems from the frame work of real Hilbert spaces to Hadamard spaces. They
also extends the results of Kimura and Kishi [100], Kumam and Chaipunya [108] from
equilibrium problems to mixed equilibrium problems.

The class of mappings introduced in Chapter 6 is more general than the class of map-
pings introduced in [106],[145] and several other classes of nonspreading-type mappings.
Furthemore, the results obtained in Chapter 6 generalize and improve the results of Os-
ilike and Isiogugu [145] from fixed point problems for strictly pseudononspreading map-
pings in Hilbert spaces to fixed point problems for generalized strictly pseudononspread-
ing mappings in Hadamard spaces. Also, in [149, Theorem 3.12], the author proved a
∆-convergence of the Mann-type iteration to a fixed point of a generalized asymptotically
nonspreading mapping while in Chapter 6 of this thesis, we prove some strong conver-
gence of Mann-type, Ishikawa-type, S-type and viscosity-type algorithms to a common
fixed point of a finite family of generalized strictly pseudononspreading mappings which
is also a common solution of a finite family of minimization and monotone inclusion prob-
lems in Hadamard spaces. Therefore, our results generalize, improve and complement the
results in [145], [149] and host of other related results in this direction.

In Chapter 7, we further developed the study of minimization problems and fixed point
problems in p-uniformly convex metric spaces since very few results have been studied in
these spaces. First, we improved on the proof of Kuwae [110] for the existence of resolvent
of convex function, by removing Assumption 3.21 imposed by Kuwae [110] and by given
a more shorter and comprehensive method of proof (see Proposition 7.2.4). We further
developed several properties of the resolvent operators. The main results in Section 7.3 and
7.4 improve and generalize the main results of Choi and Ji [52] from solving minimization
problems in p-uniformly convex metric spaces to solving finite family of minimization
problems and fixed point problems in p-uniformly convex metric spaces. Also, the results
in Section 7.5 generalize results on split minimization problems from the frame work of
real Hilbert and Banach spaces, as well as Hadamard spaces to p-uniformly convex metric
spaces. From application point of view and to further motivate the study in p-uniformly
convex metric spaces, we gave a typical example of this space, as well as examples of
convex functions and nonexpansive mappings in the space (see Subsection 7.4.2).

The class of mappings introduced and studied in Section 8.2 is more general than that
introduced and studied by Liu and Chang [120]. Also, the class of mappings introduced
and studied in Section 8.3 of this thesis is more general than that introduced and studied by
Hu and Wang [84]. Furthermore, we generalized the results of Hu and Wang [84] from the
frame work of p-uniformly convex Banach spaces to the frame work of p-uniformly convex
metric spaces. More so, the results in Section 8.4 generalize the results on nonspreading
mappings and strictly pseudononspreading mappings in p-uniformly convex Banach spaces.

In addition to these contributions, the open problems identified and discussed in this
thesis, offer many opportunities for future research.
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9.3 Future research

As mentioned in the previous section, the questions identified and discussed in this thesis
(see for example, Remark 3.3.8, 5.5.17, 6.3.7, 7.3.4 and 7.4.9), offer many opportunities
for future research. Part of our future research is to try and answer these questions.

Very recently, Alizadeh et. al. [4] solved the variational inequality problem (1.2.10) in
Hadamard spaces when the cost operator T is an inverse strongly monotone mapping.
However, we know that monotone and pseudomonotone mappings are more general and
more applicable than inverse strongly monotone mappings. But it is yet unknown if
the VIP (1.2.10) can be solved in Hadamard spaces when the cost operator T is either
monotone or pseudomonotone. Part of our future research will be to solve the VIP (1.2.10)
in Hadamard spaces when the mapping T is atleast monotone. Furthermore, in our future
research, we shall try to formulate the VIP, when the cost operator is defined on an
Hadamard space and valued in the dual space, which will have an obvious relationship
with the classical VIP (1.2.9) in Banach spaces and offcourse, will improve the formulation
of Khatibzadeh and Ranjbar [99].

In Section 5.5, we solved the mixed equilibrium problem (1.2.8) in Hadamard spaces. A
generalization of this problem called the Generalized Mixed Equilibrium Problem (GMEP)
has been studied in Hilbert spaces (see [40, 75, 146] and the references contained therein),
which is defined as:

Find x∗ ∈ C such that ϕ(x∗, y) + f(y)− f(x∗) + 〈Tx∗, y − x∗〉 ≥ 0, ∀y ∈ C, (9.3.1)

where ϕ is a bifunction satisfing some monotonicity and convexity assumptions, f is a
convex and lower semicontinuous functions and T is a nonlinear operator. It is indisputable
that GMEP (9.3.1) is one of the most general and applicable problems in optimization
theory since it includes MPs (1.2.1), EPs (1.2.7) and MEPs (1.2.8) as special cases. Thus,
we dare to believe that the GMEP (9.3.1) will prove very useful in Hadamard spaces.
Therefore, we intend in future, to generalize the GMEP (9.3.1) from the frame work of
real Hilbert spaces to Hadamard spaces.

253



Bibliography

[1] H. A. Abass, C. Izuchukwu, F. U. Ogbuisi, O.T. Mewomo, An iterative method for
solution of finite families of split minimization problems and fixed point problems,
Novi Sad J. Math., 49 (1) (2019), 117-136.

[2] R. P. Agarwal, D. O’Regan, D. R. Sahu, Iterative construction of fixed points of
nearly asymptotically nonexpansive mappings, J. Nonlinear Convex Anal., 8 (2007),
61-79.

[3] A. D. Aleksandrov, A theorem on triangles in a metric space and some of its ap-
plications, Trudy Mat. Inst. Steklov., Izdat. Akad. Nauk SSSR, Moscow, 38 (1951),
5-23.

[4] S. Alizadeh, H. Dehghan, F. Moradlou, 4-convergence theorem for inverse strongly
monotone mapping in CAT(0) spaces, Fixed Point Theory, 20 (1), (2018).

[5] E. Al-Shemas and A. Hamdi, Generalizations of variational inequalities, International
Journal of Optimization: Theory, Methods and Applications, 1(4)(2009), 381-394.

[6] K. Alyani, M. Congedo, M. Moakher, Diagonality measures of Hermitian positive-
definite matrices with application to the approximate joint diagonalization problem,
arXiv:1608.06613v2 [cs.IT] 4 Sep 2016.

[7] Q. H. Ansari, L. C. Ceng, H. Gupta, Triple hierarchical variational inequalities, Non-
linear Analysis: Application Theory, Optimization & Applications, Springer, Berling,
(2014).

[8] K.O. Aremu, C. Izuchukwu, G.C. Ugwunnadi, O.T. Mewomo, On the proximal point
algorithm and demimetric mappings in CAT(0) spaces, Demonstr. Math., 51 (2018),
277-294.

[9] K.O. Aremu, L. O. Jolaoso, C. Izuchukwu, O.T. Mewomo, Approximation of com-
mon solution of finite family of monotone inclusion and fixed point problems for
demicontractivemultivalued mappings in CAT(0) spaces, Ricerche Mat., (2019).
https://doi.org/10.1007/s11587-019-00446-y.
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[18] M. Bačák, The proximal point algorithm in metric spaces, Israel J. Math., 194 (2013),
689-701.
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