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A B S T R A C T

One of the main issues with deep learning is the need of a significant number of samples. We intend to address
this problem in the field of Optical Coherence Tomography (OCT), specifically in the context of Diabetic
Macular Edema (DME). This pathology represents one of the main causes of blindness in developed countries
and, due to the capturing difficulties and saturation of health services, the task of creating computer-aided
diagnosis (CAD) systems is an arduous task. For this reason, we propose a solution to generate samples. Our
strategy employs image-to-image Generative Adversarial Networks (GAN) to translate a binary mask into a
realistic OCT image. Moreover, thanks to the clinical relationship between the retinal shape and the presence
of DME fluid, we can generate both pathological and non-pathological samples by altering the binary mask
morphology. To demonstrate the capabilities of our proposal, we test it against two classification strategies
of the state-of-the-art. In the first one, we evaluate a system fully trained with generated images, obtaining
94.83% accuracy with respect to the state-of-the-art. In the second case, we tested it against a state-of-the-art
expert model based on deep features, in which it also achieved successful results with a 98.23% of the accuracy
of the original work. This way, our methodology proved to be useful in scenarios where data is scarce, and
could be easily adapted to other imaging modalities and pathologies where key shape constraints in the image
provide enough information to recreate realistic samples.
1. Introduction

In the current information era, and thanks to the advances in the
information and machine learning technologies, we are able to solve
problems more efficiently and, most importantly, automatically. One
of the main sectors that greatly benefited from these new technologies
is the field of bioinformatics, specially in computer-aided diagnostic
issues. These systems confer the diagnosis process an independence
from the human subjectivity, and make the results repeatable over
the time (critical in the field for a proper follow-up of the patients).
The main issue with these methodologies is the scarcity of available
labeled data to train or adapt these methodologies, as well as problems
with class imbalance. To solve this issue, methodologies have been
developed for the two main components that comprise a machine
learning system: the learning algorithm itself (or network architecture)
and the dataset used to train it.

Regarding improvements to the learning algorithm, we can find
methodologies that try to create systems able to learn and generalize
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from a greatly limited number of samples (also called ‘‘Few Shot
learning’’ [1]). This is illustrated by even one of the most represen-
tative networks in the field of medical imaging, the U-Net [2]. This
architecture was originally proposed as a network that, thanks to its
skip-connections between encoder and decoder, is able to return a
segmentation with a limited number of samples (as the decoder is able
to salvage information that, otherwise, would be lost in the neck of the
funnel).

The second approach consists in, instead of finding strategies that
are able to extract information from a reduced number of samples,
transforming the dataset so a machine learning strategy is able to better
generalize from the limited number of patterns present, called ‘‘Data
Augmentation’’ [3]. These strategies can be divided into three main
categories: geometrical (random rotations, cropping, flipping, shearing,
elastic transformation . . . ), intensity based (contrast, brightness, noise,
blur . . . ) [4] and (more recently) synthetic, in an effort to generate
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completely new samples to balance and complement the dataset. An ex-
ample of these methodologies is the approach of Zhao et al. [5], where
they model the set of spatial and appearance transformations between
images in the dataset to, then, synthesize new examples by sampling
transformations and applying them to a single labeled example.

The issue of data scarcity is specially relevant in the ophthalmo-
logical domain as, despite the easy accessibility of the organs, the
image modalities and precision required to obtain these images require
the patient to maintain a firm stance, which often results in lesser
quality images as the capturing time has to be reduced to attain a
minimum usable product [6–8]. For this reason, methodologies have
been presented in this field that address the problem of the lack of
samples (and their quality) in both of the aforementioned approaches.
For example, as a few-shot proposal, the work of Kim et al. [9] is
centered in the problem of glaucoma diagnosis. This work presents a
few-shot strategy based on a matching neural network architecture [10]
that returns significantly better results with the same limited dataset
than a conventional convolutional neural network and with similar
accuracy to what a human expert would return. Another example of
this paradigm is the work of Medela et al. [11], where they train a
deep siamese neural network [12] in a domain with a large number
of samples. Then, they use this siamese network to extract features
from the limited number of new domain samples and train a shallow
classifier; in this case, a Support Vector Machine (SVM).

On the other hand, as an example of works in the field of data
augmentation, we can study the work of Burlina et al. [13], where they
use progressively grown generative adversarial networks or GAN [14]
to generate Age-Related macular degeneration eye fundus images. This
work was tested with trained specialists, which could not distinguish
with statistical significance synthetic images from real eye-fundus im-
ages. Another example is the work of Zhao et al. [15], where they
generate a full eye fundus image from a retinal vasculature and random
noise input as seeds. Finally, works like the ones proposed by Hu,
Liang and Lu [16] by slicing samples into multiple iterations usable for
training or Vidal et al. [17,18] by dividing a sample into thousands of
overlapping windows in conjunction with a voting strategy, do not alter
or generate new samples but rather further dissect existing samples to
aid the model to extract more information from them. These two last
approaches were also combined with a GAN in the work of Kugelman
et al. [19], thus merging the two aforementioned paradigms into one
single work.

In this work, we propose a fully automatic methodology to tackle
this same problem of data scarcity in the field of DME, one of the
main causes of blindness in developed countries and for which the
availability of datasets is quite limited [20]. The retina is characterized
for being the internal part of the human anatomy that is easiest
to study, and its retinal vascularity and neural organization usually
manifest symptoms that are just beginning to cause damage in other
parts of the human body. This is the case of DME, where the fragile
retinal microvasculature start to deteriorate and leak fluids in between
the retinal layers, completely altering (and even destroying) its delicate
morphology. If its not detected on time, it will lead to severe compli-
cations and the need for invasive treatments [21–23]. The main means
to study this pathology is with the use of OCT imaging. This medical
imaging modality allows for a non-invasive cross-sectional visualization
of the retinal layers [24]. A comparison between a healthy retina and
a pathological one with DME fluid accumulations can be seen in Fig. 1.

Thus, in this proposal, we exploit a GAN to generate new synthetic
OCT samples of DME to complement the lack of real samples, as well
as even to entirely replace a dataset (as we will show in subsequent
sections). Recent works have applied GANs in the OCT domain with
different strategies to produce synthetic samples. The basic idea for
these works is to create new samples from a random noise seed, like
the methodology proposed by Odaibo [25]. These works had the main
2

issue that the resulting images were of low quality and the structures
tended to be lost. That was improved by Zha et al. [26] by using SSIM
or Structural Similarity loss to try to take into consideration structure
features of the retina and by Zheng et al. [27], with a progressively
grown GAN: a network trained initially with a low number of layers
that was progressively grown and trained. This way, the gradients were
not dispersed and could generate higher resolution images (256 × 256
pixels in that work). Another example of these methodologies is the
work of He et al. [28], where they use a Least Squares GAN [29] to
complement a classification problem. This raised the problem that the
GAN generated samples are not labeled, so they used an alternative
strategy: they assume the generated images do not belong to any of the
considered categories, and use them more as a regularization strategy
to increase the variance of the dataset. To all these labeling, stability
and quality issues, we have to add the instability inherent to these
learning strategies and the delicate balance needed to be achieved by
the selection of hyperparameters. Some works in the field of machine
learning try to solve these issues by offline learning strategies [30]
that, during the learning process, vary their strategy to further optimize
the learned strategies. For example, through the usage of bayesian-
optimized strategies [31], others based on genetic algorithms [32],
or even by the additional support of other networks, in special the
based on Long-Term-Short Memory architectures [33]. This effect is
also mitigated by the careful control of the batch size, and through the
usage of normalization strategies as such is the batch normalization
(which helps to smooth and stabilize the optimization process [34]).
However, these issues mainly affect adversarial methodologies based
on a randomized input strategy, as it relies heavily on the underlying
context embedded in the hyperparameters. Strategies based on an input
with domain information are able to maintain stability in the epochs
thanks to the added independence from the learnt context. This is
specially seen in architectures based on an image-to-image paradigm,
as they precisely transform from one context to another, needing a
reduced set of information to do so [35].

In our work, we present an alternative methodology by taking ad-
vantage on the retinal shape, limited by the Inner Limiting Membrane
(ILM) and the Retinal Pigmented Epithelium (RPE) layers (presented in
Fig. 2). Clinical studies have shown the direct correlation between the
different deformations (and their absence) to the different types of fluid
accumulations [36–38]. This means that, in theory, by only knowing
the retinal region of interest limited by the ILM and RPE layers, we
could infer the different fluid accumulations (as well as the lack of
them) present in the retina.

This way, we use the aforementioned image-to-image translation
strategy using as input a binary mask indicating a retinal region. This
mask represents an easy way to obtain abstraction of the retinal layers
that we can use to generate pathological or healthy retinas. This binary
mask is enough to generate all the complex internal layers of the
retina, artifacts and fluid present in the vitreous humor, choroidal
structures and even decide what kind of pathological patterns will be
generated. Moreover, given that this binary mask represents a high
level abstraction of the structures in a retinal OCT image, with an
strategy that can generate new binary retinal masks, we are able to
generate a potentially unlimited number of completely unseen retinal
OCT images. Finally, we evaluate our proposal with two strategies
from the state-of-the-art that proved themselves in our clinical scenario:
detection of DME in OCT images. One scenario where we train a proven
convolutional network only with fully generated samples (and compare
it to the same network with real samples from the state-of-the-art)
and other where we test against a pretrained expert model from the
state-of-the-art the performance of our synthetic samples as test subset
compared to the real test subset.

In summary, the main contributions of our work are:

• Fully-automatic approach to generate synthetic retinal OCT im-
ages.

• Successfully able to create images with both pathological (DME)

and healthy retinal patterns.
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Fig. 1. Comparison between a healthy retina and one with multiple types of intraretinal DME fluid accumulations.
Fig. 2. Example of a retinal OCT image, with the retinal region marked in green, the Vitreous Humor/Choroid in blue and the limiting layers of the retina (ILM and RPE) in
white.
• Tested with approaches from the state-of-the-art, obtaining com-
parable results to the metrics attained with real images.

• Generation using a context transformation paradigm, robust to
the usual instability of the GANs based on randomized seeds.

• Able to generate high resolution fully synthetic images from a
simple binary seed.

The present document is divided into main sections. Section 2:
‘‘Materials and methods’’, presents all the resources needed to fully
reproduce our work in detail, as well as a complete explanation of the
algorithm and strategy followed in this work with the particular param-
eters for each experiment. Section 3: ‘‘Results’’ presents the outcomes of
the training and comparisons with the state-of-the-art of our proposal.
All these results are analyzed in Section 4: ‘‘Discussion’’, where we
comment different highlights of the results, weaknesses detected and
their significance for the domain of the problem. Finally, Section 5:
‘‘Conclusions’’ includes a series of final notes drawn for this research
and a commentary on future lines of work.

2. Material and methods

As previously indicated, in this section we will disclose all the
necessary resources, procedure and different steps followed to recreate
3

the experimentation and results of our work. This section is divided
into three main subsections: Dataset (Section 2.1), where we explain the
sources and characteristics of the used data in our experiment; Software
resources (Section 2.2), where we present all the different libraries
and software versions used in this work; Methodology (Section 2.3);
where we explain all the steps of our experimentation; and, finally,
Experiment configurations (Section 2.4), where we describe the precise
configuration and parameters to allow the complete reproducibility of
our work.

2.1. Dataset

The dataset that was used for this work was composed by 400 OCT
images from a HRA+OCT SPECTRALIS© from Heidelberg Engineering,
Inc. Originally, these images ranged in resolution from 512 × 156
pixels to 1535 × 497 pixels, ranging in aspect ratio from 1.03 to 5.75
pixels width in relation to height. All these images were captured from
different patients, from both left and right eyes and with a wide range
of configurations. All the images used in this work were resized to a
resolution of 1024 × 1024 pixels.

The protocols followed during the development of this project
were conducted in accordance with the Declaration of Helsinki, ap-
proved by the Ethics Committee of Investigation from A Coruña/Ferrol
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Fig. 3. Architecture of the U-Net 256 network.
Fig. 4. Architecture of the DenseNet-161 network configuration.
Fig. 5. Architecture of the VGG-19 network. Note the Fully Connected layer FC8 from where we will extract the features.
(2014/437). These images were labeled as normal (not presenting any
fluid accumulations that could belong to DME) and DME (where there is
a clear, beyond doubt, presence of intraretinal fluid belonging to DME).

2.2. Software resources

To develop this project, the generator is based on the pix2pix
architecture, composed by an U-Net (Fig. 3) and a small encoder
discriminator [10]. Additionally, we used an implementation of the
DenseNet-161 [39]. Its precise architecture and configuration can be
seen in Fig. 4. Finally, we also employed a pretrained version of a
VGG-19 on the ImageNet dataset [40,41].

Regarding software resources, for the development of this project
we used PyTorch 1.5.1 with torchvision 0.6.1 to train and test the
DenseNet networks. The VGG-19 was tested using Matlab R2018a
(9.4.0.813654) with the Deep Learning Toolbox and the Deep Learning
ToolboxTM Model for VGG-19 Network support package. The precise
architecture and configuration of the used network can be seen in
Fig. 5.
4

2.3. Methodology

In the present section, we will proceed to explain the proposed
methodology as well as the approaches that were considered to demon-
strate is capabilities against the state-of-the-art. In Fig. 6 we present
the main generator stage, as well as the two complementary validation
approaches where we test its usefulness and robustness.

In the first stage (Section 2.3.1), we will train a GAN architecture to
generate realistic OCT retinal images from empty retinal binary masks.
This generator will receive as input binary retinal masks and will infer
the inner retinal structure to generate a realistic representation of a
retina. We use an algorithm to deform binary masks so we can obtain
new samples from knowledge already present in preexisting images.
The dataset will be divided in this stage into training and test, so further
stages of the methodology are not biased by additional knowledge
gained by the generator.

In the second stage, we validate our generator with a proposal
based on a screening problem. More precisely, in the identification of
the samples belonging to retinas with DME fluid accumulations and
to a normal retina. In this approach (Section 2.3.2), we compare the
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Fig. 6. Diagram of the methodology with the validation comparing it with the state-of-the-art.
performance of a representative densely connected network (proven
in the state-of-the-art to be able to successfully discern healthy OCT
images from pathological ones [42–46] trained with a real dataset and
its performance trained with completely generated samples from our
proposed methodology.

Finally, in the third stage (Section 2.3.3), we use another paradigm
of machine learning (called deep feature analysis) from de Moura
et al. [47]. Here, in the same medical screening context as in the
previous stage, we use the generator to compare the separability the
trained expert model that proved its capabilities in the state-of-the-art
confers to a real test dataset with the separability it is able to confer
to a set of completely generated images from our proposal. This way,
we can study the variability and complexity of our methodology. In the
first stage, we evaluate if our proposal can be used to learn the problem
it itself tries to describe (that is, if the dataset has coherent information,
as we test it with an strategy that has already proved itself to be able to
with real images and achieve outstanding results). On the other hand,
we also test if the variability of our proposal is similar to the original
dataset, as the pretrained methodology from de Moura et al. should
return similar error results as when using synthetic images. If the
5

images are not representative, this expert model trained in the state-of-
the-art should return significantly different metrics. Either better (thus,
indicating that the images generated are easier to identify and, thus, not
representative of the variability) or worse (and, thus, indicating that
the images lack relevance to the issue as no patterns from the features
learnt by the model were found in our proposal). Below, we will further
explain each of the stages.

2.3.1. Generator training
The methodology followed to train the generator GAN is presented

in Fig. 7. To train the generator, the main idea is to first train, at
the same time, a discriminator network that will find the differences
between the real images and the generated ones. Both networks (the
generator and the discriminator) would enter a continuous competition,
further improving the quality of the generated images. In our case, we
used a basic encoder discriminator architecture, presented in Fig. 7, in
the ‘‘Discriminator architecture’’. The loop is repeated a fixed number
of epochs, always following the same steps. First, we train the discrim-
inator so it is able to learn new relevant features of the target domain
to find if the image is real or generated. Then, we train the generator
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Fig. 7. Steps followed for each iteration to train the image-to-image network and Discriminator architecture.
so it is able to learn these new features from the discriminator. Both
generator and discriminator have their own independent loss metric,
depending on their point of view. The discriminator will use a binary
loss, based on a classification problem where it combines the loss of the
success (real image) and a failure (error made identifying the generated
image). On the other hand, the loss of the discriminator is a bit more
complex. This loss will combine a classification error similar to the one
used by the discriminator and a similarity metric, that measures how
much it the generated pixels have deviated from the original sample.
These two losses: the binary classification loss and the similarity error
loss are weighted and merged together.

To train the discriminator, we first use the generator to obtain what
information of the domain have both abstracted (in the first iteration,
this will be no information at all, only random noise, but will set a
baseline for the generator to improve from). During this first generator
step, the gradients of the generator are ignored, as we do not want to
train it for now. Then, both input and output are fed to the discrimina-
tor (the mask and the generated image). They are fed by merging them
as new channels in the image (what would be its third dimension) so
the discriminator is not only assessing if its real or not, but also if it
belongs to the input binary mask fed to the network. As what we are
training is the discriminator, the loss will be calculated indicating the
target of this image as a false (generated) image. Afterwards, we repeat
this process, but this time with a real image and setting the target as
real. The final backpropagated loss through the discriminator will be
the average of both real and generated losses. When the discriminator
iteration has ended, we perform the optimizer step, and the weights of
the network are updated.

Then, after the discriminator training part of the iteration, we
proceed to train the generator. The first step is similar: we calculate
the loss on the generated samples. But, this time, instead of labeling the
sample as generated like in the training of the discriminator, we label
it as if it was real (albeit ignoring the gradients product of this forward
6

pass through the discriminator, as we are not training it). This is
because the loss of the generator (that is, what has it done wrong) is the
distance between the discriminator considering the generated sample
as real (what is needed to trick the discriminator) and the prediction
it actually returned. Additionally, we use an additional loss component
to force similarity between the original image and the generated one.
Thus, the final loss is calculated as the sum of the generator loss and its
similarity loss times a given weight to regulate the impact of the forced
similarity. Finally, it is backpropagated through the generator U-Net,
the optimizer step is performed and the weights of the generator are
updated. Take into consideration that each network is using a different
optimizer, as they are, effectively, two independent networks. This
process is repeated through each iteration until the end of training a
fixed number of epochs.

To generate the samples to use in subsequent steps of the method-
ology, we need to have the same level of complexity as in the original
dataset, but different enough to prevent the generator to use memorized
information instead of learnt one. Additionally, we need to know the
features that characterize a pathological retina so we can generate
samples that properly represent the biomarkers of a given label (so
we can generate samples at will with the label we want). To achieve
this, we use the original masks, but apply different transformations
to obtain a warped version of them. This way, the model will not
take advantage on features used during the learning process, but will
maintain the pathological biomarkers so the label of the generated
samples are known. This warped version is achieved by first applying
Eq. (1) to each pixel in the image:

𝑦(𝑥) = 𝑎𝑏𝑠(sin( 𝑥 ⋅ 𝜋
1024

) ⋅ (−𝑎)) + 𝑑 (1)

where 𝑎 is the amplitude of the sinusoidal wave used to warp the retina
and 𝑑 the displacement of the wave in the 𝑦 axis. As seen in Fig. 8, the
generated retinal images preserve enough information from the original
images, but also are warped enough so the deep neural network has to
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Fig. 8. Original retinal region of interest masks (1st row) and the corresponding warped masks (2nd row).
Fig. 9. General DenseNet training strategy used with both the generated and original datasets.
infer new information to generate new retinal regions. Additionally, a
small binary closure morphological operation is applied to each mask
to diminish the effect of the image rotation and rescaling in some
images. It also helps to change the small morphological markers in
the innermost retinal layer (like small vessels protruding from the top),
helping to add variability to the final generation.

2.3.2. Approach as a training strategy
In this first evaluation stage, we will compare our work against a

classification strategy from the state-of-the-art. The chosen architecture
to this effect is the aforementioned DenseNet-161 as it has proven its
reliability and success in the subject of a clinical screening for DME.
As shown in Fig. 6. We will train the system with a real dataset and
another using only generated samples. The strategy used to train both
networks can be seen in Fig. 9.
7

As seen in this figure, we repeated the training to obtain robust
and significant statistical values in the final metrics. For each epoch,
we randomly shuffle the dataset (remember that a test dataset was
previously separated from the original, common to all the steps in the
methodology so we can perform a fair comparison). These samples
are afterwards forwarded through the aforementioned DenseNet-161
architecture. Additionally, we use an external scheduler, which regu-
lates the learning rate depending if the training has stagnated or not.
This is done by checking if the validation loss is still decreasing after
a given number of epochs or it does not reach a new local low. This
approach was chosen instead of the linear descent used in the training
of the generator as it allows to explore better the search space of the
domain. In the generator, due to the nature of chasing each other of
both networks, we could not guarantee that the evolution seen in them
was not product of a circular chase that would lead to nowhere. In
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this case, as we are training only one network with a clear objective,
there is a clear defined task to optimize. The same way, instead of
choosing a given number of epochs to stop the training, we use an early
stopping strategy. This strategy, same as the loss regulation strategy,
will stop the training of the model if it the validation loss has stagnated
even further. Additionally, every time a new best validation loss is
reached, the model is chosen as the candidate, and every time the loss
is readjusted, that same checkpoint is recovered to continue training in
the most promising stage of the training process.

The second model, as mentioned, is trained the same way as was
the previous one, with the difference that the masks used to train the
system are generated following the steps presented in Section 2.3.1
with the train dataset images.

2.3.3. Approach against an expert model
In this second validation stage against the state-of-the-art, we use

an expert model methodology based on deep features and test it with
both images from the real test subset and also with images that were
generated with our expert model. We used the proposal of de Moura
et al. [47], as indicated in Fig. 6. This methodology takes advantage
of the features learnt in the deep layers of the convolutional neural
network in a complex domain to classify a simpler one. In this case, we
will use an VGG-19 network architecture (as defined in Section 2.2)
pre-trained in the ImageNet dataset. This network has learnt, in its
internal layers, different texture and morphological features that it uses
to classify more than 1000 different classes. What we do is extract
the features learnt by the network in the fully convolutional layer 8
(FC8, as shown in Fig. 5), select the most relevant ones with a feature
selection strategy and, then, use them to train a simpler classifier. This
strategy allows to train a model with a low number of images, with
a reduced use of resources and with greater abstraction capabilities
thanks to using a network trained in a open-ended image domain.

After the expert model is trained as indicated by de Moura et al., we
generate new test images using the strategy explained in Section 2.3.1
using as seed masks from the test dataset (further preventing any bias,
since we are both generating the images and also using masks that were
never seen by neither the generator or the expert model). Finally, we
compare the real test results from this methodology of the state-of-the-
art and the generated test dataset to obtain a performance evaluation
of the model and analyze its behavior. If our system is able to obtain
similar results to the expert model, it means that it has successfully
learnt the retinal patterns, being indistinguishable from real retinal
images for computer-aided diagnosis purposes.

2.4. Experiment configurations

In this section we will now present the precise configuration and pa-
rameters needed to fully replicate or methodology and experimentation
performed in this work.

2.4.1. Mask generator
As mentioned in Section 2.3 this step, the dataset was divided into

what would be used for training and testing of our methodology. The
division chosen for our work is 70% for the training and 30% reserved
for all the testing purposes. This last set of samples were not used in any
step of the methodology but for statistical purposes. This way, from the
400 original images, 280 will belong to the training dataset, and 120
to the test dataset. All the images were randomly chosen from both
positive and negative samples, maintaining the balance between the
number of positive (120 + 60) and negative (120 + 60) OCT images in
both sets.

To train both the generator and the discriminator we used as main
loss the Binary Cross-Entropy (BCE) with a sigmoid layer, defined
in Eq. (2):

𝐵𝐶𝐸(𝑥, 𝑦) = 𝑚𝑒𝑎𝑛(𝐿), 𝐿 =
{

𝑙1,… , 𝑙𝑁
}𝑇 ,

(2)
8

𝑙𝑛 = −𝑤𝑛[𝑦𝑛 ⋅ log 𝜎(𝑥𝑛) + (1 − 𝑦𝑛) ⋅ log(1 − 𝜎(𝑥𝑛))]
where 𝑁 represents the batch size and 𝑤𝑛 the weight (which, in our
case, was not considered). Additionally, as mentioned, to train the
generator, a similarity loss component is added to the loss value so we
have a force that pressure the synthetic image to preserve information
from the original sample (as well as aiding to converge faster). In
this case, the L1 Loss is used to measure this distance between the
real image and the generated image (called in Fig. 7 the ‘‘Generator
similarity L1 Loss’’). With this, we compare the mean absolute error
(MAE) between each element of the real image and the generated
image [35], defined in Eq. (3):

𝑀𝐴𝐸(𝑥, 𝑦) = 𝑚𝑒𝑎𝑛(𝐿), 𝐿 =
{

𝑙1,… , 𝑙𝑁
}𝑇 , 𝑙𝑛 = |

|

𝑥𝑛 − 𝑦𝑛|| (3)

where 𝑁 represents the batch size. This loss is summed with the
generator loss, weighted so we can regulate establish the magnitude
of the effect of this similarity force. In this experiment, was established
at 100. For the training of both discriminator and generator, we used
the Adam optimizer [48]. As both models are trained independently,
each of the models uses its own independent optimizer.

The learning rate was set as a baseline of 0.0002, maintained static
for 100 epochs. This way, we allow the generator to find a general
abstraction of the images. Afterwards, the loss value is updated linearly
following Eq. (4) during 500 additional epochs until zero:

𝐿𝑟(𝑛) = 1 − max(0, 𝑛 + 𝑛𝑓 )∕(𝑛𝑑 + 1) (4)

where 𝑛 is the epoch number, 𝑛𝑓 represents the number of epochs
without linear decrease in the learning rate and 𝑛𝑑 the number of
pochs that the learning rate will be decreasing.

For the generation of the binary masks for posterior use of the
enerator, the values used in the formula presented in Section 2.3.1
re randomly set for each instance. The amplitude (𝑎) is set as a
andom integer between 0 and 150. The displacement (𝑑), as a random
nteger between −100 and 100. This ensures that the retina in all the
arped masks maintains a valid shape and the conditions for a correctly

aptured retinal shape. Additionally, to add more variability, each mask
s rotated a random angle between −15 and 15 degrees (a feasible
otation in this medical imaging domain). The kernel chosen to smooth
he resulting masks to palliate the effects of the resizing and rotation
as a disk kernel with 20 pixels of radius (so the effect on the image
ould be the same whatever the resulting rotation angle).

.4.2. Approach as training strategy
First, the dataset was divided 70% into training and 30% into

alidation. To increase the efficiency of the methodology, all samples
re resized to 224 × 224. Additionally, to increase the effective number
f samples present in the dataset, we perform a data augmentation
onsisting in randomly flipping horizontally the samples with a 50%
hance. This is done as the retina can present the same samples in both
ast and west directions, commonly due to belonging to the right or left
ye. Thus, horizontally flipping the samples is actually showing new
amples that could perfectly appear in real retinas.

To train both DenseNet strategies, we used as loss the BCE loss,
efined in Eq. (5)

𝐵𝐶𝐸(𝑥, 𝑦) = 𝑚𝑒𝑎𝑛(𝐿), 𝐿 =
{

𝑙1,… , 𝑙𝑁
}𝑇 ,

𝑙𝑛 = −𝑤𝑛[𝑦𝑛 ⋅ log(𝑥𝑛) + (1 − 𝑦𝑛) ⋅ log(1 − (𝑥𝑛))]
(5)

here 𝑁 represents the batch size. As optimizer, we are using the
dam optimizer with an initial learning rate of 0.01. This learning rate,
nlike the linear approach considered in the generator, was changed
ynamically depending on the improvement or stagnation of the model.
he patience for this dynamic loss is set as 10 epochs to determine the
tagnation of the validation value. Thus, if the validation loss has not
mproved in 10 epochs, the learning rate will be halved each time until
he end of the training. In this case, the early stopping patience has
een set at 25 epochs, so the training has enough epochs in the middle
o further adjust the learning rate and allow the model to fall to a new
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Fig. 10. Metrics during the training of the generator network.
lower point of the decision space with higher precision (preventing thus
reaching a non-minimal stopping point). For this experiment, a batch
size of 3 was chosen, as in preliminary tests it attained satisfactory
results. The training process was repeated 50 times to ensure the
robustness of the final metrics.

2.4.3. Approach against an expert model
In this case, as mentioned, we followed the proposal of de Moura

et al. [47] to train the expert system from the state-of-the-art to which
we will compare our proposal with. This way, we used the pretrained
model, and only the feature selection of the original work was used.
This way, we extracted the selected 532 features from the FC8 layer.
These features were selected using the Relief-F algorithm [49] (53.20%
of the features contained in the layer). In this layer most of the features
have already been abstracted enough so a simple linear Support Vector
Machine [50] using the Sequential minimal optimization [51] solver
could obtain satisfactory results without a kernel trick, allowing for
better generalization capabilities. So, to classify the final samples, we
will first process it through the pretrained network. Then, we extract
the selected features from the chosen layer. Finally, we classify these
abstracted features by means of the SVM, obtaining the final result to
evaluate. As we used the trained model of de Moura et al. [47] to allow
full comparison, please refer to cited work for more information on the
hyperparameters and configuration of the classic classifier.

3. Results

In this section we will proceed to present the results obtained in
each of the experiments carried out in this work (both the proposed
strategy and the two stages of comparison with the state-of-the-art
works) using the configuration presented in Section 2.4. For the conve-
nience of the reader, the same subsection structure was maintained, as
per in Section 2.3.

In order to evaluate the performance of the models, we employed
a combination the metrics shown in Eqs. (6) to (9), where TP are the
True Positives, TN the True Negatives, FP the False Positives and FN
the False Negatives. These metrics were chosen to ensure a complete
analysis from different points of view of the results.

𝐀𝐜𝐜𝐮𝐫𝐚𝐜𝐲 = 𝑇𝑃 + 𝑇𝑁
𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁

(6)

𝐏𝐫𝐞𝐜𝐢𝐬𝐢𝐨𝐧 = 𝑇𝑃
𝑇𝑃 + 𝐹𝑃

, 𝐑𝐞𝐜𝐚𝐥𝐥 = 𝑇𝑃
𝑇𝑃 + 𝐹𝑁

, 𝐒𝐩𝐞𝐜𝐢𝐟 𝐢𝐜𝐢𝐭𝐲 = 𝑇𝑁
𝐹𝑃 + 𝑇𝑁

(7)
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𝐅𝟏𝐒𝐜𝐨𝐫𝐞 = 2 × Precision × Recall
Precision + Recall (8)

𝐌𝐂𝐂 = 𝑇𝑃 × 𝑇𝑁 − 𝐹𝑃 × 𝐹𝑁
√

(𝑇𝑃 + 𝐹𝑃 )(𝑇𝑃 + 𝐹𝑁)(𝑇𝑁 + 𝐹𝑃 )(𝑇𝑁 + 𝐹𝑁)
(9)

These measures are the accuracy (or percentage of correctly clas-
sified samples), precision (or percentage of positives returned by the
system that are real from the total positives returned), recall (or per-
centage of true positives returned by the system from the total of
positives available), sensitivity (or percentage of true negative samples
over the total available detected by the system), F1 Score (or the
harmonic mean of the precision and recall), and Matthews correlation
coefficient or MCC (the correlation between the true labels and the
labels returned by the system). This last score is between −1 and 1,
as it is based on the correlation coefficient of Pearson.

3.1. Evaluation of the generator training

In Fig. 10, we can see the results of the progressive training of
the generator. As shown by the estimated tendency plotted over the
‘‘Generator L1’’ function plot, the similarity loss between the generated
image and the seed stagnates early on, reaching no significant vari-
ability from epoch 290 onwards. Thus, at this point, the system has
successfully replicated the retinal structure. As this epoch represents an
stagnation in the structural similarity, the main driver of the generator
will be the ‘‘Generator Loss’’. This means that the last epochs the system
would act as a normal GAN, just focusing in tricking the discriminator
network, which shortly after it also stagnates into an stability region
around the same amplitude loss spikes.

In that same figure, we can see how the inherent instability of the
GANs can be seen, with a significant variability during the training of
all the considered metrics. However, we have also added the estimated
tendency to show how, despite the inherent variability of the GANs,
our proposal is actually oscillating around a descending point of equi-
librium. By using the retinal shape as seed for the generated image we
are severely constraining the possible outcomes of the methodology.
Thus, this local variability is caused by the changes in the generated
textural patterns. However, fixed structures that are dependent on the
retinal shape (such as the layers, fluid structures and other pathological
artifacts) are a constant provided by the mask itself. Thus, as shown
by this progression, the inherent stability of the GANs is actually
severely reduced by our proposal. Moreover, this is precisely what
allowed our proposal to be able to generate high resolution images
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Fig. 11. Example of input, output and real image of the generator in training epoch 599.
Fig. 12. Example of input, generated image and real image of the generator in training epoch 500.
while also maintaining this aforementioned robustness and stability.
In the following sections we will analyze further which elements of
the OCT images affect this variability, but mostly are those who their
position is not determined by the retinal shape (such as elements from
the graphical interface of the device).

This way, and by examining the resulting generated images in the
last epochs (Fig. 11) where even textural patterns are replicated (as
well as major structural artifacts), we decided to use an earlier epoch
as the generator to be used in further steps of our proposal. As shown
in Fig. 12, we chosen the generator model of epoch 500, as it maintains
texture patterns while presenting minor variations that indicate the
possibility of generalization of the model.

3.2. Evaluation of the approach as a training strategy

In Figs. 13 and 14 we present the training process of both the
DenseNet trained with real samples and the one trained with generated
samples. As can be seen in both graphs, both models have achieved
satisfactory accuracy values. The main shown difference is that, in later
epochs, the model trained with generated samples started to overfit
the model to the training dataset. This is an indicator of what we will
further comment in the discussion section. An early sign that, while
our proposal retains most of the variability, is at the fine-grained level
where the variability is mostly lost. That is, in fine texture patterns
learnt in later stages of learning the model starts to be hindered by the
lack of information while, in the real dataset, there is still an slight
room for improvement (albeit negligible).

Nonetheless, in Table 1, the reader can see that the proposed
methodology, using exclusively generated samples, was able to achieve
94.83% of the accuracy of the expert model.
10
Table 1
Mean accuracy and standard deviation for all the DenseNet training repetitions trained
with both the real and the generated dataset and tested with real images.

Mean train Mean validation Mean test

State-of-the-art 0.9574 ± 0.0417 0.9767 ± 0.0175 0.9315 ± 0.0203
Synthetic dataset 0.8956 ± 0.0521 0.9300 ± 0.0212 0.8833 ± 0.0328

Relative accuracy 93.55% 95.22% 94.83%

3.3. Evaluation of the approach against an expert model

In Fig. 15 we present a visualization of the main metrics that
describe the behavior of our proposal in this state-of-the-art scenario. In
this plot, we can see how the expert model was able to successfully sep-
arate both classes, achieving even better results than a standard Deep
Learning approach presented in the previous section. The same way,
when testing the model with images generated by our methodology,
the expert model is able to obtain almost the same statistics as they
were obtained with the real dataset.

This shows that our methodology is not merely recreating what it
has seen before with deformed masks. The masks used as seed in this
step were not seen before by the model. All the results obtained are
purely unbiased and the generated masks are completely original, not
giving clues to the methodology from the training dataset. Additionally,
in the metrics presented in Fig. 15, we can see that the specificity of the
synthetic dataset is on par with the generated dataset statistics; but the
sensitivity of the results are slightly lower (a 96.49% of the sensitivity
reached by the real test dataset).

As seen in Fig. 16, this sensitivity is result of two samples being
misclassified as normal samples, while their mask was set as being
pathological. We will further expand these ideas in the following
discussion section, as well as possible causes and solutions. In Table 2
we include the comparison between the rest of metrics. As shown by
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Fig. 13. Mean and standard deviation of the validation and training accuracy per epoch for the model from the state-of-the-art (control).
Fig. 14. Mean and standard deviation of the validation and training accuracy per epoch for the model trained with generated samples.
Fig. 15. Metrics obtained with the first state-of-the-art model using both the generated and original test datasets. The relative metrics (generated/original) are also presented.
Fig. 16. Confusion matrix for both the expert model of de Moura et al. and the test results using our generated dataset.
the confusion matrices, we see that the most significant discrepancy
between the proposed approach and the original work from the state-
of-the-art is on the recall. That is, the positive samples generated by
our proposal are being misclassified slightly more than in the real
scenario. However, we see that, overall, the results are comparable to
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the state-of-the-art, being still completely generated. The same way,
and as presented in the specificity, our proposal is able to generate
healthy samples indistinguishable from the real OCT images, as the
state-of-the-art work performed the same with our synthetic images
than the real ones.
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Table 2
Comparison between the results of the expert model of de Moura et al. and the results
when trained with our synthetic OCT dataset.

Accuracy Precision Recall Specificity F1 Score MCC

de Moura et al. 0.9417 0.9344 0.9500 0.9333 0.9421 0.8835
Synthetic dataset 0.9250 0.9322 0.9167 0.9333 0.9244 0.8501

Difference 0.0167 0.0022 0.0333 0.0000 0.0177 0.0334

4. Discussion

First of all, we would like to remark the results obtained in the
comparison with the state-of-the-art. As we saw in the first comparison,
in test, a system trained exclusively with images generated with our
proposal is able to achieve a comparable result with the original work
trained with real images. In fact, we see that we reach 94.83% of the
accuracy of the methodology trained with completely real data. This
slight reduction in test accuracy is possibly due to the fact that the
variability of the generated images, in some situations, is diminished.
While it is correct that the shape of the retina is representative of
the present accumulations within it, it is also possible that different
shapes of accumulations may result in a somewhat similar generated
retina. This results in that, for the same mask, the generator network
has found a consensus between the variability for the same retinal
shape and the variability of the fluid patterns. For this reason, this
slight reduction in variability due to the surjective (but not injective)
nature of our proposal is reflected in a small reduction in the training
contribution. However, this can be easily solved by adding information
to the binary masks that would allow better determination of the inner
fluid types. We have to think that right now it is inferring the entire
internal structure based on a binary mask. With the mere addition of
simple weak labeling we could get much more consistent images that
would give even more competitive results.

On the other hand, when we compare our proposal to an expert sys-
tem already trained and with features from the state-of-the-art work, we
see that the variability provided by our dataset is indeed competitive
and comparable to that of the original state-of-the-art work. Moreover,
in the comparative metrics presented, we see that the main metric
affected is recall. That is, of the total number of positives generated by
our system, a negligible amount of them is ignored when compared to
the state-of-the-art model. This precisely is due to what we explained
before. This behavior is specially seen and justified in the presented
specificity results of that same comparison with the state-of-the-art,
which obtains an indistinguishable performance with respect to the
state-of-the-art. Thus, we see how it is able to perfectly capture the
shape of the retina and provide as much information as the real images.
Moreover, it is able to generate pathological images with realistic
positions of cysts even though there is no explicit information in the
binary mask about their location, extent or type.

Continuing with the generated images, we would like to highlight
about the images generated by our system is its surprising capability
to recreate the same noise distribution present in this medical imaging
modality. In Fig. 17, we can observe how in both the original image
and the image generated by the system there is (especially in the vit-
reous humor) a grainy pattern of almost constant intensity. This noise
pattern is a distinctive feature of the capture device, being considerably
different in other OCT devices (depending on the configuration, recon-
struction strategy to generate the OCT images and characteristics of the
tissues and fluids of the examined patient). Moreover, as mentioned
a before, we can see that the system was able to completely recreate
the inner structure of the retinal layers using only shape information
provided by the binary mask. In fact, we see how the foveal region
(represented as a depression in the center of the retinal region) has
been correctly reproduced. There, we can clearly recognize how the
Henle’s fibers layer (axons of neurons that expand from the fovea) are
correctly detected and generated by the proposed methodology.
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In the same way, we see how the vascular structure that nourishes
the retinal tissues (the choroid) has also been perfectly represented in
the inferior section of the retina. Moreover, for both cases (both inner
retinal and choroid regions) present similar high-level patterns, but
low-level texture and artifacts have been realistically generated. That
is, the network has managed to infer the features that depend solely
on the retinal morphology, but has generated and correctly filled those
that do not alter the retinal shape (and, thus, cannot be predicted).
Thanks to this, we can see how this methodology is not only applicable
to the field studied in this work, but could be easily transferred to other
pathologies and imaging modalities.

On the other hand, one of the main aspects to note about the
training of the generator is its evolution along the different training
epochs. In Figs. 18 & 19 we present the evolution of two images
belonging to the normal and DME class along different epochs. As can
be seen in these images, the generator quickly learnt to complete the
retinal structure from the binary mask. Nonetheless, the finer grain of
the texture is only seen in latter epochs, as in earlier epochs we see
repetitive artificial patterns (such as the white hyperreflective spots
randomly distributed in the epoch 100 for the DME class and on its
noise) and textures that lack the richness and coarseness of a living
tissue, such as seen in the DME image, epoch 300. As saw in Fig. 10, the
model reached an stability point where the generator and the discrimi-
nator achieved their maximum potential, and from this point they were
pursuing each other by changing minor details in the images (and even
overfitting). The real images and the generated OCT images presented
features that could not be determined by the shape of the retina alone.
For example, the hyperreflective dense spots (shown as white structures
inside the retinal layers) in the generated retinas were situated in the
same positions as in the original retinas. They could have been placed
in any other place without interfering with the retinal shape as much
as any other fluid accumulation or pathology would. This is a clear sign
that the network was learning to draw retinas using the retinal shape as
reference for a memorized pattern, and not as a seed for the generator.
This is precisely what we mentioned in the results section. Our proposal
is able to successfully train the methodology independently of the
inherent instability common to the GANs thanks to the chosen input.
As the generated masks contain enough information to generate most
of the structures, the real variability appears when considering the
internal texture patterns. As mentioned, these patterns oscillate around
a given tendency, but still learning the general layer structure that
define the retina. For this reason, when these main structures are
achieved, the system enters in a pendulum-like phase, continuously
fitting to texture patterns with no real improvement for the overall
model.

This is also seen by the scale that indicates the relationship between
the size of the structures in the retina (in microns) and the pixels
shown in the OCT image. As seen in Figs. 18 & 19, the generator
seems to continuously try to both recreate and dissimulate this scale
during the training of the model. This is normal, as it represent a very
representative (and easy to find) feature of the real retinal images, so its
easy to view why the discriminator forced the generator to sometimes
go back and try to generate this ruler. Nonetheless, the generator does
not have any indication on where this scale can appear, as the images
are horizontally flipped the ruler moves from right to left and the input
binary mask only contains information about the retina. While this does
not impact the final quality of the image, it could easily be removed by
removing this rule from all the training images, so the discriminator of
the GAN does not center its attention on it and force the generator to
recreate this part of the images.

Additionally, as the images are resized, the scale is also deformed
and pixelated (as it is only a few pixels wide). We can see how,
in the healthy images for example, said scale is generated in epoch
100, but cleverly dissimulated in posterior epochs with the noise (as
well as what happened in epoch 500). It is clear that, at this point,

the discriminator was taking advantage on the knowledge that the
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Fig. 17. Example of a real image and a generated test image for a healthy OCT example.
Table 3
Summary of the contributions and the analysis of the results.

Advantages of our proposal

The proposal is able to robustly generate synthetic images.
When validated as a means to train a classifier strategy from the state-of-the-art, the
model was able to successfully perform as well as when trained with the original dataset.
The validation against an expert system from the state-of-the-art demonstrated that the
variability and information of our generated images are on-par with the real data.
The retinal mask thickness and shape are representative of the pathology,
and allow to properly generate both pathological and normal OCT images.
The proposed input is a robust descriptor of the problem, providing stability to the training.
This allows the generation of high-resolution images with a reduced computational cost.

Weaknesses

User interface elements from the device are misplaced as no reference is given in the input.
In earlier epochs, the textures present severe smoothing of the textures and coarse in later
epochs. Early-stopping strategies should be considered to prevent this phenomenon.
The model relies on the binary mask input to infer the shape. Thus, if the
input mask is not realistic, the errors are propagated to the final generation.
ruler was possibly most of the time in the lowest part of the image,
so the fake samples would be the only ones with that scale in the
vitreous humor. Thus, the discriminator hid this artifact progressively
by merging it with the fundus noise pattern. This also resulted in some
artificial-looking artifacts, such as the ones present in epoch 300 of
Fig. 19. Nonetheless, is clear how epoch 500 presents the most balanced
version of the presented images, as it is the one that presents a finer
grain of detail in the retinal tissues while also hiding the artifacts
product of the scale generation attempts. The noise pattern is correctly
simulated without sings of artificial repetitive patterns and the retinal
histological structures perfectly match the real counterparts.

However, an interesting drawback of our proposal is that, while
the usage of the retinal shape to generate the images allows for more
stability, it also causes the GAN results to be more dependent on them.
Thus, if the binary mask is not representative of a valid retina, neither
the generated result. An example of this event is presented in Fig. 20,
where the borders of some of the retinas were cropped. This issue is
caused by the warping strategy, as it is the one that rotates the image
in such ways that, as shown in said figure in the presented masks,
leaves black background at the sides of the retinas. Such structure is
not present in the real-life retinas, so these generated samples (despite
being perfectly realistic in all other aspects) would not pass the analysis
of a human expert. Nonetheless, this issue is related to the mask
warping algorithm, and not to the generator itself. Moreover, it shows
the robustness of our proposal, as the generator correctly completed
the retinal structure and vitreous humor noise patterns even when
presented with a faulty retinal mask. It shows a high level of reliance
on the shape of the binary mask, but this is precisely what gives it the
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ability to generate both normal and DME labeled images as mentioned
in previous sections of this work.

We can see that this is not an impediment for the correct performing
of our proposal, as both strategies presented in this work to test the
validity of our performance attained more than satisfactory results.
Moreover, we were able to find the factor that was causing the lesser
sensitivity of the model when tested against an expert model: there
are a few configurations that can occur with the warping strategy that
deform the retina in such ways that its shape losses al the clinical
features that characterized its internal retinal fluids. That is, the warp-
ing strategy can, with some lesser retinal fluid accumulations, correct
the retinal shape so it now represents an almost normal retina. In
Fig. 21, we can see the example of a warped pathological retina that
was transformed into an almost nearly healthy retina, creating what
we could effectively call ‘‘antagonistic’’ samples. The system correctly
generated an small trace of pathological tissues in some of the most
external layers of the retina due to the sensible thickness of the retinal
layers, but the new shape mostly represented a normal retina.

This way, we can see that most of the weaknesses of our proposal
rely on the simple warping strategy used, and that a slightly perfected
algorithm can greatly improve the already satisfactory results. Chang-
ing this warping algorithm for, for example, deformable models (or by
slightly extending the retinal borders to the border of the image) will
solve this issue.

An example of the success of our proposal can be seen in Fig. 22. In
this image, a retina that presents a pathological formation is shown.
More precisely, the ILM layer has detached and is floating in the
vitreous humor. This is a real clinical scenario that was present in some
of the training samples of the generator. This scenario is characterized
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Fig. 18. Example of generated images with the seed mask along different epochs for a normal retina.
by its tendency to generate a traction in the innermost retinal tissues,
warping the shape of the retina. What we are seeing in this image
is how the generator, when presented with a case where the retinal
shape is warped in a way that could be an indicator of this pathological
scenario, it successfully recreates a realistic representation of it. (See
Table 3.)

5. Conclusions

In this work, to the best of our knowledge, we propose a novel
fully-automatic methodology for the generation of realistic labeled OCT
images with and without DME fluid accumulations as a solution to the
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data scarcity problem present in this medical imaging domain. Our
proposal represents the first methodology that solves three common
problems of the state-of-the-art: the inconsistency in the generations
(and lack of control over the result), the impossibility to know the
predefined classes of the generated samples (needed to train most
computer-aided diagnosis systems) in the classification of DME retinal
OCT images, and the inherent instability of the training of GAN-based
methodologies when managing images from a considerable resolution.

We base our work in discoveries from the biomedical domain, as
the shape of the retinal layers was demonstrated in clinical studies
that directly correlates with the different types and distribution of fluid
accumulations in the retinal layers. Our methodology uses binary masks
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Fig. 19. Example of generated images with the seed mask along different epochs for a retina with DME.
of the retinal morphology as seed to generate a final reconstruction of
the retinal layers. This mask gives the generator information about the
limiting membranes of the retina, as well as about the distribution and
shape of the internal vitreous humor and the external choroidal tissues.
Additionally, implicitly, it provides information about what DME fluid
accumulations should be present in the synthetic generated image.
Thus, we can decide if the generated image will be from a normal retina
or from a DME-afflicted patient.

As we are using an image-to-image architecture, the GAN will al-
ways try to adjust the generated pattern to the shape of the ‘‘proposed’’
retina; ensuring so that every generated image will be coherent and
realistic (as long as the input binary mask is). Thanks to this mask, we
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are able to generate higher resolution images that even what we could
have achieved by using progressively grown GANs: the binary mask is
aiding to prevent gradient dispersion in the first learning stages (what
would slow down significantly – or even invalidate – the training of
the generator) by giving the learning process a solid base to build the
retinal structure from. Moreover, thanks to using a binary retinal mask
generator strategy, we can potentially create as much new OCT images
as desired.

We also tested our proposal with two methodologies from the state-
of-the-art. We demonstrated that the proposed methodology is able to
produce a satisfactory trained screening model that can successfully
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Fig. 20. Examples of images with incomplete masks that result in cropped retinas.
Fig. 21. Example of DME-labeled images that were generated as normal retinal OCT images.
Fig. 22. Curious example on how the generator inferred a detachment of the ILM due to the shape of the generated mask.
separate normal OCT images from DME trained with a completely syn-
thetic dataset. Moreover, we tested our proposal with an expert model,
achieving nearly-identical results than a real test dataset. We were able
to witness how the methodology even generated extraretinal structures
(such as tractions caused by detachment of the ILM layer) without
explicit reference to it in the images, only inferring the pattern from
what could have caused a deformation of the retina in the provided
binary seed. This binary information used as input also helped to reduce
the instability of the model during training. The mask provides with
a defined constraint for the models to follow, significantly limiting
the degrees of freedom the model can reach. This feature is seen in
16
elements of the image that are not constraint to the binary mask (such
as the scale indicator of the device) that is placed in different locations.

As future work, we plan to further study the retinal shape features,
so we can create a better strategy to generate both pathological and
non-pathological retinas without the issues presented before. Addi-
tionally, using a loss strategy that combines the L1 norm we used
in our work with another structural (and more coarse grain) loss
function could also solve (and significantly speed up) the balance
between overfitting and smoothing that we seen along the training of
the generator. Also, a further study is needed on the reason behind
the random positioning of the scale in the generated OCT images. It
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seems that, without a reference point in the images like it has with the
rest of the retina, the network is positioning it in seemingly random
positions. This way, as future work, this and other patterns generated
by the GAN could be further analyzed by means of explainable artificial
intelligence strategies. Finally, thanks to the potential of our proposal
to be applied to other imaging modalities and pathologies, it would be
interesting to study its implementation in them. Moreover, in the same
way that we take advantage of the shape characteristics of the retina to
choose at will the type of retina generated, similar applications could
be studied in these other modalities (or even discover new biomarkers
and shape relationships of relevant structures in the human body by
reverse engineering the generator).
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