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Abstract Annotation of shapes is an important process for semantic image
retrieval. In this paper, we present a shape annotation framework that enables
intelligent image retrieval by exploiting in a unified manner domain knowl-
edge and perceptual description of shapes. A semi-supervised fuzzy clustering
process is used to derive domain knowledge in terms of linguistic concepts
referring to the semantic categories of shapes. For each category we derive a
prototype that is a visual template for the category. A novel visual ontology
is proposed to provide a description of prototypes and their salient parts. To
describe parts of prototypes the visual ontology includes perceptual attributes
that are defined by mimicking the analogy mechanism adopted by humans to
describe the appearance of objects. The effectiveness of the developed frame-
work as a facility for intelligent image retrieval is shown through results on a
case study in the domain of fish shapes.

Keywords Shape annotation - Fuzzy shape clustering - Image annotation -
Image retrieval - Semi-supervised clustering - Visual ontology.

1 Introduction

With the fast development of digital imagery ranging from real-world pictures
to synthetic images, the description of the image content has become one
of the biggest challenges in many application domains, ranging from image
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indexing and retrieval [21], [58], [55] to biomedical image analysis [31]. While
describing the content of a text is quite straightforward and can be done
by computers according to the well known semantics of a language [60], [§],
capturing and describing the content of an image is often a subjective task,
due to the uncertain nature of visual content.

Much of the past research in image description was concentrated on the
extraction of numerical features useful to represent color, texture and shape
[51], [27], [64] and that can be easily processed by a computer. This kind
of features provide the so called low-level description of the content of an
image. More recently, many research efforts have been devoted towards finding
high-level descriptions of visual content, giving a central role to the semantics
expressed by images [59], [2].

Along with low-level features that represent the characteristics of images
in a numeric form, high-level descriptions provide some form of knowledge
which, once properly linked to numerical features, describes the visual content
in a way that is compliant with the way humans adopt to describe what they
observe.

In image retrieval systems the sole use of low-level visual features does not
allow to express the actual semantic content embedded into images. Users may
find difficult to formulate search queries by directly specifying low-level visual
attributes. In effect, humans tend to recognize images and to express their
content relying on high-level concepts, i.e. they usually formulate their queries
in natural language by employing semantic concepts. In addition, the majority
of users do not desire to retrieve images simply on the basis of similarity of
appearance but they often need to search for images representing a particular
type (or individual instance) of object, phenomenon, or event. This has led
to draw a distinction between retrieval by primitive image features (such as
colour, texture or shape) and semantic feature (such as the type of objects
or events depicted by the image). According to [22] three distinct levels of
retrieval can be distinguished:

— Level 1: retrieval by low-level features such as color, texture, shape or the
spatial location of image elements; (e.g. “Find all images containing yellow
or blue stars arranged in a ring”);

— Level 2: retrieval by derived attributes or logical features, involving some
degree of inference about the identity of the objects depicted in the image;
(e.g. “Find images of a passenger train crossing a bridge”);

— Level 3: retrieval by abstract attributes, involving complex reasoning about
the significance of the objects or scenes depicted; (e.g. “Find images illus-
trating pageantry”).

One main problem of Level 1 retrieval, known as Content Based Image
Retrieval, is the “semantic gap”, concerning “the lack of coincidence between
the information automatically extracted from the visual data and the semantic
meaning, i.e. the interpretation that the same visual data have for a user in
a given situation” [58]. In an attempt to fill in the semantic gap, a variety
of approaches have been proposed. One of the most successful approaches is
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Fig. 1 Examples of ambiguous shapes: (a) may be annotated as a guitar or as a spoon (b)
may be annotated as a flower or as a star

image annotation that consists in assigning labels (textual descriptions) to
images or to their parts on the basis of visual features [28], [23]. Since manual
annotation of images is a slow, error-prone and highly subjective process,
increasing research efforts have been centered on the definition of automatic
methods for image annotation based on low-level visual content [66], [24], [44].

To perform automatic image annotation, three main issues have to be faced:
(i) the choice of low-level features to describe the visual content of the image,
(ii) the definition of linguistic concepts characterizing the image domain and
(iil) the annotation of the image content by means of linguistic concepts.

As concerns the choice of low-level features, several works have proved that
visual features such as color, texture, and positioning, though important, are
insufficient to convey the information that could be obtained through shape
analysis of objects contained into images [7], [37], [565], [61]. Shape plays a
critical role for the representation of objects contained into images becoming
a key feature exploited in many applications of computer vision and image un-
derstanding for indexing and retrieval purposes. Indeed a considerable amount
of information is contained in the boundaries of the objects, thus a definite
opinion of the scientific community is that shapes should be considered as an
essential mean to describe objects in an image. Moreover, it is recognized that
shape is a feature strongly related to human perception since users usually
perceive images as composed of individual objects identified by their shapes
[46], [12]. For these reasons, in this work we consider the shape as primary
feature to describe the objects contained in the images.

As concerns the definition of linguistic concepts describing the image do-
main, in many cases these are not completely known in advance. Hence, a
mechanism to automatically identify linguistic concepts characterizing the im-
age domain should be implemented. Linguistic concepts can be automatically
derived by unsupervised learning applied to low-level features.

A commonly used approach is to apply clustering techniques to group vi-
sually similar shapes into clusters. Each cluster is then represented by a proto-
type or template and manually associated to linguistic concepts. Examples of
this approach can be found in [38], [35], [15], [54], [33]. However, unsupervised
clustering methods often generate inconsistent clusters including shapes that,
although visually similar, actually represent different linguistic concepts (an
example is given in fig. 1).
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The presence of ambiguous shapes motivates the use of semi-supervised
clustering that can identify linguistic concepts by learning from a combina-
tion of both labeled and unlabeled samples. Along with this idea, in [17] we
proposed the use of a semi-supervised clustering algorithm, called SSFCM
(Semi-Supervised FCM) to learn associations between shapes of objects and
linguistic concepts by exploiting some domain knowledge expressed as a set
of pre-labeled samples. Likewise, in the present work we adopt the SSFCM
algorithm to automatically identify linguistic concepts describing the domain
of shapes.

The third main issue in image annotation is the description of the visual
content of an image. Recent progression in multimedia community has shown
that ontologies are a powerful tool for describing visual content, especially in
the domain of image retrieval [39], [42], [11]. In particular, the idea of visual
ontology raised in literature as an effective tool to describe the image content
from a semantic point of view [13], [41]. A visual ontology is an ontology
whose structure is conceived to include several types of visual concepts which
describe color, texture, shape or even the spatial visual content, as well as
the relations between them. Several examples of visual ontologies have been
proposed in literature so far. In [57] a visual ontology that combines low-level
visual descriptors and domain knowledge is defined to describe multimedia
content. In [34] a visual ontology is proposed that expresses knowledge by
intermediate-level descriptors which can be more easily understood by humans.
A visual ontology is proposed in [32] for describing digitized art images using
type, style, concrete semantic (e.g., flower) and non objectionable semantics
(e.g., warmth). In [40] the authors propose a shape ontology framework which
integrates visual and domain information applied to bird classification.

Despite the increasing number of visual ontologies presented in literature,
linking concepts to visual data by means of visual ontologies poses several
problems that are still far from being solved. One key problem is how to obtain
a deep and complete description of the semantic content conveyed by visual
data. In many cases, using linguistic concepts alone is inadequate to completely
express the semantics embedded in visual data [9]. Indeed, according to studies
in cognitive psychology, the cognition process is based on different mental
representations, such as symbols, images and schemata [25]. Therefore, the
observer perception has to be taken into account for a complete description of
visual data.

For this reason, in this work we propose a framework to describe shapes
by means of both linguistic concepts and salient properties perceived by an
observer. In particular, we propose a novel visual ontology for the description of
shapes that is based on the idea of mimicking the analogy mechanism used by
humans to describe parts of a shape. Specifically, our visual ontology provides
a unified framework to gather several elements necessary for the description of
shapes, namely: linguistic concepts expressing domain knowledge, prototype
images that represent visual templates of shapes, and perceptual attributes
describing parts of shapes by means of analogies, in a similar way that humans
describe the appearance of objects.
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The remainder of the paper is organized as follows. Section 2 presents the
proposed framework and overviews its main phases. Section 3 reports results
obtained by testing our framework as a facility for image retrieval. In section 4
the retrieval results of our system are compared with those obtained by Google
Image Search. Conclusive remarks are drawn in section 5.

2 The proposed shape annotation framework

The idea underlying the proposed shape annotation framework for image re-
trieval is to exploit in a unified manner both the linguistic concepts charac-
terizing the shape domain and the analogy mechanism adopted to describe
shapes. In the proposed shape annotation framework, two main phases can be
distinguished:

— Identification of linguistic concepts: a clustering process groups similar
shapes into a number of semantic categories labeled by linguistic concepts
characterizing the considered shape domain. Each category is represented
by a shape prototype that is a visual template for that category to annotate
shapes;

— Creation of a visual ontology: a novel ontology is built to describe the
derived shape prototypes by means of perceptual attributes. Prototypes
are divided into their salient parts and each part is described following the
analogy mechanism usually adopted by humans to describe the appearance
of objects.

Fig. 2 shows an overview of the proposed framework. It can be seen that
the phase of identification of linguistic concepts provides as result a set of
labels (linguistic concepts) related to the semantic categories underlying the
considered shape domain and a set of shape prototypes (one for each category)
that are manually annotated with the linguistic concepts. The second phase
creates a particular visual ontology that provides a perceptual description of
single parts of shape prototypes.

In the following the two phases involved in the shape annotation framework
are described in more details.

2.1 Identification of linguistic concepts

To identify the linguistic concepts that characterize the considered shape do-
main, the salient objects contained into images have to be firstly detected.
This can be done either manually or automatically. In the latter case, image
segmentation has to be carried out. However, perfect identification of salient
objects is not possible by unsupervised image segmentation and manual in-
tervention is typically required to improve segmentation results. In this work,
to avoid the complex phase of automatic image segmentation we assume that
objects are manually detected from images or available in the form of shape
contours.
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Fig. 2 Overview of our shape annotation framework

The contour of each shape is represented by means of Fourier descrip-
tors that are well-recognized to provide robustness and invariance, obtain-
ing good effectiveness in shape-based indexing and retrieval [6]. An object
shape represented by means of its M Fourier descriptors is indicated by x =
(21,2, ...,x57). In this work M is fixed to 32 by relying to our previous exper-
imental experiences. Fourier descriptors of all the detected shapes are stored
in a database.

Then a clustering process is applied to shape descriptors in order to group
shapes deemed similar into a number of clusters. Each cluster represents a
semantic category characterizing the shape domain. For each category, a shape
prototype is derived that is considered as a visual template for that semantic
category. The derived shape prototypes are manually annotated by domain
experts by assigning them linguistic concepts representative of the domain
categories.

To group similar shapes we employ SSFCM, a fuzzy clustering algorithm
augmented by a semi-supervised mechanism firstly described in [49] that ex-
ploits knowledge about the semantic category of a limited number of shapes
thus providing a useful guidance during the clustering process. SSFCM itera-
tively mines K clusters by minimizing the following objective function:

K N

K N
J=Y Y ufidh +ay Y (ug —bif)"dy, (1)

k=1j=1 k=1 j=1
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where
1 if X, is pre-labeled
by — { ) (2)

0 otherwise

fjr denote the true membership values of the pre-labeled data to the categories,
d;y, is the Euclidean distance between x; and the center cj of the k-th cluster,
m is the fuzzification coefficient (m > 2) and « is a parameter that serves
as a weight to balance the supervised and unsupervised components of the
objective function. The higher the value of «, the higher the impact coming
from the supervised component is. The second term of .J captures the difference
among the true memberships f;; and the membership u;, computed by the
algorithm.

At the end of the clustering process, SSFCM provides a fuzzy partition
matrix containing the membership degrees of each shape to each discovered
cluster. For each cluster of shapes, a prototype is derived by selecting the
shape with maximal membership degree to that cluster.

Finally, the derived prototypes are manually labeled by a domain expert
who associates to each prototype a linguistic concept corresponding to a se-
mantic category. The use of shape prototypes facilitates the annotation pro-
cess, since only a reduced number of shapes (the prototypical ones) need to
be manually annotated. Moreover, shape prototypes represent an intermediate
indexing level that allows a faster retrieval process since a query is matched
against prototypes, instead of the whole shape database, resulting in a speed
up of the retrieval.

2.2 Creation of a novel visual ontology

Once the image domain is characterized by prototypical shapes and linguistic
concepts, we design a visual ontology to add a mid-level description of shapes.

Specifically, we propose a visual ontology that employs perceptual concepts
to express the appearance of a shape by considering the analogy as a mecha-
nism for describing parts of shapes by resembling other shapes. The rationale
behind our visual ontology is that the semantics of a shape is not only related
to its physical aspect, but also to the visual concepts that the shape may sug-
gest to the observer’s mind. For example, the shape of a red apple may be
directly described as being spherical. But considering just the top of the apple
in the proximity of its convexity, we may use analogy and associate this to
something like the mouth of a volcano, with a column of smoke that raises up
from the center, or even the shape of a 3D sin function as it is shown in fig. 3.
This analogy-based mechanism can be applied to describe a shape as a whole,
but also to describe its salient parts.

Hence, the proposed visual ontology includes two types of concepts to de-
scribe a shape:

1. Low-level visual concepts, that are used to describe geometric properties
of shapes;
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Fig. 3 The top of an apple may call forth other objects having analogous shape.

SHAPE
SA ISA
Common . BASE
Typical
ISA ISA A

Geometric Evocative

ISA IsA IsA

ADD-ON

CONCEPTS & INSTANCES DOMAIN
FROM DOMAIN DESCRIPTIONS DESCRIPTIONS

Fig. 4 The structure of our visual ontology

2. Medium-level visual concepts, that are objects whose shapes resemble the
shape to be described.

These concepts correspond to two different types of visual attributes, that
we call geometric and evocative attributes. Geometric attributes describe the
geometry of a shape, while evocative attributes describe a shape in terms of
objects having analogous shape. In fig. 4 we show the schema of our visual
ontology. As it can be seen, shape knowledge is organized as a hierarchy of
shape classes. The Base section of the ontology consists in the root concept
Shape that is specialized into Common shapes and Typical shapes.

Common shapes collect all shapes that do not belong to a specific domain,
while Typical shapes refer to objects belonging to a specific domain. Visual
concepts associated to common shapes are distinguished in Geometric concepts
(e.g. rounded, pointed) and Evocative concepts that describe a shape by means
of analogy. Instances of common concepts (both geometric and evocative) are
images that give a pictorial representation of the concepts by shapes.

Typical shapes refer to shapes of objects belonging to a specific domain,
and they correspond to the prototypes derived by clustering, as described in
the previous section.

The description of prototypical shapes is obtained by the following three-
steps: (i) the shape is divided into meaningful parts; (ii) each part is described
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Fish Fan
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head body tail
ISA T TISA /lz\7 A
pointed rounded rounded rounded fan-like
head head body tail tail
IsA IsA Is SA

pointed rounded

Fig. 5 The fish domain specification. Each term is intended suffixed by the word ‘shape’.
Notations: IsP: sub-part, IsA: sub-class.

Table 1 High-level description of domain shape fish given by the visual ontology

Shape fish
Parts head, tail, body
PartsOf head gills, eyes, mug
ShapeAttributesOf mug
Geometric pointed
Evocative eagle beak

by visual concepts; (iii) each visual concept is associated with a visual in-
stance (i.e. numerical descriptors used to represent the contour of the shape
part). Hence our visual ontology contains knowledge to provide a perceptual
description of single parts of each prototype. As an example, let us consider
the domain of fish shapes. Each prototypical shape is divided into three parts,
namely head, body and tail. A visual description is associated to each part
and all the descriptions are merged to create the fish subtree in the visual
ontology (fig. 5). This process can be iterated on each part of a fish shape, as
shown in Table 1.

3 A case study

In order to verify the suitability of our shape annotation framework for im-
age retrieval, a specific case study was considered. We developed a proof-of-
concept that implements our visual ontology for the domain of fishes. Specif-
ically, we considered a portion of the Surrey image set [6] that contains
contours of 265 fish shapes belonging to 11 different semantic categories,
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namely “Seamoth”, “Shark”, “Sole”, “Tonguefish”, “Crustacean”, “Eel”, “U-
Eel”, “Pipefish”, “Swordfish” “Seahorse” and “Ray”.

3.1 Identification of linguistic concepts and prototypes

As a first phase, we derived a representation of the considered fish shapes
by numerical descriptors. Starting from the coordinates of contour points of
the shapes in the considered dataset, we computed Fourier descriptors and
selected the first 32 coefficients for each shape. Such a number was empirically
established during previous experiments on such dataset as a good trade-off
between compactness and accuracy of shape representation.

Hence, we applied the SSFCM algorithm on shape descriptors to derive
shape prototypes representative of a number of semantic categories character-
izing the considered fish domain. To determine shape prototypes, 10 runs of
the algorithm were performed starting from randomly initialized membership
matrices. In all runs we fixed the fuzzification coefficient m = 2, the number of
clusters K = 11 (equal to the number of semantic categories of the dataset),
the parameter « to a value proportional to the percentage of labeled shapes. A
set of 5% pre-labeled shapes was created by selecting randomly shapes among
the shapes misclassified by running the unsupervised FCM. For each trial, we
evaluated the Dominant Category Cardinality (DCC) for each derived cluster
and we selected the trial with maximum average DCC value as the best run.
Given clusters found by the best trial, for each cluster we selected the shape
with maximum membership degree as a shape prototype representative of the
corresponding semantic category. Finally, each shape prototype was manually
annotated with a textual label expressing the linguistic concept related to the
semantic category to which the prototype belongs. In fig. 6 we summarize
the results obtained in the best trial. For each derived cluster, the figure re-
ports the DCC value (expressed in terms of percentage), the respective shape
prototype and the associated linguistic concept.

To assess the suitability of SSFCM for discovering shape prototypes, we
performed a comparison with the FFC'M algorithm with no supervision. FCM
was run by varying the number of clusters K from 9 to 15 (being 11 the
number of categories) and we fixed the fuzzification coefficient m = 2. The
experiments were repeated 10 times for each scenario. Table 2 summarizes the
average DCC values obtained in the 10 performed trials, showing that SSFCM
outperforms FCM in terms of the DCC values.

3.2 Creation of the visual ontology

Given the characterization of the fish domain in terms of linguistic concepts
and prototypes, we created the visual ontology.

To construct the visual ontology, the shape of each prototype was seg-
mented using the LabelMe tool [56]. Specifically, each prototype was divided
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Cluster DCC Prototype Linguistic concept

1 94.44%  <aplem( Shark

2 100.00% a U-Eel

3 100.00% ‘—\ Ray

4 84.62% — Eel
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6 ssoon  —emme Swordfish
7 69.56% ‘ Tonguefish
8 10000% o4 Sole

9 91.00% *4 Seamoth
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11 55.55% ME Crustacean

Fig. 6 The shape prototypes derived on the Surrey image set and the respective linguistic
concepts

Table 2 Comparison of the obtained DCC values

SSFCM FCM

MEAN 75.64 73.74
ST. DEV. 2.56 2.95
MIN 72.70 69.30
MAX 80.60 77.60

into three parts, namely head, body and tail and each part was annotated
by using geometric and evocative concepts. These annotations were provided
by some volunteers who were required to give descriptions of shapes. All the
geometric and evocative concepts provided by users were collected and used
to construct the visual ontology.

Specifically, the visual ontology concepts were implemented using the class
element of Protégé[47], a software developed in Java by Stanford University
for editing ontology and acquiring knowledge. The root class of the ontology
corresponds to the shape domain, that is Fishes in our example. Its sub-classes
are associated to the parts of a fish shape: Head, Body and Tail. Each of them
in turn branches into a set of classes, one per each kind of visual concept
found for describing the shape of that part. These last classes implement both
geometric and evocative concepts. Each part may have several kinds of shapes,
depending on how its silhouette varies in the considered domain. For fishes we
had 7 classes for Head and Tail, and 9 classes for Body. Fig. 7 depicts the
schema of the resulting visual ontology. To realize connections between classes
we used two types of relations in Protégé: partOf to link sub-classes directly
with the root and kindOf to specialize them. For instance, each concept Head,
Body and Tail is a partOf a Fish shape. Moreover, Triangle is a kindOf Head
shape, or Ship is a kindOf Body shape and Fan is a kindOf Tail. All relations
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Fig. 7 The schema of the visual ontology for the fish domain

have their domain to the left side of the expression, and the co-domain to
the right (e.g. Triangle is the domain and Head the co-domain of the relation
previously described).

Successively, we included visual instances in the ontology. The visual in-
stances are the shape prototypes derived for each semantic category, i.e. images
used to visually identify the concepts of the ontology. For example, the proto-
type of a Ray with the head like a triangle is an instance of Triangle. Instances
are implemented as individuals of the Prototype class of Protégé.

3.3 Image retrieval

One main benefit of describing an image is to create an intelligent and effective
way to retrieve that image from a bunch of other images. Such a description will
lead to more accurate results the more it is closed to the meaning associated
by a human observer. The purpose of our ontology is twofold: collecting a set
of terms commonly used to describe images, and linking the images having a
similar look. Thus the visual ontology makes a bridge between images that are
similar in the aspect and provides a way to retrieve them.

To test our framework as a facility for image retrieval, a search engine was
developed to query the visual ontology. The form of a generic query is the
following:

Get images from the sample image set where properties are valued
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where sample represents a domain of shapes, and properties are the descrip-
tions of the visual features given for each (even all) parts in which a shape is
divided.

Queries over the considered image set can be resumed in the following ones:

1. Find images of fishes with a rounded tail;
2. Find images of fishes with rounded tail and the head like a triangle;
3. Find images of fishes with rounded parts.

All the queries work over the different parts of a fish shape: they check re-
spectively one, two and all the three parts of the whole shape of a fish. The
second query exploits the analogy mechanism to define the shape of a fish
head to search for. These queries were translated in SPARQL, which is a W3C
recommended language for making queries to a database of RDF meta data,
which contains an archive of {Subject, Predicate, Object} triples. Each element
of the triple is represented by a URI (Uniform Resource Identifier) to be iden-
tified univocally inside the archive. By translating in SPARQL the three above
queries, we obtained the following code:

1) SELECT ?FISHES {7FISHES <[URI]J#Tail_shape> <[URI]#Rounded>}

2) SELECT ?FISHES {?FISHES <[URI]#Tail_shape> <[URI]#Rounded>.
?FISHES <[URI]#Head_shape> <[URI]#Triangle> }

3) SELECT ?FISHES {?FISHES <[URI]#Tail_shape> <[URI]#Rounded>.
?PFISHES <[URI]#Head_shape> <[URI]#Rounded>.
?PFISHES <[URI]#Body_shape> <[URI]#Rounded> }

W

where is a concatenation operator which puts together two triples to be
searched simultaneously into the ontology.

To develop the search engine we used Apache Jena, a Java framework for
building Semantic Web applications [3]. In particular we used a query engine
for Jena, namely ARQ, which exploits Jena libraries to work out SPARQL
requests from the user. The developed search engine Java requires a textual
input to start the search, and provides a set of images as a result. Valid inputs
for the search engine are all the terms included in the ontology, i.e. domains,
parts and their descriptions.

Summarizing, the developed search engine performs the online process of
querying the ontology. As a result, the proposed shape annotation framework,
intended as a facility for image retrieval, is composed of an online process and
an offline process. A flow-chart describing the whole technique is depicted in
fig. 8.

For simulation purposes, some images from the bird domain were also an-
notated and added to the visual ontology. While fish shapes were already
available as a benchmark [1], bird shapes were derived after an edge detection
process of the original color images!. In particular, we considered about 100
bird images belonging to different bird shapes. Once the shape boundaries
were extracted and represented by Fourier descriptors, we performed 10 runs

1 http://www.all-birds.com /Identify.htm
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Fig. 8 Flowchart of the proposed framework intended as a facility for image retrieval

of SSFCM to identify prototypes and linguistic concepts of the bird domain.
We selected the best trial and derived one prototype for each cluster. Proto-
types of birds were then manually annotated by an expert using the following
linguistic concepts: Gray Falcon, Blue Jay, Flycatcher, Harlequin Duck, Glossy
Ibis and Goldfinch. Successively, each derived prototype was segmented into
the salient parts (head, beak, wings and tail) with the use of LabelMe.

With the aim to show the suitability of the proposed framework, we provide
a qualitative evaluation of the results by reporting the prototypes retrieved by
our ontology in correspondence of some sample queries.

Firstly, a query using all the terms (domain, parts and descriptions) was
considered:

Q1: Find fishes with a rounded head

Retrieval results obtained for query @1 in terms of prototypes satisfying the
search terms are depicted in fig. 9.
As a second example, we considered the query:

@2: Find shapes with a rounded head

This type of query is done when we do not know or we do not care about the
shape domain we want to search into (fig. 10).

Doing the same query without specifying the part, we may look for shapes
including at least one part that satisfies the search criteria such as:

@3: Find shapes with rounded parts
@4: Find shapes with parts like an half-moon
@5: Find shapes with parts like a fan
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The retrieved prototypes obtained as result for these queries are shown in

figures 11, 12, 13 respectively.

The retrieval results for queries @4 and @5 emphasize the main advantage
of our ontology with respect to other visual ontologies, that is the analogy
mechanism that allows to link parts of shapes to other shapes. In this way,
shapes that belong to different domains (e.g. a bird and a fish) may result
similar because they share the same evocative description for a part (e.g. half-
moon, fan). This can be observed in fig. 12 and fig. 13. It should be noted that
the same behavior can be observed for query @3. The difference is that the
property “rounded” is not an image but a descriptive concept. The retrieval
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Fig. 12 Retrieval results for the query Q4
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Fig. 13 Retrieval results for the query Q5

result for such query is a set of shapes belonging to different domains without
a considerable similarity as for queries Q4 and @5 (see fig. 11).

Further, we performed a quantitative evaluation of the retrieval results of
our framework by computing Precision and Recall measures for the queries
previously examined. To obtain the retrieval results in correspondence of a
query we exploited the composition of clusters derived in the phase of identi-
fication of linguistic concepts. Precisely, for each query, we firstly considered
the prototypes retrieved by our framework. Hence, we considered as result for
that query the set of all shapes that belong to clusters represented by the
prototypes retrieved for that query. On this set of shapes we computed Preci-
sion and Recall values for that query. Hence, the results strongly depend on
the quality of the clusters derived in the phase of identification of linguistic
concepts. Table 3 reports Precision and Recall values obtained for each query.
The values of precision and recall demonstrate that our strategy for the iden-
tification of linguistic concepts and related prototypes is effective and leads to
good results of image retrieval.

4 Experimental comparison

To better assess the effectiveness of the proposed framework as a facility for
image retrieval, in this section we present the results of a comparison with
a well-known image retrieval system. It should be noted that, as stated in
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Table 3 Precision and Recall values obtained for the sample queries

Query  Precision  Recall

Q1 0.87 0.93
Q2 0.89 0.94
Q3 0.86 0.90
Q4 0.87 0.92
Q5 0.86 0.92

[14], the issue of comparing different shape retrieval systems has been largely
neglected in the research community due to the subjective character of such
comparisons. The comparison among different retrieval systems is a difficult
task and, often, not feasible since they work on various image domains and
they adopt different search and annotation methods [45].

We point out that, to the best of our knowledge, no image retrieval system
similar to ours, i.e. using annotations based on analogy, exists in the literature,
hence a completely fair comparison was not possible. Being aware of this, we
tried to accomplish an experimental comparison with the Google Image Search
engine (http://images.google.com/), which is one of the most popular keyword
based search engines. It should be noted that our system and Google Image
Search use completely different methods for image annotation and retrieval. As
well known, in Google the words attached to an image are from both surround-
ing text and top keywords in the query logs. Conversely, in our framework the
words attached to an image are inherited from its prototype that is manu-
ally annotated according to human visual perception. Nevertheless, we chose
Google Image Search for comparison since it is straight accessible and other
researchers can easily compare our results with their experimental results.

For the comparison we considered two queries including geometric con-
cepts, namely

Q4 Fish round head

Q@ p: Fish triangle head
and two queries including evocative concepts, namely:

Qc¢: Fish fan tail

@ p: Fish moon-like body

Each query was submitted to Google Image Search and data were collected
by considering the set of images returned by Google for each query. To create a
consistent dataset of fish shapes, a selection process was applied to the Google
results in order to filter out spurious images (i.e. not depicting fishes) such
as those depicted in fig.14. Also images including multiple fish shapes were
removed. From the set of filtered Google images, we considered the top 50
images for each query. In this way, we collected a total of 200 images, each one
containing a single shape of fish.

In order to create a reliable ground truth for this dataset, ten volunteers
were asked to observe each fish image and classify it as relevant or not for each
query, according to their perception. In this way, for each image, ten opinions
were collected and the dominant opinion was finally considered as ground truth
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Fig. 14 Spurious images removed from the results returned by Google Image Search (a)
for query Q4 and (b) for query Qp.
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Fig. 15 The obtained values for the Xie-Beni index

for that image. Based on the ground truth, the number of relevant images for
queries Q 4, @p, Q¢ and Qp is 101, 97, 36 and 93, respectively.

Successively, according to the scheme described in section 2, we created
the knowledge base for our system, namely the prototypes and the visual
ontology. All images were processed to extract shape contours and Fourier
descriptors were computed to represent shape contours. Then the SSFCM
algorithm was applied to derive a number of prototypes with related linguistic
concepts. Different runs of SSFCM were performed by considering a different
number of clusters in each run, ranging from 10 to 20. Results in terms of
Xie-Beni validity index (fig. 15) show that the optimal number of clusters for
this dataset is 16. For each cluster one prototype was derived and manually
annotated with a linguistic concept. Fig. 16 shows the derived prototypes with
their linguistic concepts. Next, the derived prototypes were divided into three
parts (head, body and tail) and each part was annotated by using geometric
and/or evocative concepts, according to the schema of our ontology.

Finally, the queries Q 4, @B, Q@c and (Qp were submitted to the search en-
gine of our retrieval system and results were compared to the results of Google
Image Search. Figures 17, 18, 19 and 20 depict results in terms of precision
and recall computed according to the ground truth for each query. Plots of re-
call indicate also the maximum achievable value in correspondence of the Top
10, Top 20 and Top 30 retrieved images. It can be seen that our results are
comparable or sometimes worse than Google results for queries using geomet-
ric concepts like round and triangle, while they are clearly better for queries
using evocative concepts like fan and moon-like. To show this behavior, in fig.
21 and fig. 22 we summarize the top 10 results given by Google and by our
system for query @Qp (using a geometric concept) and query Q¢ (using an
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Fig. 16 The derived shape prototypes and their linguistic concepts

evocative concept), respectively. In these figures relevant images (according to
the ground truth) are bordered in green, not relevant ones are bordered in red;
for our system, the retrieved images include the prototypes (depicted as black
silhouettes).

As shown in fig. 21 Google returns a high number of relevant images for
query @ p. This could be due to the common way adopted by the community
to describe shapes, that is traditionally based on the use of geometric concepts.
Moreover, for this query our system returns relevant prototypes (i.e. having a
triangle shaped head) but 4 of the 10 returned images are not relevant. This is
due to the automatic creation of clusters; indeed the clusters found by SSFCM
are sometimes noisy and contain some shapes that differ from the prototypes
in some parts. This may happen since during clustering the similarity among
shapes is evaluated according to the whole contour rather than to the single
parts.

A different behavior can be observed for query Q¢ that contains the evoca-
tive concept fan. From fig. 22 it can be seen that our system succedes in re-
turning all relevant images, i.e. images containing fishes whose tail has a shape
evocating a fan. Conversely, Google Image Search returns 5 images that are
not relevant according to the ground truth. These images are retrieved by
Google since their surrounding text contains the words “fan tail” (the name of
that fish). However, according to the visual perception expressed by volunteers
involved in the creation of the ground truth, such images are not relevant since
they contain fishes whose tail does not evocate a fan.

On the overall, comparative results emphasize that for queries containing
geometric concepts, our system and Google Image Search have a similar be-
havior, probably because geometric concepts are traditionally used to describe
shapes. Conversely, when queries containing evocative concepts are considered,
the results of our system seem to be better. This could be due to the fact
that the mechanism of analogy, though more intuitive and immediate for an
observer, is not very usual for describing digital images. Analogy-based anno-
tations of images may improve the results of retrieval in the sense that they
better reflect the human perception with respect to other types of descriptions
used by state-of-art keyword-based image retrieval systems.
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5 Conclusions

In this paper, a shape annotation framework for intelligent image retrieval is
proposed. Linguistic concepts and visual perceptual attributes are integrated
together in a novel idea of visual ontology, that is properly designed to describe
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Fig. 22 Top 10 images returned by Google and by our system for query Q¢

shapes at different levels of representation. Sided to geometrical concepts, we
consider evocative concepts that arise from recalling similar shapes using a
mechanism of analogy to give a more immediate and natural description of
the shape to be described.

Main features of the proposed framework are (i) the use of shape as the
visual attribute for describing objects contained in images, (ii) the discovery of
linguistic concepts and shape prototypes by an effective semi-supervised fuzzy
clustering process, (iii) the design of a novel visual ontology to describe the
derived prototypes by mimicking the analogy mechanism used by humans to
describe parts of a shape.

As a proof-of-concept, a prototype of the visual ontology has been devel-
oped and tested on the fish shape domain to verify the effectiveness of the
proposed framework for image retrieval. Preliminary results show that our
framework is a good tool to retrieve relevant shapes starting from both lin-
guistic and perceptual descriptions. These results foster the development of a
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larger version of the ontology, including shapes from several different domains
and enabling the annotation of large image collections.

Since the use of analogy-based perceptual descriptions to annotate images
is fully innovative, assessing the validity of our framework through experi-
mental comparisons with existing techniques is a hard task. Nevertheless we
tried to compare our retrieval system with a popular image search engine, i.e.
the Google Image Search system. Comparative results highligth that analogy-
based annotations often provide results that are more adherent to the human
perception of shapes. Hence the proposed framework represents a promising
scheme for image annotation that is complementary to traditional annotation
schemes. An integration of our framework with traditional annotation schemes
could lead to the development of more powerful image retrieval systems.
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