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Abstract

Autonomous driving requires detailed vehicle perception of its surroundings. Sensors, such as
radars, are used to capture the world around the vehicle and create a model representation of
the environment. For this purpose, the static occupancy grid map approach [1] is frequently
used, which models the static environment as a two-dimensional grid of random variables that
indicate the occupancy state of each cell.

The Perception Development Kit (PDK) is a multi-sensor prototype system that provides
sensor gateways for radars and cameras, and an Application Programming Interface (API) for
easy integration into the customer’s development environment, with the goal of facilitating and
accelerating sensor prototyping, developed by Continental Engineering Services (CES) [2]. The
Occupancy Grid Processing (OGP) is a software module built on top of the PDK that imple-
ments a two-dimensional static environmental model.

However, modeling the three-dimensional world using only two dimensions can lead to a
misrepresentation of particular objects, such as bridges, which, in case they are modeled as an
obstacle in the middle of the road, could lead to an accident. The proposed solution consists of
implementing a three-dimensional occupancy grid map based on the PDK by using OctoMap’s
[3] Octree implementation and adapting it to use a more complex radar sensor model. Further-
more, the solution implements two probabilistic low-level sensor fusion methods, the Bayesian
Probability Theory, and the Dempster-Shafer Evidence Theory.

The implemented system has been evaluated using datasets recorded with a vehicle in-
stalled with two radar sensors and two cameras in real-world scenarios, such as two-lane streets
with parked cars and a highway. The results show that the presented solution is able to achieve
real-time performance, while requiring low-memory consumption and achieving good accu-
racy, with the calculations of the free space disabled. Furthermore, it was able to properly
model a bridge as an overhanging object. The results also demonstrate that the time perfor-
mance improves linearly, and the memory consumption decreases exponentially, with the Oc-
tree’s resolution. It is also shown that incrementing the tree depth by just a few units could be
an appropriate approach to significantly increase the size of the mapped area, as each unit in-
crement to this parameter doubles this size, while worsening the performance just slightly. The
comparison between the Bayesian theory method and the Dempster-Shafer approach showed
barely any difference between the two in terms of accuracy, while the former achieves better
memory consumption but worse time performance.
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Resumo

Condução autónoma requer perceção detalhada por parte do veículo em relação ao seu redor.
Sensores, como os radares, são usados para capturar o mundo à volta do veículo e criar um
modelo representativo do ambiente. Para este propósito, a framework de mapa estático oc-
cupancy grid [1] é frequentemente usada, que modela o ambiente estático como uma grelha
bidimensional de variáveis aleatórias que indicam o estado de ocupação de cada célula.

O Perception Development Kit (PDK) é um sistema de protótipagem de múltiplos sensors
que fornece entradas para radares e cameras, e uma Application Programming Interface (API)
para uma integração fácil com o ambiente de desenvolvimento do cliente, com o objetivo de
facilitar e acelerar a prototipagem de sensores, desenvolvido pela Continental Engineering Ser-
vices (CES) [2]. O Occupancy Grid Processing (OGP) é um módulo de software construído sobre
o PDK que implementa um modelo ambiental bidimensional estático.

Contudo, modelar o mundo tridimensional usando apenas duas dimensões pode levar à
falsa representação de certos objetos, como pontes, o que, no caso de serem models como um
obstáculo no meio da rua, pode levar a um acidente. A solução proposta consiste em imple-
mentar um mapa occupancy grid tridimensional, usando a implementação de Octree do Oc-
toMap e adaptando-a para usar um modelo mais complexo do radar. Para além disso, a solução
implementa dois métodos probabilisticos de fusão de sensores de baixo nível, o Bayesian Prob-
ability Theory e o Dempster-Shafer Evidence Theory.

O sistema implementado foi avaliado usando datasets gravados com um veiculo instalado
com dois sensores radar e duas cameras, em cenários reais, como estradas com duas faixas com
carros estacionados e uma autoestrada. Os resultados mostram que a solução apresentada é
capaz de alcançar performance em tempo real, enquanto requer baixo consumo de memória
e atinge boa precisão, com os calculos do espaço livre desativados. Para além disso, foi ca-
paz de modelar corretamente a ponta como um objecto pendente. Os resultados demonstram
também que a performance temporal melhora linearmente, e o consumo de memória diminui
exponencialmente, com a resolução da Octree. É também mostrado que incrementar a pro-
foundidade da árvore por apenas algumas unidades pode ser uma abordagem apropriada para
aumentar significativamente o tamanho da área mapeada, uma vez que por cada unidade in-
crementada a este parâmetro este tamanho é duplicado, enquanto que a performance piora
apenas um pouco. A comparação entre o método Bayesian Theory e a abordagem Dempster-
Shafer mostrou quase nenhuma diferença entre os dois em termos de precisão, enquanto que
o primeiro alcançou melhor consumo de memória, mas pior desempenho de tempo.

Keywords: Modelação Ambiental, Perceção de Radar, Mapeamento Robótico

ii



Acknowledgements

I want to express my gratitude to everyone who has helped me, not only throughout the last
few months while working on this Dissertation but also during the last five years as a student.

First to Continental Engineering Services (CES) for the opportunity to do my Dissertation
at such an incredible company, allowing me to increase further my knowledge and experience
within the Advanced Driving Assistance Systems (ADAS) industry, which I am so interested
in. Specifically, I would like to thank Sara Noronha, Patrick Reichensperger, Sylvain Roy, and
Alexander Stoff.

I would also like to thank Professor Aníbal Matos for agreeing to supervise my Dissertation
and helping me with meaningful insights.

I am also grateful to the Faculty of Engineering of University of Porto (FEUP) for the last five
incredible years as a student.

Last but not least, I am thankful for all the support from my family, especially my parents,
who always encourage me to do my best, and to my friends, who have made fun of every chal-
lenge we shared over the last five years.

Gaspar Santos Pinheiro

iii



“I’m a greater believer in luck,
and I find the harder I work the more I have of it”

Thomas Jefferson

iv



Contents

1 Introduction 1
1.1 Context . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.3 Goals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.4 Document Structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

2 State of the Art 4
2.1 3D Sensors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.2 Environment Modeling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.3 Dynamic Environments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.4 Probabilistic Sensor Fusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.5 Sensor Modeling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.6 Occupancy Map Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.7 Voxel Rendering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

3 System Overview 27
3.1 Problem Statement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.2 Assumptions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.3 Requirements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.4 Proposed Solution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

3.4.1 Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.4.2 Environment Modeling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
3.4.3 Radar Sensor Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.4.4 Probabilistic Sensor Fusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.4.5 Occupancy Map Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.4.6 Visualization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

4 3D Occupancy Mapping 36
4.1 3D Environment Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
4.2 Radar Sensor Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

4.2.1 Occupancy Probability Distribution . . . . . . . . . . . . . . . . . . . . . . . 38
4.2.2 Weight Factor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

4.3 Probabilistic Sensor Fusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
4.3.1 Bayesian Probability Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
4.3.2 Dempster-Shafer Evidence Theory . . . . . . . . . . . . . . . . . . . . . . . . 42

4.4 Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
4.5 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

4.5.1 Octree Parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
4.5.2 Radar Sensor Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

v



CONTENTS vi

4.5.3 Probabilistic Sensor Fusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

5 Visualization 58
5.1 Rendering Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

5.1.1 Immediate Mode . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
5.1.2 Vertex Arrays . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
5.1.3 Vertex Buffer Objects . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
5.1.4 Instanced Arrays . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

5.2 Free Space Visualization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
5.3 Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
5.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

6 Conclusion 67
6.1 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
6.2 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

A Bayes Filter: Log-Odds Derivation 77

B ARS540 Specifications 79

C Additional Visualization Results for 3D Occupancy Mapping 81
C.1 Dataset One . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
C.2 Dataset Two . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82

D Visualization Methods’ Results 84



List of Figures

2.1 The six levels of driving automation according to SAE. Image from [6]. . . . . . . 5
2.2 Traditional 2D occupancy grid map, where obstacles are represented as a set of

occupied cells (shaded black) and unoccupied space as free cells (white). Image
from [6]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

2.3 Visual representation of a 3D occupancy grid on the left and the corresponding
Octree, on the right, storing free (shaded white) and occupied (black) voxels. Im-
age from [3]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

2.4 Visual representation of the following modeling methods (from left to right): point
cloud, elevation map, multi-level surface map, and OctoMap’s Octree, obtained
from a laser range scan of a tree. Image from [3]. . . . . . . . . . . . . . . . . . . . 13

2.5 Conflict scenario comparison between forward and inverse sensor models using
a sonar sensor. In figure (a), the real environment is presented. In (b) an inverse
sensor model is applied and a conflict of measurements occurs. In (c), a forward
sensor model is used and the conflict is resolved. Images from [56]. . . . . . . . . 20

2.6 Inverse sensor model for a single radar beam, in 2D polar coordinates: range and
azimuth angle, where a Gaussian kernel is applied to model the distribution of
occupancy probability p(ρ,θ|z) over the grid. Image from [49]. . . . . . . . . . . . 22

3.1 Perception Development Kit’s Architecture. Image from [2]. . . . . . . . . . . . . . 28
3.2 Occupancy Grid Processing (OGP) software module’s architecture. . . . . . . . . . 30

4.1 Visualization of the vehicle representation and the grid on the ground. . . . . . . 45
4.2 Special scenes from Dataset One and Dataset Two, respectively, used for accuracy

evaluation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
4.3 Visualization of Octree for both evaluation scenes, with a resolution of 0.2 meters,

a tree depth of 16 levels, free space calculations disabled, and using the Bayesian
approach for sensor fusion. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

4.4 Visualization of Octree for both evaluation scenes, with a resolution of 0.2 meters,
a tree depth of 16 levels, free space calculations enabled, and using the Bayesian
approach for sensor fusion. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

4.5 Visualization of Octree for both evaluation scenes, with a resolution of 0.1 meters,
a tree depth of 16 levels, free space calculations disabled, and using the Bayesian
approach for sensor fusion. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

4.6 Visualization of Octree for both evaluation scenes, with a resolution of 0.5 meters,
a tree depth of 16 levels, free space calculations disabled, and using the Bayesian
approach for sensor fusion. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

vii



LIST OF FIGURES viii

4.7 Visualization of the application of the radar sensor model to an artificial point
cloud, by first presenting it with the distribution of the probabilities to neighbor-
ing voxels disabled, and then enabling it and showcasing the results of occupancy
increments when voxels are updated through multiple radar scans. . . . . . . . . 54

4.8 Visualization of Octree for both evaluation scenes, with a resolution of 0.2 me-
ters, a tree depth of 16 levels, free space calculations disabled, and using the
Dempster-Shafer approach for sensor fusion. . . . . . . . . . . . . . . . . . . . . . 55

5.1 Correspondence between RdBu / 5 color sequence and voxel occupancy probability. 59
5.2 Vertex Array composition diagram. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
5.3 Grid of 1000 cubes with unit edge length used for evaluation. . . . . . . . . . . . . 63
5.4 Line graph visualization of the rendering time results of the four implemented

modes over an increasing number of cubes, from 1,000 to 10,000. . . . . . . . . . 64
5.5 Line graph visualization of the rendering time results of the best three rendering

methods over a higher number of cubes, from 100,000 to 1,000,000. . . . . . . . . 65

B.1 Picture of ARS540 radar sensor. Image from [73]. . . . . . . . . . . . . . . . . . . . 80

C.1 Two-lane street, with multi-storey buildings, from Dataset One, and the corre-
sponding Octree, with a resolution of 0.2 meters, a tree depth of 16 levels, free
space calculations disabled, and using the Dempster-Shafer approach for sensor
fusion. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

C.2 Vehicle stopped at a traffic light from Dataset One, and the corresponding Octree,
with a resolution of 0.2 meters, a tree depth of 16 levels, free space calculations
disabled, and using the Dempster-Shafer approach for sensor fusion. . . . . . . . 82

C.3 Vehicle stopped at traffic light from Dataset Two, and the corresponding Octree,
with a resolution of 0.2 meters, a tree depth of 16 levels, free space calculations
disabled, and using the Dempster-Shafer approach for sensor fusion. . . . . . . . 82

C.4 Highway street with a bridge from Dataset Two, and the corresponding Octree,
with a resolution of 0.2 meters, a tree depth of 16 levels, free space calculations
disabled, and using the Dempster-Shafer approach for sensor fusion. . . . . . . . 83



List of Tables

2.1 3D Sensors Comparison . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.2 3D Environment Modeling Methods Comparison . . . . . . . . . . . . . . . . . . . 13

4.1 Additional information on each evaluation dataset, such as total record time and
mapped area, given by the volume of the minimal bounding box which contains
all measurements. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

4.2 Mean insertion time, in milliseconds, of all radar scans of, and the memory us-
age, in MB, of the whole Octree after inserting all radar scans, for each evaluation
dataset, while varying the free space calculations parameter. . . . . . . . . . . . . 49

4.3 Mean insertion time, in milliseconds, of all radar scans, and the memory usage, in
MB, of the whole Octree after inserting all radar scans, for each evaluation dataset,
while varying the resolution parameter. . . . . . . . . . . . . . . . . . . . . . . . . . 51

4.4 Mean insertion time, in milliseconds, of all radar scans, and the memory usage, in
MB, of the whole Octree after inserting all radar scans, for each evaluation dataset,
while varying the tree depth parameter. . . . . . . . . . . . . . . . . . . . . . . . . . 53

4.5 Mean insertion time, in milliseconds, of all radar scans, and the memory usage, in
MB, of the whole Octree after inserting all radar scans, for each evaluation dataset,
while varying the probabilistic sensor fusion approach. . . . . . . . . . . . . . . . 56

B.1 ARS540 Specifications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

D.1 Rendering time results for the implemented visualization approaches. . . . . . . 84

ix



Abbreviations and Symbols

ACC Adaptive Cruise Control
ADAS Advanced Driving Assistance Systems
ADNN Average Distance to the Nearest Neighbor
ADS Automated Driving System
API Application Programming Interface
BPA Basic Probability Assignment
CDF Cumulative Distribution Function
CES Continental Engineering Services
CPU Central Processing Unit
DDT Dynamic Driving Task
DOT Dynamic Object Tracking
DSET Dempster-Shafer Evidence Theory
EME Ego Motion Estimation
EMI Electromagnetic Interference
FOD Frame of discernment
FOV Field of View
GLSL OpenGL Shading Language
GPU Graphics Processing Unit
GUI Graphical User Interface
ICP Iterative Closest Point
ODD Operational Design Domain
OGP Occupancy Grid Processing
PDF Probability Density Function
PDK Perception Development Kit
RANSAC RANdom SAmple Consensus
RCS Radar Cross-Section
SAE Society for Automotive Engineers

x



Chapter 1

Introduction

Throughout the last few decades, transportation safety has improved significantly, however,

traffic accidents are still a major cause of death. A recent report from the World Health Orga-

nization [4] indicates that road traffic accidents are responsible for approximately 1.3 million

deaths each year and between 20 to 50 million more non-fatal injuries. Most of the identified

factors that caused these accidents are related to human error.

1.1 Context

During the last decade, the automotive industry has been focused on improving road safety

through an increase in the level of driver assistance, by incorporating innovative technology

into the vehicle, such as high-end sensors and complex algorithms into sophisticated com-

putational units. The goal is to make driving a safer activity by facilitating the work of the

driver, which can be achieved by increasing the driving automation level of the vehicle. Ac-

cording to the Society of Automotive Engineers (SAE), Automated Driving Systems (ADSs) refer

to hardware-software systems that are capable of executing Dynamic Driving Tasks (DDTs) in

a sustainable way. These are commonly referred to as "autonomous driving" or "self-driving

cars". Although SEA advises to not use these terms as it considers them unclear and mislead-

ing, in this dissertation, all of these terms are used interchangeably to simplify the text and

considering that the scientific community and automotive companies regularly use these more

common terms.

With the promise of preventing accidents, reducing emissions, and increasing productiv-

ity by reducing the time spent driving, among other benefits, ADS systems are being intensely

researched and developed by the automotive industry. By reducing the responsibilities of the

driver, human errors can be avoided, which are a major cause of traffic accidents, thus in-

creasing road safety. Furthermore, with fully automated driving, transportation becomes more

efficient, both in time and in energy consumption.

Reaching fully automated driving is an open and challenging problem with many obstacles

in its path. One of these obstacles comes from ethical dilemmas, where questions are placed

1



Introduction 2

regarding how the system should behave in case of an inevitable accident situation or who

or what entity should be responsible in such situations. Furthermore, the non-deterministic

environment in which ADS systems operate, from variable weather conditions to unpredictable

pedestrians, poses a major technical challenge. Many of the current system failures that lead

to accidents are related to inaccurate environment perception. An error in the recognition of

another vehicle or of a lane line can have catastrophic effects.

1.2 Motivation

As the context given in section 1.1 explains, the improvement and consequent success of ADS

systems is an important challenge that can bring significant benefits to society. As also men-

tioned, one of its major challenges is environment perception. As such, this dissertation fo-

cuses on tackling this problem by focusing on the use of radars capable of retrieving 3D per-

ception, which are reliable sensors under any weather condition, to create a three-dimensional

model of the environment, efficient both in time and space, allowing for detailed and reliable

vehicle perception.

This dissertation will be done with the support of Continental Engineering Services (CES),

and its work will be integrated into the Perception Development Kit (PDK), which is a multiple

sensor prototype system that provides different hardware and software modules with the goal

of facilitating and accelerating sensor prototyping, developed by CES.

1.3 Goals

The main goal of this dissertation is to analyze the required adaptation of the traditional two-

dimensional static occupancy grid mapping approach into the three-dimensional space, us-

ing data from radar sensors capable of retrieving three-dimensional information from the sur-

roundings of the vehicle. With the intention of achieving the best performance in terms of com-

putation time and memory consumption while maintaining good accuracy, different mapping

techniques are compared based on these metrics.

Considering the integration into the software module of the PDK, another goal consists of

contributing to the acceleration of radar sensors prototyping.

1.4 Document Structure

After introducing this dissertation’s subject in chapter 1, describing the context of the problem,

its motivation, the proposed goals, and the document structure, this report is organized as

follows:

• Chapter 2 presents the State of the Art, focusing on a review of the current state of au-

tonomous driving research and development, from common methodologies to sensor
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technology employed and occupancy mapping techniques, such as environmental mod-

eling methods, dynamic environment handling, sensor fusion, sensor modeling, evalua-

tion, and visualization.

• Chapter 3 presents an overview of the problem, by describing it, listing the requirements

and assumptions of the system, and presenting the proposed solution.

• Chapter 4 details the implementation regarding the proposed adaptation of the occu-

pancy mapping techniques, such as sensor modeling and sensor fusion, to the presented

problem, alongside a description of the evaluation method and its results.

• Chapter 5 presents the implementation details of the different visualization methods

which were implemented for visual evaluation of the proposed solution, alongside the

evaluation method for the different approaches and the corresponding results.

• Finally, chapter 6 concludes the work of this dissertation, presenting a summary of the

achieved results and listing the possibilities for the continuation and improvements of

this work.



Chapter 2

State of the Art

To tackle the problem of creating a three-dimensional environmental model, as an important

step in Automated Driving Systems (ADSs), based on data captured by radars able to obtain 3D

information from the scene, this chapter presents an analysis of what the scientific community

has to offer to this work.

The Society for Automotive Engineers (SAE) divides driving automation into six sequential

levels [5], as shown in figure 2.1. Level zero corresponds to no driving automation, meaning the

driver is responsible for all motion control of the vehicle. At level one, primitive driver assis-

tance systems are integrated, such as Adaptive Cruise Control (ACC), anti-lock braking systems,

and stability control. With level two comes advanced assistance systems such as emergency

braking or collision avoidance. From levels three to five, an Automated Driving System (ADS)

takes over the monitoring task. Level three is conditional automation, meaning that the driver

needs to be ready to take over in case of an emergency alert from the vehicle. At level four

no human interaction is necessary. Both at levels three and four, the system can only operate

in limited operational design domains (ODDs) such as highways. Finally, at level five, full au-

tomation is reached that operates under any environmental conditions. Achieving the last two

levels of driving automation is a challenging problem that is yet to be solved.

In recent years, the research and development of ADSs have gained more and more fo-

cus by the industry due to the accumulated knowledge in vehicle dynamics, advancements in

Computer Vision caused by the advent of Deep Learning, and the availability of new sensors,

such as the lidar [7]. Furthermore, the success of ADSs could lead to several significant bene-

fits for society due to the increase in transportation efficiency and avoidance of human error,

including accident prevention, emissions reduction, congestion mitigation, transportation of

the mobility-impaired, and reduction of driving-related stress [8] [9].

Regarding ADSs implementation, common architectures have been established over the

years. Two main philosophies are defined for ADSs operation [7]. With an ego-only system,

a single self-sufficient vehicle carries out all necessary automated driving operations. On the

other hand, in a connected system vehicles may depend on each other or on infrastructure

elements. Furthermore, each of these architectures is performed with a modular or an end-

4
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Figure 2.1: The six levels of driving automation according to SAE. Image from [6].

to-end approach. Recently, the end-to-end approach, where ego-motion is generated directly

from sensory inputs, emerged as a result of advancements in Deep Learning [7]. However, most

current ADSs applications use the modular approach, where the challenging task of automated

driving is divided into sub-tasks structured as a pipeline starting from sensory inputs and end-

ing at actuator outputs. This pipeline usually consists of the following modules: environment

perception and modeling, localization and mapping, planning and decision making, and vehi-

cle control [7]. This divide-and-conquer approach facilitates the bigger automated driving task

by first tackling the easier-to-solve sub-tasks.

The perception module collects information from the surrounding environment that is es-

sential for safe navigation. It is composed of a variety of sensors that enable the vehicle to

understand its surroundings, which is crucial for autonomous driving. Furthermore, it is the

first component in the pipeline of the modular approach, thus the correct functionality of the

whole system depends on the high accuracy and reliability of this module. Core tasks of the

perception module include object detection, semantic segmentation, road and lane detection,
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and object tracking [7]. For these purposes, the vehicle is usually equipped with data acquisi-

tion sensors, such as stereo cameras, lidar, and radar sensors, which are described in more de-

tail and compared in section 2.1. Following the pipeline of the modular approach, the sensory

data needs to be interpreted by the subsequent modules to enable important tasks, such as ob-

stacle avoidance in the planning module. However, data obtained directly from sensors, which

is just a point cloud, has several limitations, such as the fact that it is unstructured, does not

directly represent unoccupied or unknown areas, may require a huge memory space, and does

not take into account measurement uncertainty [3]. These problems can be handled by build-

ing a model representation of the environment based on sensor data, that is efficient both in

runtime and memory usage, while also being probabilistic to handle uncertainty. An overview

and comparison of environment modeling methods are presented in section 2.2.

2.1 3D Sensors

Sensors have been part of the vehicle for some decades now, and their role only grows more

important as their complexity increases and are able to retrieve more detailed information from

the scene around the vehicle. Automotive sensors can be divided into two categories [10]:

• Proprioceptive: monitor the internal state of the vehicle, such as Inertial Measurement

Units (IMUs), which combine accelerometers, gyroscopes, and sometimes magnetome-

ters to measure acceleration and orientation.

• Exteroceptive: perceive the exterior environment, including both static and dynamic ob-

jects, such as buildings, traffic lights, and pedestrians.

In particular, 3D sensors are exteroceptive sensors capable of capturing the three-dimensional

structure of the environment. The extra detail obtained from these sensors allows for a more

accurate perception module, and, therefore, better decisions can be made during the planning

phase of the ADS system. Nowadays, different types of sensors are installed in a vehicle, merg-

ing their data through a sensor fusion process, which is explained in more detail in section 2.4,

with the goal of achieving redundancy, leading to an increase in robustness and reliability, as

it allows sensors to complement each other’s weaknesses. This section starts by listing and de-

scribing the different types of 3D sensors used in the automotive industry and then presents a

comparison between these sensors, which is summarized in table 2.1.

The perception module is composed of passive and active exteroceptive sensors. Passive

sensors are devices that measure reflected light emitted from the sun, whereas active sensors

have their own source of energy or illumination, sending a pulse to the environment and mea-

suring the reflection of that pulse back to the sensor. The most commonly used sensors for

environment perception in the automotive industry are cameras, lidars, and radars. Table 2.1

shows a comparison between these sensors.

Cameras are passive sensors that sense light reflections. For perception, a single or monoc-

ular camera or a stereo camera system, i.e. using more than one camera, can be used. Many
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ADSs functions are possible with only one camera due to sophisticated algorithms that have

emerged through advancements in the field of Computer Vision, such as object tracking and

semantic segmentation [7]. Although depth perception is possible with just one camera, as it

was done by W. Aguilar [11] using a Convolution Neural Networks (CNNs), its results are very

limited, with lower accuracy when compared to the use of a stereo camera system [12], which,

on the other hand, computes the distance using the disparity of the objects between the differ-

ent cameras [13]. This can be a complex process, involving calibration and syncing of the cam-

eras, and retrieval of features from the captured images to then perform a matching algorithm

and, finally, obtain the disparity between matching objects [14]. Salman et al. [15], presented a

method to compute the distance using trigonometric equations. In [16], a stereo vision system

is used, creating disparity maps which are then used to perform three-dimensional reconstruc-

tion, creating a point cloud map.

Both radars and lidars are active sensors that work according to the time-of-flight principle,

where a signal is transmitted and the time it takes for the reflection to return is measured. The

distance to objects, d , is then calculated as half of this time, t , multiplied by the speed of the

signal, v , as shown in the following equation:

d = t ∗ v

2
(2.1)

The main difference between the two systems is in the transmitted signal. Whereas lidar emits

infrared light waves, radar uses radio waves [7]. This difference has a significant impact on the

3D information obtained with these sensors, since light cannot pass through dense smoke, fog,

or dust, making lidars unreliable under certain environmental conditions. On the other hand,

radars are much less affected by these effects [17]. However, radars have limited resolution,

resulting in lower accuracy maps, when compared to lidars. This impacts the density of the

point clouds generated by these sensors, as the ones obtained from the radar can be much less

dense compared to a point cloud from a lidar scan. However, in certain scenarios, radars may

be able to retrieve detections from objects behind other obstacles, due to the reflectivity of the

radio wave. In [18], a quantitative comparison between these two sensors is presented based

on Simultaneous Localization and Mapping (SLAM) accuracy. The results show that the radar

used is capable of accurately performing SLAM and building a detailed map of the environ-

ment, however with less accuracy compared to the one obtained using a lidar. With regards

to range, radars can detect objects at longer distances, whereas lidars have much better accu-

racy under 200 meters [7]. Size and cost are other important metrics to consider about these

sensors. Radars are cheaper and have a small size, being able to fit inside side-mirrors. On the

other hand, lidars are expensive and have a large size. However, in recent years both the size

and cost of lidar sensors have been decreasing [19].

When comparing the stereo camera system with radar and lidar, stereo cameras have the

downside of being affected by illumination and have a lower range and accuracy. However, they

have a reduced cost and their size is smaller in relation to lidar [7].
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Table 2.1 presents a summary of the comparison made between the mentioned 3D sensors,

describing for each one whether they are affected by illumination and/or weather, and their

relative range, accuracy, size, and cost, as shown in [7].

Table 2.1: 3D Sensors Comparison

3D Sensor

Affected by

Illumination

Affected by

Weather Range Accuracy Size Cost

Stereo

Camera
✓ ✓

medium

(< 100m)
low medium low

Lidar - ✓
medium

(< 200m)
high large high

Radar - - high medium small medium

As can be observed in Table 2.1, each sensor is unique, offering its own set of advantages

and disadvantages. This is why the data from these different sensors are usually combined

through a sensor fusion process, explained in section 2.4. However, it is important to note

two other unique measuring capabilities of the radar sensor which offer an advantage over the

other type of sensors and, therefore, are relevant in the context of this dissertation:

• Doppler velocity. Radars are capable of detecting the range rate of targets in the ra-

dial direction, based on the Doppler effect [20]: when a moving object reflects the radio

wave sent by the radar, its frequency changes. By measuring the difference between the

frequencies of the transmitted and the received radio waves, the velocity of the moving

object can be measured.

• Radar Cross-Section (RCS). As explained before in this section, a radar detects the dis-

tance to targets by measuring the time it takes for the radar energy to be reflected from

the object back to the radar. However, due to some properties of the detected object, such

as its size and material, the amount of reflected energy may vary. Considering this, the

RCS is a measure of how detectable an object is by the radar, based on different factors,

such as the aforementioned object properties and the incident or reflected angles [21].

2.2 Environment Modeling

As the data from 3D sensors is unstructured and requires huge memory space, creating a model

that represents the free and occupied areas of the environment in a space-efficient way while

enabling real-time measurements insertions, allows the subsequent ADS system modules to

more easily obtain relevant and accurate information of the vehicle’s surroundings. Further-

more, by representing unoccupied areas correctly, the model serves as a map to the vehicle,
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which enables key autonomous driving capabilities such as obstacle avoidance. Localization

is another fundamental task of an ADS system that can be performed using a pre-built map of

the environment. This function consists of finding ego-position relative to a reference frame in

an environment [22].

The occupancy grid map, first introduced by A. Elfes et al. [23] [24] using sonar sensors,

is the most commonly used paradigm to represent the environment in the context of robotic

mapping. With this approach a discretization of the world is performed, resulting in a grid of

equal-sized cells, where each cell is described by a value following a binomial distribution that

represents the probability of it being occupied. In most applications, a threshold is applied to

this probability to determine the actual occupancy of the cell, so that the map can then be used

for ADS applications such as obstacle detection, as shown in figure 2.2.

Figure 2.2: Traditional 2D occupancy grid map, where obstacles are represented as a set of
occupied cells (shaded black) and unoccupied space as free cells (white). Image from [6].

This approach poses several benefits regarding its probabilistic representation, since it en-

ables the handling of uncertainty that comes from sensor noise or dynamic objects in the en-

vironment, facilitating sensor modeling and sensor fusion, both described in more detail in

sections 2.5 and 2.4, respectively. However, the two-dimensionality of this approach does not

allow for the correct representation of over-hanging objects, such as bridges. Therefore, it is

necessary to use a different technique to represent the environment, which is able to integrate

the benefits of the occupancy grid, while also adding the modeling capability of over-hanging

objects. Furthermore, any ADS system which uses 3D sensors should also implement an en-

vironment model with a three-dimensional structure, so that important information on the

scene structure is not lost.

This section describes and compares methods that have been used in the literature to model

the environment in a three-dimensional way.
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A point cloud is the most low-level representation of an environment, consisting only of a

set of points in space, where each one has its own set of 3D coordinates, either using a Carte-

sian coordinate system (X, Y, Z) or a spherical one (radial distance, polar angle, azimuth angle).

Some sensors, such as lidars [25] or radars [26], directly produce 3D point clouds. This model

can also be reconstructed from raw data of other sensors, like an RGB-D camera [27] or a stereo

camera [16]. This method has been used in several systems for SLAM purposes, such as in [28]

and [29]. Although this model offers an advantage in high accuracy and update-time efficiency,

it is limited by the huge memory requirement, which only increases with each new measure-

ment. It is also unable to represent free space and unmapped areas and does not deal with

sensor noise.

A common approach to overcome the limitations of point clouds consists of performing

a discretization of the world into equal-sized cubic volumes, called voxels, creating a three-

dimensional grid [30]. By storing an occupancy probability on each voxel it is possible to cor-

rectly differentiate between free and occupied space by thresholding these values. With this

probabilistic approach, the uncertainty that comes from sensor noise or detections which re-

sult from dynamic changes in the environment, like dynamic objects, is handled. However, one

of the major drawbacks of fixed grid models, such as this one, is that the dimensions of the area

to be mapped have to be known beforehand so that the required memory is properly allocated,

which in cases of high-resolution mapping of large areas requires huge memory consumption.

This model is also unable to correctly represent unmapped areas, which may be important for

some autonomous driving systems.

To overcome the limitations of fixed three-dimensional occupancy grids, an Octree [31] is

often used, which represents the occupancy grid as a hierarchical tree data structure, where

each node corresponds to the space contained in a voxel, which stores its occupancy state,

as free or as occupied. This volume is recursively subdivided into eight sub-volumes until a

minimum voxel size is achieved, which determines the resolution of the model. Figure 2.3

shows a visual representation of the correspondence between a three-dimensional occupancy

grid and an Octree model.

Figure 2.3: Visual representation of a 3D occupancy grid on the left and the corresponding
Octree, on the right, storing free (shaded white) and occupied (black) voxels. Image from [3].
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This structure results in a more memory-efficient model, since, at any tree depth, the fur-

ther division of a node into eight children nodes does not have to occur if all of them have the

same occupancy state. Furthermore, with each new sensor measurement insertion into the

Octree, only the corresponding affected voxels are created, through dynamic memory alloca-

tion, which further increases memory consumption efficiency while also allowing for implicit

representation of unmapped areas. However, in embedded systems, only static memory alloca-

tion is appropriate, which limits the application of this model. The requirement of before-hand

knowledge of the mapped area size is also handled with this model, however, it still imposes a

maximum limit, l i m, on each map dimension, depending on the set map resolution, r es, and

maximum tree depth, depth, according to the following equation:

l i m = r es.2depth (2.2)

OctoMap [3] is a probabilistic occupancy grid mapping framework that uses an Octree rep-

resentation, focusing on offering a flexible mapping tool regarding the mapped area dimen-

sions and resolution. This tool also deals with sensor noise through a probability occupancy

estimation for each voxel and uses compression methods for a more memory-efficient model.

It provides an Octree data structure with an easy-to-use interface for point cloud insertion, map

queries, tree traversal, ray-casting, and more. Regarding the probabilistic map update method,

which is described in more detail in section 2.4, OctoMap uses a Bayesian approach, based on

occupancy grid mapping introduced in [23]. Even though this tool can be used with any kind of

sensor, as long as a corresponding sensor model is provided, its base implementation is based

on the laser range sensor, as it was used for this tool’s experiments. Therefore, it uses a beam-

based inverse sensor model, explained in more detail in section 2.4, in which the endpoints

of each sensor measurement are considered to contain an obstacle and the space between the

sensor and the endpoint is updated as being free. After each node update, a clamping method is

applied to limit the minimum and maximum occupancy probability values of each voxel. This

approach has two main advantages: first, it handles the problem of an overconfident model,

and second, it enhances the memory efficiency of the model, considering that in case all eight

children of a node have reached a stable occupancy probability i.e. a value below the mini-

mum threshold or above the maximum threshold, then the node can be pruned and all eight

children are removed from memory. To determine the free voxels along the sensor beam, Oc-

toMap implements a ray-casting mechanism, based on the three-dimensional variant of the

Bresenham algorithm [32] to approximate the beam. Another interesting feature of this tool is

multi-resolution queries. During the insertion of a set of measurements into the map struc-

ture, besides the probabilistic update of the leaf nodes, inner nodes may also be updated. This

way, varied applications with different resolution requirements are able to traverse the tree at

different maximum depths, obtaining a coarser or denser model, according to the application’s

needs. To showcase the compactness of this tool’s Octree implementation, the memory con-

sumption memOctr ee results presented in this paper were calculated as shown in equation 2.3,
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based on the number of inner nodes ni nner and on the number of leaf nodes nlea f , and consid-

ering an inner node occupies 40B and a leaf node consumes 8B , assuming a 32-bit architecture.

memOctr ee = ni nner ×40B +nlea f ×8B (2.3)

Due to its easy-of-use Octree structure, OctoMap has been used in a lot of systems. How-

ever, it still has some limitations, primarily related to its time efficiency. Considering this, there

have been proposals for improvements to the OctoMap tool.

In [33], UFOMap is presented as an extension to OctoMap that is more memory efficient,

provides methods for faster insertions into the Octree and faster queries based on occupancy

state, while also handling the limitation of implicit modeling of free space. To insert a point

cloud into the Octree structure, UFOMap presents three different methods, each more time-

efficient than the previous. The first two methods, which are also available in OctoMap, consist

of increasing the occupancy probability of the voxels corresponding to each point in the point

cloud and decreasing the occupancy of the voxels between the sensor origin and the endpoint,

through ray-casting. The difference between both methods is that the second one performs a

discretization of the point cloud before the ray-casting process, resulting in a lower number of

rays being cast. The third approach focuses on improving time efficiency with the downside of

decreasing the accuracy of free areas computation, by performing ray-casting at higher resolu-

tion values so that the number of casts is further reduced. Furthermore, UFOMap also provides

fast Octree iterators which allow for the specification of which type of nodes to traverse so that,

for example, only occupied voxels are returned.

The work of L. Zhang et al. [34] focuses on reducing the time it takes to build the map, more

specifically, by doing a more effective computation of empty voxels and by reducing the inser-

tion time of new voxels. The improvement is based on the Fast Line Rasterization Algorithm

[35]. Thread pools are also used to reduce thread creation. The experimental results show a

reduction of more than 50% in map building process time.

J. Chen et al. [36] focus on improving the computational efficiency of map update and on

occupancy inquiry while maintaining the memory space compactness of OctoMap. The paper

introduces a ray-casting method that uses map sparsity with early termination for updating the

map. To improve occupancy checking specified by a range on each axis dimension, a divide-

and-conquer range inquiry method is presented. The experimental results show a significant

decrease in computation time in the map update process and that the proposed ray-casting

process is more efficient compared to the one used in OctoMap.

To overcome the complexity and the huge memory requirement of three-dimensional grid

maps, elevation maps are often used to model the environment. This is a 2.5D approach, in

the sense that a two-dimensional grid is used, where each cell also contains the height infor-

mation of the terrain, alongside the occupancy probability [37]. In [38], an elevation map is

used to represent the environment. The height of each cell is determined based on the high

surface curvatures of the points in the point cloud. This approach highly reduces the mem-
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ory space required, while also being time-efficient, considering the calculation of the height

of each cell does not require much process time. However, this representation is unfeasible in

certain situations since vertical or overhanging objects, such as bridges, cannot be represented

appropriately. To overcome this problem, an extension to the elevation map is proposed in

[39], where the aforementioned objects are properly classified based on the Iterative Closest

Point (ICP) algorithm [40]. In [41], the Multi-Level Surface Map is proposed, consisting of an-

other extension on top of the elevation map method proposed in [39], allowing for compactly

representing of multiple surfaces in the environment. With this representation, each cell of the

discrete grid stores a list of surfaces, and intervals are used to represent vertical structures.

Figure 2.4 shows a visual comparison between the following modeling methods: point

cloud, elevation map, multi-level surface map, and the OctoMap’s Octree, obtained from a laser

range scan. The Octree model offers a detailed representation of the environment and allows

for the modeling of free space, which is not shown in the figure to make it more clear.

Figure 2.4: Visual representation of the following modeling methods (from left to right): point
cloud, elevation map, multi-level surface map, and OctoMap’s Octree, obtained from a laser
range scan of a tree. Image from [3].

Table 2.2 sums up the previously made comparison between the different environment

modeling methods in relation to their accuracy or level of detail, space and time-efficiencies,

and whether they are able to represent unmapped areas.

Table 2.2: 3D Environment Modeling Methods Comparison

Model Accuracy

Space

efficiency

Time

efficiency

Unmapped Areas

Representation

Point Cloud very high very low very high unable

3D Occupancy Grid high low medium unable

Octree high medium medium able

Elevation Map low very high high unable

MLS Map medium high high unable
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2.3 Dynamic Environments

The modeling approaches described in the previous section assume the environment is static.

Therefore it is crucial that sensor measurements corresponding to dynamic obstacles are prop-

erly detected and filtered out so that noise from these objects is not added to the static envi-

ronment model. With this in mind, this section describes recent research efforts which handle

dynamic obstacles in the environment.

Any world environment is composed of several different objects that can be classified as

static, if their pose does not change over time, or as dynamic otherwise. Buildings, bridges, and

guardrails are examples of static objects. On the other hand, dynamic obstacles include walking

pedestrians and moving vehicles [42]. Furthermore, this kind of classification can be extended

to the whole environment, where it is static if only the actions of the robot itself are capable

of modifying it or if dynamic objects are ignored. However, in case the vehicle’s surroundings

change over time or if other agents are assumed to co-exist on it, the environment is classified

as dynamic. Most real-world scenarios in which an autonomous vehicle would navigate are

complex dynamic environments. For example, in an urban area, an ADS system is faced with

moving pedestrians and vehicles. However, if detections of moving objects are ignored, the

environment could be treated as static. This is relevant for certain robotic applications in which

the information on the location of moving objects is not necessary, such as localization, since

information about static landmarks in the environment may be sufficient [43]. For example,

most SLAM applications assume the environment is static [44]. On the other hand, modeling

dynamic objects correctly is a very complex task, requiring tracking of their poses on each new

sensor scan [45]. Detection And Tracking of Moving Objects (DATMO) [46] is a well-studied

problem in the field of robotics that handles the dynamic parts of the environment, with the

goal of predicting their future poses and, therefore, increasing safety through a more reliable

environment model.

As mentioned in section 2.1, radars have a unique advantage over other sensors due to their

capability of measuring the radial velocity of detected objects based on the Doppler effect. This

property can be specially used to differentiate static and dynamic targets. M. Slutsky et al. [47]

perform occupancy grid mapping using radars, where two separate grids are implemented for

static and dynamic detections. Considering all detections have a non-zero Doppler velocity

when the vehicle is moving, the separation process between the two types of measurements

takes into account the current vehicle ego-motion model, specifically, its velocity. Therefore, a

detected target is considered dynamic if the difference between these two velocities is above a

certain threshold. Otherwise, the detection is classified as static.

2.4 Probabilistic Sensor Fusion

With the goal of increasing the robustness and reliability of the perception module, there has

been, in recent years, an effort in research to combine sensory inputs from different sources
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with the goal of taking advantage of the properties of each kind of sensor. This combination

process is called sensor fusion. In the context of robotics, it is often performed in a probabilis-

tic way so that uncertainty that comes from sensor noise or dynamic objects can be taken into

account. As stated by Khaleghi et al. [48], which present a review of the main challenges and

methods that are currently used for sensor fusion, one of the main difficulties comes from re-

solving conflicting information from different sources, requiring a common framework that is

able to represent data from multiple sensors with varied characteristics.

This section does a review of the most frequently used methods for probabilistic sensor

fusion in the context of the perception module for ADS systems.

Regarding its architecture, sensor fusion can be performed at different levels [49]:

• High-Level: With this approach, high-level structures of the scenery are used to represent

the sensor data, and fusion is performed using these structures, as was done by Perrollaz

et al [50], where a laser scanner was used to detect and track obstacles, while a vision

system later performed validation on the tracks. In, a [51], millimeter-wave radar and a

monocular camera are fused for obstacle detection and tracking, where high-level repre-

sentations of the tracks are obtained from each sensor, and then only those that match

between the two are accepted.

• Low-Level: In low-level fusion approaches, the final decision on the map state, including

obstacles positions, is performed at the very last phase, meaning that no information is

lost during the intermediate stage in which fusion occurs. With this approach, the fusion

is performed with low-level representations of the sensory data.

The remanding part of this section focuses on low-level sensor fusion and the different

techniques used alongside it, as this is the most commonly used method for robotic mapping.

Regarding the aforementioned common framework capable of representing data from dif-

ferent types of sensors, the occupancy grid [23] [24], aforementioned in section 2.2, is the most

common approach in the context of robotic mapping, which performs low-level sensor fu-

sion. This method represents the environment as a grid of equal-sized cells, which store an

occupancy probability. With this method, heterogeneous sensor data can be represented in a

homogeneous way. Furthermore, this approach facilitates the integration of new sensor mea-

surements, by allowing the translation of sensor beams into a probability distribution over the

grid [49], as defined by a sensor model, which is explained in detail in section 2.5.

There are many examples in the literature which apply low-level sensor fusion in an occu-

pancy grid. Kumar et al. [52] were able to obtain a 3D occupancy map by fusing data from a

stereo camera set and an infrared sensor, resulting in a smaller global error compared to when

a single sensor is used. Paromtchick et al. [53] implement an object detection system in which

a stereo camera and a lidar are fused through an occupancy grid.

As the aforementioned examples demonstrate, performing low-level sensor fusion on an

occupancy grid is a very versatile approach as it facilitates the combination of different types

of sensors. Furthermore, it reduces the problem of determining the probabilities of each cell
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based on each sensor measurement. Two main approaches are often used in the literature

to tackle this problem: the Bayesian Probability Theory and the Dempster-Shafer Evidence

Theory (DSET). The former, which is the most common approach, is based on the Bayes’ the-

orem and was used alongside the occupancy grid paradigm when it was first introduced for

map building by A. Elfes et al. [23] [24]. To overcome some limitations of this approach, a gen-

eralization was proposed by Dempster [54] and then extended by Shafer [55], resulting in the

Dempster-Shafer Evidence Theory.

Using the Bayesian probability theory approach for grid mapping consists of calculating

the posterior occupancy probabilities of the map m given the previously obtained sensor mea-

surements z1:t and vehicle poses x1:t [49]:

p(m|z1:t , x1:t ) (2.4)

Most approaches in the literature make a series of assumptions about the environment to fa-

cilitate the application of this theory to robotic mapping, namely:

• The map is static, i.e. it does not change over time.

• Each map state update depends only on its previous state and not on the sensor mea-

surements or vehicle poses.

• The current vehicle pose xt depends only on the pose at the previous time step xt−1.

• There is conditional independence between measurements at different time steps:

p(zt , zt−1|m) = p(zt |m).p(zt−1|m) (2.5)

where p(zt |m) is a forward sensor model, explained in more detail in section 2.5, which

represents the probability of obtaining a sensor measurement given the current map

state.

• The occupancy probability of each cell in the grid is independent of all other cells.

With the last assumption, the problem is reduced to calculating the occupancy probability

of each cell p(mi j |z1:t , x1:t ), which is solved using the Binary Bayes Filter algorithm [56]. With

this approach each cell in the grid stores a log-odds ratio l (mi j ) representation, which is derived

from p(mi j |z1:t , x1:t ), as demonstrated in appendix A.

l (mi j ) = log
p(mi j |z1:t , x1:t )

1−p(mi j |z1:t , x1:t )
(2.6)

This representation allows the use of a simple iterative formula to update a cell based only on

its previous value:

lt (mi j ) = lt−1(mi j )+ log
p(mi j |zt , xt )

1−p(mi j |zt , xt )
− log

p(mi j )

1−p(mi j )
(2.7)
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where the first term lt−1(mi j ) is the previous cell state. The second term is the log-odds rep-

resentation of the probability distribution p(mi j |zt , xt ), which is an inverse sensor model, ex-

plained in more detail in section 2.5, representing the probability of cell mi j being occupied

given the current sensor measurement zt and vehicle pose xt . The last term in equation 2.4 is

the initial cell occupancy, which is usually p(mi j ) = 0.5 to model the unknown state.

Although the application of the Bayesian probability theory to mapping offers a time-efficient

map update method, it is limited by its inability to explicitly represent ignorance and to han-

dle conflicting information well. To overcome these limitations, the Dempster-Shafer evidence

theory is often used. This approach consists on a generalization of the Bayesian theory, allow-

ing for the distribution of probabilities to the union of events, not only to the events themselves.

To explain this method properly, it is important to first define some of its concepts in the con-

text of occupancy grid mapping, as explained by C. Fernández [49]:

• Frame of discernment (FOD),Θ: it is a finite set of all possible states of a random variable.

The power set of Θ, described by 2Θ, is the set of all possible subsets of the FOD. In the

problem of occupancy grid mapping, this approach, as it is done in the Bayesian method,

assumes each cell has a binary state: empty (E) or occupied (O). Therefore, the frame of

discernment,Θ, and its power set, 2Θ, are defined as follows:

Θ= {E ,O} and 2Θ = {;,E ,O, {E ,O}} (2.8)

where the sets ; and {E ,O} represent the null set and the ignorance set, respectively. The

latter set allows for an explicit representation of the unknown state, giving an advantage

to this approach compared to the Bayesian theory.

• Basic probability assignment (BPA) function: it is equivalent to the probability value of

the classic theory assigned to each element of 2Θ, the set of all possible subsets. In the

context of occupancy mapping, this value is directly related to the cell’s occupancy and

the defined sensor model, defined as follows:

m : 2Θ→ [0,1] (2.9)

The BPA function of any subset A ∈ 2Θ, m(A), which is often called in the literature as

mass of A or as A’s basic belief number, must fulfill certain conditions:

∑
A∈2Θ

m(A) = 1 and m(;) = 0 (2.10)

In the context of occupancy mapping, the mass values for the empty and occupied states

are initially assigned a value of zero to represent that no sensor measurement has yet

been incorporated in the grid.

mi j (E) = mi j (O) = 0 ∀i , j (2.11)
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This initialization approach makes it so mi j ({E ,O}) = 1, which explicitly represents com-

plete ignorance about the state of the cell.

• The belief of a subset X ∈ 2Θ is a value representing the degree to which X is believed to

be true, accounting for all the evidence that supports it:

Bel (X ) = ∑
A⊆X

m(A) (2.12)

• The Plausibility of a subset X ∈ 2Θ represents the degree to which X is believed not to be

false, accounting for all the evidence that does not provide knowledge about X :

Pl (X ) = 1− ∑
A∩X=;;A∈2Θ

m(A) (2.13)

As noted by A. Hogger [57], these two functions, Bel (X ) and Pl (X ), define the lower and

upper limits of the probability of X in the classical sense:

Bel (X ) ≤ P (X ) ≤ Pl (X ) (2.14)

• The Dempster-Shafer combination formula fuses the belief functions of two sources of

information, m1(X ) and m2(X ) about a proposition X ∈ 2Θ into a combined value m12(X ),

represented by operator ⊕, as shown in equation 2.15:

m12(X ) = (m1 ⊕m2)(X ) =


(m1 ∩m2)(X )

1− (m1 ∩m2)(;)
, X ̸= ;

0, X =;
(2.15)

This combination formula can be used to update the occupancy grid using a single sen-

sor measurement, the current map mt and the inverse sensor model, ms , updating the

BPA for the empty (E) and occupied (O) states:

mt+1(O) = mt (O)ms(O)+mt (O)ms({E ,O})+mt ({E ,O})ms(O)

1−mt (E)ms(O)−mt (O)ms(E)
(2.16)

mt+1(E) = mt (E)ms(E)+mt (E)ms({E ,O})+mt ({E ,O})ms(E)

1−mt (E)ms(O)−mt (O)ms(E)
(2.17)

With this approach an inverse sensor model can be used to model independently both

probabilities of a cell being empty of occupied, ms(E) and ms(O). The value of ms({E ,O})

can be obtained by applying equation 2.11:

ms({E ,O}) = 1−ms(O)−ms(E) (2.18)

• A classical probability measure can be calculated from a mass function using the pignistic
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transformation BetP , as shown by Smets [58]:

BetP (A) = ∑
X∈2Θ

m(X ).
|A∩B |
|X | (2.19)

In the context of occupancy mapping, the classical probability of occupancy P (O) can be

obtained with this formula:

P (O) = m(O)+ m({E ,O})

2
(2.20)

These two low-level sensor fusion approaches have been used many times in the literature,

in the context of occupancy mapping. In [49], a comparison between the two methods is made

for obstacle detection using the occupancy grid map to model the environment. With the goal

of making an even comparison, the Dempster-Shafer implementation was made as equivalent

as possible to the Bayesian formulation, by modeling the masses of the free and occupied states

based on the occupancy probability distribution function used in the Bayesian theory. The

results show that both methods obtain similar accuracy results, however, the obstacle detection

rate is better in the Dempster-Shafer approach compared to the Bayesian method, since it is

able to handle conflict between different sensors. However, regarding computation time, the

Bayesian method was able to compute the map update twice as fast as the Dempster-Shafer

method, considering the expensive combination formula of this approach, whereas the log-

odds representation of the Bayesian filter is much more efficient.

2.5 Sensor Modeling

A sensor model describes the limitations of the sensor and its performance regarding measure-

ment uncertainty. In particular, a probabilistic sensor model represents the characteristics of

the sensor data in a statistical form [52], facilitating data operations such as sensor fusion, as

mentioned in section 2.4. Furthermore, the capability of a probabilistic sensor model to han-

dle uncertainty is crucial, considering any data obtained from sensors may contain incorrect

detections or misinterpretations, known as artifacts [59], due to beam reflections or dynamic

objects. Therefore, mitigating the influence these artifacts may have on the results of the task-

at-hand, such as obstacle detection is an important feature of any environment model. When

used alongside an occupancy grid map, a sensor model provides a correspondence between

sensor readings and the likelihood of a grid cell being occupied. For this purpose, either a for-

ward or an inverse sensor can be used, which are both described further in this section.

A forward sensor model is concerned with finding the probability of getting a certain sen-

sor measurement zt , given the map state m and the current position xt , defined as p(zt |m, xt ).

This direct causal relationship from the map to the sensor measurements allows for the cre-

ation of more complex and, therefore, more accurate sensor modeling [49]. Furthermore, this
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approach does not require the assumption that the occupancy of each cell in the grid is in-

dependent of all the other cells’ states, which benefits situations in which there is a conflict

between different sensor measurements, as shown in figure 2.5. However, this method requires

the map state m to be known or estimated. Therefore, to use this approach, the problem of

finding the most likely map state m needs to be solved, which increases the computational

load of the occupancy mapping problem. S. Thrun [1] proposes a new method for occupancy

grid mapping to handle map inconsistencies that come from conflicting information between

different sensors, by using forward sensor models and, therefore, maintaining all dependencies

between neighboring cells, resulting in more accurate maps. The proposed approach uses the

expectation-maximization algorithm to obtain the map which maximizes the likelihood of the

measurements.

Figure 2.5: Conflict scenario comparison between forward and inverse sensor models using a
sonar sensor. In figure (a), the real environment is presented. In (b) an inverse sensor model is
applied and a conflict of measurements occurs. In (c), a forward sensor model is used and the
conflict is resolved. Images from [56].

An inverse sensor model is focused on obtaining the map state m based on the sensor

measurements z1:t and vehicle poses x1:t , defined as p(m|z1:t , x1:t ). In the initial proposal of

the occupancy grid map approach by A. Elfes et al. [23] [24], this method was implemented.

The assumption of independence between the cells in the grid is required with this approach,

which allows for a simplification of the sensor model and, therefore, an increase in the time

performance of occupancy mapping.

For certain sensors with high accuracy, an ideal inverse sensor model which only considers

the cell hit with the sensor beam as occupied and the cells along the beam as free, as shown in

equation 2.21, may be used:

p(mi j |zk ) =
pocc , if beam hit cell mi j

p f r ee , if beam traversed cell mi j

(2.21)

where zk is the latest sensor measurement and pocc and p f r ee are the probabilities of a cell

being occupied considering it was hit by the sensor beam, and considering it was traversed by

the sensor beam, respectively. Furthermore, in case the sensor being modeled has really high
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accuracy, these values can be set to pocc = 1 and p f r ee = 0, as it was done by C. Fernández [49]

regarding a Velodyne Lidar.

However, most real sensors are noisy. Therefore, to obtain more accurate results, the sensor

noise may also be modeled, which is achieved by distributing the occupancy probability over

the grid for each sensor scan, as shown in the example of figure 2.6. In [60], a method to obtain

an exact inverse sensor model is proposed to build a Bayesian occupancy grid map, which does

not require the assumption of independence of separate measurements. The results showed an

accuracy improvement compared to the classical use of the log-odds ratio representation. How-

ever, most approaches focus on obtaining an approximate inverse sensor model by means of

a certain heuristic. A commonly used method to consists of using a Probability Density Func-

tion (PDF) to express the distribution of occupancy probability over the grid. This distribution

is modeled to a specific sensor according to its characteristics and is often determined exper-

imentally [52]. The most common approach in the literature for modeling this PDF and rep-

resenting the sensor uncertainties consists of using a Gaussian distribution with mean µ and

standard deviation σ, given by the following equation:

N (x;µ,σ) = 1

σ
p

2π
exp(− (x −µ)2

2σ2 ) (2.22)

However, a PDF function of random variable X , such as the Gaussian, does not compute

probability values. Rather, the output of this type of function for a given sample x corresponds

to the relative likelihood that a random value would be near the given sample [61]. Therefore, a

Cumulative Distribution Function (CDF) is used to obtain the distribution of occupancy prob-

abilities, as it allows to compute the probability of the random variable X being less than or

equal to a certain value x [62], as follows:

C DF (x) = P (X ≤ x) (2.23)

In case the random variable X follows a Gaussian distribution, this CDF probability corre-

sponds to the area below the Gaussian curve, which can be calculated by computing the inte-

gral of the Gaussian function, as shown in the following equation:

C DF (x;µ,σ) = 1

σ
p

2π

∫ x

−∞
exp(− (t −µ)2

2σ2 )d t (2.24)

As it can be observed in equation 2.24, the CDF of a sample x corresponds to the area below

the Gaussian curve for the interval ]−∞, x[. To compute the CDF for a specific interval [x1, x2],

where x2 > x1, the two CDF values are calculated and then subtracted, as follows:

C DF ([x1, x2]) =C DF (x2)−C DF (x1) (2.25)

Furthermore, for any normally distributed random variable X , the corresponding z-score

can be used to always obtain a Gaussian distribution with zero mean and variance equal to one
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N (0,1) [63], which is given by the z-formula, as follows:

Z (x;µ,σ) = x −µ

σ
(2.26)

In [49], a Gaussian distribution is applied to model the uncertainty of a radar sensor, using

a mean equal to the detection and a variance equal to the accuracy of the sensor. To obtain

actual probability values from the Gaussian distribution, a normalization factor is used.

Figure 2.6 shows an example of an inverse sensor model applied to a single radar beam in

two dimensions: range and azimuth angle, where a Gaussian kernel is applied to model the

distribution of occupancy probability p(ρ,θ|z) over the grid. The mean in each dimension

corresponds to the obtained sensor measurement: µr = 15m and µθ = 0°. The applied variance

is equal to the sensor accuracy in the corresponding dimension: σr = 0.2m and σθ = 1°.

Figure 2.6: Inverse sensor model for a single radar beam, in 2D polar coordinates: range and az-
imuth angle, where a Gaussian kernel is applied to model the distribution of occupancy prob-
ability p(ρ,θ|z) over the grid. Image from [49].

J. Carvalho et al. [64] compare the performance of forward and inverse sensor models in

the context of occupancy grid mapping using sonar sensors. The preliminary results show that

using a forward sensor model allows for the creation of an occupancy map with fewer artifacts

and, therefore, is more accurate in comparison to when an inverse sensor model was used.

However, the increased computational load of the forward sensor model results in a less time-

efficient occupancy map.

Some approaches in the literature which implement an inverse sensor model for occupancy

mapping, also apply weighting to the sensor beams. C. Fernández [49] applies a beam weight-

ing approach based on the received RCS in the radar measurement to mitigate the effect of
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multi-echo signals.

2.6 Occupancy Map Evaluation

The evaluation of an occupancy grid map is usually performed on memory usage, accuracy,

and the time it takes to update the map or query a certain position on whether it is occupied or

not. Both the time and memory usage metrics can be easily calculated in most programming

languages. However, evaluating the accuracy of an occupancy map is a complex task. This sec-

tion reviews some approaches used in the literature to perform an evaluation of the accuracy

of an occupancy map.

The accuracy metric is usually evaluated in percentage units in relation to some reference

with which the results are compared to. In the context of occupancy mapping, this reference

is often described as a ground truth map [65]. In most occupancy mapping applications in the

literature, a separate construction process of the ground truth map is performed. In certain

cases, the goal is not to obtain absolute accuracy values, rather an evaluation relative to other

state-of-the-art occupancy mapping methods using the same sensor data is sufficient. For ex-

ample, in [33], the accuracy of the proposed mapping approach is calculated relative to the

results of the OctoMap [3] method. Often in other applications where the main focus is on the

accuracy of the sensor, rather than on the mapping approach, the ground truth map is con-

structed in a similar process to the proposed mapping method using data from other sensors

with higher resolution. In [49], an obstacle detection application is proposed using an occu-

pancy grid map based on radar and lidar sensors. To evaluate the accuracy of the map, the

creation of a ground truth map is proposed using measurements from a Velodyne lidar, which

has a very high resolution. The building of the ground truth map required a completely sep-

arate construction process, including the creation of an inverse sensor model for this specific

sensor. Furthermore, a ground-removal algorithm was required as this sensor’s measurements

contained detections corresponding to the ground. The proposed model performed ground

removal by first determining the equation of the plane which approximates the ground. After

that, a Random Sample Consensus (RANSAC) algorithm was applied for plane extraction. After

ground-removal, an ideal inverse sensor model, reviewed in section 2.5, was applied for this

sensor using ideal probability values: pocc = 1 and p f r ee = 0. Regarding the calculation of the

accuracy values, a comparison between the occupancy map and the ground truth is proposed

to obtain an accuracy metric, consisting of calculating the distance between matching occu-

pied and free cells. However, it is concluded in the paper that a perfect alignment between

the two maps would be required, which was not the case in the different implemented test

scenarios due to errors in sensor calibration. Therefore, it is concluded that the results of this

comparison metric are not useful for evaluation. Furthermore, the high price of the Velodyne

sensor and the time-consuming creation of a separate map-building process for this specific

sensor imposes limitations on this approach.
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In [66], a comparison method for SLAM applications is proposed which uses a ground truth

map. Data from a two-dimensional lidar was used to construct a map for the three most com-

mon SLAM libraries and the ground truth map was created based on data from a FARO laser

tracker in an indoor static environment. To obtain an accuracy metric, a comparison process

between each SLAM map and the ground truth was performed, which required narrowing the

wall lines and then aligning the maps using the Iterative Closest Point (ICP) algorithm [40],

which computes a minimum error based on the sum of distances between each point in the

occupancy map and the corresponding nearest neighbor on the ground-truth map. Further-

more, the Average Distance to the Nearest Neighbor (ADNN) was used as the distance metric,

by summing all distances and then dividing by the number of occupied cells, as shown in equa-

tion 2.27:

ADNN =
∑N

i=1 Near est_Nei g hbor (occupi ed_g r i d_cel l (i ))

N
(2.27)

Considering the presented difficulties of performing an objective accuracy evaluation, namely

in obtaining a ground truth map and then comparing the two maps, an alternative approach

can be used with the downside of obtaining more subjective results. It consists of creating a

visualization module for the environment model and then comparing the rendered scene with

the expected results, which may be obtained based on knowledge of the detected real-world

structures or through a visual analysis of the camera’s footage recorded alongside the sensor

measurements.

2.7 Voxel Rendering

As mentioned in section 2.6, the evaluation of the accuracy of an occupancy map can be per-

formed in a subjective way through visualization. Furthermore, considering the real-time per-

formance requirement, it is important that the rendering also functions in real-time, since a

slow visualization would limit the evaluation process.

A common approach to visualize three-dimensional structures in the field of computer

graphics is to render a high number of cubic volumes (voxels) to create 3D solid models. As a

literature example, C. Crassin et al. [67] propose an approach for real-time rendering of several

billion voxels based on an adaptive data representation that takes into account the occlusion

of objects from the camera’s view associated with an efficient ray-casting algorithm.

One of the most popular tools for efficient three-dimensional visualization is OpenGL [68].

It consists of a software library for accessing features in graphics hardware. This section presents

a brief overview of existent rendering approaches available in this tool, without going into

much detail on each one, as it is not the focus of this dissertation.

OpenGL does not offer methods capable of directly rendering three-dimensional figures.

Instead, the rendering process consists of sending the figure data to the Graphics Processing

Unit (GPU), where the actual rendering occurs. These data must contain the set vertices which
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compose the figure and the corresponding primitive which details how OpenGL should inter-

pret the specified set of vertices. The list of available primitives is the following:

• Point: each vertex is interpreted as a single point.

• Line: every two consecutive vertices are interpreted as the starting and end point of a

line, respectively.

• Triangle: every three consecutive vertices are interpreted as the vertices of a triangle.

• Quad: every four consecutive vertices are interpreted as the vertices of a quad.

Nowadays triangles are preferred over quads to render three-dimensional geometry, as it

allows for more diversity regarding the shape of the rendering object. Therefore, most modern

GPUs work only with triangles, which can increase the CPU overhead in case the quad prim-

itive is used in OpenGL, as the driver needs to transform each quad into two triangles before

rendering.

The most simple way to perform rendering in OpenGL is called immediate mode. The geo-

metric data is stored in RAM on the client-side and sent to the GPU on each render call, where

rendering occurs immediately after the call, blocking the client’s program until rendering is

finished. This method offers flexibility as it allows for easier control over the geometric data

of each shape. However, it is inefficient as it requires a high number of calls to the GPU and

therefore, introduces CPU overhead [69].

Vertex arrays is another method for rendering in OpenGL which reduces the CPU overhead

of the immediate mode, by storing the rendering data in a client array, which allows for only

one function call to be required to communicate with the GPU and render the geometry [70].

However, even with the use of vertex arrays, the constant communication with the GPU

for each new frame limits the rendering performance. Considering this, display lists can be

used for certain rendering applications where the geometric data does not change often [70].

With this method, the rendering commands are compiled and stored in the GPU for later exe-

cution, allowing it to perform rendering in the most optimal way. This may result in a very fast

rendering when used with certain GPUs. However, due to its immutability, it is not a suitable

method for certain three-dimensional rendering applications which change geometric data at

each time-step, as it receives new sensor measurements.

The most popular approach for efficient three-dimensional rendering is called retained

mode. With this method, a vertex buffer object is used, which is filled in the client-side and

then sent to the GPU once, without blocking [71]. The advantage of this method is that OpenGL

offers methods to directly update the data contents of these buffers with limited CPU overhead.

Instanced arrays is another approach to efficiently render many three-dimensional figures

which have an identical geometric structure. The idea of this method is to render many in-

stances of the same shape in different positions, by sending the shape geometry data and the

list of positions to the GPU, which then translates and colors each vertex at render time, using

shaders [72]. These are small programs written in OpenGL Shading Language (GLSL) which are
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first compiled and then stored on GPU memory, where they are executed for each vertex sent

to the GPU. Two types of shader programs exist:

• Vertex shader: calculates the pixel position on the screen for the received vertex.

• Fragment shader: outputs the RGBA color encoding for the corresponding vertex.

The use of these shaders allows to further reduce CPU overhead by moving certain vertex cal-

culations to the GPU, where they can be performed more efficiently, and by further reducing

the size of the data which needs to be sent to it. However, this approach has the downside of

limiting the geometry diversity of the rendered three-dimensional objects, as it requires that all

rendered objects have exactly the same shape.



Chapter 3

System Overview

This chapter presents a general overview of the work of this dissertation, by first describing the

problem at hand in section 3.1, followed by the assumptions which will be made for this work

in section 3.2, and then the requirements which must be fulfilled by the implemented system

are described in section 3.3. The proposed solution is then presented in section 3.4.

3.1 Problem Statement

The Perception Development Kit (PDK) is a multi-sensor prototype system that provides sen-

sor gateways for radars and cameras, and an Application Programming Interface (API) for easy

integration into the customer’s development environment, with the goal of facilitating and ac-

celerating sensor prototyping, developed by Continental Engineering Services (CES) [2]. It is

able to take sensory inputs from radar sensors and cameras and then provides building blocks

for environmental perception.

As represented in the diagram of figure 3.1, showcasing the PDK’s architecture, a series of

optional software modules exist on top of the PDK that provide different environmental per-

ception applications, such as the Dynamic Object Tracking (DOT) and the Occupancy Grid

Processing (OGP), for example.

The OGP software module implements a two-dimensional static environmental model. It is

able to build an occupancy grip by fusing and integrating sensor data from multiple radars into

a grid map. This software module is currently mainly used alongside Continental radars with a

two-dimensional point cloud output. However, recent advancements in radar hardware tech-

nology have led to the development of the Continental ARS540 radar sensor, which is capable

of not only detecting the range, Doppler velocity, and the azimuth angle but also the elevation

angle of detections caused by targets [73]. The compatibility of the PDK with this new radar

sensor provides a suitable basis for the implementation of a three-dimensional environment

model. Although the PDK is also compatible with cameras, this work focuses only on the use

of radar sensors, specifically on the Continental ARS540 radar sensor, for three-dimensional

environmental perception.

27
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Figure 3.1: Perception Development Kit’s Architecture. Image from [2].

Although a two-dimensional environment model is sufficient for many ADS applications,

it brings some serious limitations to the system which uses it, as for example, the misrepresen-

tation of overhanging objects, such as bridges. In a scenario in which an autonomous vehicle

is facing a bridge, the two-dimensional grid may represent this object as an obstacle in front

of the vehicle. This error in the perception module of the ADS system may cause a series of

decisions in the planning module, such as an abrupt stop of the vehicle, creating a hazardous

situation. By modeling the environment in a three-dimensional way, this behavior can be mit-

igated. The additional level of information about the structure of the surroundings allows for

correctly representing over-hanging objects, including bridges. However, simply applying a 3D

Occupancy Grid is not a reliable approach, since, as mentioned in section 2.2, it would require

the beforehand knowledge of the dimensions of the area to be mapped so that the required

memory is properly allocated, which in cases of high-resolution mapping of large areas requires

huge memory consumption. This model is also unable to correctly represent unmapped areas,

which may be important for some autonomous driving systems. Hence, in order for the percep-

tion system to be appropriate for ADS systems, it must fulfill a series of requirements, as listed

in section 3.3, which include high accuracy, memory compactness, and real-time performance.

3.2 Assumptions

Considering the proposed solution is an adaptation of the traditional occupancy grid approach

to three dimensions and the Bayesian filter is also applied, all of this method’s assumptions,

mentioned in section 2.4, will be followed and adapted to three dimensions, as follows:

• The environment is static, so all radar detections corresponding to dynamic objects are

ignored.
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• Each map state update depends only on its previous state and not on the previous sensor

measurements or vehicle poses.

• The current vehicle pose xt depends only on the pose at the previous time step xt−1.

• There is conditional independence between measurements at different time steps:

p(zt , zt−1|m) = p(zt |m).p(zt−1|m) (3.1)

• The occupancy probability of each voxel in the grid is independent of all other voxels.

Furthermore, to simplify the coordinates frames transformations from the sensor frame to

the world frame, explained in section 3.4.1, the assumption that the vehicle moves on a flat

surface is also made. In addition, the initial pose of the vehicle in world frame coordinates X0,

is assumed as follows, to allow vehicle pose estimation:

X0 = [x, y, z,θ] = [0,0,0,0] (3.2)

Also, considering the characteristics of the ARS540 radar sensor, the different dimensional de-

tections, including range, azimuth, and elevation angles, are assumed to be independent of

each other.

3.3 Requirements

For the three-dimensional environment model to be suitable for an autonomous driving appli-

cation, it must follow a series of system requirements, namely:

• Real-time performance: the time it takes for a new sensor measurement to be integrated

into the map needs to be below a certain threshold given by the cycle time, which is

defined as the time between consecutive point cloud processing operations. During the

evaluation experiments of this work, this value will be configured to 100 milliseconds.

This means that the insertion of each point cloud into the occupancy map needs to be

performed under 100 milliseconds so that all measurements are properly processed. This

real-time performance is absolutely required for any autonomous driving system, since

any delay in the response time of the perception module could have hazardous effects.

• Reduced memory usage: so that the proposed solution is suitable for ADS applications,

which have a limited available memory size, the final three-dimensional environment

model needs to be compact. Specifically for the evaluation of this work, this require-

ment is analyzed based on the required size to store the whole occupancy map in mem-

ory, which needs to be lower than the consumption of the three-dimensional grid which

would store the same mapped area. The memory size of this model can be calculated as
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follows:

memg r i d = x × y × z

r 3 ×S, (3.3)

where x, y, and z are the dimensions of the minimal bounding box of the mapped area, r

is the map resolution and S is the memory consumption of each voxel. To calculate the

memory size of the 3D grid, the total number of voxels in it, given by the fractional term of

the equation, is multiplied by S at the end, which is equal to four, in case the sensor fusion

is performed with the Bayesian theory, or is equal to eight, if, otherwise, the Dempster-

Shafer method is used. It is important to note that these values correspond to a 32-bit

architecture.

• High modeling accuracy: a set of detections corresponding to a three-dimensional figure

should be identifiable as belonging to the same object.

Although all three system requirements mentioned above are quite relevant for the devel-

opment of the proposed solution, the main requirement of this work is on obtaining real-time

performance, while minimizing memory usage and maximizing modeling accuracy.

3.4 Proposed Solution

The proposed solution consists of adapting the two-dimensional grid map of the OGP soft-

ware module to receive data from the Continental ARS540 radar sensor and create a three-

dimensional environment model with this data, by taking advantage of this sensor’s capabil-

ity of measuring the elevation angle of detections caused by targets. Furthermore, the perfor-

mance requirements concerning time and space efficiency and accuracy are taken into account

in the decision of which environment modeling approach to use, which is explained in section

3.4.2.

A two-dimensional occupancy grid involves a data pipeline that processes each new radar

sensor measurement taking into account the received mounting parameters and vehicle dy-

namics, and, in the end, integrates it into the map, as shown in the diagram of figure 3.2.

Figure 3.2: Occupancy Grid Processing (OGP) software module’s architecture.
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The first module of the pipeline is the data preprocessing, which filters out certain sensory

inputs, namely:

• Invalid sensor measurements, such as those outside the radar maximum range or its an-

gular Field of View (FOV), which are specified in appendix B.

• Radar detections corresponding to dynamic objects based on the Doppler velocity ob-

tained in the sensor measurement and the current vehicle velocity obtained from the

vehicle dynamics, similarly to the method review in section 2.3.

The transformation required to make this module work properly in the three-dimensional

space consists only of adding the FOV of the elevation angle to the filtering process of each mea-

surement. The remaining modules in the data pipeline require an adaptation to be used for the

three-dimensional environment model. These modifications, which compose the proposed

solution, are introduced in section 3.4.2, regarding the chosen three-dimensional environment

modeling approach, in section 3.4.3, for the sensor modeling method, and in section 3.4.4, re-

garding the approach for probabilistic sensor fusion. Considering visualization is important

to perform the evaluation of the proposed solution, section 3.4.6 presents an overview of the

proposed methods to render the three-dimensional environment model.

3.4.1 Data

The Occupancy Grid Processing (OGP) software module receives, at each time step, a set of

radar detections, where each contains the following data:

• Radial distance, azimuth, and elevation angular distance between the radar and the de-

tection.

• Doppler velocity in the radial direction.

• Compensated Radar Cross-Section (RCS).

• Variance for each dimension: radial distance, Doppler velocity, azimuth angle, and ele-

vation angle.

Furthermore, this module also receives other essential data which is not obtained from the

sensors, such as:

• Mounting parameters: position and orientation of the radars in vehicle frame coordi-

nates, which is explained further below in this section.

• Vehicle dynamics: absolute velocity in world frame coordinates, the longitudinal and

lateral acceleration, and the rotational velocity.

• Video footage from two cameras installed on the vehicle, one facing forward and the

other facing backward, recorded alongside the radar measurements.
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The occupancy map keeps the position of sensor detections in the world coordinate system

or frame. However, as shown above, measurements from the radar are in polar coordinates in

the sensor frame. Therefore, a transformation between these two systems is required, which

depends on knowledge of the sensors’ positions, which are defined in the vehicle frame. The

definition of these three coordinate systems/frames is as follows:

• World frame: centered on the initial vehicle pose, with Y-axis pointing in the direction to

which the vehicle is facing and Z-axis pointing up.

• Vehicle frame: X and Y-axis origins in the center of the vehicle, and Z-axis pointing up

with its origin on the ground.

• Sensor frame: Usually in polar coordinates, has its origin on the radar’s receiving an-

tenna. It is important to note that the elevation angle begins at the Z = 0 plane.

3.4.2 Environment Modeling

As it was reviewed in section 2.2, there are many approaches that have been used to model the

environment in three dimensions. However, the context of this dissertation, including the use

of the ARS540 radar sensor and the system requirements, listed in section 3.3, must be taken

into account in order to choose the most appropriate method.

The point cloud approach, although it is commonly used alongside the lidar sensor, it is

not the most appropriate method for modeling radar data, considering the lower resolution of

the radar sensor leads to less dense point clouds. Furthermore, this method requires a huge

memory space, which does not fulfill one of the system requirements. The three-dimensional

occupancy grid offers some important benefits. Since it is a direct transformation of the tra-

ditional two-dimensional occupancy grid map to three dimensions, it facilitates the adaption

of this method’s modules, such as sensor modeling and sensor fusion. However, the mem-

ory space it requires is still too much to be considered appropriate for this dissertation. The

Octree modeling method, on the other hand, is able to provide the same benefits as the three-

dimensional occupancy grid, while significantly decreasing the required memory space, with

the downside of requiring dynamic memory allocation, which is not possible in embedded sys-

tems. The Elevation Map approach is not suitable for the proposed solution considering it is

unable to model overhanging objects, which means it would not solve the presented problem.

Although the MLS Map method extends the Elevation Map to fix this limitation, its inability to

represent unmapped areas makes it an inappropriate method for many ADS applications, such

as path planning, therefore, it is not the approach used in the proposed solution.

Considering all the points presented above, the Octree is the modeling method chosen for

the proposed solution. Furthermore, two libraries were reviewed in section 2.2 which imple-

ment an Octree for occupancy mapping: OctoMap and UFOMap. Although the latter tool

presents advantages compared to the former, it requires the use of C++17. Since at the time
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of this work, the current available PDK version was implemented in C++14, this library can not

be used in the proposed solution. Therefore, OctoMap is chosen.

3.4.3 Radar Sensor Model

Regarding the different approaches for sensor modeling, mentioned in section 2.5, an inverse

sensor model method will be used and adapted to three dimensions in the proposed solution

which considers the Continental ARS540 radar sensor characteristics. Although the forward

sensor model approach may offer more accurate results due to its more complex model, the

expensive computational time makes it inappropriate for the proposed solution. Furthermore,

most environment modeling applications, such as obstacle detection, do not require an ex-

tremely accurate method. Rather a map over which the position of objects can be estimated

is sufficient. In addition, the Dempster-Shafer method for sensor fusion, which will also be

implemented in the solution, as explained in section 3.4.4, is only compatible with an inverse

sensor model.

The OctoMap library currently implements an ideal inverse sensor model, explained in sec-

tion 2.5, since a high-resolution lidar was used for its evaluation. However, considering the

lower accuracy of the radar, this approach is not appropriate for the proposed solution as it

does not take into account the uncertainty associated with the sensor accuracy. Therefore, it

is necessary to implement an inverse sensor model which also updates the neighboring voxels

with an occupancy probability according to a Gaussian distribution with variance according to

the radar’s accuracy.

3.4.4 Probabilistic Sensor Fusion

Although most sensor fusion applications intend to combine data from different types of sen-

sors, with the goal of achieving redundancy, leading to an increase in robustness and reliability,

as it allows sensors to complement each other’s weaknesses, the proposed solution will focus

only on performing the fusion of data from the multiple radars installed on the vehicle and

from consecutive sensor scans that retrieve measurements from the same surrounding area.

As presented in section 2.4, sensor fusion can be performed at high-level or at low-level.

Considering the proposed solution consists of an adaptation to three dimensions of the occu-

pancy grid mapping approach, which implements low-level sensor fusion, this is the chosen

method for sensor fusion.

Furthermore, two probabilistic inference methods were reviewed in section 2.4, where each

approach offers advantages over the other one. Whereas using a Bayesian filter benefits time

efficiency, using a Dempster-Shafer approach allows for the explicit representation of the un-

known state and, therefore, may offer more accurate results. Considering this, both methods

will be implemented in the proposed solution and their results compared based on accuracy

and time and memory consumption efficiency.
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3.4.5 Occupancy Map Evaluation

As reviewed in section 2.6, the evaluation of the accuracy of an occupancy map requires a

ground-truth map with which the obtained results are compared to. One way to construct such

a map is to add a high-resolution sensor, such as a Velodyne lidar, to the set of sensors installed

on the vehicle, so that its measurements, recorded alongside those captured by the radar, are

used to build a separate occupancy map, defining the ground-truth.

However, the datasets available for evaluation of the proposed solution do not include mea-

surements from a high-resolution sensor, which impedes the creation of a ground-truth map.

Nonetheless, in case such a dataset was made available, a possible methodology for an objec-

tive measurement of the three-dimensional occupancy map’s accuracy is described in section

4.4.

Considering the aforementioned impossibility of performing an objective evaluation of the

proposed solution’s accuracy, the subjective alternative approach mentioned in section 2.6

which uses a visualization module will be implemented.

3.4.6 Visualization

As mentioned in the previous section, visualization is important to perform the evaluation of

the proposed solution by comparing its rendering results with the real structures around the ve-

hicle which are observed in the camera footage, recorded alongside the radar measurements.

Furthermore, considering the PDK is a prototyping tool for the evaluation of Continental sen-

sors, direct visualization of their detections enhances its flexibility.

As reviewed in section 2.7, OpenGL is one of the most popular tools for efficient visual-

ization of three-dimensional structures. Furthermore, it is readily available as a C++ external

library. Considering this, the visualization of the proposed solution will be implemented us-

ing OpenGL. However, this tool does not provide methods for window handling and reading of

user inputs. Therefore, the tool wxWidgets will be used for this effect, which allows the use of

OpenGL on top of it to render three-dimensional scenes.

In addition, five different methods for shape rendering in OpenGL were also reviewed in

section 2.7:

• Immediate mode.

• Display lists.

• Vertex arrays.

• Vertex buffer objects.

• Instanced arrays.

Considering the unsuitability of the display lists method for applications that update ren-

dering data frequently and since our solution is constantly being updated every time it receives
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a new radar measurement and integrates it into the map, this method is not appropriate for the

presented solution. However, all other methods mentioned are suitable and, therefore, they

will all be implemented and compared based on their time performance.



Chapter 4

3D Occupancy Mapping

This chapter details the implemented approach regarding the adaptation of the traditional oc-

cupancy grid mapping approach to the three-dimensional space, by first describing some im-

portant details of the OctoMap tool, which was used to model the environment, in section 4.1.

However, the sensor model used in OctoMap is not appropriate for the ARS540 radar sensor

due to its lower accuracy compared to the lidar range sensor, originally used to evaluate this

tool. Therefore, a more complex sensor model which takes into account the uncertainty asso-

ciated with each detection is implemented, as further explained in section 4.2. Furthermore,

this occupancy mapping tool updates the probabilities of each voxel using a Bayesian The-

ory approach, by saving a log-odds ratio on each voxel. However, considering the points pre-

sented in chapter 3 in favor of the Dempster-Shafer Evidence Theory method to update the

occupancy probabilities, the OctoMap tool is adapted in the proposed solution to also imple-

ment this method, as further explained in section 4.3.

4.1 3D Environment Model

As mentioned in chapter 3, the three-dimensional environment modeling method chosen for

the solution was the Octree, using the OctoMap’s library implementation, explained in more

detail in section 2.2. This tool allows for the customization of some parameters which directly

affect its performance, such as:

• Resolution, which defines the minimum size of a voxel. All leaf nodes of the Octree cor-

respond to voxels with a size equal to this parameter.

• Tree depth, which determines the maximum number of hierarchical levels of the Octree.

The maximum map size of each Cartesian dimension is directly limited by these two pa-

rameters, as previously shown in equation 2.2. For example, with a resolution of 0.2 meters and

a maximum tree depth set to its default value of 16 levels, each dimension is limited to a total

size of 0.2×216 = 13107.2 meters. Considering the assumption made in section 3.2 regarding

the initial pose of the vehicle, this limitation means that detections of an object located outside

36
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of the bounding box with an edge length of 13107.2 meters and centered on the initial vehicle

position are discarded and not integrated into the Octree. However, any detections located in-

side this bounding box, within the radar sensor’s angular FOV, and closer than its maximum

range are integrated into the Octree. Furthermore, regarding memory management, the Oc-

toMap tool allocates the memory of each node dynamically so that space is more efficiently

managed by only creating the necessary nodes to store the voxels of the mapped area. How-

ever, as explained in section 2.2, this type of memory allocation is not appropriate for em-

bedded systems due to the reduced memory size available. This problem was not handled in

this implementation, limiting the implemented solution, but could be solved with different ap-

proaches, as further explained in section 6.2, which lists the possibilities of improvements for

the presented work. Furthermore, to update the occupancy of each voxel during a map up-

date, the implementation requires traversing the Octree from its root to the desired voxel at the

last hierarchical level. Therefore, an increase in time performance is expected when the tree

depth parameter is reduced, with the downside of further limiting the maximum size of the

total mapped area. Regarding the resolution, lower values result in a higher discretization of

the space and may improve the level of detail for each detection and, therefore, obtain more

accurate results. On the other hand, a higher resolution allows for a reduction in the number

of updated voxels for each map update, as some detections in the point cloud become part of

the same voxel, which may increase time performance.

Furthermore, with the goal of analyzing the performance impact of performing ray casting

to compute the free space voxels, the OctoMap’s Octree implementation was adapted so that

free space calculations could be disabled. When it is enabled and in case a voxel is determined

as both occupied and free during a map update due to discretization errors, the voxel is updated

as occupied, ignoring the free classification.

4.2 Radar Sensor Model

A probabilistic sensor model describes the characteristics of the sensor in a statistical form so

that uncertainty regarding each sensor measurement can be represented over the occupancy

grid. Furthermore, as mentioned in chapter 3, an inverse sensor model is implemented in the

proposed solution, which is concerned with finding the occupancy probability for each voxel

mi j k based on the received sensor measurement zt and current vehicle pose xt : p(mi j k |zt , xt ).

As explained in section 2.1, the point cloud of the ARS540 radar measurements is not as dense

as the one produced by a lidar sensor. Furthermore, in the context of occupancy grid mapping,

the lower accuracy of the radar creates uncertainty regarding the determination of which cell

or voxel was hit by the sensor beam. To deal with these two characteristics of the radar sensor,

the implemented inverse sensor model intents to blur the point cloud, by assigning occupancy

probability values not only to the voxels corresponding to each measurement but also to their

neighboring voxels, as further explained in section 4.2.1. In addition, every detection of the

radar point cloud is different, either due to different RCS values or because detections at higher
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ranges have increased associated uncertainty. Therefore, a more accurate inverse sensor model

should also take into account these different characteristics of each detection to influence the

final occupancy probabilities assigned to their corresponding voxels, as further detailed in sec-

tion 4.2.2.

4.2.1 Occupancy Probability Distribution

As mentioned in section 2.5, some approaches in the literature distribute the probabilities of

occupancy over the grid for the whole FoV and the range of the sensor for each scan. How-

ever, applying this approach to a three-dimensional environment model, such as an Octree,

would consume a huge amount of time when updating the map, as the number of affected

voxels would be significantly high. Therefore, the implemented solution only distributes the

occupancy probabilities around each point in the point cloud during a map update.

This distribution of probabilities is performed using a Gaussian distribution so that a higher

occupancy probability value is assigned to the voxel corresponding to the sensor detection, and

its neighboring voxels receive lower occupancy values, which decrease proportionally to their

distance to the detection point. Furthermore, considering the independence between each di-

mension of the sensor (range, azimuth, and elevation) made in section 3.2, the Gaussian is first

applied to each one separately, by setting its mean µ to the value of the detection and its stan-

dard deviationσ to the resolution of the sensor in the corresponding dimension. Then, they are

merged into one through multiplication. However, as mentioned in section 2.5, a Gaussian dis-

tribution is just a PDF function that gives a relative likelihood of the random variable X being

close to the given sample x. Therefore, the occupancy probabilities of each voxel around the

detection are obtained by calculating the CDF of the Gaussian, which outputs the probability

of the random variable X being less than or equal to the sample x. In this implementation, the

CDF is calculated for specific intervals by performing a space discretization around each radar

detection for each one of its dimensions, resulting in a grid in polar coordinates around the de-

tection point, where then the occupancy of each cell is calculated by computing the difference

between the CDF values for the starting point and the ending point of the cell. Furthermore, to

improve the time efficiency of the radar sensor model, the CDF values of the zero-mean Gaus-

sian with a variance of one N (0,1) are pre-computed and stored into a table in memory. In

addition, considering the symmetry of the Gaussian distribution, only one-half of the corre-

sponding CDF values are calculated. Then, during an Octree map update, to obtain the CDF

of each voxel around the radar detection, the z-score for each dimension is calculated and then

used to consult the corresponding CDF value in the previously stored table, considering the

z-score always follows the Gaussian distribution N (0,1).

In addition, it is important to define a sensor model which does not allow for the map to

reach a high confident estimation about the state of a voxel with just one sensor measurement.

Rather, multiple detections of the same object must be required for the occupancy probabilities

of the corresponding voxels to reach a high value. To achieve this, a re-scaling of the computed

CDF table is performed so that its values are in a pre-determined interval [Pmi n ,Pmax ], based
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on the minimum C DFmi n and maximum C DFmax values of the table, as follows:

P (C DFi j k ) = Pmi n + (C DFi j k −C DFmi n)∗ (Pmax −Pmi n)/(C DFmax −C DFmi n) (4.1)

This approach allows for direct control over the minimum and maximum occupancy proba-

bilities used to update each voxel so that many detections of the same object are necessary for

the occupancy map to achieve high confidence in the state of the corresponding voxels. To

select the most correct values for the interval of the CDF table values [Pmi n ,Pmax ], multiple

experiments were performed while varying them, with some points in mind:

• It is acceptable that the minimum value Pmi n is below 0.5 since only those voxels in the

extremes of the Gaussian distribution are updated with it. However, this value cannot be

too much lower than 0.5, such as 0.3, as it would create a voxel highly confident that it is

free when it is actually part of a detection distribution.

• So that the occupancy probability of a voxel only achieves a high value when it is updated

multiple times, the maximum value Pmax cannot be too high, such as 0.8 and above.

However, considering the weight factor, which is explained in section 4.2.2, lowers the

final probability value obtained from the CDF table, the Pmax value cannot be too low

since it could make the center voxel of some detections have an occupancy value below

0.5, which is undesirable.

• Changing these values by just a few units does not have a noticeable impact on the re-

sults.

Finally, after some experiments, while taking into account the aforementioned points, the val-

ues of Pmi n = 0.4 and Pmax = 0.75 were selected.

Considering sensors are not fully reliable, an overconfident occupancy map should be avoided,

as the probability of occupancy for each voxel should never reach zero or one, which would

mean the map is fully confident about its state. Therefore, the implemented inverse sensor

model performs a clamping operation after each voxel update, so that its occupancy probabil-

ity does not fall under or surpass the pre-determined threshold parameters, as follows:

Pmi n ≤ p(mi j k ) ≤ Pmax (4.2)

Furthermore, as explained in section 2.2, the OctoMap’s Octree implementation allows one to

set clamping threshold values which are used to determine the stability of a voxel, where it is

considered stable if its occupancy probability reached the minimum or the maximum thresh-

olds. This is then used to prune nodes that have all eight children in the same stable state, re-

moving them from memory and, therefore, further increasing the space efficiency of the model.

In the implemented solution, the values Pmi n = 0.10 and Pmax = 0.95 are used as occupancy

probability thresholds since with these values the map is already highly confident about the

occupancy state of the voxel and any further increment above these values does not offer much
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more confidence. Furthermore, it already requires four or more detections for the probability of

a voxel to reach these values, in which case it is very unlikely that its occupancy state changes.

4.2.2 Weight Factor

As mentioned previously in this chapter, not all radar detections have the same associated un-

certainty. Therefore, an accurate modeling of the radar should not be equal for all its measure-

ments. Considering this, the proposed implementation applies a weight factor to the proba-

bility obtained from the radar sensor model, so that the absolute occupancy values assigned

to each detection are according to their unique characteristics. The implemented approach

computes two weight factors which are then multiplied by the occupancy probability obtained

from the inverse sensor model so that the final probability value used to update each voxel is

reduced according to the RCS value and the range of the corresponding detection.

As explained in section 2.1, the RCS value of each measurement is correlated with the de-

tectability of the object. Therefore, detections with lower RCS values should update the cor-

responding voxels of the Octree with lower occupancy probabilities. Considering this, an RCS

weight factor Wr cs is implemented, which reduces the computed probability based on the RCS

of the corresponding detections, creating a noticeable difference in the results between detec-

tions with different RCS values. Since the RCS is not scaled between zero and one, it can not

be directly used as a weight factor. Therefore, a normalization is performed using a minimum

RC Smi n and a maximum RC Smax values, as follows:

RC Snor m(RC S) =


RC Smi n , RC S < RC Smi n

RC S / (RC Smax −RC Smi n), RC S ≥ RC Smi n , RC S ≤ RC Smax

RC Smax , RC S > RC Smax

(4.3)

After an analysis of the RCS values of a set of ARS540 radar measurements, it was observed that

they varied between −25 dB and 45 dB. However, these values were not uniformly distributed

in this interval, as most detections had a negative value, and only a few reached high positive

numbers. Therefore, the minimum and maximum RCS values were set to RC Smi n = −20 dB

and RC Smax = 30 dB. However, having the RCS factor scaled from zero to one, would make it

so detections with low RCS values would have low occupancy probabilities, which would mean

that a voxel hit with the sensor beam, for example, could be incorrectly classified as free. There-

fore, the normalized RCS is re-scaled so that its values are in the interval [0.75,1], as shown in

the following equation:

Wr cs(RC Snor m) = 0.75+RC Snor m . 0.25 (4.4)

The values for this interval were chosen so that, at most, the RCS factor is only able to lower

the occupancy probability of a voxel by 25%, which was selected so that the RCS factor has a

noticeable impact on the occupancy probabilities computed by the radar sensor model, while
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not being able to make the probability of the voxel centered in the Gaussian distribution of

detection below 0.5, which is undesirable.

As the uncertainty of each measurement increases linearly with its distance to the sensor,

a radial distance weight factor Wr was also implemented so that the update occupancy proba-

bilities of voxels further away from the sensor are slightly lower. This factor is computed based

on the range of received detection r and a maximum range parameter Rmax , as follows:

Wr (r ) = 1.0− r /Rmax (4.5)

However, this formulation of the radial weight factor has the same problem presented above

regarding low probability values for measurements far away from the sensor. Therefore, a re-

scaling is also applied to this factor so that its values are in the interval [0.95,1], as follows:

Wr = 0.95+Wr (r ).0.05 (4.6)

With this interval, the radial weight is only able to lower the occupancy probability by, at most,

5%, so that it has a reduced influence on the final probability, which is desirable since it is

expected that the radial distance does not have a significant impact in the measurement un-

certainty.

This approach using re-scaled weight factors with intervals of different sizes for the two

weights allows for control over the influence each factor has on the final occupancy probability.

Specifically, the selected intervals make it so the RCS factor has a significantly higher influence

than the radial distance weight.

4.3 Probabilistic Sensor Fusion

After computing the occupancy probability to update each voxel affected by the received sen-

sor scan, using the radar sensor model, as explained in the previous section, the original im-

plementation of the OctoMap library is used to traverse the Octree from its root to the desired

voxel. However, the OctoMap’s implementation to combine the old occupancy probability of

the voxel and the new update value, which uses a Bayesian theory approach, was altered in the

implemented solution so that the Dempster-Shafer Inference Theory could also be applied.

The OctoMap tool allows customization of each node of the Octree so that any type of data

can be stored on each voxel, not restricting it to just one value. Therefore, the implementa-

tion of the two aforementioned sensor fusion methods consisted of creating two separate node

classes that store, update, and calculate the occupancy probability differently, as further ex-

plained in Section 4.3.1 regarding the Bayesian Theory Octree node, and in Section 4.3.2 for the

implementation of the Dempster-Shafer Theory.
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4.3.1 Bayesian Probability Theory

With this approach, the node stores just one value corresponding to the log-odds ratio repre-

sentation of the occupancy probability explained in section 2.4.

When a node is first created, the state of the corresponding voxel is assumed to be unknown.

With the Bayesian Theory approach, this is represented by assigning an initial occupancy value

as follows:

p(mi j k ) = 0.5 ∀i , j ,k (4.7)

To update the stored value, the occupancy probability value p(mi j ) obtained from the radar

sensor model is transformed into its log-odds ratio representation l (mi j ), as shown in equation

4.8, and then added to the value previously stored on the node.

l (mi j ) = log
p(mi j )

1−p(mi j )
(4.8)

To obtain the occupancy probability from the stored log-odds ratio, the inverse operation is

performed, as follows:

p(mi j ) = 1− 1

1+exp l (mi j )
(4.9)

In the implemented solution, the operations to transform the log-odds ratio into a proba-

bility value, and vice-versa, were performed using the available functions in the OctoMap tool.

4.3.2 Dempster-Shafer Evidence Theory

As explained in section 2.4, the Frame of Discernment (FOD) Θ, which defines the list of pos-

sible states for each voxel of the occupancy grid, and its power set 2Θ are defined as follows:

Θ= {E ,O} and 2Θ = {;,E ,O, {E ,O}} (4.10)

Although there are four different subsets in total, each node of the Octree only needs to store

two values corresponding to the masses of the occupied and free states: mi j (O) and mi j (E),

respectively, since the mass function of the empty set ; is always zero and the mass function

of the unknown state mi j ({O,E }) is implicitly represented since it can be obtained from the

occupied and free masses, as follows:

mi j k ({O,E }) = 1−mi j k (O)−mi j k (E) (4.11)

The initial state of the node, corresponding to the unknown state, is modeled by setting

both values stored on the node to zero. This way, the mass function of the unknown state is

equal to one, according to equation 4.11.

To update the occupancy value stored on a node, this approach uses the combination rule

shown in equation 2.15. Although this formulation allows for the independent modeling of the

free and occupied probabilities, the implemented approach always assigns a value of zero to
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the free probability ms(E), while the occupied probability ms(O) is obtained from the inverse

sensor model.

Obtaining the occupancy probability value from the two values of the mass functions stored

on the node is done by using the pignistic transformation formula, as shown in equation 2.20

adapted to three dimensions:

Pi j k (O) = mi j k (O)+ mi j k ({E ,O})

2
(4.12)

4.4 Evaluation

The evaluation of the implemented solution was performed using two datasets provided by

Continental Engineering Services (CES) which were recorded in real-world scenarios using a

vehicle installed with two ARS540 radar sensors and two cameras. Both radar sensors were

positioned right next to each other in the front of the vehicle and directed forward. Although

there were two cameras installed on the vehicle, one in the front and another in the back, only

the one facing forward was analyzed for evaluation, considering the aforementioned forward

poses of the radar sensors.

One of the datasets, referred to in this chapter as Dataset One, was mostly recorded on two-

lane streets, with multi-story buildings and, sometimes, parked cars on each side. The vehicle

also goes through some road crossings, having to wait at a red traffic light a few times. The other

dataset, referred to as Dataset Two, was mostly recorded on a highway with two lanes in each

direction and a divider between them, where the vehicle goes under a few bridges and passes

through some traffic lights. Furthermore, each side of the highway consisted mostly of trees.

Table 4.1 presents additional information on each evaluation dataset, where the mapped area

is given by the volume of the minimal bounding box which contains all radar measurements.

Table 4.1: Additional information on each evaluation dataset, such as total record time and
mapped area, given by the volume of the minimal bounding box which contains all measure-
ments.

Dataset Recording time Mapped area (m3)

Dataset One 11 min 12 sec 1,043×1,058×23

Dataset Two 12 min 35 sec 5,136×5,337×23

To have a better idea of the scenery of each evaluation dataset, appendix C presents addi-

tional images captured by the front camera during the recording of both datasets, alongside the

visualization results of the corresponding Octree.

The evaluation focused on three different performance metrics: time, memory usage and

accuracy. The evaluation of the time performance is based on the time it takes to insert a point



3D Occupancy Mapping 44

cloud, corresponding to a single scan of one radar sensor, into the Octree. This metric is ob-

tained by calculating the mean insertion time of all point clouds of each evaluation dataset.

Furthermore, the insertion time of each radar scan into the Octree is obtained by computing

the timestamp difference between the moment the point cloud processing starts and when it

finishes. As stated in section 3.3, for the implemented solution to be appropriated for occu-

pancy mapping, this performance metric needs to be below 100 milliseconds. The time results

presented in section 4.5, were obtained by running the implemented solution on a laptop with

a CPU Intel i5-6300U @ 2.40 GHz (2.50 GHz boost) and 8 GB RAM.

Regarding the memory usage performance, this metric is computed the same way as it was

done in the OctoMap’s proposal paper, as previously shown in equation 2.3. This calculation

is performed after the entire evaluation dataset has been processed. Furthermore, as stated in

section 3.3, the memory consumption of the Octree should be significantly lower than the cor-

responding three-dimensional grid when mapping the same area, which is given by equation

3.3.

As explained in section 3.4.5, an objective evaluation of the occupancy map’s accuracy is

not possible as a dataset that would enable the construction of a ground-truth map is not avail-

able. Nevertheless, an explanation of how this type of accuracy evaluation would be done, in

case such a dataset was provided, is here explained. As reviewed in section 2.6, a possible so-

lution for obtaining a ground-truth map would be to install a high-resolution sensor, such as

the Velodyne lidar, on the vehicle, so that it would scan the environment simultaneously to the

radars and obtain more accurate measurements in relation to the corresponding ones from the

radar. In the context of this work, the ground-truth map would be an Octree model which in-

corporates the detections from this high-resolution sensor. However, to insert measurements

from the Velodyne lidar into the model, a custom inverse sensor model would have to be imple-

mented specifically for this sensor. Furthermore, as reviewed in section 2.6, a ground extrac-

tion process would probably also have to be implemented, similar to the presented literature

approach. As also explained in that section, an ideal inverse sensor model could be used to

model the detections of this sensor, due to its high accuracy. Regarding the comparison pro-

cess between the ground-truth Octree and the one obtained from the radars’ measurements,

the approach reviewed in section 2.6 which uses the ICP algorithm to align the maps and then

computes the error using the ADNN distance metric, would be appropriate in this context, as

it could be applied to three dimensions.

As stated in section 3.4.5, a visualization module was implemented to perform the accuracy

evaluation of the Octree, which is further explained in chapter 5. A relevant feature of this visu-

alization module, which is important to note for a better understanding of the results presented

in the next section, is the correspondence between the color of each voxel and its occupancy

probability, as shown in the next chapter, in figure 5.1. Another important detail is that not

all voxels of the Octree are rendered in the visualization module. To limit the time it takes to

traverse the Octree and obtain the desired voxels for their rendering, the visualization module

uses a bounding box of 60 meters in width and length, and 15 meters in height is used around
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the vehicle so that only the nodes corresponding to positions inside it are retrieved from the

Octree and rendered as cubes. The vehicle is visually represented with two cubes of unit edge

length, using different colors: the front cube has a light yellow color and the back is colored

with a light red color. Furthermore, to better visualize the ground limit and have a better no-

tion of sizes, a grid with gray lines is rendered on the ground, where each cell has a size of 10

meters, as shown in figure 4.1.

Figure 4.1: Visualization of the vehicle representation and the grid on the ground.

To better evaluate the obtained results in terms of accuracy, its analysis focused on two

main scenes in each dataset which contain clear three-dimensional structures. The first scene,

which is present on Dataset One, consists of a two-lane street, with multi-story buildings and

parked cars on each side. The second scene focuses on a bridge and an elevated traffic light,

recorded for Dataset Two. Figure 4.2 shows two images of these scenes from Dataset One and

Dataset Two, respectively.

(a) Two-lane street scene (b) Highway bridge scene

Figure 4.2: Special scenes from Dataset One and Dataset Two, respectively, used for accuracy
evaluation.
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4.5 Results

To better comprehend the overall results of the implemented occupancy map, and, in partic-

ular, how it models real-world three-dimensional structures, such as other vehicles, buildings,

traffic lights, and bridges, this section starts off by performing an analysis of the visualization

results of the Octree when modeling the particular scenes mentioned in the previous section,

which were presented in figure 4.2. For this first analysis, a resolution of 0.2 meters and a tree

depth of 16 levels were used. Furthermore, the calculations for the free space were disabled.

Figure 4.3 shows two images of the visualization of the obtained Octree corresponding to

the two-lane street and the bridge scenes, respectively.

(a) Two-lane street scene (b) Highway bridge scene

Figure 4.3: Visualization of Octree for both evaluation scenes, with a resolution of 0.2 meters,
a tree depth of 16 levels, free space calculations disabled, and using the Bayesian approach for
sensor fusion.

In general, most visible voxels have low occupancy probabilities, represented by the dark

blue color, as further explained in chapter 5. This is caused by the implemented radar sen-

sor model, which, as previously explained in section 4.2, distributes the occupancy probabili-

ties to voxels neighboring each detection, so that it decreases as the distance to the detection

point increases. Therefore, in the visualization, it is expected that for most detections, the cor-

responding center voxels with high occupancy probabilities are occluded by the neighboring

voxels with lower values. In particular, although not easily noticeable in the image, there are a

few voxels with high occupancy in the detections corresponding to the closest parked car on

the left of the vehicle, represented by the orange and red colors. Furthermore, there are quite

a few misdetections scattered around the environment which do not correspond to any real

object. These are likely caused by the following effects:

• Multipath effect. The same radio wave may traverse different paths in the environment.

For example, it may be reflected from one object onto another and then back to the radar,

leading to an incorrect calculation of the radial distance for that detection.
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• Clutter. Unwanted reflections from the ground, rain, and animals or insects, for example,

are received by the radar.

• Electromagnetic Interference (EMI). Unwanted electromagnetic waves from other noise

sources affect radar performance.

In particular, by analyzing the visualization results presented in the two-lane street scene, and

comparing them with the corresponding scene shown in figure 4.2, it is possible to identify

the detections of the parked vehicles and the multi-story buildings on both sides of the street.

Regarding the bridge scene, its visualization results clearly show the detections corresponding

to the elevated traffic light in front of the vehicle, where some high occupancy voxels are visible,

the road divisor on the left, with a few red voxels corresponding to the traffic light on it, the road

limits on each of its sides and, finally, the bridge in the far front of the vehicle.

In the remaining part of this section, the results of the performance metrics mentioned

in the previous section are presented and analyzed for each implemented occupancy map-

ping module explained in the previous sections, namely regarding the results while varying

the Octree parameters in section 4.5.1, the evaluation of the implemented radar sensor model

in section 4.5.2 and the comparison between the two implemented probability sensor fusion

methods in section 4.5.3.

4.5.1 Octree Parameters

As previously mentioned in section 4.1, the Octree implementation allows customizing two pa-

rameters that directly affect the performance metrics mentioned in the previous section: the

resolution and the tree depth. Furthermore, as also mentioned in that section, the computa-

tion of the free space voxels can be disabled, which creates another customizable parameter. In

this section, these three parameters are evaluated by computing the performance metrics men-

tioned in the previous section over the entirety of each evaluation dataset, while changing their

values and analyzing the obtained results. It is important to note that during this evaluation,

the Bayesian approach was used as the probabilistic sensor fusion method, as it is expected to

be the most time and space-efficient method.

The first parameter to be evaluated is the enabling of the free space computations since it

is expected to have the most influence on the results. While obtaining the performance met-

rics with free space calculations enabled, the resolution parameter was set to 0.2 meters and

the tree depth to its default value of 16 levels. Furthermore, to better comprehend the visu-

alization results obtained with free space calculations enabled, it is important to understand

the implementation for the rendering of the voxels corresponding to the free space, which is

further explained in the next chapter, in section 5.2.

Figure 4.4 shows two images of the visualization of the obtained Octree with free space

computations enabled, corresponding to the two-lane scene and the bridge scene, respectively.
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(a) Two-lane street scene (b) Highway bridge scene

Figure 4.4: Visualization of Octree for both evaluation scenes, with a resolution of 0.2 meters,
a tree depth of 16 levels, free space calculations enabled, and using the Bayesian approach for
sensor fusion.

By comparing the visualization results with free space calculations enabled, presented in

figure 4.4 and with those obtained previously with this parameter disabled, as shown in figure

4.3, a significant reduction in the number of occupied voxels is immediately noticeable. This is

explained by the huge increase in computation time, as presented in table 4.2, which causes the

application to stop functioning in real-time. This leads to the buffer which stores the received

radar measurements to get completely full, and, consequently, some point clouds are not pro-

cessed. However, it is still possible to make a correspondence between some sets of detections

and the objects shown in the scene images, such as the road limits in both scenes, the parked

car on the left of the vehicle in the two-lane scene and the road divisor in the bridge scene of

figure 4.4. Furthermore, the rays from each radar to the detection points are easily noticeable

since there are brighter green lines on the ground slightly oriented to the left and to the right,

corresponding to the scans of the left and right radar, respectively.

Table 4.2 presents the mean insertion time, in milliseconds, of all radar scans, and the mem-

ory usage, in MB, of the whole Octree after inserting all radar scans, for each evaluation dataset,

while varying the free space calculations parameter.
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Table 4.2: Mean insertion time, in milliseconds, of all radar scans of, and the memory usage,
in MB, of the whole Octree after inserting all radar scans, for each evaluation dataset, while
varying the free space calculations parameter.

Free Space

Setting Disabled Enabled

Performance

Metric

Insertion

Time (ms)

Memory

Usage (MB)

Insertion

Time (ms)

Memory

Usage (MB)

Dataset One 15.236 698 822.346 13,875

Dataset Two 16.303 722 831.872 18,320

The results presented in table 4.2 clearly show a significant increase in insertion time and

memory usage when free space calculations are enabled. The decrease in time performance is

caused by the computationally expensive three-dimensional ray-casting process, which, when

associated with the long-range detections from the radars, causes a huge increment in pro-

cessing time. Furthermore, these results show that without free space calculations, the imple-

mented solution is able to fulfill the real-time requirement, previously defined in section 3.3.

On the other hand, when the computations of the free voxels are enabled, the time results are

significantly higher than the real-time threshold. Regarding the huge increase in memory us-

age, it is explained by the significant number of additionally affected voxels for each radar scan,

when the free space calculations parameter is enabled since, for each detection in the received

point cloud, all voxels between the sensor and this point are incorporated into the Octree. The

memory usage requirement defined in section 3.3, defines the threshold for this metric accord-

ing to equation 3.3, which, with the resolution used for this results of 0.2 meters and using the

Bayesian theory for sensor fusion, sets its value for Dataset One memone to:

memone = 1,043×1,058×23

0.23 ×4B = 12,690MB (4.13)

The corresponding value for Dataset Two memt wo is equal to:

memt wo = 5,136×5,337×23

0.23 ×4B = 315,225MB (4.14)

By comparing the memory usage results presented in the table and the calculated required

thresholds of each dataset, it’s observable that the enabling of the free space calculations makes

the defined threshold unachievable when the implementation is performed for Dataset One.

This occurs due to the low value for the height of the mapped area using the three-dimensional

grid, whereas, with an Octree, the size of each dimension of the mapped area must be equal,

therefore, the height value always has significantly bigger values than required with this model.

However, it is important to note that using the three-dimensional grid model with the dimen-
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sions used in the equations would require the before-hand knowledge of the size of the area to

be mapped, which is not necessary with the Octree model, as the memory is allocated dynam-

ically as new measurements are received.

Overall, the performance results regarding the free space calculations parameter clearly

demonstrate that the implemented approach for determining the free voxels is not efficient

enough to be considered appropriate for three-dimensional occupancy mapping, as it impedes

the application to fulfill the real-time and memory usage requirements previously explained in

section 3.3. As such, further evaluations of the other Octree parameters are performed with this

parameter disabled.

To evaluate the performance impact of the resolution parameter, the implemented occu-

pancy mapping solution was run on both datasets while varying this parameter between the

values 0.1, 0.2, and 0.5, maintaining the tree depth at 16 levels and having the free space com-

putations disabled.

Figures 4.5 and 4.6 show the visualization of the obtained Octree using a resolution of 0.1

and 0.5 meters, respectively, for both evaluation scenes. The results for a resolution of 0.2 me-

ters were presented previously in figure 4.3.

(a) Two-lane street scene (b) Highway bridge scene

Figure 4.5: Visualization of Octree for both evaluation scenes, with a resolution of 0.1 meters,
a tree depth of 16 levels, free space calculations disabled, and using the Bayesian approach for
sensor fusion.

The most noticeable difference in the presented visualization results while varying the reso-

lution parameter is in the occupancy probabilities of the voxels. With a resolution of 0.5 meters,

each voxel is hit with more sensor beams, due to their increased size, which means it gets more

occupancy updates, resulting in higher probability values. On the other hand, with a lower

resolution value, such as 0.1 meters, each radar scan affects a higher quantity of voxels, which

reduces the likelihood of each voxel being hit several times. Regarding the level of detail pro-

vided by the different values for this parameter, the visualization results indicate that with a

resolution of 0.5 meters, there is an increased difficulty in identifying an object from a set of
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(a) Two-lane street scene (b) Highway bridge scene

Figure 4.6: Visualization of Octree for both evaluation scenes, with a resolution of 0.5 meters,
a tree depth of 16 levels, free space calculations disabled, and using the Bayesian approach for
sensor fusion.

detections, as the bigger size of the voxels form a less detailed figure. On the other hand, the

lower resolution of 0.1 meters offers the most level of detail, facilitating the identification of

objects from a set of detections.

The time and memory usage results for the evaluation of the resolution parameter are pre-

sented in table 4.3.

Table 4.3: Mean insertion time, in milliseconds, of all radar scans, and the memory usage, in
MB, of the whole Octree after inserting all radar scans, for each evaluation dataset, while vary-
ing the resolution parameter.

Resolution

(m)

0.1 0.2 0.5

Metric

Insertion

Time

(ms)

Memory

Usage

(MB)

Insertion

Time

(ms)

Memory

Usage

(MB)

Insertion

Time

(ms)

Memory

Usage

(MB)

Dataset

One
32.665 2,460 15.236 698 5.663 150

Dataset

Two
33.324 2,270 16.303 722 6.284 175

The results presented in the table show a linear decrease in insertion time and an exponen-

tial increase in memory usage with the increase of the resolution parameter. The time results



3D Occupancy Mapping 52

are according to the expectations, as it is linearly dependent on the number of voxels affected

by a radar sensor and, as explained before for the visualization results of this parameter, lower

resolution values result in a higher number of voxels being hit by the sensor beam. Regarding

memory usage, the presented results are similar to the ones presented in the OctoMap proposal

paper and are explained by the increase in the size of each dimension.

Overall, the results of the performance metrics obtained for the evaluation of the resolu-

tion parameter confirm the expectations mentioned in section 4.1, regarding the relationship

between this parameter and the accuracy of the model, where a lower value for this parame-

ter increases the accuracy of the results. However, increasing this parameter brings benefits

regarding the time and memory usage metrics. However, it is important to note that lower res-

olution values are required for certain ADS applications. For example, in the scenario of a tall

truck going under a bridge, a higher resolution of 0.2 meters, would not be sufficient to cor-

rectly model the gap between the truck’s roof and the bottom of the bridge. Therefore, in such

situations, the compromise of obtaining worse time and memory consumption performance

results needs to be made.

Considering these results, further evaluations are performed using a resolution of 0.2 me-

ters.

The evaluation of the tree depth parameter does not require an analysis of the accuracy

results, as it is not affected by this parameter. Therefore, only the time and memory usage

performance metrics are computed and analyzed. As previously explained in section 4.1, it is

expected that by decreasing the value of the tree depth parameter, the point cloud insertion

time is reduced. However, as also stated in that section, this parameter limits the size of each

dimension of the mapped area. Therefore, while varying this parameter to perform its evalua-

tion, it cannot be set to a value that is too low for the mapped area of the evaluation datasets,

which were previously shown in table 4.1. The minimum tree depth value which allows the

Octree to model the mapped area of Dataset Two is 15, which limits the maximum size for each

dimension to:

l i m = 215 ×0.2 = 6,553.6 meters (4.15)

Considering this limitation, the evaluation of the tree depth parameter is performed by varying

its value between 15, 16, and 17 levels and then analyzing and comparing the obtained time

and memory usage results, which are presented in table 4.3.
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Table 4.4: Mean insertion time, in milliseconds, of all radar scans, and the memory usage, in
MB, of the whole Octree after inserting all radar scans, for each evaluation dataset, while vary-
ing the tree depth parameter.

Tree Depth

(levels)

15 16 17

Metric

Insertion

Time

(ms)

Memory

Usage

(MB)

Insertion

Time

(ms)

Memory

Usage

(MB)

Insertion

Time

(ms)

Memory

Usage

(MB)

Dataset

One
14.890 687 15.236 698 15.873 737

Dataset

Two
15.893 693 16.303 722 16.783 783

The results presented in the table show a minor increase in insertion time and memory

usage with an increase in the value of the tree depth parameter. However, considering that an

increase of just one unit in the value of this parameter doubles the size of each dimension in the

mapped area, the small decrease in performance is insignificant. Therefore, for certain scenar-

ios where it is expected that the area to be mapped is quite large, increasing this parameter by

a few units may be an appropriate approach as it would not have a significant negative impact

on the occupancy mapping performance.

4.5.2 Radar Sensor Model

To evaluate the implemented radar sensor model, an artificial point cloud was created, allow-

ing for easier visualization of the distribution of the occupancy probability for each voxel cor-

responding to one radar detection. Regarding the evaluation of the time and memory usage

metrics, the previous section’s results already included the implemented sensor model so they

are not analyzed again in this section. The artificial point cloud was obtained by creating a list

of points in polar coordinates while varying each dimension as follows:

• Radial distance from 5m to 10m, with an interval of 2.5m,

• Azimuth angle from −15º to 15º, with an interval of 7.5º.

• Elevation angle from 5º to 15º, with an interval of 5º.

Furthermore, the RCS of each detection in the artificial point cloud was set to zero.

Based on the overall results for the evaluation of the Octree parameters presented in section

4.5.1, the evaluation of the radar model was performed using a resolution of 0.2 meters, and
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a tree depth of 16 levels. The free space calculations were enabled so that the rays from the

vehicle to each detection of the artificial point cloud could be visualized. Furthermore, the

Bayesian Probability Theory was used as the sensor fusion approach.

To better understand the results regarding the distribution of probabilities, it is important

to note the correspondence between the color of each voxel and its occupancy probability, as

explained in chapter 5.

Figure 4.7 shows a visualization of the application of the radar sensor model to the artificial

point cloud, by first presenting it with the distribution of the probabilities to neighboring vox-

els disabled, and then enabling it and showcasing the results of occupancy increments when

voxels are updated through multiple radar scans.

(a) Without distributing probabilities to

neighboring voxels

(b) With one scan

(c) With two scans (d) With three scans

Figure 4.7: Visualization of the application of the radar sensor model to an artificial point cloud,
by first presenting it with the distribution of the probabilities to neighboring voxels disabled,
and then enabling it and showcasing the results of occupancy increments when voxels are up-
dated through multiple radar scans.

By comparing the first two images of figure 4.7, the distribution of probabilities by the radar
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sensor model is observable, as new voxels appear in the second image around each point. Fur-

thermore, the effect of the Gaussian distribution implemented by the radar model is noticeable,

as these new voxels have lower occupancy probabilities, represented by their darker blue color.

The following two images show how the occupancies of the voxels increase with each new scan

which updates their probabilities. The green lines on the ground representing the free space

voxels show the effect of the approach explained in section 4.2 in which there is a preference

for updating a voxel as occupied instead of free, in case it is identified as both in a single scan

since there is a visible gap in the rays below the first set of voxels in front of the vehicle. Fur-

thermore, these green rays are brighter closer to the vehicle and darker the further away they

are from it, which results from the higher quantity of updates to the free space voxels closer to

the vehicle.

4.5.3 Probabilistic Sensor Fusion

As previously explained in section 4.3, two probabilistic sensor fusion approaches were imple-

mented: Bayesian Probability Theory and Dempster-Shafer Evidence Theory, which differ in

the way the occupancy probability of each voxel is updated, stored, and calculated.

Based on the overall results for the evaluation of the Octree parameters presented in sec-

tion 4.5.1, the evaluation of the two probabilistic sensor fusion methods is performed using a

resolution of 0.2 meters, a tree depth of 16 levels, and with free space calculations disabled.

The performance metrics for the evaluation of the Bayesian Probability Theory, using the

aforementioned Octree parameters, have already been presented in figure 4.3, regarding the

visualization results, and in all previously presented tables, such as table 4.2.

The visualization results of the obtained Octree, for the two evaluation scenes, using the

Dempster-Shafer Evidence Theory approach for sensor fusion, are shown in figure 4.8.

(a) Two-lane street scene (b) Highway bridge scene

Figure 4.8: Visualization of Octree for both evaluation scenes, with a resolution of 0.2 meters,
a tree depth of 16 levels, free space calculations disabled, and using the Dempster-Shafer ap-
proach for sensor fusion.
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When comparing the visualization results obtained with the Bayesian Theory method for

sensor fusion, shown in figure 4.3, with the results of the Dempster-Shafer approach, there is

not a clear difference between them. However, the occupancy values of the voxels are slightly

higher with the Dempster-Shafer method, as can be observed in the set of detections corre-

sponding to the parked car on the left side of the vehicle in the two-lane street scene. Further-

more, these higher probabilities cause an overall increase in the number of voxels correspond-

ing to misdetections, as can be seen in the bridge scene, where the quantity of dark blue voxels

in the middle of the street is noticeably higher compared to the results of the same scene when

using the Bayesian method.

Table 4.5 shows the time and memory usage results for the two probabilistic sensor fusion

methods, for each evaluation dataset.

Table 4.5: Mean insertion time, in milliseconds, of all radar scans, and the memory usage, in
MB, of the whole Octree after inserting all radar scans, for each evaluation dataset, while vary-
ing the probabilistic sensor fusion approach.

Probabilistic

Sensor Fusion

Approach

Bayesian Probability

Theory

Dempster-Shafer

Evidence Theory

Metric

Insertion

Time (ms)

Memory

Usage (MB)

Insertion

Time (ms)

Memory

Usage (MB)

Dataset

One
15.236 698 10.528 911

Dataset

Two
16.303 722 11.073 952

The results presented in the table show that the Dempster-Shafer approach consumes more

memory but takes less time to update the map compared to the Bayesian method. The dif-

ference between the two approaches, regarding the time results, is explained by the need of

having to constantly transform the log-odds ratio stored in the node to a probability value, and

vice-versa, in the Bayesian Theory method, whereas, in the Dempster-Shafer approach, the

combination rule uses the probability value directly to update the masses stored on the node.

However, as explained in section 4.3, the Dempster-Shafer method requires the storage of an-

other value on each voxel. In a 32-bit architecture, this equates to an additional four bytes for

each node of the Octree, which leads to the higher memory consumption observed in the table

compared to the Bayesian Theory method.

Overall, the performance results for the two probabilistic sensor fusion methods imple-

mented do not show a clear advantage of one approach over the other. Regarding the accuracy

metric, using the Dempster-Shafer method increases the number of misdetections, which may
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create a disadvantage for this approach. In relation to time and memory usage performances,

both methods are equivalent, as the Bayesian method consumes less memory but takes more

time to update the Octree. However, the higher insertion time of this approach could be miti-

gated, since, as explained before, it is related to the frequent operation of transforming the log-

odds ratio to probability, and vice-versa, which could be avoided by adapting the implemented

radar sensor model to work with and output log-odds ratio values instead of probabilities.



Chapter 5

Visualization

As reviewed in section 3.4.5, an objective evaluation of the accuracy of the occupancy map was

not possible. Therefore, a visualization module was implemented to perform a subjective eval-

uation approach, by comparing the rendered model with the corresponding expected results.

Furthermore, considering the goal of sensor prototyping of the implemented system, direct

visualization of the sensors’ scans increases the ease of evaluation of their performance.

This chapter focuses on the implemented solution for the visualization of the Octree envi-

ronment model.

As stated in section 3.4.6, visualization of the solution is performed using the wxWidgets

tool, to create the Graphical User Interface (GUI) window and handle user input, alongside the

OpenGL library, to render the three-dimensional environment model in the GUI window.

The Octree environment model is composed of nodes that correspond to three-dimensional

volumes (voxels) positioned in the world and which store the probability of being occupied, ei-

ther with a log-odds representation, if the Bayesian Theory is used to perform sensor fusion, or

with mass functions, in case the Dempster-Shafer Theory of Evidence is used, as explained in

the previous chapter. Furthermore, a voxel is considered occupied if its occupancy probability

is greater than a predetermined threshold, or as free, otherwise. Visualizing both occupied and

free voxels in an easy-to-interpret way is a challenging task, considering that if both were to be

rendered in the same scene, the occlusion of the occupied voxels by the free ones, would not al-

low for an easy interpretation of the environment model and the real-world three-dimensional

structure it represents. Therefore, the implemented visualization only renders occupied voxels

in their respective world positions, whereas free voxels are rendered as a two-dimensional grid

at ground level, as further explained in section 5.2.

So that the visualization module is able to accurately represent the Octree environment

model obtained during the three-dimensional occupancy mapping process and, specifically,

the uncertainty associated with each radar measurement, it is important to have a visual repre-

sentation of the occupancy probability of each voxel. A possible approach would be to compute

the RGB encoding of each voxel in a continuous way, using a color gradient based on its occu-

pancy probability. For example, a red gradient could be used so that voxels with low occupancy

58
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values would have a light red color, and, on the other hand, voxels with high occupancy prob-

abilities would be colored with a dark red. However, with this approach, it would be difficult

to estimate the actual occupancy value of each voxel based only on the visualization, since it

would favor a relative comparison between the various voxels. Therefore, in the implemented

solution, the interval of possible probabilities for the occupied voxels, [0.5,1.0], is divided into

five different levels and a divergent color map is used to facilitate the visual differentiation be-

tween low and high occupancy voxels. The RdBu / 5 color sequence was used so that low oc-

cupancy voxels have a blue color, and therefore, are easily distinguishable from the red color

of the high occupancy voxels. Figure 5.1 shows the correspondence between the occupancy

probability levels and the colors of the RdBu / 5 sequence.

Figure 5.1: Correspondence between RdBu / 5 color sequence and voxel occupancy probability.

To efficiently render the list of voxels that compose the environment model, different meth-

ods were implemented, which are detailed in section 5.1. The methodology for their evaluation

is detailed in section 5.3, followed by the corresponding results in section 5.4.

5.1 Rendering Methods

The implemented visualization module receives a list of voxels, where each one is defined by

the three-dimensional coordinate position of its center, its size, and its color in RGB encoding.

In the implemented approach, each voxel is rendered as a cube with an edge length equal

to the size of the corresponding voxel. However, as reviewed in section 2.7, OpenGL does not of-

fer methods capable of directly rendering three-dimensional figures, such as cubes. Therefore,

the implemented approach consists of rendering each cube face independently. Furthermore,

as also mentioned in section 2.7, using triangles over quads is preferred. Therefore, all imple-

mented methods described further in this chapter, use two triangles to draw each face of the

cube.
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5.1.1 Immediate Mode

As reviewed in section 2.7, the immediate mode is the most simple OpenGL rendering method.

In this method’s implementation, the voxels are rendered sequentially and a render call is made

for each corresponding cube. Furthermore, the vertices of each cube are not defined in their

correct position. Instead, a cube with an edge of unit length is rendered for each voxel, with its

center placed on the coordinate system’s origin. To obtain the correct positioning and size of

the cube on the screen, the view matrix is transformed according to the corresponding voxel’s

position and size, before rendering each cube. In addition, since each cube face is defined with

two triangles, a total of six vertex specifications are necessary, as two vertices are repeated on

both triangles.

5.1.2 Vertex Arrays

Using vertex arrays to store the vertices data allows for an improvement upon the previous

approach by reducing the number of render calls to only one per list of voxels, as reviewed in

section 2.7, instead of one per voxel as it is done in the immediate mode. This reduces CPU

overhead and, therefore, improves time performance. Furthermore, this method eliminates

the repetition of some vertices when defining the triangles of each cube face, by using an index

array, as explained further in this section.

To create the vertex array, the voxels list is processed, where for each voxel the positions of

the corresponding set of eight vertices are calculated to form a cube with unit edge length.

To scale the cube to its correct size, each vertex is then multiplied by the voxel size. After

these calculations, the set of vertices is added to the vertex array. This results in a single one-

dimensional array containing the vertices of all cubes, where every three consecutive values in

the array correspond to the three-dimensional position of a vertex, and every eight consecutive

vertices correspond to a cube, as shown in the diagram of figure 5.2.

Figure 5.2: Vertex Array composition diagram.

To specify the color of each cube, the same principle is applied to a color array. Since the

coloring in OpenGL cannot be directly applied to a primitive but, instead, must be specified for

each vertex, each RGB encoding value in the color array is repeated eight times, one for each of
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the vertices of the cube. This way, every three consecutive values of the color array correspond

to the RGB encoding for the color of the corresponding vertex in the vertex array.

Regarding the previously mentioned index array, every three consecutive indices define the

positions in the vertex array of the vertices which compose a triangle. Furthermore, every 36

consecutive values of the index array define one cube, as 12 triangles are required to draw a

cube (8 faces∗2 triangles per face) and each triangle has three corresponding indices. By using

this approach with indices, the required size of the data which needs to be sent to the GPU is

reduced. In case no indices were used, each cube would require the definition of 36 vertices,

where each one is defined by three values (X, Y, Z), resulting in a total of 36∗3 = 108 values per

cube. On the other hand, by using indices, each cube requires only 36 index values and eight

vertices, resulting in a total of 36+8∗3 = 60 values.

With all three arrays calculated (vertex, color, and indices), the rendering is performed by

sending them to the GPU while specifying the triangle primitive and the sizes of each array.

5.1.3 Vertex Buffer Objects

This method consists of using OpenGL vertex buffer objects to store the vertex, color, and index

array, defined in the previous section for the vertex arrays approach. The main advantage of

this method is that it allows for the separation between the sending of data to the GPU and the

actual rendering. In applications in which the data does not change frequently, this advantage

may lead to a significant increase in time performance, since the data does not need to be

repeatedly sent to the GPU on each render call, as reviewed in section 2.7. However, in the

implemented solution, the voxels list is constantly changing due to the receiving of new radar

detections at each time step. Therefore, this approach may not offer a major time performance

increase in comparison with the previous one. However, an improvement can still be achieved

by filling up the indices buffer on the first render call, as it is always composed of the same

values independently of the vertex specifications, so that the following render calls will only

need to send the vertex and the color array to the GPU, reducing the total transferred data size

and, consequently, improving time performance.

5.1.4 Instanced Arrays

This approach intends to further improve time performance on top of the previous method,

by further reducing the size of the data sent to the GPU and by reducing the CPU overhead

associated with the calculations of the vertices positions for each cube, moving them to the

GPU. This is achieved by performing instancing, which consists of rendering the same figure

multiple times while varying its position and its color using OpenGL shaders, as reviewed in

section 2.7. With this method, the vertex buffer only needs to be filled with the positions of eight

vertices corresponding to a cube template. However, to perform the correct transformation on

this template, the vertex shader needs to receive the position of each cube. Therefore, a new

buffer is created to contain the center position of each voxel, which is used by the vertex shader
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to translate each vertex of the cube template. Regarding the colors buffer, its size is significantly

reduced compared to the previous method, since it only needs to contain one RGB encoding

per cube, as the fragment shader attributes the received color to each vertex of the cube.

5.2 Free Space Visualization

As previously mentioned in this chapter, visualizing the free space, defined by the Octree nodes

which store an occupancy probability below the predefined threshold, is a challenging task. In

case the voxels corresponding to these nodes were rendered the same way as the occupied vox-

els, most of these would be occluded as the number of free voxels is significantly higher, which

would limit the quality of the evaluation. Therefore, the implemented approach to visualize

free space consists of rendering a two-dimensional grid on the ground, where each cell is col-

ored according to the average of occupancy probabilities for all free voxels in the Octree in the

corresponding (X, Y) world position. To do this, a hash map is first created to calculate and

store the average occupancy probabilities of each grid cell with a corresponding free voxel in

the Octree, using an iterative mean formula, as follows:

pt+1(x) = pt (x)+ 1

t +1
(x −pt (x)) (5.1)

After all Octree voxels are processed and the hash map contains all average occupancy prob-

abilities of the corresponding cells, the rendering of the grid is performed using one of the

rendering approaches previously mentioned in this chapter, which were all extended with a

new method to render quads instead of cubes. To visually represent the average occupancy

probability of each cell, a gradient of green is used to color the corresponding quads on the

ground. The following is the implemented formula to calculate the RGB encoding of a quad at

grid position i j , based on the corresponding voxel’s occupancy probability p and the prede-

fined occupancy threshold OT :

RGBi j (p) =


R = 10

G = 30+225∗ (1− (p/OT))

B = 10

(5.2)

This formulation allows cells that have a lower occupancy value to be colored with brighter

green and, on the other hand, cells with higher occupancy probabilities have a darker green

color. Since free voxels are guaranteed to have occupancy values below the occupancy thresh-

old OT , the term p/OT scales it up, allowing a higher gradient of colors.

5.3 Evaluation

The aforementioned implemented rendering methods have been evaluated based on their time

performance when drawing a huge number of cubes, organized as a three-dimensional grid.
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Furthermore, to showcase the coloring capability of each individual cube, a color gradient

based on their position was implemented. Figure 5.3 shows a rendering example of this grid

with a total of 1000 cubes with an edge length of one unit.

Figure 5.3: Grid of 1000 cubes with unit edge length used for evaluation.

The time performance of each rendering method is measured based on the mean drawing

time of the grid over multiple consecutive frames, which is calculated in milliseconds. Further-

more, the rendering time of each frame is obtained by measuring the timestamp differences

between the moment the list of voxels starts being processed and the final method call which

sends the vertex data to the GPU. In addition, to evaluate the scaling capabilities of each ren-

dering method, increasing sizes for the grid of cubes were applied.

It is important to note that the time performance of the implemented rendering methods is

only relative to the processing which occurs on the CPU, as the computation time of the GPU

calculations is not taken into account to evaluate the implemented approaches.

During the evaluation, a frame rate of 10Hz was used and a total of 500 frames were ana-

lyzed for each implemented method. To obtain real-time performance, the rendering time of

each mode needs to be below a certain value Tmi n , which, according to the frame rate used of

10Hz, is equal to:

Tmi n = 1

10Hz
= 0.1s = 100ms. (5.3)
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The time results presented in section 5.4, were obtained by running the visualization solu-

tion, while varying the four implemented rendering approaches, on a laptop with a CPU Intel

i5-6300U @ 2.40 GHz (2.50 GHz boost) and 8 GB RAM.

5.4 Results

The full results of the rendering times for all four implemented methods when drawing differ-

ent amounts of cubes, from 1,000 to 1,000,000 cubes, are shown in appendix D. In this section,

a discussion and analysis of these results are presented.

Figure 5.4 presents a line graph visualization of the rendering time results of the four im-

plemented modes when drawing multiple cubes, from 1,000 to 10,000 cubes.

Figure 5.4: Line graph visualization of the rendering time results of the four implemented
modes over an increasing number of cubes, from 1,000 to 10,000.

As can be observed in figure 5.4, there is a clear difference in time performance between

the immediate mode and the other three methods. The immediate mode is much slower, as

its rendering times are much higher for the same amount of rendered cubes compared to the

other three modes. Furthermore, the time results of the immediate mode increase linearly and

much faster alongside the increase in the number of rendered cubes. On the other hand, the

rendering times of the other three methods for the presented number of cubes are very close

to zero and barely have an increase in render time relative to the immediate mode. This huge

difference in rendering time results can be explained by the overhead of performing a rendering

call for each individual cube in the immediate mode, as previously explained in section 5.1.1.

Since the other three modes perform grouping of all the data into arrays so that it can be sent to
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the GPU with only one call, the overhead observed in the immediate mode is avoided, resulting

in much lower rendering times for these methods.

Based on these results, it is possible to affirm that the immediate mode is not an appropri-

ate method for real-time rendering of numerous cubes, as its rendering time quickly rises with

the increase of the number of rendered cubes. Furthermore, as it can be seen in the full results

table in appendix D, this visualization mode is already barely able to achieve the real-time per-

formance threshold, established in the previous section according to the set frame rate, when

rendering only 50,000 cubes.

Considering that for the quantities of rendered cubes used for the results of figure 5.4 the

rendering times of the vertex arrays, vertex buffer objects, and instanced arrays modes are prac-

tically zero, which impedes a fair time performance comparison between these three methods,

a new set of results was calculated using higher numbers of rendered cubes, from 10,000 to

1,000,000, for these three approaches. Figure 5.5, shows a line graph visualization of the ob-

tained rendering times.

Figure 5.5: Line graph visualization of the rendering time results of the best three rendering
methods over a higher number of cubes, from 100,000 to 1,000,000.

The results shown in figure 5.4 clearly demonstrate the time performance improvements,

predicted in section 5.1, of the instanced arrays mode over the vertex buffer objects approach,

and of this last method over the vertex arrays one. Since these modes only perform one ren-

dering call per frame which sends the data to the GPU, their rendering time is directly related

to the computation time of these data and the time it takes to send it to the GPU. Therefore, by

reducing the memory size of these data, the time performance is proportionally increased, as

explained in section 5.1. Considering this, the obtained results are justified:
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• The major difference between the vertex arrays mode and the vertex buffer objects method

is that the latter reduces the data size of each frame relative to the former approach, by

filling the indices array and sending it to the GPU only once on the first rendered frame.

This explains the difference in render time between these two methods, as the further

increase in the number of rendered cubes attenuates their performance gap.

• Regarding the much better time performance of the instanced arrays mode, it can be

justified by the decrease in CPU computation due to the use of shaders, which move the

vertex calculations to the GPU, as explained in section 5.1.4, and the significant reduction

in data size, as the vertex and color arrays have their sizes reduced by a factor of eight and

the indices array by a factor equal to the number of rendered cubes, as also explained in

section 5.1.4.

Regarding the real-time performance of these three methods, the vertex arrays and the ver-

tex buffer objects modes are not able to achieve it when rendering 250,000 or more cubes. On

the other hand, the instanced arrays approach is still able to achieve render times below the

real-time performance threshold even for 1,000,000 cubes.

These results show a clear advantage of the instanced arrays mode over the other imple-

mented approaches regarding time performance, as it is still able to achieve real-time results

for huge amounts of cubes. However, as mentioned in section 2.7, this approach has the down-

side of limiting the geometry diversity of the rendered three-dimensional objects, as it requires

that all rendered cubes have the same size. Furthermore, for certain rendering applications,

the rendering performance may be improved through a smarter approach consisting of ren-

dering one bigger cube instead of numerous smaller cubes. However, this approach would not

be possible with the instanced arrays mode. Therefore, for certain situations, the vertex buffer

objects may be preferred.
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Conclusion

To finish this report, this chapter presents a summary of the implemented solution, the ob-

tained results, and the corresponding conclusions in section 6.1. In section 6.2, possible future

improvements to this work are suggested.

6.1 Conclusions

The main goal of this work was to analyze the required adaptation of a traditional two-dimensional

static occupancy grid mapping approach into the three-dimensional space, which was very

successfully achieved since the implemented three-dimensional occupancy mapping applica-

tion is able to achieve results that fulfill all of the presented system requirements. Furthermore,

the compatibility of the implemented solution with the PDK further enhances this system’s ca-

pability of facilitating and accelerating radar sensor prototyping.

The proposed solution involved first adapting the two-dimensional mapping approach to

handle data from the ARS540 long-range radar sensor, which is capable of retrieving the ele-

vation angle of each detection and, therefore, providing the required three-dimensional data.

Secondly, each module of the two-dimensional grid mapping approach was transformed to

function in the three-dimensional space, by first replacing the base grid model with OctoMap’s

Octree implementation, which was then adapted to have a more complex sensor model, built

specifically for the ARS540 radar sensor, and to implement two probabilistic low-level sen-

sor fusion approaches, the Bayesian Theory and the Dempster-Shafer Evidence Theory, which

were then compared based on their performance results.

The implemented solution was evaluated on two datasets recorded in real-world scenar-

ios, using a vehicle installed with two radars positioned in its front. An objective evaluation of

the accuracy of the obtained Octree map was not possible, as a dataset that would allow the

construction of a ground-truth map with which the results could be compared was not avail-

able. Nevertheless, a subjective evaluation of the accuracy of the implemented solution was

performed by implementing a visualization module that allows for a visual comparison of the

obtained Octree and the corresponding real-world scenario observable through the camera

67
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footage recorded alongside the radar measurements. Furthermore, the evaluation also took

into account the insertion time, consisting of the time it takes for a point cloud, obtained from

a single radar scan, to be incorporated into the Octree. In addition, the memory consumption

of the entire Octree model after insertion of all radar scans from the evaluation dataset was also

analyzed.

The results with the default Octree parameters, consisting of a resolution of 0.2 meters and

a tree depth of 16 levels, and free space calculations disabled were very positive, as the corre-

sponding visualization allowed for the identification of the detected objects, real-time perfor-

mance was achieved, and low memory consumption was required, showcasing the successful

implementation of a three-dimensional occupancy mapping application. However, with free

space calculations enabled, the desirable performance metrics were not obtained, as the ex-

pensive ray-casting operation makes each update take significantly more time than the real-

time threshold and required a lot more memory consumption due to all of the added free vox-

els composing the free space. Therefore, for the implemented solution to be appropriate for

real-world occupancy mapping applications, the compromise of not computing the free space

needs to be made.

Furthermore, the other Octree parameters, including the resolution and tree depth, were

also evaluated. The results indicate that better accuracy is achieved with a lower resolution

value. However, the time performance increases linearly, and the memory usage performance

increases exponentially with the resolution value. Regarding the tree depth, the results show

that an increase of just a few units to this parameter worsens the performance metrics just

slightly while having the significant benefit of doubling the size of the total mapped area.

Regarding the comparison made between the two probabilistic low-level sensor fusion meth-

ods: Bayesian Probability Theory and Dempster-Shafer Evidence Theory, the results indicate

very little difference between the two methods in terms of accuracy. However, the insertion

time was lower with the Dempster-Shafer approach, while the memory consumption was higher

with this method.

Overall, the presented work was very successful since the implemented three-dimensional

occupancy mapping process is able to solve the presented problem, as it achieves good ac-

curacy, real-time performance, and low-memory consumption, while being able to create a

three-dimensional environment model that is able to correctly represent three-dimensional

and over-hanging objects, such as bridges, traffic signs, traffic lights, and trees, with the com-

promise of not computing free space and using a higher resolution value.

Regarding the implemented visualization module, the comparison results between the dif-

ferent implemented rendering methods show a clear advantage of the instanced arrays, which

was demonstrated to be a highly-efficient method for rendering millions of voxels.
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6.2 Future Work

The following is a list of possible future improvements to the presented work, which were not

possible to be implemented, either due to time constraints or lack of resources:

• Obstacle detection: With the occupancy grid map fully constructed after the sensor fu-

sion module, an obstacle detection process could be performed with the ultimate goal of

obtaining their position and then extracting a high-level representation of them. In [49],

a two-dimensional grid is built after fusing data from radar and lidar sensors to detect

obstacles, using a connected components technique.

• Clustering: The most noticeable deficit in terms of accuracy was the presence of mis-

detections. To mitigate these, a clustering process could be explored, which would al-

ter the point cloud before its insertion into the Octree, with the goal of removing those

points that do not correspond to any obstacle. There are many approaches in the litera-

ture for this purpose, such as hierarchical clustering [74] [75]and k-means clustering [76]

approaches.

• Improved Octree: As reviewed in section 2.2, there are proposals in the literature to im-

prove the OctoMap’s implementation of the Octree. Therefore, as a way to improve the

performance of the implemented solution, some of the reviewed proposals could be ex-

plored. Furthermore, as the results in section 4.5 showed, enabling the calculations of the

free space imposes major limitations to the occupancy mapping application, as it makes

the insertion time significantly higher than the real-time threshold. This is likely caused

by the computationally expensive ray-casting process which needs to be performed to

determine the voxels between the sensor and each detection of the received point cloud.

The proposal of UFOMap [33] showcases an interesting approach to improve the perfor-

mance of the ray-casting operation when computing the free space voxels of the Octree,

consisting of using a higher voxel resolution while doing ray-casting. Another alternative

for improving Octree’s performance is to explore the use of GPUs, which are very efficient

at performing ray-casting. One option for such an implementation is to use CUDA [77],

which is a parallel computing platform and Application Programming Interface (API) that

allows for general-purpose processing using GPUs. In [78], an Octree is implemented for

environment modeling in the context of robotic collision detection. However, this tool is

NVIDIA proprietary, limiting its use to only this kind of GPU. Considering this, a possible

alternative is to use OpenCL [79], which is a framework that allows for the execution of

programs across different computational units, such as Central Processing Units (CPU)

and GPUs. Furthermore, the GPU’s capability of massive parallel computing has been

explored in the literature in the context of occupancy grid mapping[80] [81], taking ad-

vantage of the independence between each cell assumption which allows updating each

cell independently on different cores.
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• Ground-truth map construction: As explained in section 4.4, an objective evaluation of

the accuracy of the implemented solution was not possible as there was no dataset avail-

able for the construction of a ground-truth map. Therefore, as a future work possibility,

a new dataset could be recorded with an additional high-resolution sensor, so that its

measurements could be used to build a ground-truth occupancy map.

• Integration of more sensors: The PDK system is ready for the easy integration of new

sensor data into the occupancy map, as long as an accurate corresponding sensor model

is added alongside it to the system. Therefore, the accuracy of the results could be im-

proved by adding more sensors to the system, such as short-range radars.

• Improved memory management: As stated in section 2.2, the OctoMap tool performs

dynamic memory allocation for the creation of new nodes when sensor measurements in

unmapped areas are received. However, this is not an appropriate method for embedded

systems due to the reduced available memory size. Furthermore, as also stated in section

2.2, the size of each Cartesian dimension of the mapped area is limited when using an

Octree, according to equation 2.2, which limits the implemented solution as it would not

be able to map the total driven area in some scenarios. These two problems could be

handled with a better memory management process. For example, a possible approach

could use a bounding box always centered on the vehicle so that older measurements

outside of it are discarded and replaced in memory by newer measurements. Another

method could consist of using various small grid maps, which are saved and loaded as

the vehicle moves from one small local map to another.
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Appendix A

Bayes Filter: Log-Odds Derivation

As mentioned in Section 2.4, the Binary Bayes Filter algorithm solves the calculation of the

occupancy probability of each cell mi j in the grid based on the previous sensor measurements

z1:t and vehicle poses x1:t , given by:

p(mi j |z1:t , x1:t ) (A.1)

The following is the derivation of this probability into the previously mentioned log-odds

representation.

First, the Bayes’ rule is applied to filter out the latest sensor measurement zt :

p(mi j |z1:t , x1:t ) = p(zt |mi j , xt , z1:t−1, x1:t−1).p(mi j |z1:t−1, x1:t−1, xt )

p(zt |z1:t−1, x1:t )
(A.2)

Considering the assumptions made in Section 2.4, the independence between consecutive

sensor measurements allows the removal of some terms in Equation A.2, resulting in the fol-

lowing simpler equation:

p(mi j |z1:t , x1:t ) = p(zt |mi j , xt ).p(mi j |z1:t−1, x1:t−1)

p(zt |z1:t−1, x1:t )
(A.3)

As it was also mentioned before, the term p(zt |mi j , xt ) is a forward sensor model, which

can be expanded using again the Bayes’ rule:

p(zt |mi j , xt ) = p(mi j |zt , xt ).p(zt |xt )

p(mi j |xt )
(A.4)

where the term p(mi j |zt , xt ) is the inverse sensor model.

By replacing the previous equation into Equation A.3, the following is obtained:

p(mi j |z1:t , x1:t ) = p(mi j |zt , xt ).p(zt |xt ).p(mi j |z1:t−1, x1:t−1)

p(zt |z1:t−1, x1:t ).p(mi j |xt )
(A.5)
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The next step of the derivation consists of dividing the term p(mi j |z1:t , x1:t ) and its analo-

gous term p(mi j |z1:t , x1:t ):

p(mi j |z1:t , x1:t )

p(mi j |z1:t , x1:t )
= p(mi j |zt , xt )

p(mi j |zt , xt )
.
p(mi j |z1:t−1, x1:t−1)

p(mi j |z1:t−1, x1:t−1)
.
p(mi j )

p(mi j )
(A.6)

Finally, by using the logarithm of Equation A.6, the log-odds ratio l (mi j ) representation is

obtained, which enables the recursive update formula of the Binary Bayes Filter:

l (mi j ) = log
p(mi j |z1:t , x1:t )

1−p(mi j |z1:t , x1:t )
= lt−1(mi j )+ log

p(mi j |zt , xt )

1−p(mi j |zt , xt )
− log

p(mi j )

1−p(mi j )
(A.7)



Appendix B

ARS540 Specifications

The ARS540 is a high performance long range radar sensor with direct and independent mea-

surement of four dimensions: range, doppler, azimuth, and elevation. Table B.1 lists some of

this sensor’s specifications that are publicly available in [73]. The ranges in the value column

are related with the configurability of the sensor. Some sensor characteristics, such as the eleva-

tion FOV or the range accuracy, for example, are not present in the table due to confidentiality

of this information by Continental Engineering Services (CES).

Table B.1: ARS540 Specifications

Characteristic Value

Dimension (WxDxH) 137 x 90 x 39 mm (w/o con.)

Mass 500 g

Range 300 m

Azimuth Field of View (FOV) ± 60º

Angular Accuracy
(in azimuth and elevation)

± 0.1º

Update Rate 60 ms

Temp. Range -40º to +85º

Power Dissipation 23 W

Supply Voltage 12 V (nominal)

Operation Frequency 76 to 77 GHz
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Figure B.1: Picture of ARS540 radar sensor. Image from [73].



Appendix C

Additional Visualization Results for 3D

Occupancy Mapping

This appendix presents images captured by the front camera during the recording of each eval-

uation dataset alongside the visualization results of the corresponding Octree, namely section

C.1 shows images from Dataset One and section C.2 from Dataset Two. The results were obtain-

ing using the default Octree parameters, consisting of a resolution of 0.2 meters, the tree depth

set to 16 levels and the free space calculations disabled. Furthermore, the Dempster-Shafer

Evidence Theory method was used as the low-level sensor fusion approach.

C.1 Dataset One

(a) Front camera image (b) Octree visualization

Figure C.1: Two-lane street, with multi-storey buildings, from Dataset One, and the corre-
sponding Octree, with a resolution of 0.2 meters, a tree depth of 16 levels, free space calcu-
lations disabled, and using the Dempster-Shafer approach for sensor fusion.
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(a) Front camera image (b) Octree visualization

Figure C.2: Vehicle stopped at a traffic light from Dataset One, and the corresponding Octree,
with a resolution of 0.2 meters, a tree depth of 16 levels, free space calculations disabled, and
using the Dempster-Shafer approach for sensor fusion.

C.2 Dataset Two

(a) Front camera image (b) Octree visualization

Figure C.3: Vehicle stopped at traffic light from Dataset Two, and the corresponding Octree,
with a resolution of 0.2 meters, a tree depth of 16 levels, free space calculations disabled, and
using the Dempster-Shafer approach for sensor fusion.
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(a) Front camera image (b) Octree visualization

Figure C.4: Highway street with a bridge from Dataset Two, and the corresponding Octree, with
a resolution of 0.2 meters, a tree depth of 16 levels, free space calculations disabled, and using
the Dempster-Shafer approach for sensor fusion.



Appendix D

Visualization Methods’ Results

Figure D.1 presents the rendering time results for the implemented visualization approaches:

immediate mode, vertex arrays, vertex buffer objects, instanced arrays. The rendering times on

the table are in milliseconds with three decimal cases. Some values were not calculated for the

immediate mode as the obtained results for this method were already significantly higher than

the real-time threshold.

Table D.1: Rendering time results for the implemented visualization approaches.

Number of
rendered cubes

Immediate
Mode

Vertex
Arrays

Vertex
Buffer Objects

Instanced
Arrays

1,000 1.246 0.044 0.049 0.052

2,500 4.074 0.063 0.369 0.044

5,000 8.210 0.088 0.438 0.056

7,500 12.308 0.100 0.512 0.056

10,000 16.484 0.108 0.566 0.050

50,000 99.442 2.718 2.488 0.070

10,0000 188.668 5.778 4.328 0.140

250,000 - 14.526 10.500 1.398

500,000 - 32.124 22.760 3.420

750,000 - 61.444 36.080 5.358

1,000,000 - 103.312 72.464 7.180
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