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Abstract

In the last twenty years in real estate appralsalet has been a growing interest for
new and reliable assessment techniques esseitiadiygh the introduction of pluriparametric
estimate, in particular of linear regression. Hoarewlso these techniques seem having not a
great deal of adherence to very complex marketswiuch the detection of best suited
techniques to investigate market segments is nagesBhe aim of the research is to test the
applicative possibilities of model tree to land kedr in order to highlight possible market
segments in the original data set not detectabpléori.
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Introduction

The assessment of the most likely market valugiibout doubt, the classic aspect of
real estate appraisal, for which, during the lagi tlecades the whole procedural frame has
been enriched of more and more reliable methodesogihe more representative example is
given by the multiple regression analysis (MRARtistical-mathematical technique which
allows not only to measure the influence of a sedé characteristics owned by the good
object of appraisal on its trade value but alsariderstand the logic adopted by dealers in
trading. However, MRA can be modestly reliable he tanalysis is carried out even on a
representative sample but of a very complex matiadt is characterized by more segments
(for example, in urban real estate markets). Atsmiuto this problem can be offered by data
mining. In particular, data mining is a techniqueveloped very recently in other research’s
fields but that may be useful also in real estairasal of very complex markets. Therefore,
the aim of the research is to test the applicgingsibilities of a data mining technique to real
estate market. In this paper, after having reala@dRA, a segmentation analysis (through
model tree) will be carried out, in order to higjhi possible sub-samples in the original
dataset, that represent specific market's segnresttsletectabla priori. Ad hoc diagnostic
indexes will be calculated, to check the validifytiee adopted techniques and to compare the
obtained models.

Data mining and model tree

Data mining is a very recently developed disciplinat combines statistical analysis,
computer science, artificial intelligence, databasanagement (and connected areas like
machine learning). It is a selection, exploratiord amining process of knowledge from
masses of data, through the application of padrctdchniques, in order to detect possible
regularities, trends and associations that areknotvn a priori (Giudici, 2005). In this
research, a segmentation analysis for numericdigiren has been carried out through model
tree, a non-parametric technique. The segmentatafysis consists of a top-down recursive
partitioning procedure. With it a data set of olvaéibns is divided step by step into groups on
the basis of a criterion function (or dividing eribn). The criterion function detects an
independent variable (or attribute) and its thré&sh@lue in correspondence of which the
partition is carried out. The output of model treeepresented by a tree—structure in which it
is possible to distinguish eoot node, parent and child nodes, arches (or branches) and
terminal nodes (or leaves). Nodes, labeled with the name of the attributesehofor the
partition, are connected among them through artitesare labeled with the threshold value
of the attribute in correspondence of which tharogl partition is carried out. Each terminal
node, instead, reports a linear regression modelleded on the instances that reach it. If we
indicate the non-homogeneity of a nodel bthe parent node b, the " child node bym,



the number of child nodes generatedstgnd the relative frequency of the instances
into the I" child node byp;, the criterion function of segmentation is:

qa(M,A)=I(M)—i|(m)pi (1)

The indexl (named impurity) is a measure of the variabiltybservations. There are
several impurity indexes implemented into spegfictitioning algorithms. The most known
algorithms for model tree are M5 (Quinlan, 1992)l &5’ (Wang and Witten, 1997) being
the last an optimized implementation of the fiisside the open source software WEKA
(Witten and Frank, 2005). In them, the impurity emdis given by the standard deviation
(SD), and therefore, its reduction (SDR) is givgn b

R =si(M) -3 1M gy(m) )
= M|

In this case, the dividing process terminates efrteen the number of observations
into the node is less than a fixed value (generdlyal to or less than 4), or when the standard
deviation of the instances that reach the leagss than a minimum threshold (generally 5%)
of the standard deviation of the original instasee After having obtained the model tree, it
is interpreted through the rules “if/fthen”. The asil“if/then” are derived from the tracks,
through the branches, that lead from the root whdaaf. Generally, the above described
heuristic tend to generate very complex and desgsiras they divide extremely the instances
of data set. The deriving phenomenon is knowavedfitting: the tree generated fits perfectly
to the data set and therefore interprets compléieyeality of the sample on which has been
developed, but doesn’'t explain anything about thmaining population from which the
sample has been extract. In order to remedy thimgse, it's possible to carry oupiauning
of the tree (Breiman et al., 1984). This techniqaasists of letting the tree to grow until his
maximum size and then in reducing it, by replacngub tree with a terminal node. This
reduction is possible if the estimated error of $hé tree is bigger than that of the terminal
node.

' WEKA (Waikato Environment for Knowledge Analysi® an open source software developed by the
University of Waikato in New Zealand and is writtém Java. It is freely downloadable from the web at
www.cs.waikato.ac.nz/ml/weka/.



Sample Survey

The aim of the research is to experiment an appicaf the segmentation technique
for the assessment of the most likely land marledtie; measuring its accuracy through a
comparison with the diagnostic indexes obtainedmwrdinary MRA. The analysis has been
carried out on a sample of 109 transfer of langherty instances of vineyards (wine grape) in
Barletta, a commune in province of Bari, southyltdlhese land properties have been traded
from 1998 to 2007. In order to secure statistiedbility, the sample survey has been carried
out on the basis of two important prerequisitescueate selection of trade prices and
statistical representativeness (Grillenzoni andtt&ri, 1994). With reference to the first
prerequisite, real trade prices have been obtdimexligh interviews with real estate agents
and, moreover, through triangulation of informatmistained with local mediators, a sort of
neutral and local brokers of land market exchangdsout the second prerequisite, a
statistically representative

number of trade instances has been collected. Irticplar, the statistical
representativeness has been checked correlatinguimder of instances with that of the
independent variables. In fact, MRA puts an impdrtzondition about the ratio between the
number of instances and the number of predictomsaiant a good applicability of results.
Empirical criteria suggest this ratio have to beiadgo 4 — 5 (Dilmore, 1981 and Shenkel,
1978) or even to 10 (Dilmore, 1981 and Weaver, 19Vkerefore, having built a sample with
a number of independent variables equal to 9, #i® between the instances and the
predictors has been equal to 12, so that the sesanmgble condition has been considered
widely satisfied. About the choice of the predistased into the analysis, from the interviews
to the real estate agents and local brokers hasgeohéhat the trade price is influenced
essentially bysurface (expressed in hectaregyoduction of grapes (expressed in 100kg per
hectare),distance (intended as distance from the nearest town ceautice expressed in
kilometers), age of plants (expressedn years),cultivar (expressed with 0,6 if there are
“Montepulciano”, “Sangiovese”, “Trebbiano” or “Madgia Bianca” cultivars; with 1 if there
Is “Lambrusco” cultivar)jrrigation (expressed with O in the presence of consortiuigaition
network, with 0,8 in the presence of irrigation gany, with 1 in the presence of private
well), access (expressed with 0, 0,5 and 1 if farm, respectivedybounded by country lane,
municipal/provincial road and highwayear of trading (expressed with values included
between 1 and 10, indicating the years when eauh paoperty has been tradedgghbour,
(dummy variable expressed with 1 if the buyer isegghbour farmer; with O if the buyer is
not a neighbour farmer).



Regression Analysis

After the sample survey, a stepwise regressionysisahas been carried out by the
software WEKA. To assess the forecasting accurdcth® analysis on the non-detected
instances, the 10-fold cross-validation has beemechout. The model so calculated contains
5 of the 9 independent variables initially selecteecause the predictosarface, distance,
cultivar andaccess are not resulted significant to the level seledtee 0,05). In particular,
the regression equation is given by:

Calculated Price = 13.084 + 72,8&Pfoduction + 5.986,90 *Irrigation - 479,95 *Year of
Trading - 595,77 *Age of Plants + 2.567,82 *Neighbour (3)

There are negative signs of the coefficients canngrsome variables. Specifically for
year of trading, because of the average downward trend of theeprauring the period
examined, and foage of plant for obvious reasons connected to the ageing o¥itieyards,
therefore coherently with what was expected. Tduata the performance of the method, the
following diagnostic indexes have been used:

correlation coefficient (r): measures the statistical correlation betweerestienated valueg
and the actual onesof the target variable. It is computed as:

[ = cov(p,a) (@)
0,0,

wherecov(p,a) is the covariance between the estimated valueshendctual ones, while,
ando, are the respective standard deviations. This iobefit ranges from +1 (ideal situation
of perfect correlation) to -1 (uncorrelated regultgith coefficient equal to 0 in absence of
correlation.

root mean-squared error (RMSE) measured in the same unit of measure of the diegmen
variable, it ranges from 0 (ideal situation) tamitfy. It is computed as:

>(p-a)

RMSE = (5)

n
mean absolute error (MAE). it is equal to the average of errors without ithegn, and is
given by:

Z| P& |
MAE :% (6)



root relative squared error (RRSE) it calculates the relative error with respectthe
average of the actual values of the target varidbig given by:

> (p, -a)?
RRE = |2 (7)
Z(en-a)2

relative absolute error (RAE): similar to the RRSE, it ranges from O to 1 andakulated
by the following formula:

Z|pi_ai|

RAE='1 —(g)

>la -al
i=1

These indexes highlight a fairly good performantée regression model calculated:
r equal to 0,77, RMSE equal to 4.338 €/ha (abodb 4 the average of the prices), MAE
equal to 3.296 €/ha, RRSE equal to 62,7% and RAflgq 59,8% (Table 2).

Segmentation Analysis

The segmentation has been carried out throughlgiseithm M5’. Also in this case,
the 10-fold cross-validation has been used. Tharpeaters of the classifier have been set on
those of default, with the exception of the pruniegel initially set at 0 (maximum size of
tree) and after at 2.0 (pruned tree), in orderltimio the easiest interpretation model. Initially
an excessive complex model tree formed by 48 teaalhmodes has been obtained. After
pruning, instead, a new tree with 3 leaves has bb&ined (Figure 1).

Figure 1 - Pruned tree



About the linear models calculated, the signs ef ¢befficients are in keeping with
those expected (Table Binally, diagnostic indexes have highlighted a gpedormance of
the classifier: r equal to 0,86, RMSE equal to 8.8lha (about 11% of the average of the
prices), MAE equal to 2.568 €/ha, RRSE equal t8%0and RAE equal to 46,6% (Table 2).

Table 1 - Linear models of the pruned tree

Parameters LM1 LM2 LM3
Intercept 3.112,32 -6.093,45 2.135,65
Surface 1.814,23
;:zs:?ion of 74,24 128,07 76,78
Distance - -502,90
Age of plants -227,60 -296,41 -539,16
Cultivar - -
Irrigation 2.416,24 4.004,73 9.591,76
Access - - 1.995,16
Year of trading -32,58 1.110,69 153,39
Neighbour - - -
Table 2 - Diagnostic indexes

Algorithm/index r RMSE MAE RRSE RAE

Linear 0,77 4.338 3.296 62,7% 59,8%

regression
M5’ 0,86 3.514 2.568 50,8% 46,6%

Interpretation of Results

Comparison among the diagnostic indexes has higleliy a better forecasting
capacity of the model tree with respect to thedmeegression because segmentation has a
better capacity of fitting to the sample. In fabe gradual partition of the original data set has
allowed to carry out a straightforward analysis thaled” on the possible market realities
which, otherwise, would have been hardly detectdlyethe researcher. Moreover, it is
appropriate to highlight also the considerable rprigtative capacities of segmentation, at
least with respect to land market analysis. In,fdaring the first stage, the classifier has
divided the original data set with respect to thteiaute irrigation. This segmentation has

generated a first leaf (LM1) containing all thetareces with the value of the above-named
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variable< 0,4 and corresponding to the vineyards which rekided in consortium irrigation
network. For this farm typology, the coefficienttbe variableyear of trading is negative (-
32,58 €/ha), indicating a downward trend, evengiit, of the prices during the time-frame
consideredVice versa, the subset concerning vineyards included in atrap company or
provided with private well (threshold value > Ol¥gs been further divided with respect to the
variableyear of trading (threshold value equal to 5,5). Therefore two meewes have been
generated, LM2 and LM3, in which the attributeigation influences positively the target
variable, even if with different intensity, thoudhe global downward trend of prices. It
means that the presence of irrigation company igata well has a great positive influence on
prices, being these irrigation typologies moreatdk than consortium irrigation network.
This tendency has been confirmed by the real eagggats and the local brokers interviewed
and is due essentially to the discontent generayethe non optimal service offered by the
consortium managing authority (malfunctioning oé thetwork, etc.). Finally, it is important
to note the constant presence of the attribpteduction, age of plants andirrigation inside
the three models calculated. This is in line withatvhas been affirmed by the subjects
interviewed about the local intensive grape farmiaigned at producing high output as a
strategy to contrast the strong price decreadeeitesst five years.

Conclusions

Aim of the research has been to check the forewastid interpreting capacities that a
segmentation analysis can offer in real estateassgdr both to assess the most likely market
value and to study the land market dynamics. Afiersurvey about the vineyards exchanges
(from 1998 to 2007), regression and segmentaticalyses have been carried out and
compared. With reference to the diagnostics indes¢ésulated (r, RMSE, MAE, RRSE and
RAE), model tree has been characterized by a bettdormance and reliability of the results
obtained. In particular, segmentation has proveddffer some advantages, allowing to
identify aspects of the local market that are netiedtable through an ordinary MRA. The
research, therefore, has allowed to highlight taédity of segmentation analysis in real
estate appraisal, overall as alternative analgsisaf heterogeneous and complex samples.
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