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A B S T R A C T   

After naming pictures in their second language (L2), bilinguals experience difficulty in naming pictures in their 
native language (L1). This phenomenon, the “L2 after-effect”, is a lingering consequence of language control 
mechanisms regulating the activation of L1 and L2 to facilitate L2 production. Building on the Inhibitory Control 
model proposed by Green (1998), we propose that how much language control is applied depends on the relative 
balance between the current activation of L1 and L2. In two experiments, Polish-English bilinguals immersed in 
their L1 performed a blocked picture-naming task. This paradigm provided a continuous measure of the relative 
balance between the two languages and made it possible to index engagement of control by measuring the L2 
after-effect. The results indicate that the higher the activation level of L1 and the lower the activation level of L2, 
the bigger the L2 after-effect. The results also revealed an enduring down-regulation of L1 activation level in 
more language-balanced speakers.   

1. Introduction 

In speakers who know more than one language, all their languages 
remain active in their mind even when only one language is required in a 
given context. The phenomenon of language co-activation has been 
observed in written word recognition (e.g., Dijkstra, 2005; Thierry & 
Wu, 2007), in spoken word recognition (Marian & Spivey, 2003), in 
written production (Iniesta, Paolieri, Serrano, & Bajo, 2021), and in 
spoken production (e.g., Costa, Caramazza, & Sebastian-Galles, 2000; 
Kroll, Bobb, & Wodniecka, 2006). The remarkable discovery of language 
co-activation has guided subsequent research in the field that attempts 
to characterize how bilinguals are able to successfully use contextually 
appropriate language despite the presence of language non-selectivity at 
all levels and the consequent interference (Kroll et al., 2006; for alter
native arguments see Costa, 2005; La Heij, 2005). Previous research 
focused on understanding which mechanisms regulate co-activation and 
interference from the unwanted language(s). The most popular 
explanatory framework points to language inhibition as the key regu
latory process (Green, 1998), although there is a growing notion that 
more than one control mechanism is probably involved in bilingual 
language processing (e.g., Gollan, Schotter, Gomez, Murillo, & Rayner, 

2014). Still, the precise nature of these language control mechanism(s) is 
poorly understood. It is also an open question whether all bilinguals use 
the same mechanisms at all times, or – depending on the particular 
combination of language experiences of each bilingual (e.g., language 
pairing, context of language use, proficiency in using the languages, etc.) 
– different mechanisms of control are involved in different situations (e. 
g., Declerck, Kleinman, & Gollan, 2020; Van Assche, Duyck, & Gollan, 
2013). 

Our paper explores engagement of language control as a function of 
individual differences in activation levels of the native language (L1) 
and the second language (L2). The methodological approach adopted 
both here and in previous studies is based on the assumption that 
involvement of language control can be inferred indirectly via assess
ment of its side effects (Branzi, Martin, Abutalebi, & Costa, 2014; Costa 
& Santesteban, 2004; Declerck, Thoma, Koch, & Philipp, 2015; Declerck 
& Philipp, 2018; Declerck et al., 2020; Degani, Kreiner, Ataria, & Kha
teeb, 2020; Guo, Liu, Chen, & Li, 2013; Misra et al., 2012; Schwieter & 
Sunderman, 2008; Van Assche et al., 2013; Wodniecka, Szewczyk, 
Kałamała, Mandera, & Durlik, 2020). In this vein, the increased diffi
culty in L1 lexical access following the use of L2 (hereafter the “L2 after- 
effect”) has been interpreted as a consequence of engagement of control 
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during or after L2 use. In other words, the behaviorally observed cost 
(slowdown) of accessing L1 after L2 is indicative of the engagement of a 
regulatory/control process. Although there has been an ongoing dis
cussion over the exact interpretation of the underlying mechanism (see 
more in the next section), the magnitude of the L2 after-effect is a useful 
index that can be used to better understand the mechanisms that un
derlie language control in bilinguals. In the subsequent section, we 
explain in more detail a paradigm that allows measurement of the L2 
after-effect. 

1.1. Measurement of the L2 after-effect and theoretical inspirations 

The L2 after-effect can be measured in a blocked picture-naming 
paradigm by comparing the processing costs of production in the 
native (or stronger) language when it follows longer (blocked) produc
tion in a second (or a weaker) language (e.g., Branzi et al., 2014; 
Wodniecka et al., 2020; see Branzi, Della Rosa, Canini, Costa, & Abu
talebi, 2016 for fMRI evidence). In this paradigm, participants have to 
name pictures in either L1 or L2, and the language of naming changes 
between blocks ( Branzi et al., 2014; Misra et al. 2012; Wodniecka et al., 
2020). For instance, in a recent study by Wodniecka et al. (2020), Polish 
(L1) learners of English (L2) named pictures in L1 following the naming 
of pictures in either L1 or L2. The results showed a slowdown of response 
latencies when pictures were named in L1 just after they had been 
named in L2, compared to when they were named just after L1. Inter
estingly, the effect persisted for at least 5 min after changing the lan
guage. Similar lingering consequences of L2 use on subsequent L1 use 
have recently been observed for naming pictures in L1 after reading 
aloud in L2 (Degani et al., 2020). 

The L2 after-effect has typically been explained as a consequence of 
inhibition applied to L1 during L2 production (but see Branzi et al., 
2014; Branzi, Martin, Carreiras, & Paz-Alonso, 2020 for alternative ex
planations). The idea of inhibition as the mechanism that regulates the 
activation of the unwanted language was first formulated by Green 
(1998) in the Inhibitory Control Model (IC). This model assumes that in 
order for the weaker language (L2) to be used, the stronger language 
(L1) needs to be inhibited. Inhibition applied to L1 lasts for some time 
after L2 use is finished and consequently leads to a slowdown of L1 
retrieval following L2 production. Although inhibition is certainly a 
valid theoretical framework to explain the L2 after-effect, other expla
nations cannot be ruled out on the basis of the available evidence. As we 
argued elsewhere (Wodniecka et al., 2020), the same effect can in fact be 
interpreted as evidence for alternative mechanisms (e.g., carry-over 
interference from L2, Branzi et al., 2014). An alternative framework 
that points to persisting L2 activation as an explanatory mechanism has 
previously been suggested by Philipp, Gade, and Koch (2007) in refer
ence to similar language after-effects but observed in a smaller time- 
scale (i.e., from trial to trial) in a language-switching paradigm. Under 
the persisting L2 activation account, when bilinguals speak in their non- 
dominant language (L2), the L2 has to be strongly activated in order to 
overcome the activation of the dominant language (L1). Consequently, 
when bilinguals are required to switch from speaking in L2 to speaking 
in L1, the increased activation of L2 results in a strong lingering inter
ference between the two languages and hinders the use of L1 (for a 
similar proposal in which inhibition is not a prerequisite for language 
selection see Verhoef, Roelofs, & Chwilla, 2009). Similarly to the per
sisting activation account, a recent model by Blanco-Elorrieta and Car
amazza (2021) proposes that the competition between L2 and L1 is 
modulated by a general selection mechanism which selects the most 
active of the competing lexical items. This model specifies that the 
activation of linguistic elements is determined by a combination of 
factors, such as the lexical frequency of these elements, the proficiency 
of the speaker, the intended lexical meaning, the communicative 
context, and the recency of use. As such, the lingering over-activation of 
L2 that results in retrieval difficulty in L1 can be explained by referring 
to the recency of L2 use and the communicative context. 

Regardless of the controversy over the very nature of the language 
control mechanism, the IC model makes certain assumptions regarding 
the origin of the control mechanisms that regulate the concurrent acti
vations of the two languages of a bilingual speaker. The IC model as
sumes that inhibition is reactive, which means that the amount of 
inhibition needed to suppress non-target lexical representations (i.e., 
lemmas with the incorrect language tag) is proportional to their initial 
activation level.1 Although it is not explicitly stated in the IC model, this 
implies that the amount of inhibition applied to the lemmas in the non- 
target language should vary from speaker to speaker depending on the 
individual relative balance in the activation levels between L1 and L2 
lemmas. The consequence of this assumption is that the strength of in
hibition should depend on the relative balance between the languages 
known by a given speaker. Following Degani et al. (2020), we assume 
that the relative language balance depends on the baseline activation 
level of a given language (related to general fluency in this language and 
current immersion experience) and on more immediate language- 
activation demands (related, e.g., to recent language use). In speakers 
who are clearly dominant in one language, the dominant language (L1) 
should have a higher baseline level of activation than the weaker lan
guage (L2), therefore a larger amount of inhibition needs to be applied 
to L1 lemmas when L2 is used. In speakers who have comparable acti
vation levels in both languages (i.e., balanced bilinguals), the amount of 
inhibition should be exactly the same for both languages (Green, 1998), 
or inhibition should not need to be applied to any of the languages at all 
(Costa, Santesteban, & Ivanova, 2006). 

1.2. Degree of language control as a function of relative activation 
between languages 

Here, we build on Green's inhibitory control model and propose an 
extension that focuses on changes in language activation levels due to 
requirements in the environment caused by immediate language- 
activation demands (specifically, recent language use). We make 
explicit assumptions about the causal relations between theoretical 
constructs of the relative activation between languages and the magni
tude of language control triggered by the recent language use (see Fig. 1 
panel A). Fig. 1 panel B provides an exemplary case of an unbalanced 
speaker. When such a bilingual is immersed in her natural language 
environment, she has a baseline activation of L1 typically higher than 
that of L2. Under the IC account, if at some point she is asked to use her 
L2, the L2 use triggers an inhibitory mechanism that dampens the 
activation of lemmas in L1. The amount of inhibition depends on the 
baseline activation of lemmas in both L1 and in L2. The more the L1 
lemmas are activated compared to L2 lemmas, the higher the amount of 
inhibition that is applied to L1. Thus, when the activation of L1 and L2 
lemmas is measured after the L2 use, in L1-dominant speakers, the 
activation level of L1 lemmas should be lower and the activation level of 
L2 lemmas should be higher than in a situation in which recent language 
use involved only L1. In more balanced speakers, the baseline activation 
level of lemmas is similar in both languages, hence the same amount of 
inhibition should be applied to L1 (when L2 is used) as to L2 (when L1 is 
used). Thus, in short, the more balanced a speaker is, the smaller the 
difference between the activation of L1 and L2 lemmas at baseline and 
after recent language use. 

Moreover, we assume that the effects of inhibition will persist for 
some time after L2 use, thus keeping the activation of L1 lemmas low 
even if a bilingual speaker returns to using her L1. This assumption is 
consistent with data indicating that difficulty in accessing L1 lemmas 
after using L2 is relatively long-lasting: it has been shown to persist for at 
least a couple of minutes after a language switch (Branzi et al., 2014; 
Wodniecka et al., 2020). It is worth noting that the predictions from the 

1 More specifically, as stated by Green (1998), “because inhibition is reactive, 
more active lemmas will be more inhibited” (p. 74). 
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model would be the same even if the assumed regulatory process did not 
involve L1 inhibition during L2 use, but rather a different control pro
cess (e.g., a boost in L2 activation which then carries over to the sub
sequent L1 naming and causes interference in lexical access or – as 
suggested by Green and Abutalebi (2013) – goal maintenance, conflict 
monitoring, interference suppression or task engagement and disen
gagement). As such, our model is, in fact, agnostic as to the very process 
that underlies the predicted effects. Still, because it was directly inspired 
by the IC model, for the sake of simplicity in the remaining part of the 
text, whenever talking about the model and its predictions, we will refer 
to inhibition. We will then comment on the nature of the underlying 
mechanism in the General Discussion. 

We present two experiments which test the specific predictions of our 
proposal, which was derived from the IC model. Before discussing the 
experiments in detail, we briefly present the available evidence on the 
relation between the degree of engagement of language control applied 

and the individual relative balance between the two languages. 

1.3. Empirical evidence on the relation between language activation and 
language control 

Several studies support the idea that the degree of language balance 
determines how much language control is recruited. These studies pri
marily used the language-switching paradigm rather than the blocked 
picture-naming paradigm used in the studies reported here. In the 
language-switching paradigm, participants are asked to switch from 
naming in one language to naming in another on a trial-to-trial basis. 
Language-switching clearly puts different demands on the cognitive 
system than the blocked picture-naming paradigm, in which partici
pants name pictures in the same language for an entire block that lasts 
several minutes. Before reviewing the most important findings that have 
been taken as evidence for the relation between language activation and 

Fig. 1. Panel A) Theoretical model representing how the relative activation of languages at baseline changes after a “recent language use” manipulation. The degree 
of engagement of language control is determined by the relative activation of languages at baseline and by the requirements of recent language use (e.g., L1 or L2). 
The relative language activation of languages at baseline is the difference between the activation level of each language, which is a function of language proficiency, 
percentage of daily language use, and immersion experience. Panel B) A case of an L1-dominant bilingual for whom the level of L1 activation at baseline is higher 
than that of L2. When asked to use L1, a minimum degree of language control is required, therefore the activation levels of L1 and L2 remain the same. When required 
to use L2, a high degree of language control will be engaged which will lead to subsequent increase of L2 activation, but also to a decrease in L1 activation. 
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language control mechanisms, we briefly discuss the indices used in past 
studies and some limitations of the methodology of these past studies. 

Within the language-switching paradigm, two indices of language 
control have been used to establish the relation between the degree of 
language balance and the engagement of language control: language- 
switching cost asymmetry (a larger cost of switching to the stronger 
language than to the weaker language), and, more recently, the reversed 
dominance effect, i.e., an overall temporary slowdown of naming in L1 
in a language-mixing context (Declerck et al., 2020). The language- 
switching cost asymmetry has been suggested to reflect the cost of 
reactivating L1 (reactive inhibition), which was inhibited in the previ
ous naming trial in L2 (for a review see Bobb & Wodniecka, 2013), 
whereas the reverse dominance effect has been explained with constant 
(proactive) L1 inhibition (Gade, Declerck, Philipp, Rey-Mermet, & Koch, 
2021).2 However, in real-life settings, bilinguals rarely switch between 
languages from one word to another, so this paradigm may probe pro
cesses that are actually quite distinct from the actual processes going on 
during bilinguals' language use. The blocked picture-naming paradigm 
seems to be more ecologically valid, even though it is still implemented 
in purely laboratory settings.3 

Regarding the index of language balance, most previous studies have 
relied on L2 proficiency as a proxy for language balance. An implicit 
assumption is that high proficiency in L2 implies a greater balance be
tween the languages. Some authors measured L2 proficiency with a 
competence test (Filippi, Karaminis, & Thomas, 2014), or self- 
assessment questionnaires (Costa et al., 2006; Costa & Santesteban, 
2004; Lu et al., 2019), while others used verbal fluency tasks in L2 
(Schwieter & Sunderman, 2008). Altogether, these studies found that 
the lower the L2 proficiency (or the lower the L2 verbal fluency), the 
larger the cost of switching to L1. This finding is in line with the idea that 
the degree of language balance is related to how much control needs to 
be engaged in L2 use. 

An important limitation of this line of research is that language 
balance is assessed indirectly by relying on L2 proficiency measures (e. 
g., self-ratings, test of grammar abilities or vocabulary). However, the 
initial IC proposal (Green, 1998) assumes that the amount of inhibition 
depends on the relative balance in the activation of both languages. 
Importantly, language activation is not exclusively related to L2 

proficiency (despite the fact that, most likely, it is usually highly and 
positively correlated); instead, it likely also depends on other contextual 
factors like immersion or recent language use.4 

Some exceptions to the line of research described above (where 
language balance was assessed indirectly based only on L2 proficiency) 
are two studies which proposed different ways of measuring the lan
guage balance. The first is a recent study by Declerck et al. (2020), in 
which the authors used an index of language balance that relied jointly 
on both languages (L1 and L2) instead of relying only on L2. More 
specifically, the authors used the Multilingual Naming Test (Gollan, 
Weissberger, Runnqvist, Montoya, & Cera, 2012), which makes it 
possible to derive the language-balance index from picture-naming ac
curacy in L1 and L2. While combining both L1 and L2 accuracy in a 
picture-naming task preserves the idea that language balance must be 
measured by focusing on both languages rather than one, we would like 
to suggest that response times can offer an alternative and possibly more 
precise measure of differences in the languages' activation as they pro
vide measurement on a scale of milliseconds and thus offer excellent 
resolution with which to measure the ease of accessing and producing a 
given word. In other words, we believe that response latencies may 
provide a sensitive and possibly a more direct quantitative measure of 
language activation because they relate not only to what participants 
know but to how quickly they access this knowledge (i.e., how long it 
takes for a word to be retrieved). In fact, this was the strategy applied by 
the second study that measured language balance without using L2 
proficiency, i.e., the pioneering study by Meuter and Allport (1999). In 
this study, the authors used response times to measure the balance be
tween activation levels in the two languages. In particular, the authors 
assessed the baseline language activation by calculating the difference 
between a participant's speed of naming numerals in L1 and L2. They 
found that when bilinguals were unbalanced (big differences between L1 
and L2 naming speed), the magnitude of the switching cost was bigger 
for switching to L1 compared to switching to L2; on the other hand, 
when bilinguals were more language-balanced (small differences be
tween L1 and L2 naming speed), the magnitude of the switching cost was 
similar for switching to L1 and to L2. In other words, with comparable 
activation of the two languages, the switching cost asymmetry dis
appeared. Meuter and Allport interpreted their results as indicating that 
to successfully use their L2, unbalanced bilinguals need to apply more 
inhibition to L1 than balanced bilinguals. However, despite the fact that 
the authors used naming latencies to measure language activation level, 
their index of balance between the language activations may have been 
biased because the response latencies were derived from language 
mixing blocks and from items (digits) that were repeated several times in 
the course of the experiment. 

All in all, previous literature suggests that engagement of the control 
mechanisms that regulate L1 and L2 activation is bound to individual 
language balance. However, the available evidence for the relationship 
between language control and individual language balance is limited 
due to three methodological issues of past studies: (1) using a rather 
indirect index of language balance, usually L2 proficiency; (2) using an 
index of language control that relies on the language-switching 

2 Although L1-inhibition has been argued to be the most parsimonious 
explanatory account (see Gollan & Goldrick, 2018), there are alternatives that 
explain the different effects observed in bilinguals:L2 after-effects: Some re
searchers claim that unbalanced bilinguals experience costs of speaking in L1 
after using L2 due to persisting L2-over-activation (Philip et al., 2007). In 
contrast, balanced bilinguals do not experience costs because their L1 activation 
level is optimal (Costa & Santesteban, 2004; Schwieter & Sunderman, 2008). 
Language-switching asymmetries: In the same vein, the language-switching cost 
asymmetry experienced by unbalanced bilinguals can be explained by assuming 
persisting L2 over-activation (Philipp et al., 2007).Reverse dominance effect: 
the overall temporary slowdown of naming in L1 in a language-mixing context 
experienced by balanced bilinguals can be explained by the language-specific 
selection criteria (e.g., Costa et al., 2006).  

3 It is worth adding that, in the past, the vast majority of studies used a 
language-switching paradigm to derive an index of language control. This 
might not have been ideal because in most previous studies that employed this 
paradigm a very small set of items was used and was repeated many times (also 
across the languages used). For example, in Experiment 1 of Costa and San
testeban's (2004) study, 10 items were repeated across 950 trials. Such repe
tition enhances lexical access in L1 and L2 differently (Kleinman & Gollan, 
2018). In consequence, the repetition of items likely impacts the difficulty of 
returning to L1 after using L2 in a way that is difficult to control (for a review of 
studies using language switching, see Bobb & Wodniecka, 2013; Declerck & 
Philipp, 2015; Kleinman & Gollan, 2018). Notably, a recent meta-analysis has 
shown that the asymmetrical switch costs and the reversed language dominance 
effect observed in the language-switching paradigm are not always easy to 
replicate (Gade et al., 2021, see also Bobb & Wodniecka, 2013), which also 
undermines its utility as a litmus test of language control. 

4 Imagine a bilingual living in the L1 environment who studied L2 for pro
fessional purposes and obtained a high level of proficiency but has not used the 
language for a long time. If we were to test the L2 level, s/he would obtain very 
high grades in a written exam (i.e., grammatical rules, vocabulary, verbal tenses 
etc.), but s/he would be unable to have a fluent conversation in L2. Now, 
imagine a bilingual living in the L2-environment that never took a formal L2 
course. If we were to test the L2 level, s/he would obtain very low grades in a 
written exam, but s/he would be perfectly able to have a fluent conversation 
with simple grammatical structures and high-frequency vocabulary. The first 
bilingual is an example of someone who is highly-proficient in L2 but has a low 
L2 activation level. The second bilingual is an example of someone with low- 
proficiency in L2 and a high L2 activation level. 
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paradigm; and (3) a confounded assessment of how broadly language 
control might affect the language system, i.e., whether it affects the 
whole language, a specific category of items, or specific items. 

In the two experiments presented below, we addressed these meth
odological shortcomings by using a blocked picture-naming paradigm 
and focusing on pictures that participants only name once in the course 
of the experiment. As such, this paradigm allows purer measurement of 
control operating on the entire language (so-called whole-language or 
global language control; see Abutalebi & Green, 2016; Van Assche et al., 
2013) rather than on a limited set of repeated items (so-called item-level 
or local language control). It also allows us to extend the findings of the 
language-switching paradigm to a longer time-course and affords a more 
direct and continuous test of the degree of an individual's balance be
tween the two languages. 

2. The current study 

The goal of the two experiments reported in this paper was to test the 
predictions of the proposal presented above (Fig. 1). In each of the ex
periments, we tested a different group of unbalanced Polish-English 
speakers. In both experiments we used a blocked picture-naming para
digm which allowed us to address the methodological issues discussed in 
the previous section. This paradigm makes it possible to trace within- 
speaker changes in language-activation levels across different time 
points. In this paradigm, participants are asked to name pictures in 
language-consistent blocks (L1 or L2). They first complete a baseline 
naming block (in L1 or in L2) followed by an experimental block of 
naming in L1. The critical comparison involves experimental blocks of 
L1 naming after baseline naming in L1 vs. after baseline naming in L2. In 
our previous study that employed this paradigm (Wodniecka et al., 
2020), we reported an L2 after-effect, i.e., a cost to L1 that is manifested 
in slower L1 naming latencies after using L2 compared to after using L1. 
Moreover, the L2 after-effect was observed for completely new items, 
therefore it appears to reflect control mechanisms applied over the 
entire language. Therefore, we use the L2 after-effect as a proxy of the 
engagement of language regulatory mechanisms that operate on the 
level of the entire language (whole or global language control). 

Following the predictions of the model, we assumed that a larger 
difference between L1 naming after L2 compared to L1 naming after L1 
is indicative of a greater cost, i.e., a larger hit to the baseline L1 acti
vation level. To index the relative balance in activation between the two 
languages for a given individual, we used a continuous measure which 
was based on the difference between participants' mean baseline naming 
latencies in L1 and L2 naming. Importantly, both indices were inde
pendent because they were derived from different blocks of the task (see 
details in the Method section below). Predicting the L2 after-effect (i.e., 
the difference between a block of naming in L1 after L2 and after L1) 
using the predictors of L1 and L2 baseline naming latencies is free of 
circularity because the common components related to the measures of 
L1 and L2 activation cancel each other out when computing the L2 after- 
effect; these components include picture recognition, concept identifi
cation, individual speed of processing (which may vary across days), as 
well as more general components, such as SES, general verbal ability, 
literacy level, reading practice, etc. What is left is only the effect of 
control processes on L1 naming, which in principle could be indepen
dent of the baseline L1 and L2 naming times. In an extreme hypothetical 
case in which all L1 naming times would be identical throughout the 
entire experiment, the L2 after-effect would be zero and L1 baseline 
naming latencies (L1 activation) would predict nothing. 

Overall, the design of the study allowed us to simultaneously mea
sure the current activation levels of L1 and L2 as well as the cost to L1 as 
a result of L2 use. Experiment 2 aimed to conceptually replicate the 
findings of Experiment 1 while using different stimuli materials and 
refining the measurement of the L2 after-effect by controlling for the 
potential confounds identified in Experiment 1. 

3. Experiment 1 

For Experiment 1, we reanalyzed the data from our earlier study 
(Wodniecka et al., 2020), in which a relatively large group of bilinguals 
performed a battery of language and cognitive tasks.5 Here, we rean
alyzed the behavioral data from the picture-naming task in which par
ticipants named pictures in two testing stages that were separated by 30 
min of other tasks completed in L1. Within each testing stage, there were 
two naming blocks of 60 pictures each. In both testing stages, the second 
blocks involved naming in L1, while the first blocks differed with respect 
to the language used in naming pictures: in testing stage 1 it was L1; in 
testing stage 2 it was L2 (see Fig. 2 for an overview of the design). 

As the index of language control we used the L2 after-effect, which is 
defined as the difference in L1 naming latencies between the second 
block of the first testing stage (i.e., L1 naming after L1) and the second 
block of the second testing stage (i.e., L1 naming after L2). Our previous 
analysis of this dataset (Wodniecka et al., 2020) showed that L1 naming 
latencies measured in the second block were longer when they were 
preceded by L2 naming than when they were preceded by L1 naming. In 
the present analysis, we ask whether the size of the L2 after-effect de
pends on language balance. 

To estimate the balance between L1 and L2 for each participant, we 
focused on the first blocks, in which participants named pictures in L1 
and in L2. We assumed that the mean naming latencies in the first blocks 
could serve as a proxy for estimating the activation level of L1 and L2 
lemmas and, subsequently, the relative language balance of each 
participant. Importantly, in order to not confound the estimates of lan
guage balance with the L2 after-effect, the data from the first blocks 
were not used in the estimation of the L2 after-effect. 

The design of the study (Fig. 2) maps quite straightforwardly to the 
causal model of L2 after-effects outlined earlier (Fig. 1 panel A). The 
baseline L1 and L2 activation level is measured in the first blocks of each 
testing stage (from now on, we will refer to them as the baseline naming 
latencies). At the same time, naming pictures in the first block of the 
second testing stage serves as the experimental “recent language use” 
manipulation, that is, naming in L1 or in L2. We can appreciate its effect 
on L1 activation after recent language use (which, according to the 
theory, should be reduced by the engagement of language control) by 
comparing L1 naming latencies in the second blocks of each testing 
stage. 

3.1. Predictions based on the proposed model 

We expected that the smaller the difference in the relative activation 
of languages between the naming latencies in L1 and L2 at baseline, the 
smaller the L2 after-effect. Accordingly, we predicted that the magni
tude of the L2 after-effect would be negatively associated with baseline 
naming latencies in L1 and positively associated with baseline naming 
latencies in L2. 

3.2. Methods 

3.2.1. Participants 
Eighty-four students from three high schools in Kraków, Poland 

volunteered to participate in the study. Eight participants were removed 
due to various technical problems or incomplete data, leaving 76 par
ticipants who entered the analyses (mean age = 16.4 years, SD = 0.5; 54 

5 The testing was done three times across a span of two years. In the present 
reanalysis, we focus on the behavioral data from the picture-naming task ob
tained in the first session. The reanalysis of behavioral data obtained from 
picture naming in the other two sessions is presented in Appendix B section 1. 
The pattern of responses in both session 2 and session 3 replicates the findings 
of session 1 presented here. In the original study, we also collected EEG data, 
which were reported in the paper by Wodniecka et al. (2020). 
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female). The experiment met the requirements of the Ethics Committee 
of the Institute of Psychology of Jagiellonian University concerning 
experimental studies with human subjects. Since our participants were 
minors, written informed consent for participation was given both by 
the participants and their parents prior to the experiment. After 
completing the experimental session, all the participants received small 
gifts and were included in a prize lottery. Background information on 
the participants' self-assessed language proficiency, learning history and 
extent of language use were collected with a language background 
questionnaire based on a language history questionnaire (Li, Sepanski, & 
Zhao, 2006). For all the participants, Polish was the only language ac
quired in early childhood. They started learning English by the age of 6 
and began using it more intensively when they started attending sec
ondary school at around the age of 13. All the participants declared they 
had started learning another foreign language (L3; predominantly 
German or French), but their L3 proficiency was low and they did not 
speak L3 outside the classroom context (when they were taking formal 
lessons). All the participants reported using mostly L1 during an average 
day and speaking L2 only occasionally, mostly during English lessons at 
school. Similarly, the participants considered their L1 proficiency to be 
significantly higher than their L2 (for detailed self-assessment data, see 
Table 1). To obtain an objective L2 proficiency measure, we also asked 
the participants to fill in the Lexical Test for Advanced Learners of En
glish, LexTALE (Lemhöfer & Broersma, 2012). On average, the partici
pants obtained a score of 67% (SD = 11%), indicating that they were 
moderately proficient in their L2. Table 1 shows L1 and L2 picture- 
naming accuracy and naming latencies at baseline, thus indicating the 
clear relative dominance of their L1. To ensure that faster naming la
tencies in L2 were associated with higher accuracy scores in L2 naming, 

we ran a correlation analysis between the two measures at baseline 
(Block 1); the results showed a negative correlation, r = − 0.24; p = .037, 
thus revealing that the participants who were faster in L2 were also more 
accurate in L2. We also assessed their semantic verbal fluency scores for 
both L1 and L2 (the participants produced as many words as possible in 
60 s in each language; the categories were animals, fruits & vegetables, 
and body parts; the categories were rotated across the participants and 
languages). The participants produced significantly more words 
belonging to the target semantic category in L1 (mean = 21.8, sd = 5) 
than in L2 (mean = 15.3, sd = 5.3). 

3.2.2. Materials 
Stimuli in the picture-naming task included 180 pictures selected 

from the online database of the International Picture Naming Project 
(Szekely et al., 2004). All pictures were black-and-white line drawings 
sampled from a range of semantic categories; no Polish–English cognates 
were included (see Appendix A for the complete list of corresponding 
names in L1 and L2). The pictures were divided into six bins of 30 pic
tures, each matched in visual complexity, length of the most common 
names in Polish and English, age of acquisition in English, and the fre
quency of use in Polish and English (Polish: SUBTLEX-PL; Mandera, 
Keuleers, Wodniecka, & Brysbaert, 2015; English: SUBTLEX-US; Brys
baert & New, 2009). The six sets were rotated across the experimental 
conditions such that each picture occurred in each condition across 
participants. 

3.2.3. Procedure 
Each trial began with the presentation of a blank screen with ran

domized duration (700–1300 ms), followed by the presentation of a 

Fig. 2. Schematic representation of the task's design. In Experiment 1, two testing stages were separated by 30 min.; in each stage, participants completed 2 blocks of 
picture naming in which they named objects. Half of the pictures in the second block were repeated, although the reported analyses focused exclusively on the new 
(unrepeated) items. In Experiment 2, the two testing stages were separated by at least 1 day; in each stage, participants first performed a Choice Reaction Time task 
(CRT), followed by three different blocks of picture naming in which they first named actions and then objects inside each block. In Experiment 2, all the pictures 
were new. 
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fixation point in the center of the screen for 1000 ms. Subsequently, the 
fixation point was replaced by the target picture until the timeout (3000 
ms) or a response occurred. The stimuli were presented using DMDX 
software (Forster & Forster, 2003) on a 17-in. screen positioned 
approximately 80 cm from the participant. The participants were 
instructed to name pictures aloud as quickly and accurately as possible. 
Reaction times for vocal responses were recorded; naming latencies 
were automatically measured using a DMDX voice key and subsequently 
manually screened for any non-speech sounds. The task was adminis
tered in two testing stages, separated by other tasks in L1 for approx. 30 
min (see Fig. 2 above). Within each testing stage, there were two blocks 
of picture naming with 60 pictures each. The blocks of L1 naming were 
preceded by a block of naming in either L1 (first block of the first testing 
stage) or L2 (first block of the second testing stage; see Fig. 2). Half of the 
pictures used in the second blocks of each testing stage were new; half 
were repeated from the preceding block. The information concerning 
the target language for each block was presented at the onset of the 
block. The participants completed 8 practice trials before the onset of 
the first block in each testing stage. Participants were asked to take a 
short break between the first and the second block of each testing stage. 
Each of the blocks lasted approximately 10 min. Overall, the participants 
named 180 unique pictures, 60 of them twice (the repeated conditions). 
For the purposes of the present study, we analyzed only the new items.6 

3.3. Data analysis 

Prior to running the analyses on naming latencies, for each 

participant we removed all trials with errors, timeouts, as well as 
recording failures. All response latencies were filtered to include only 
the 300–2000 ms range. In total, 17.7% of the data was removed 
(12.66% due to accuracy, 5.08% due to RT outliers); 66.51% of the 
excluded data belonged to the L2 naming block. The naming latencies 
were transformed using a reciprocal transformation (− 1000/RT) due to 
the right-skewed distribution of the data. 

3.4. Statistical analyses 

All analyses were performed using linear mixed-effects models, as 
implemented in the lme4 package (version 1.1.21; Bates, Maechler, 
Bolker, & Walker, 2015) in R (R Core Team, 2020), using participants 
and pictures as crossed random effects. 

3.4.1. Indices of L1 and L2 activation at baseline 
The indices of L1 and L2 activation at baseline (see Fig. 1, panel B) 

were estimated based on the mean naming latencies in L1 and L2 in the 
first blocks of both testing stages (see Fig. 2). To maximize the reliability 
of these indices, instead of just computing the mean naming latency for 
each participant, we ran two mixed-effects regression models (one for L1 
and another for L2) in which the dependent variable was naming latency 
in the first blocks. In this model we had no predictors except the inter
cept. We also included by-participant and by-item random intercepts. 
Next, we extracted the models' per-participant estimates of naming la
tency in L1 and L2 (the models' intercept, modified by the appropriate 
by-participant random intercept; see www.osf.io/27y4p for details). 
This way of estimating the by-participant naming latencies ensured 
higher reliability because the mixed-effects model accounted for the 
regression to the mean. We will refer to these estimates as the Estimate 
RT of L1 naming and the Estimate RT of L2 naming. 

3.4.2. The main model 
In the main model, the dependent variable was L1 naming latency in 

the second blocks of both testing stages (see Fig. 2). As fixed effects we 
included Preceding Language, Estimate RT of L1 naming, Estimate RT of 
L2 naming, interaction between the Preceding Language and Estimate 
RT of L1 naming, and interaction between the Preceding Language and 
Estimate RT of L2 naming. We also included (log-transformed) Trial 
number as a predictor to control for plausible effects of familiarization 
or fatigue or cumulative semantic interference that could accumulate 
during the experiment (Howard, Nickels, Coltheart, & Cole-Virtue, 
2006; Abdel Rahman & Melinger, 2009; Costa, Strijkers, Martin, & 
Thierry, 2009; Oppenheim, Dell, & Schwartz, 2010; Runnqvist, Strijkers, 
Alario, & Costa, 2012). The categorical predictor of Preceding Language 
was deviation coded (preceding L1 = − 0.5, preceding L2 = 0.5) and the 
continuous predictors (Trial number, Estimate RT of L1 naming, and 
Estimate RT of L2 naming) were centered prior to running the analyses. 
We fitted the maximal model first (Barr, Levy, Scheepers, & Tily, 2013); 
in the case of non-convergence or singularities, we simplified it 
following the recommendations outlined in Bates, Kliegl, Vasishth, and 
Baayen, (2015). The final model included the by-participant random 
intercept and uncorrelated random slope for Preceding Language. It also 
included by-item random intercept and uncorrelated random slope for 
the interaction between Estimate RT of L1 naming and Preceding Lan
guage. We considered as significant any fixed effect with an absolute 
t-statistic value higher than 2. 

3.5. Results 

Table 2 shows the accuracy in all blocks of the task. Overall, par
ticipants were more accurate when naming in L1 than when naming in 
L2; the additional analyses presented in Appendix B section 1 show that 
the accuracy of L1 naming was the same in all blocks and testing stages. 

The analysis of naming latencies in the second blocks of both testing 
stages showed a significant fixed effect of Preceding Language (i.e., the 

Table 1 
Characteristics of the Polish-English bilinguals in Experiments 1 and 2. 

Note: Standard deviations are given in parenthesis. Self-rated measures based 
on self-assessment questionnaire: self-rated proficiency (rated on a 1–7 scale in 
Experiment 1, and 1–10 in Experiment 2); percentage of daily use. Originally, 
participants were asked to rate the percentage of daily use of L1, L2 and L3. In 
the present table, we only include the ratings for L1 and L2 (in Experiment 2 
separately for active use (top) and passive use (bottom) – this distinction was 
not available for Experiment 1). Objective measures: Lextale. Experimentally 
derived measures from the picture-naming task: Baseline naming accuracy and 
Baseline naming latencies. 

6 In the present model, we only take into account the global language level of 
inhibition assessed by new items. The item-level source of inhibition (which 
could be assessed by analyzing repeated items) is beyond the scope of the 
present study. 
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L2 after-effect). Participants were slower to name pictures in L1 when 
the naming followed a block of naming in L2 than when it followed 
another block of naming in L1. In addition, there was a significant effect 
of Estimate RT of L1 naming (the faster participants named pictures in 
L1 in the first block, the faster they named pictures in L1 in the second 
blocks of both testing stages); there was also a significant effect of Es
timate RT of L2 naming (the faster participants named pictures in L2 in 
the first block, the slower they named pictures in L1 in the second blocks 
of both testing stages). 

Crucially, Preceding Language entered into two significant in
teractions: with Estimate RT of L1 naming and with Estimate RT of L2 
naming (see Table 3). The L2 after-effect was dependent on naming la
tencies of both L1 and L2 in the baseline blocks: it was bigger for par
ticipants who were faster in L1 naming at baseline (in the first block) and 
slower in L2 naming at baseline (in the first block). In other words, the 
L2 after-effect was bigger for participants whose naming latencies in 
block 1 showed the largest imbalance between L1 and L2 in favor of 

faster naming in L1 (see Fig. 3). Finally, there was an effect of Trial 
number, indicating that participants were slower to name the pictures as 
the experiment progressed. 

3.6. Discussion 

As reported previously (Wodniecka et al., 2020), we observed the L2 
after-effect: naming new pictures in L1 after a block of L2 naming was 
slower than naming in L1 after another block of naming in L1. Critically, 
we found that the L2 after-effect was bigger for participants with high L1 
activation level (as indexed by fast baseline L1 naming latencies in the 
first block) and low L2 activation level (as indexed by long L2 naming 
latencies in the first block). This pattern of results is in line with our 
hypothesis, which predicts that the L2 after-effect depends on the rela
tive balance of the participants, where balance is defined as the differ
ence between L2 and L1 activation. However, because Experiment 1 was 
not originally designed to test this hypothesis, we ran a second study to 
further explore this novel finding while addressing the limitations of 
Experiment 1, which we discuss in the following paragraph. 

In Experiment 1, the first stage always included two blocks of naming 
in the L1 blocks; after 30 min of other tasks, the second stage was always 
composed of a block of naming in L2 followed by a block of naming in 
L1. The fixed order in that study was intentional. Specifically, we first 
presented a block of naming in L1 followed by another block of naming 
in L1 (L1 after L1) to prevent a possible confounding influence of L2 on 
the L1 baseline block. As it is unknown how long-lasting the effects of L2 
on subsequent naming in L1 were, the only way to control for this 
possibility was to get a baseline measure (L1 after L1) before L2 was first 
used in the experiment. However, it was possible that the fixed order of 
testing stages (L1-L1, followed by L2-L1) would confound the mea
surement of the L2 after-effect with other factors correlated with time, 
such as fatigue, or cumulative semantic interference (Howard et al., 
2006; Runnqvist et al., 2012; see Wolna, Szewczyk, Casado, & Wod
niecka, 2021, for discussion). As a consequence, the participants could 
have been slower to name pictures in L1 in the second testing stage (in 
which the L2 after-effect was measured) not because it followed a block 
of naming in L2, but simply because the condition in which they named 
in L1 after naming in L2 (L1 after L2) was always completed later in the 
experiment than the condition in which they named in L1 after naming 
in L2 (L1 after L1). In addition, the fixed order might have induced 
expectations towards the use of L2 in the second testing stage. In other 
words, the mere fact that the participants expected that at some point of 
the task they would need to use their L2 could have put them into 
“bilingual mode” (Grosjean, 2001) and triggered preparation for using 
L2. This, in turn, could have resulted in an increase of naming latencies 
in L1 blocks that preceded the second stage and therefore affected the 
baseline measurement (first block of L1 naming). Altogether, the par
ticipants' expectations that they would use L2 may have modulated the 
measurement of language balance and perhaps also the magnitude of the 
L2 after-effect. 

Finally, another aspect of the design of Experiment 1 that could have 
influenced the results is the inclusion of repeated items. Although in the 
presented analyses we excluded the repeated items, it is unclear how the 
mixing of repeated and new items may affect lexical access to the names 
of new pictures. Therefore, in Experiment 2, to allow purer assessment 
of the global language control, we included only new items in the task 
design. 

4. Experiment 2 

In order for it to be a conceptual replication of Experiment 1, 
Experiment 2 was specifically designed to explore how the balance be
tween languages modulates the magnitude of the L2 after-effect. In order 
to overcome the limitations caused by the fixed order of sessions, in 
Experiment 2 we divided the testing into two sessions that were 
completed on separate days. To further control for possible confounds 

Table 2 
Mean accuracy in picture naming in the baseline and experimental blocks, 
calculated by participant.   

Baseline block Experimental block 

Experiment 1 Block 1 Block 2 
Testing Stage Language Mean (SD) Language Mean (SD) 
Stage 1 (L1-L1) L1 .94 (.24) L1 .95 (.08) 
Stage 2 (L2-L1) L2 .75 (.44) L1 .94 (.06) 
Experiment 2 Block 2 Block 3 
Testing Stage Language Mean (SD) Language Mean (SD) 
Stage 1 (L1-L1) L1 .97 (.17) L1 .97 (.17) 
Stage 2 (L2-L1) L2 .89 (.31) L1 .96 (.18)  

Table 3 
Fixed and random effects from the LME model of naming latencies in the 
experimental blocks (Block 2 of Experiment 1 and Block 3 of Experiment 2).  

EXPERIMENT 1      

Effect Estimate SE t by- 
item 
SD 

by- 
participant 
SD 

Intercept − 1.21 0.08 − 63.52 0.12 0.05 
Preceding.Lang 0.10 0.01 8.73  0.07 
Estimate.RT.L1. 

naming 
0.67 0.06 10.80   

Estimate.RT.L2. 
naming 

0.32 0.08 3.81   

Trial.number 0.09 0.02 5.18   
PrecedingLang: 

Estimate.RT.L1. 
naming 

− 0.33 0.09 − 3.43 0.14 – 

PrecedingLang: 
Estimate.RT.L2. 
naming 

0.39 0.13 3.04  – 

EXPERIMENT 2      
Effect Estimate SE t by- 

item 
SD 

by- 
participant 
SD 

Intercept − 1.07 0.01 − 73.17 0.14 0.05 
PrecedingLang 0.03 0.01 2.50 0.03 0.07 
Estimate.RT.L1. 

naming 
0.55 0.09 6.06 0.25 – 

Estimate.RT.L2. 
naming 

0.24 0.12 2.07  – 

Estimate CRT 0.05 0.03 2.07 – – 
Trial.number − 0.13 0.05 − 2.77 0.01 0.17 
Session 0.01 0.01 0.22   
PrecedingLang: 

Estimate.RT.L1. 
naming 

− 0.23 0.11 − 2.11 0.22 – 

PrecedingLang: 
Estimate.RT.L2. 
naming 

0.32 0.14 2.25 0.25 –  
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related to expectations regarding L2 use, the order of testing stages was 
counterbalanced, and we introduced a double-blinded procedure so that 
neither the participant nor the experimenter were aware of the 
appearance of L2 in the ongoing testing session (for details, see 
Procedure). 

To make it possible to determine whether the L2 after-effect operates 
on the level of global language, each trial included a unique, never- 
repeated item. Finally, we used a different database of pictures than in 
Experiment 1 that included pictures of objects and actions in order to 
generalize the findings not only across participants but also across study 
materials. 

However, running the two experimental sessions on separate days 
required us to control for another potential confound: day-to-day vari
ability in the processing speed of each participant. It has been shown 
that participants' reaction times fluctuate from day to day (e.g., Rabbitt, 
Osman, Moore, & Stollery, 2001), which could confound the measure
ment of the L2 after-effect. First, we included the session number as a 
covariate in the main statistical model. Moreover, each session began 
with a non-linguistic choice-reaction task. This provided us with an es
timate of mean reaction time in the choice-reaction task on a given day 
which we could subsequently include as a covariate in the main statis
tical model and statistically adjust for day-to-day variability in pro
cessing speed. 

All in all, the aim of Experiment 2 was to conceptually replicate the 
results of Experiment 1 and to provide a purer measurement of the L2 
after-effect. In Experiment 2, we avoided possible confounds related to 
the fixed order of blocks (like in Experiment 1) by dividing the experi
ment into two sessions: one aimed to measure L1 after L1 naming, and 
another one to measure L1 after L2 naming. This allowed us to control 
for the ordinal effects as well as to counterbalance the order of sessions 
between participants and control for their expectation of the upcoming 
use of L2. We also controlled for day-to-day variability in the processing 
speed of each participant and only used unrepeated items to be able to 

make stronger inferences about control mechanisms operating on the 
level of global language. 

4.1. Participants 

Fifty-five Polish-English bilinguals (mean age = 22.96, SD = 3.91) 
recruited via an online advertisement took part in the experiment and 
received monetary remuneration for their participation. Following the 
preregistered criteria, to qualify for the study the participants needed to 
have a minimum level of proficiency in L2 (English), as assessed by 
online tests: at least 60% on LexTALE score (Lemhöfer & Broersma, 
2012) and 18/25 points or higher in General English Test (Cambridge 
assessment: https://www.cambridgeenglish.org/test-your-english/ 
general-english/). To ensure that the participant sample included only 
individuals who had high naming accuracy, we excluded 5 participants 
due to low naming accuracy in L1 (1 participant, less than 90% across all 
L1 blocks) or in L2 (4 participants, less than 60% in the L2 block). The 
final number of participants was established using a stopping rule (see 
www.osf.io/27y4p), according to which the precision of the L2 after- 
effect measurement (whether it had reached a desired standard, i.e. 
SE < 0.012) was checked after 30 participants and repeated after every 
other 5 participants. The data collection was set to stop after the stop
ping rule criteria were met or the data for 50 participants had been 
collected. The criterion for the stopping rule was based on the results of 
our previous experiment (Wodniecka et al., 2020) and was preregistered 
(see the preregistration protocol for further information: www.osf. 
io/27y4p). The final sample included 50 participants, each of which 
was tested in two sessions. Background information on participants' self- 
assessed language proficiency, learning history, and extent of language 
use were collected with a language background questionnaire based on 
the L2 Language History Questionnaire (Li et al., 2006). All the partic
ipants were language-unbalanced Polish–English bilinguals whose only 
language acquired in early childhood was Polish (mean age of 

Fig. 3. Model-based predictions of the magnitude of the 
L2 after-effect as a function of L1 and L2 baseline naming 
speed in Experiment 1 and Experiment 2. The x-axis cor
responds to L1 baseline naming latencies (transformed 
back to milliseconds) measured in block 1, while the y- 
axis corresponds to L2 baseline naming latencies (trans
formed back to milliseconds). The black points show the 
L1 and L2 baseline naming latencies of the participants. 
The L2 after-effect was calculated by subtracting the pre
dicted naming latencies in L1 after L1 from the predicted 
naming latencies in L1 after L2; the result was then 
transformed back to the millisecond scale for visualization 
purposes. The magnitude of the L2 after-effect is repre
sented by the greyscale. The darker it is, the bigger the L2 
after-effect. White color corresponds to the absence of the 
L2 after-effect.   

A. Casado et al.                                                                                                                                                                                                                                 

https://www.cambridgeenglish.org/test-your-english/general-english/
https://www.cambridgeenglish.org/test-your-english/general-english/
http://www.osf.io/27y4p
http://www.osf.io/27y4p
http://www.osf.io/27y4p


Cognition 226 (2022) 105169

10

acquisition of L2 = 7.47 years old). They started using English more 
intensively in secondary school at around the age of 12. Additionally, 
they had learned another foreign language (L3; predominantly German, 
French or Spanish), but their L3 proficiency was low and they did not 
speak L3 outside the classroom context (when they were taking formal 
lessons). All the participants reported mostly speaking L1 during an 
average day and speaking L2 only occasionally. Similarly, the partici
pants considered their L1 proficiency as significantly higher than L2. To 
obtain an objective L2 proficiency measure, we also asked participants 
to fill in the Lexical Test for Advanced Learners of English, LexTALE 
(Lemhöfer & Broersma, 2012). On average, the participants obtained a 
score of 72% (SD = 20%), indicating that they were proficient in their L2 
(for more details see Table 1). 

4.2. Choice reaction time task 

In order to control for the baseline reaction speed in a given session, 
the participants performed a Choice Reaction Time task (CRT, adapted 
from: https://www.cambridgecognition.com/cantab/cognitive-te 
sts/choice-reaction-time-crt/) at the beginning of each experimental 
session. During each trial, an arrow appeared on the computer screen, 
the direction of which always corresponded with its position in the 
screen (e.g., an arrow pointing to the right on the right side of the 
screen). The participants' task was to indicate the direction and position 
of each arrow by pressing the response buttons on the keyboard as soon 
as possible. The task consisted of 10 training stimuli followed by 200 
target stimuli. Each trial started with a blank screen displayed for 1000 
ms, followed by 500 ms of a fixation point. Subsequently, an arrow was 
presented for a maximum of 3000 ms for the participants to respond. 
The position and orientation of the arrows was randomized, with an 
equal number of arrows pointing to the right and to the left side. The 
total duration of the task was approximately 10 min. 

4.3. Picture-naming task 

Right after the CRT task, the participants performed the picture- 
naming task. To control for the possible effect of the participants' ex
pectations, a double-blind procedure was implemented at the level of 
the experimental instructions. The experimenter explained to the par
ticipants that the task was composed of 3 experimental blocks in each 
session; in each block they would see various pictures in the center on 
the screen. Their task was to name the pictures aloud; depending on the 
instructions displayed on the screen before each experimental block, 
they would have to use either Polish (L1) or English (L2). The partici
pants were told that the language of naming was randomly assigned to 
each block by a computer. In such a way, the languages to be used as 
well as their order within the experiment were unpredictable for the 
participants. Additionally, the experimenter did not know which of the 
two sessions would be performed. We selected a total of 342 colored 
pictures from the two databases: the CLT database and an additional set 
of colored pictures (Haman, Łuniewska, & Pomiechowska, 2015; 
Haman et al., 2017), including pictures representing objects (as in 
Experiment 1) and pictures representing actions; pictures whose names 
were Polish-English cognates were excluded. We divided the pictures 
into 6 blocks of items. Each block included 20 pictures representing 
actions and 37 pictures representing objects. Within each block, actions 
were always displayed before objects; pictures within each category 
were presented randomly. Pictures were matched on name agreement, 
lexical frequency and the length (in phonemes) of the dominant name in 
Polish between blocks. We also selected 16 additional pictures to create 
four practice blocks that were presented before the first and the second 
picture-naming block of each experimental session (see Fig. 2). Each 
practice block consisted of 4 pictures presented in a fixed order: 2 pic
tures representing actions and 2 pictures representing objects. For a 
complete list of stimuli, see Appendix A. The pictures were presented 
using DMDX software (Forster & Forster, 2003) in the middle of the 

screen for 2000 ms and were preceded by a fixation cross displayed for 
1000 ms. In each session, the first and the third block required naming in 
L1 (Polish). The second block required naming in L1 or in L2, depending 
on the experimental session (see Fig. 2). 

4.4. Data analysis 

All trials in the picture-naming task were scored for naming accu
racy. Only trials with correct responses were used in the analyses. Re
action times were extracted using Chronset, which is an automated tool 
for detecting speech onset (Roux, Armstrong, & Carreiras, 2017). Items 
in which naming latencies were shorter than 300 ms or longer than 
2000 ms were rejected. A total of 15.81% of the data was rejected 
(10.56% due to accuracy, 5.65% due to RT outliers). 50.26% of the 
excluded data belonged to the L2 naming block. The analysis was per
formed using linear mixed-effects models, as implemented in the lme4 
package (version 1.1.21; Bates, Maechler, et al., 2015) in R (R Core 
Team, 2020), using participants and pictures as crossed random effects. 
For the purpose of the present experiment, we analyzed the data from 
blocks 2 and 3. 

4.4.1. Indices of L1 and L2 activation at baseline 
We calculated the indices in a similar way as in Experiment 1 using 

the estimates of the mean latencies of naming in L1 and L2 in the second 
blocks of both experimental sessions. 

4.4.2. Index of CRT estimate 
Additionally, we calculated the estimates of response latencies in the 

CRT task for each session in order to control for the effect of baseline 
reaction speed (CRT estimate). We derived the CRT estimate separately 
for each session from a linear mixed model fitted for the reaction times 
in the CRT task with Session as a fixed factor. 

4.4.3. Main model 
In the main model, the dependent variable was the naming latencies 

in the third blocks of both experimental sessions (both involved naming 
in L1, see Fig. 2). As fixed effects we included Preceding Language, Es
timate of CRT, Estimate RT of L1 naming, Estimate RT of L2 naming, 
interaction between the Preceding Language and Estimate RT of L1 
naming, and the interaction between the Preceding Language and Esti
mate RT of L2 naming. We also included a log-transformed Trial number 
to control for effects of familiarization, Session order, and the fatigue or 
cumulative semantic interference that could accumulate during the 
experimental session. The categorical predictors were deviation coded: 
Preceding Language (preceding L1 = − 0.5, preceding L2 = 0.5), and 
Session order (first = − 0.5, second = 0.5). The continuous predictors 
(Trial number, Estimate of CRT, Estimate RT of L1 naming, and Estimate 
RT of L2 naming) were centered prior to running the analyses. In 
addition, the RTs were transformed into the inverse score (− 1000/RT) 
due to the right-skewed distribution of the data. We fitted the maximal 
model first (Barr et al., 2013); when non-convergence or singularities 
occurred, we simplified them following the recommendations outlined 
in Bates et al. (2015). The final model included by-participant random 
intercept and uncorrelated random slopes by Preceding Language and 
Session order. It also included by-item random intercept; uncorrelated 
by-item random slopes for Preceding Language; Estimate RT of L1 
naming; the interaction between Preceding Language and Estimate RT 
of L1 naming; and the interaction between Preceding Language and 
Estimate RT of L2 naming. We considered as significant any factor with 
an absolute t-statistic value higher than 2. 

4.5. Results 

Table 2 shows accuracy in all blocks of the task. Similarly to 
Experiment 1, participants were more accurate when naming in L1 than 
in L2, and the accuracy of L1 naming was the same in blocks 2 and 3 in 
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testing stages 1 and 2 (see Appendix B section 2 for detailed analyses on 
accuracy measure). The analysis of naming latencies in the third blocks 
of both experimental sessions showed a significant effect of Preceding 
Language. The participants were slower to name pictures in L1 when it 
followed a block of naming in L2 than when it followed a block of 
naming in L1. In addition, there was a significant effect of Estimate RT of 
L1 naming (the faster the participants named pictures in L1 in the second 
block, the faster they named pictures in L1 in the third blocks of both 
experimental sessions) and a significant effect of Estimate RT of L2 
naming (the faster the participants named pictures in L2 in the second 
block, the slower they named pictures in L1 in the third blocks of both 
experimental sessions). Crucially, Preceding Language entered into two 
significant interactions: with Estimate RT of L1 naming and with Esti
mate RT of L2 naming (see Table 3). Both L1 and L2 baseline latencies 
contributed to the L2 after-effect: the faster the participants' naming in 
L1 (in the second block) and the slower their naming in L2 (in the second 
block), the bigger the L2 after-effect. In other words, the L2 after-effect 
was bigger for participants whose naming latencies in block 2 showed 
the largest imbalance (i.e., they were L1 dominant; see Fig. 3 for a 
visualization of this effect). Finally, there was an effect of Trial number, 
indicating that participants were slower to name the pictures as the 
experiment progressed. Most likely this effect reflects the fact that it is 
slower to name pictures of actions (which were always presented in the 
second part of a block) than pictures of objects (which were presented in 
the first part of each block, see Fig. 2). As such, the Trial effect in 
Experiment 2 is not exactly comparable with the effect of Trial number 
observed in Experiment 1 (which only included pictures of objects). 

To further explore the Trial effect in Experiment 2, we run an addi
tional analysis including Picture type (actions vs. objects) as a fixed- 
effect factor (see Table 4). As expected, Picture type was significant, 
revealing that actions took longer to name than objects; however, when 
Picture type was taken into account, Trial number was no longer sig
nificant. Importantly, the interaction between Picture type and Pre
ceding language was also not significant, indicating that the magnitude 
of the L2 after-effect was not different for pictures of objects and actions. 
Interestingly, we also found a significant interaction between Trial 
number and Preceding Language. Further exploration of this interaction 
revealed that naming latencies increased with Trial number after the L1 
use, whereas they decreased with Trial number after L2 use (see Fig. 4). 

4.6. Discussion 

Similarly to Experiment 1 and other previous studies (e.g., Branzi 
et al., 2014), the results showed the L2 after-effect, i.e., longer naming 
latencies when naming in L1 followed naming in L2 than when naming 
in L1 followed naming in L1. Crucially, the magnitude of the L2 after- 
effect was modulated by the relative balance between L1 and L2. The 
results of the present experiment replicated Experiment 1: the bigger the 
difference between the current L2 and L1 activation levels, the bigger 
the L2 after-effect (see Fig. 3). Note that the naming latencies of the 
experimental block in Experiment 1 are shorter than naming latencies in 
Experiment 2 (see Fig. 3). This difference might have arisen simply 
because in Experiment 2 we included pictures of actions, which lead to 
longer naming latencies than pictures of objects. This prompted us to 
check if the picture type (actions vs. objects) affects not only overall 
naming latencies but also the magnitude of the L2 after-effect. However, 
we found that the interaction between the preceding language and the 
picture type was not significant (see Table 4). Another possible source of 
differences in naming latencies across the two experiments was that 
participants of Experiment 1 were younger (mean age = 16.4 years, SD 
= 0.5) than those of Experiment 2 (mean age = 22.96, SD = 3.91). 
Further research would be needed to explore whether teenagers are 
systematically faster to name pictures than young adults. The differences 
in naming latencies between the experiments could also result from the 
fact that some items were repeated in Experiment 1. Stasenko, Klein
man, and Gollan (2021) recently suggested that repetition can offset the 
effects of inhibition, and this attenuation of L1 inhibition can mask the 
inhibition applied to new items. Although our analysis focused only on 
new (never repeated items), the results of Experiment 1 might still have 
been biased by the inclusion of repeated items in the design. Impor
tantly, Experiment 2 was free of similar bias or contamination. 

Finally, we conducted exploratory analyses of the interaction be
tween Trial number and Preceding language which revealed changes in 
the L2 after effect (see Fig. 4). Each language followed a different dy
namic: after L1 use, there was an increase of naming latencies as trial 
number increased. In contrast, after L2 use, there was a decrease of 
naming latencies as trial number increased. As we argued earlier, the 
increase in L1 naming latencies after L1 use may be explained by fatigue 
or cumulative semantic interference (Howard et al., 2006; Runnqvist 
et al., 2012). The decrease in L1 naming latencies after L2 use indicates 
that the initial difficulty of retrieving words in L1 after L2 use diminishes 
with time and speakers regain their initial L1 activation levels. 

Table 4 
Fixed and random effects from the LME model of naming latencies in the 
experimental block (Block 3).  

Effect Estimate SE t by- 
Item 
SD 

by- 
Participant 
SD 

Intercept − 1.09 0.01 − 79.13 0.13 0.06 
PrecedingLang 0.07 0.02 3.82  0.07 
Estimate.RT.L1. 

naming 
0.56 0.09 6.24 0.21  

Estimate.RT.L2. 
naming 

0.24 0.12 2.05   

Estimate.Choice.RT 0.05 0.02 1.97   
Trial.number 0.01 0.01 0.16   
Session 0.01 0.01 0.18   
Picture.type − 0.12 0.02 − 6.33  0.04 
PrecedingLang: 

Estimate.RT.L1. 
naming 

− 0.24 0.11 − 2.13 0.21 – 

PrecedingLang: 
Estimate.RT.L2. 
naming 

0.34 0.14 2.31 0.21 – 

PrecedingLang:Picture. 
type 

0.04 0.02 1.80   

PrecedingLang:Trial. 
number 

− 0.06 0.02 − 2.8    

Fig. 4. Interaction between Trial number and Preceding language in Experi
ment 2. Trial number is log-transformed. The naming latencies are transformed 
back to millisecond for visualization purposes. 
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5. General discussion 

In the two presented experiments, we explored the connection be
tween 1) the relative balance between L1 and L2 and 2) the magnitude of 
L1 inhibition applied during L2 production. We tested Polish-English 
bilinguals with varied levels of current activation in L1 and L2. We 
used novel indices of an individual's engagement of language control 
and language balance. Both indices were derived from a blocked picture- 
naming task in which participants named a set of pictures in L1 
following a set of completely new pictures in either L1 or L2. To index 
language control, we used the L2 after-effect, i.e., a slow-down of L1 
naming after L2 use. To index the language balance, we used a contin
uous measure based on baseline picture-naming latencies in L2 and in 
L1. 

The results of both experiments provide clear evidence for the rela
tionship between the relative balance between the two languages and 
the degree of language control involved during L2 use. Although most 
participants experienced the L2 after-effect, the effect was larger in 
those who were characterized by a greater imbalance between lan
guages. These findings are in line with previous research that investi
gated differences in the degree of engagement of language control in 
bilingual speakers, but the previous research used different indices (for 
language control, the indices used in the past were derived from a 
language-switching paradigm; for language balance, the indices were 
typically based on L2 proficiency or language production accuracy, e.g., 
Costa & Santesteban, 2004; Costa et al., 2006; Declerck et al., 2020; 
Filippi et al., 2014; Lu et al., 2019; Schwieter & Sunderman, 2008). 
Although the converging evidence supports the idea that recruitment of 
language control during L2 use depends on the relative language bal
ance, we believe that the current study provides a number of important 
insights into the theoretical accounts of bilingual language control as 
well as into the methodology used to study its underlying mechanisms. 

5.1. Implications for theorizing on the mechanism of bilingual language 
control 

Initially, Green proposed (1998) that whenever bilinguals want to 
use their second language, they have to inhibit their first language in 
order to prevent it from interfering with L2. Building on the assumptions 
of the original IC model, we extended the theory to propose that the 
amount of inhibition applied to L1 depends on the relative balance 
activation level of the languages known by a bilingual at baseline. In the 
proposed model, we assume that language-unbalanced bilinguals have 
L2 lemmas that are less activated than L1 lemmas by default, therefore 
they are much more prone to interference from L1. The proposed model 
further assumes that more inhibition is needed when there is a large 
difference between L1 and L2 baseline activation levels, namely when 
L1 activation level is high (i.e., L1 baseline naming latencies are rela
tively faster) and L2 activation level is low (i.e., L2 baseline naming 
latencies are relatively slower), as it is in the case of unbalanced bi
linguals. In contrast, when there are small differences between L1 and L2 
baseline activation levels (the case of balanced bilinguals), less inhibi
tion is needed to overcome the interference. 

The first finding of the current study is that the amount of inhibition 
needed to suppress L1 during L2 use is proportional to the relative 
balance in the activation levels of L1 and L2 in a given speaker. Because 
we modeled L1 and L2 activation separately, we found that they both 
determine the amount of inhibition applied to L1 during the use of L2, 
but in opposing directions. That is, the higher the activation level of L1 
and the lower the activation level of L2, the bigger the L2 after-effect. 
The observed influence of L1 activation on the magnitude of the L2 
after-effect directly confirms the assumption stated in the IC model 

(Green, 1998) that inhibition is reactive, i.e., the amount of inhibition 
applied to L1 is proportional to the baseline activation of L1. The fact 
that the amount of inhibition applied to L1 also depends on the acti
vation level of L2 is, however, less obvious and extends Green's proposal 
to imply that the reactivity of language also depends on the activation 
level of the other language(s) the bilingual knows; for instance, in 
speakers with a high baseline activation level of L2, less inhibition is 
applied to L1. Importantly, as indicated several times throughout the 
manuscript, a similar pattern would be expected if the underlying con
trol mechanism were not L1 inhibition but increased L2 activation that 
persists for some time and carries over to the subsequent L1 use. Under 
this account, L1-dominant speakers would activate L2 more intensively 
than more-balanced speakers, and the cost of this increased L2 activa
tion for subsequent L1 use would be more pronounced for them. In other 
words, also under this alternative account, L1-dominant speakers would 
demonstrate larger L1 sensitivity to L2 use. We believe that the nature of 
the control mechanism is unresolvable with the currently available 
evidence. 

Interestingly, there are some reasons to think that L1 and L2 baseline 
activations are yoked together in the lifetime of a bilingual speaker, such 
as with accumulated experiences of using L2 (for example, through 
immersion) bilinguals gradually become faster in accessing L2 at the 
expense of increasing the speed of accessing L1. This assumption seems 
in line with studies comparing bilinguals and monolinguals which show 
that bilinguals are overall slower to access L1 than monolinguals (for 
evidence from picture-naming tasks, see Gollan, Montoya, Fennema- 
Notestine, & Morris, 2005; Ivanova & Costa, 2008). Even though no 
longitudinal study on a bilingual population has directly shown that L2 
gets more activated in L2 learners at the expense of L1 activation level, 
the results reported here allow us to speculate on such a relationship. 
That is, as an L2 learner becomes more language-balanced, her L2 be
comes faster, and her L1 becomes proportionally slower. Such a pattern 
would be consistent with Kroll and colleagues' recent “desirable diffi
culty” hypothesis (Bogulski, Bice, & Kroll, 2019), which proposes that 
L2 learners need to regulate L1, and this regulation creates difficulties in 
L1 processing but benefits L2 learning. 

Fig. 5 visualizes a comparison across participants with different 
levels of balance between L1 and L2 in our data that support the above 
hypothesis (see also the figure in Appendix C). The most prominent ef
fect visible in Fig. 5 is the pattern we have already discussed above: the 
individual language balance modulates the magnitude of the L2 after- 
effect (i.e., the difference between naming in L1 after L2 versus after 
L1). However, the figure also reveals a new aspect of the effect, namely 
that recent use of L2 slows down L1 naming latencies to the same extent, 
regardless of the speaker's balance between the languages. This obser
vation points to an important and curious feature of bilinguals' language 
system: the slow-down in L1 access observed after using L2 is likely a 
downstream effect of the language regulation that helps to achieve a 
level of L1 that is optimal for the L2 use for a given speaker. In the case of 
an L1-dominant bilingual, language control during or after L2 use needs 
to be engaged more intensively in order to achieve optimal level to ac
cess L2. In the case of a more balanced bilingual, however, no or very 
little language control during L2 use is needed because the baseline L1 
activation is already at the optimal level to allow L2 access. In other 
words, more-balanced individuals appear to have the baseline level of 
L1 set lower, which allows them to easily access L2 at any point and 
prevent them from experiencing the L2 after-effect. However, on the 
basis of the available evidence it is impossible to determine which exact 
mechanism drives this reduced L1 activation: it could be constant global 
L1 inhibition or simply lower baseline activation of L1, which allows the 
two languages to be kept equally accessible. This lower baseline acti
vation of L1 may be a reflection of lower frequency of use of each 
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language (in line with the frequency lag hypothesis proposed by Gollan, 
Montoya, Cera, & Sandoval, 2008; Gollan et al., 2011) or simply a result 
of constant co-activation of both languages (in line with the selection- 
by-activation proposal of Blanco-Elorrieta & Caramazza, 2021). In any 
case, the enduring down-regulation of L1 activation or up-regulation of 
L2 activation allows balanced bilinguals to use their two languages more 
efficiently on an everyday basis by better adjusting their language sys
tem to the requirements of the bilingual environment. Table 5 sche
matically presents differences in the assumed processes at baseline 
during L2 use and after L2 use for bilinguals with a different language 
balance. L1-dominant bilinguals are susceptible to L2 use, which leads to 
a decrease in L1 activation level and/or an increase in L2 activation 
level. This suggests that in these bilinguals the use of L2 engages some 
form of language control mechanism. More-balanced bilinguals, on the 
other hand, are not susceptible to L2 use: their L1 activation level is at 
the same (low) level both after and before L2 use (see Table 5). This 
suggests that for balanced bilinguals L2 use does not trigger or require a 
special language control mechanism; however, some regulatory process 
is responsible for their lower L1 activation level at baseline. The 

possibilities include permanent L1 inhibition (an active process), lower 
frequency of L1 use (passive process), or constant co-activation of both 
languages (passive process). However, the available evidence is agnostic 
as to the exact nature of the process.7 

The third important theoretical insight of the current study relates to 
the ongoing debate over the scope of language control, which refers to 
the issue of how broadly language control affects the language system, 
that is, whether it affects the language as a whole, a specific category of 
items, or translation equivalents. A wide scope of language control is 
usually referred to as “whole-language” (Van Assche et al., 2013) or 
“global” control (e.g., Abutalebi & Green, 2016), while a narrow scope 
of language control relates to translation equivalents and is referred to as 
“item-level” (Van Assche et al., 2013) or “local” control (e.g., Abutalebi 
& Green, 2016). Based on their findings, Van Assche and colleagues 
suggested that the ability to exert global control may only develop for 
some types of bilinguals, whereas item-level control is present in all 
speakers. Based on the pattern observed in a series of verbal fluency 
tasks, the authors claimed that global language control was present in 
early Chinese-English bilinguals living in the US, but it was not present 
in late Dutch-English bilinguals in the Netherlands. This finding led Van 
Assche and colleagues to speculate that global language control is more 
likely to occur when bilinguals 1) speak structurally distinct languages; 
2) acquired both languages in early childhood and reversed language 
dominance in the course of their lives; and 3) live in the L2 context. 
However, Degani et al. (2020) recently tested the two scopes of language 
control (i.e., global language level and item-level) in a group of late 

Fig. 5. Predicted naming latencies in L1 after L1 and in L1 after L2 as a function of participants' language balance. The x-axis represents the balance index, which was 
calculated by subtracting the predicted baseline naming latencies in L1 from the predicted baseline naming latencies in L2. The lower the value, the greater the 
balance between languages. The y-axis represents L1 naming latencies in the experimental blocks (Experiment 1: Block 2; Experiment 3: Block 3). Note that since 
language balance is defined as the difference between L1 and L2 baseline naming latencies, the same language balance can be obtained with different combinations of 
baseline naming latencies in L1 and L2. See Appendix C for the model's predictions for all possible combinations of L1 and L2 activation. For this graph, we selected a 
cross-section through these combinations such that L1 and L2 activations are in a constant trade-off (e.g., when the value of L1 baseline naming latencies decreases, 
the value of L2 baseline naming latencies increases by the same amount). Such a cross-section corresponds to an idealized bilingual whose baseline L2 activation 
increases at the expense of L1 baseline activation. 

Table 5 
Dynamics of language activation in L1-dominants and balanced bilinguals due 
to short-term L2 use. 

7 As a side note, we would like to propose that it is exactly the comparable 
accessibility of L1 and L2 words in balanced bilinguals that might drive the 
higher rate of voluntary switches that is observed in balanced vs. unbalanced 
bilinguals in a voluntary language switching task (see Gollan and Ferreira, 2009 
for the results). 
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speakers of two similar languages (Arabic and Hebrew) and still 
observed global language control in these speakers. The authors 
concluded that – contrary to the speculations of Van Assche et al. (2013) 
– global language control is not limited to bilinguals speaking two lan
guages as structurally distinct as Chinese and English; therefore, the 
language dissimilarity and the early age of L2 acquisition are unlikely to 
be crucial factors that drive the engagement of global language control. 
Because the Arabic-Hebrew participants were partially immersed in L2 
and frequently changed languages in their daily lives, Degani and col
leagues suggested that the factors that engage global language control 
are probably L2 immersion and frequent changes of languages. In 
contrast to this conclusion, our data indicate that global language con
trol can be systematically observed even in bilinguals whose life envi
ronment primarily involves L1. Importantly, although both our study 
and the one by Degani and colleagues employed a similar task to mea
sure language control (i.e., picture naming), Degani and colleagues 
derived their balance measures on the basis of only error rates, whereas 
we used an index based on response latencies. Moreover, unlike the 
investigation by Degani and colleagues, our measurement of global 
language control, especially in Experiment 2, was free from additional 
influences of item-level control as we did not repeat any items. 
Furthermore, we found that the magnitude of the L2 after-effect was not 
affected by the different picture types (actions vs. objects), meaning that 
the effect is not restricted to certain word categories. All in all, we 
provide the first clear evidence that the use of a second language leads to 
global language control, even in speakers who live in an L1-dominant 
environment.8 Based on the empirical evidence discussed above, we 
propose that our data reveal language control on the global language 
level. Whether similar effects can be observed on the item-level remains 
an open empirical question. 

Finally, our results bring some new insights into the time-course of 
L2 after-effects. Previous studies showed that the effect is relatively long 
lasting (Branzi et al., 2014; Misra, Guo, Bobb, & Kroll, 2012; Wodniecka 
et al., 2020): it was observed even after approximately 5 min (Branzi 
et al., 2014; Wodniecka et al., 2020) or up to two blocks of naming in L1 
(Misra et al., 2012) after L2 use. This suggests that activation of L1 
lemmas remains low for quite some time after a bilingual speaker 
returns to using her L1. We performed a follow up analysis which 
revealed that the magnitude of the L2 after effect decays over time. The 
slow-down of L1 naming latencies after recent L2 use was greater right 
after using L2 and decreased with time (see Table 4 and Fig. 4). This 
suggests that the L2 after-effect is temporary and diminishes even within 
a few minutes. Consistent naming in L1 helps participants to recover 
their ability to retrieve L1 words with an ease similar to when they 
retrieve L1 without prior exposure to L2. 

5.2. Methodological implications for studying language inhibition in 
production 

We proposed and effectively used two novel indices that seem to be 
more ecologically valid than those used in previous research. The first 

index assessed a speaker's balance between the two languages known. 
Inspired by a solution used by Meuter and Allport (1999), we proposed 
that this balance can be conceptualized as the difference in the activa
tion of L1 and L2, and it is operationalized by comparing picture-naming 
latencies in L1 and L2. The proposed index of balance seems to be more 
directly related to the levels of language activation (both at baseline and 
after the recent language use) than the indices based on proficiency that 
were used in most previous studies.9 

Second, we were able to demonstrate that the L2 after-effect that was 
derived from a blocked picture-naming paradigm can be successfully 
used as an index of language control. It proved to be a robust measure 
which survives statistical adjustments for possible confounds in the 
experimental design as well as in daily variations in participants' base
line speed of processing. While controlling for these covariates is 
certainly important (see Experiment 2 for details), we propose that the 
L2 after-effect can be used as an effective index of individual strength of 
language control in bilingual speech production. This index is sensitive 
enough to detect variability across speakers and to allow investigation of 
individual differences. Moreover, the consequences of the language 
control applied over L1 during L2 use (reflected by the L2 after-effect) 
are relatively long-lasting. As such, the L2 after-effect better reflects 
processes that take place during natural language use than the language- 
switching paradigm that has been used in most studies so far and which 
is arguably rather artificial. The L2 after-effect is also free from some 
other limitations of indices derived from a language-switching para
digm, e.g., assessment of inhibition on a trial-to-trial basis (as such 
tapping the transient rather than long-lasting process); intense item 
repetition, which makes inferences about global language control 
impossible; or frequent goal-switching demand, which complicates 
isolation of language control processes from the more domain-general 
demands imposed by the switching requirement. 

It should be noted that the design used in the reported experiments 
did not allow us to investigate a possible mechanism of L2 regulation 
that occurs during L1 production. Based on the model, such language 
control would indeed be expected in bilinguals with more dominant L2. 
However, here we intentionally limited our investigation to L1 to avoid 
contamination of the results by the previously observed effects of lan
guage testing order (for details, see, e.g., Guo et al., 2013; Van Assche 
et al., 2013). Future research should definitely explore the possibility of 
reverse language effects. 

6. Conclusions 

In the current paper, we explored whether individual variation in the 
relative balance between two languages impacts the degree of engage
ment of control during language production. We proposed a causal 
model that explicitly outlines the assumptions of the original inhibitory 
account with respect to the baseline activation level of a bilingual's 
languages. In the reported experiments, we assessed the degree of 
engagement of global language control by using the “L2 after-effect”, an 
index derived from a blocked picture-naming task. To investigate indi
vidual variation in languages' activation, we used a continuous measure 

8 Previous studies by Misra et al. (2012) and Guo et al. (2013) suggested that 
inhibition in unbalanced bilinguals living in an L1 environment affects the 
dominant language as a whole, but the reported effects were confounded by 
repetition of the same pictures across experimental blocks (i.e., most likely 
involving item-level inhibition). In a different design, Branzi et al. (2014) 
distinguished between new and repeated pictures. They reported similar 
behavioral and ERP responses for new and repeated items, which they took as 
evidence that the L2 after-effect was observed on both the whole-language and 
the item-level levels, despite engaging different brain regions (see Branzi et al., 
2016 for fMRI evidence). However, recent research has shown that mixing 
repeated and new items in the design can mask the measurement of inhibition 
engaged at the whole-language level (Stasenko et al., 2021). Importantly, the 
design of our Experiment 2 is free from similar impurities of the inhibition 
index. 

9 To explore the possibility brought up by one of the Reviewers that our 
measure of relative language balance, which relies only on picture naming la
tencies and not accuracy, may lead to misidentification of balanced bilinguals 
as those who were quick but not necessarily accurate, we ran additional ana
lyses that are available as supplementary material from OSF (www.osf. 
io/27y4p). In these analyses, we explored whether the items that were 
excluded from the response time calculation in L2 were harder to name. To this 
end, we compared L2 accuracy in participants from the two most extreme 
groups: the most-balanced bilinguals and least-balanced bilinguals. We found 
that the items excluded from calculation of response latencies in fact had 
similar difficulty (as measured by the lexical frequency) for both the most and 
the least balanced bilinguals. As such, excluding items which participants failed 
to name did not bias our index of balance between languages. 
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of language balance that was based on naming latencies in the picture- 
naming task. Importantly, we kept many other potential confounding 
factors constant. 

Our results demonstrate that individual differences in speakers' 
language-activation levels indeed affect the magnitude of the L2 after- 
effect. The more language-balanced bilinguals are, the lower the 
involvement of global control caused by L2 production. In addition, we 
have also provided some tentative evidence that language-balanced bi
linguals appear to have a lower baseline activation level of L1 than 
unbalanced speakers. Future research should attempt to establish the 
source of this overall lower L1 activation in more balanced speakers. It is 
possible that the overall slower L1 performance in balanced speakers is 
driven by a different mechanism than language control applied due to L2 
production. The observed dynamics in the language system may rely on 
multiple mechanisms of language control that are applied at different 
time points of language use. 
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