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Abstract

Every year, approximately around 2.5 million new scientific papers are published.
With the rapidly growing publication trends, it is increasingly difficult to manually
sort through and keep track of the relevant research – a problem that is only more
acute in a multidisciplinary setting. The Open Research Knowledge Graph (ORKG)
is a next-generation scholarly communication platform that aims to address this
issue by making knowledge about scholarly contributions machine-actionable, thus
enabling completely new ways of human-machine assistance in comprehending re-
search progress.

As such, the ORKG is powered by a diverse spectrum of NLP services to assist the
expert users in structuring scholarly contributions and searching for the most rele-
vant contributions. For a prospective recommendation service, this thesis examines
the task of automated ORKG completion as an object extraction task from a given
paper Abstract for a query ORKG predicate. As a main contribution of this thesis,
automated ORKG completion is formulated as an extractive Question Answering
(QA) machine learning objective under an open world assumption. Specifically, the
task attempted in this work is fixed-prompt Language Model (LM) tuning (LMT)
for few-shot ORKG object prediction formulated as the well-known SQuAD extrac-
tive QA objective. Three variants of BERT-based transfomer LMs are evaluated.
To support the novel LMT task, this thesis introduces a scholarly QA dataset akin
in characteristics to the SQuAD QA dataset generated semi-automatically from the
ORKG knowledge base. As a result, the BERT model variants when tested in vanilla
setting versus after LMT, show a positive, significant performance uplift for auto-
mated ORKG completion as an object completion task. This thesis offers a strong
empirical basis for future research aiming at a production-ready automated ORKG
completion model.

Keywords: Question Answering, Prompt-based Learning, Open Research Knowledge
Graph, Knowledge Graph Completion, Link Prediction
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Chapter 1

Introduction

Traditional search models over scholarly communication are now changing toward
knowledge graph models operating on structured fine-grained scholarly content offer-
ing enhanced contextual search results. Several initiatives exist to this end: Google
Scholar, Scopus [6], Web of Science [8], Microsoft Academic Graph [59], Research
Graph Foundation [3], OpenAIRE Research Graph [35], Open Research Knowledge
Graph [4], Crossref [24], Semantic Scholar [23] to name just a few. These knowledge
graphs differ in their content, their level of detail, etc., as they strive to capture the
diverse aspects of scholarly communication.

Knowledge graphs (KG). Their well-known utility is in offering enhanced contex-
tualized search as demonstrated successfully in industry by Facebook [37] and by
Google [1]; and even in the open data community by Wikidata [57] serving infor-
mation over many general domains. One could say inspired from such KG success
stories in the general domain, they are now being realized over scholarly knowledge
as well, evidenced by the plethora of the afore-cited scholarly KG initiatives. The
eager adoption or discovery of KG-based scholarly information access technology is
fostered by our present era of the publications deluge [30, 29] when scientists seek
more intelligent computer assistance to keep pace with the research volume.

Open Research Knowledge Graph (ORKG) [5]. A knowledge graph-based infrastruc-
ture that acquires scholarly knowledge in human and machine actionable form, as
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Chapter 1. Introduction

opposed to the traditional document-based form. This opens new ways to machine
assistance, which would immensely help research with the tasks of Literature com-
parison, and finding relevant contributions to their fields. The ORKG is a free service
hosted at thttps://www.orkg.org/, and its code is available under an open source
license under https://gitlab.com/TIBHannover/orkg

This thesis tackles the challenging problem of Scholarly Knowledge Graph comple-
tion. Specifically, the Open Research Knowledge Graph completion. This is ad-
dressed via a Question Answering task formulation. That is given an ORKG subject
and predicate tuple as a question and the paper abstract as context information,
the underlying machine learning model is expected to find the object resource by
extracting the pertinent answer phrase from the given context.

Particularly, this thesis aims to evaluate the performance of state-of-the-art transformer-
based language models originally developed on the objective for commonsense ques-
tion answering (specifically, the SQuAD objective), for the Open Research Knowl-
edge Graph completion task. For this, the transformer-based language models are
tested out-of-the-box and are tested when finetuned on a small corpus of structured
scholarly knowledge.

Based on the mentioned aims the research questions of this thesis formally explores
the following three research questions (RQ):

RQ1) what is the most intuitive formulation of the question answering objective in
terms of a knowledge graph completion objective;

RQ2) how do we encode the Question Answering objective in a domain-specific
corpus based on the Open Research Knowledge Graph structured scholarly contri-
butions; and

RQ3) how do transformer-based models perform on the Knowledge Graph comple-
tion task as vanilla models versus fine-tuned models?

The remainder of this work is structured as follows. Chapter 2 reviews the related
work. Chapter 3 presents some key features of the ORKG. In chapter 4 the approach
used to tackle the task at hand is presented. In chapter 5, the implementation of
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the system to train and evaluate the transformer-based models is presented. The
results of the training and evaluation on the ORKG data is presented and discussed
in chapter 6.
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Chapter 2

Related Work

2.1 Scholarly Knowledge Graphs

Recently, the impetus for implementing knowledge graphs over scholarly data has
garnered quite a bit of attention, resulting in many knowledge graphs for various
goals. Herein are discussed a selected few of the scholarly knowledge graphs.

PID Graph [21]. Developed in the context of the EC-funded FREYA project, the
PID Graph is a federated graph with metadata about persistently identified articles,
datasets, people, organisations and their relations. The GraphQL-based interface
thus provides harmonised access to metadata curated by numerous infrastructures,
in particular DataCite, Crossref, ORCID.

OpenAIRE [25]. Aims to provide a central entry point to publications and datasets
funded by the European Commission and National agencies. Services such as the
OpenAIRE Research Graph are offered to populate, curate, and enrich an Informa-
tion Space based on metadata about organizations, data sources, projects, funding
programmes, persons, publications, and datasets.

OpenResearch [55]. Is a MediaWiki1 based service addressing researchers who

1https://www.mediawiki.org
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2.2. Automated Knowledge Graph Link Prediction

search for and publish information on scientific events, as well as universities, in-
formation infrastructure institutions, specialised societies, publishers and funding
agencies.

ResearchGraph [58]. A distributed network of graphs connecting scholarly works
including data from data repositories, academic and grey literature, grants and fun-
ders, and researchers and research organisation information.

SciGraph.2 The Springer Nature linked data platform that links metadata from
across the research landscape, i.e. metadata about documents, people, places and re-
lations of importance to the science and scholarly domain. In SciGraph, data sources
are aggregated from within Springer Nature and key partners from the scholarly do-
main. They leverage a semantic Web technology stack for scalable and expressive
enterprise-level metadata management. Their citations data links vocabularies of
article types, subjects, articles, journals, books, chapters, conferences, funders, other
organizational stakeholders, persons, and grants.

2.2 Automated Knowledge Graph Link Prediction

The pioneering research on knowledge graphs (KG) emerged over KGs in the gen-
eral or commonsense domain. Some prominent examples of generic KGs are Word-
Net [20], YAGO [52], Freebase [9], NELL [7] and DBpedia [31] as well as commercial
KGs such as Google’s Knowledge Graph, Microsoft’s Satori and Facebook’s Open
Graph. As such with the invention of these KGs, several machine learning objectives
around mainly KG construction and KG completion were defined. Given the recent
emergence of scholarly domain-specific KGs as elicited in the previous section, these
machine learning objectives would need to be transferred over scholarly KGs. In this
respect, since this thesis examines KG completion as Link prediction with an open
world assumption, we review existing machine learning approaches. To elaborate, the
organization of triples in the form of (head entity, relation, tail entity) comprises the
construction of KGs. Following which, inferring new objects given the head entity
and relation and some context is the problem addressed in this work.

2https://www.springernature.com/scigraph
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Chapter 2. Related Work

2.2.1 Knowledge Graph Embedding (KGE) Models

KG embedding is the task of completing the KGs by probabilistically inferring the
missing arcs from the existing graph structure. This spectrum of machine learn-
ing approaches involves representation learning of KGs by embedding both entities
and relations into a low-dimensional vector space aiming to predict unknown triples
based on previously visited triples. KGE differs from ordinary relation inference as
the information in a KG is multi-relational and more complex to model and com-
putationally expensive. There are many popular KGE models such as TransE [11],
TransH [61], TransD [28], TransR [32], RESCAL [36], DistMult [63], ComplEx [54],
and RotatE [53], which define different score functions to learn entity and relation
embeddings. For instance, the translational-based (Trans) models try to find a low-
dimensional vector representation of entities in relation to the translation of entities.
However, KGE methods are largely used for predicting missing links between existing
entity pairs in a KG. This work goes beyond this application domain by predicting
new objects from a certain context given existing related subject and predicate pairs,
thereby adopts an open world assumption. The use of KGEs in this application
domain remains limited since these models are leveraged within the closed-world as-
sumption [2]. Instead, language models fitted with a question answering objective,
discussed next, prove particularly suited to our task.

2.2.2 Natural Language (NL) Question Answering (QA)

NL QA tasks are categorized as three main types: abstraction, extraction, and re-
trieval [13]. The first type, abstraction, which is also the most challenging form of
QA, requires an answer to be generated in natural language free form without nec-
essarily relying on given context. Extraction is a slightly less advanced task in that
the answer needs to be extracted from a given context by identifying and selecting
pertinent parts of it. The simplest form of QA is based on retrieval, where the goal is
to select an answer to a given question by ranking a number of short text segments,
usually passages. We review related work on extractive QA as this is the focus of this
work. In particular, we consider the SQuAD dataset [44]. The Stanford Question
Answering Dataset (SQuAD) was introduced as a reading comprehension dataset
consisting of 100,000+ questions posed by crowdworkers on a set of Wikipedia arti-
cles, where the answer to each question is a segment of text from the corresponding
reading passage. In fact, we formulate our task per the SQuAD objective as follows:
the answer to each question (formulated as related subject and predicate pairs) is
a segment of text from the corresponding scholarly article’s Abstract. Furthermore
the SQuAD dataset partitioned answers in the following 10 categories: date; other

6
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numeric; person; location; other entity; common noun phrase; adjective phrase; verb
phrase; clause; and other. This methodology was also adopted by us for our schol-
arly QA dataset and tailored to the suitable 12 categories that were observed in our
dataset.

Prompt-based Learning Paradigm

The prompt-based learning paradigm [33] is increasingly adopted in the NLP com-
munity these days for obtaining fine-tuned versions of powerful, transformer-based
QA language models such as GPT-3 [22] or BERT [18] model variants on domains
with relatively less training data.3 The method of prompting the large language
models [62] was introduced to fine-tune them in scenarios where large amounts of
training data is unavailable. Thus this method reduces the amount of data needed to
fine-tune the large language models [45] and are used instead. While prompts bene-
fit the overall performance, their design does not follow a specific rule. Thus in the
SQuAD QA scenario, a prompt is constructed in the format similar to the training
dataset. A set of tokens represent the question and answer pair, and a short text
representing the context are given as input to the model. Such a task is also called
‘prompt engineering.’ QA tasks have been shown to be improved by few-example
prompts [12]. This thesis constructs a small QA dataset and leveraged the effective
prompt-based method [46] of finetuning BERT model variants for scholarly knowl-
edge graph completion formulated as a QA task predicated on the predicate labels
as the question, object labels as the answer, and the corresponding paper abstract
as the context.

3https://blog.paperspace.com/prompt-based-learning-in-natural-language-processing/
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Chapter 3

Background

3.1 The Open Research Knowledge Graph

Since the Open Research Knowledge Graph completion is the objective of this work,
we explore some of the key features of the ORKG in this chapter. We also present
some information regrading The Stanford Question Answering Dataset.

Paper and contributions. A researcher can create an ORKG paper, which will be
a representation of a scholarly article. First, metadata about the article is entered
either manually or by looking up this data using the paper DOI. The second option
also has the advantage of checking whether a paper with the same DOI already exists
in the ORKG. Most importantly, information regarding the content of the scholarly
article such as research problem, materials, methods and results is organized within
paper contributions using contribution editor in the ORKG as shown in Figure 3.1.

Comparison. Is the core feature and contribution of ORKG project. Using this
feature, Contribution related to the same research problems can be organized in a
tabular format. The property fields of the contribution can be rearranged to have
the most import ones, for example at the top. Furthermore, it is possible to filter the
contributions displayed based on the values of the properties using a very simple user
interface. An ORKG comparison example is shown in Figure 3.2 and the filtering
feature in the same comparison in Figure 3.3.

8
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Figure 3.1: The ORKG contribution editor interface

Figure 3.2: An example of a comparison in the ORKG
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Chapter 3. Background

Figure 3.3: An overview of the filtering feature in the ORKG comparisons

The ORKG has other features such as Views, Lists, visualizations and other. These
are not of interest for us here and so will not be presented. Further information is
available in https://orkg.org/about/19/Templates.

Some general statistics about the ORKG data as of 23-09-2022 are presented in
Table 3.1.

metric value

number of papers 11860
number of contributions 17853
number of research problems 4847
number of research fields 709
number of comparisons 942

Table 3.1: General stats about the ORKG data.

10
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3.2. The Stanford Question Answering Dataset

3.2 The Stanford Question Answering Dataset

The Stanford Question Answering Dataset (SQuAD) is a collection of question-
answer pairs derived from Wikipedia articles. The reading comprehension dataset
is first introduced in the paper ”SQuAD: 100,000+ Questions for Machine Compre-
hension of Text” [43] in 2016. The datasets consist of more than 100000 questions
formulated by crowd-workers on a set of Wikipedia articles.

The SQUaD1.1 is created for the task of machine reading comprehension, which
refer to the task of reading text and answering questions about it. The datasets
that existed before the SQUaD dataset were either too small and of high quality, or
large while being semi-synthetic, which different characteristics of manually created
datasets. The dataset was created to solve these issues, by created a large dataset
with questions manually posed by humans. To ensure this, only the top 10000 articles
of English Wikipedia. From those passages are extracted. Crowd-workers were then
tasked with reading the passages and posing questions, and then highlighting the
answers in the texts. Additionally, these answers are quite diverse as shown in the
Figure 3.4

Figure 3.4: The distribution of the answer categories of the SQUaD1.1 dataset [43]

The SQUaD2.0 [42] was created by combining the SQUaD1.1 dataset with additional
50,000 unanswerable questions written also by crowd-workers. This is done in order

11



Chapter 3. Background

to account for the fact that sometimes answers don’t exist in a text. And so in
order to do well on the SQUaD2.0 set, models should not only be able to locate the
answers, but also determine whether an answer exists or not, and if not abstain from
answering.

The SQUaD datasets can be downloaded, and explored in https://rajpurkar.

github.io/SQuAD-explorer/

12
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Chapter 4

Approach

In this chapter, we formulate the question answering objective in terms of a knowl-
edge graph completion objective, and then we discuss various steps needed for the
ORKG dataset creation.

4.1 Task Formulation

From the Background chapter, we can see that most if not all the information per-
taining to the content of a research paper lie within the contribution sections of said
paper. Because of this, the contributions are the base of key features in the ORKG,
such as the comparison feature. It follows then that for the knowledge graph com-
pletion, we focus mainly on the completion of the data within the contributions in
the ORKG.

A contribution consists of properties. A property has a property key and a property
value. There are predefined properties in the ORKG such as ”has method”, ”research
field”, ”has approach” and so on. The users are encouraged to use these predefined
property keys, but they also have the option to define additional ones if needed.
Entering the property values are the responsibility of the users alone. With this, we
define the question answering objective as follows:

Given a question answering model M, a paper abstract as a context C, a property

13



Chapter 4. Approach

key from a contribution of that paper as a question Q.

M(C,Q) = A (1)

How good is the answer A (the property value) predicted by the model given the C
and Q as inputs.

For the prediction, we choose transform models pre-trained on the question answering
datasets SQuAD1.1 and SQuAD2.0. Additionally, we further fine-tune these models
using data extracted from the ORKG and processed to fit the structure of a question
answering dataset.

In the next section, we discuss the various steps required to create and process the
ORKG dataset. We also present key stats about it. Finally, we present some key
information regarding the script used to create this dataset.

4.2 Corpus

The Data in the ORKG is structured as a knowledge graph, that consists of nodes
and links that represent the relations between the nodes. The nodes can be subjects
or objects, in this way the graph can be viewed as a directed graph. It is worth
nothing that a subject node can also be an object node in another subject object
relation, it is simply the matter of which link we consider. In the ORKG system, the
links are called predicates. The ORKG graph can therefore also be represented as a
set of subject predicate object triples. A triple is called a statement in the ORKG
system.

For instance, the example graph shown in Figure 4.1 can be serialized into the fol-
lowing statements:

• subject: Paper 1, predicate: has contribution, object: contribution 1

• subject: Paper 1, predicate: has contribution, object: contribution 2

• subject: contribution 1, predicate: has research problem, object: research
problem 1

14



4.2. Corpus

Figure 4.1: A simple example a part of a knowledge graph

The statement format (triples) is very important, since it is the only format the
ORKG API [38] returns data in. Because of this, additional work might be neces-
sary to restore the relationships between different parts of the graph. Consider the
example discussed above, in order to restore the link ”Paper 1” to ”research problem
1” shown in the graph in Figure 4.1 one must first query for the statements where
the subjects are papers and then filter the results by the object ”Contribution 1”
and then query again for the statements where type contribution is the subject, and
then merge the data. The issue is more obvious for the more complex cases that we
will tackle in the following subsections.

As mentioned in the introduction of this section, the objective at hand is the ORKG
completion, and more precisely the completion of the data in the contribution sec-
tion of each paper in the ORKG. Each paper in the ORKG can have one or more
contributions in which the author enters keys information pertaining to the topics
and research problems that the paper contributes to. Examples of such information
are date and location of an experiment, the results, the research problem, sample
sizes and such details. An actual graph representation of a contribution from the
ORKG is depicted in Figure 4.2.
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Chapter 4. Approach

Figure 4.2: The graph view of a paper contribution in the Open Research Knowledge
Graph, Taken using the ”view graph” feature of the ORKG.
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Looking at the statements where the contribution is the subject, the contribution
property keys are the predicate labels in those statements, and the contribution
property values - which would be the target of the predictions - are the object labels.
The following fields will therefore be required for each data point we extract from
the ORKG in order to fine-tune the transformer models.

• Paper title: will be mainly used to fetch the paper abstract later on, since the
abstracts are not stored in the ORKG or any other related service.

• Paper abstract (not extracted from the ORKG): will serve as the context in
which the models would search for answers. This presuppose that the answers
are contained within the abstract itself.

• Predicate label: in the statements where the contribution is the subject. the
predicate label will be processed to serve as the question.

• Object label: in the statements where the contribution is the subject. The
object label will serve as the expected answer.

These fields will be expanded with an additional field ”object label category” which
will serve to categorize object labels and to draw more information regarding the
performance of the models during the evaluation phase.

Question answering models can be trained on questions that have answers in the cor-
responding context, but also on questions without answers. The models are therefore
trained to not only extract the answers, but also decide whether an answer exists or
not. In our case, since the object is the completion of the ORKG we only fine-tune
the models on questions where the answers exist in the paper abstracts. As a con-
sequence, The performance of the fine-tuned models in a production environment
depends heavily on how much information about the paper is contained within the
abstract. This means that in the case where there are no answers to a question
(predicate label) within an abstract, the models would still return answers, which
might decrease the usability of these models.

In the next subsections, we discuss the various steps followed to construct and process
the ORKG dataset. At the end, an overview of the script used to create the dataset
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is presented.

4.2.1 Querying And Mapping ORKG Data

For the Querying of the ORKG data, the python ORKG client [39] was used. The
client helps to interact with the ORKG API [38]. First a connection to the API
needs to be established using the ORKG login info (email and password), then the
API can be queried. The API client provides a pagination feature, that allows to
receive results in pages of configurable number of items, for example 1000 items per
page. This feature is quite helpful, since the API doesn’t provide the option for
bulk queries. Because of this, querying all statements using the pagination feature
and then filtering them is much faster than querying multiple times for specific
statements.

The first step in the corpus creation is constructing the Research fields to contribu-
tions mapping. This is done in order to gain some insight into the distribution of
the contributions over all the research fields in the ORKG. This is achieved first by
querying for all statements with subjects of type ”Paper” and then filtering those
to only keep the statements with predicate label ”research field” which has the ID
”P30”. With this data, we can create a research field to papers mapping. Then
for each paper we query for statements where the predicate label is ”contribution”
which has the ID”P31”. The object labels are then the contributions that we use to
create a paper to contributions mapping. We finally merge the two mappings based
on the paper ID. the distribution of the contributions is shown in the Figure 4.3. It
is clear that the distribution as seen in the graph follows Zipf’s law, which indicate
the number of contributions is inversely proportional to the rank of the research
field. For instance, the ”Bioinformatics” research field in the first position has 2257
contributions while ”Ecology and Evolutionary Biology” in the second position has
1251 and ”Information Science” is in third position with 619.

At the time of the research (22-09-2022), there were around 710 research fields and
around 9379 papers in the ORKG.

The next step is getting the predicate and object labels for each contribution. For
this, we query for each contribution the statements where that contribution is the
subject. The existing paper to contribution mapping is then expanded with the
predicate and object label extracted from these statements. At this stage, each row
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Figure 4.3: The distribution of the ORKG contributions per ORKG research field as
of 22-05-2022

in the dataset consists of paper ID, paper title, contribution ID, predicate label and
object label. Some key stats about the data collected so far is shown in Table 4.1.

metric value

number of data points (rows) 116421
number of unique papers 9379
number of unique contributions 14499
number of unique predicate labels 3436
number of unique object labels 38234

Table 4.1: key stats of the initial dataset collected during the steps described in
section 4.2.1
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4.2.2 Fetching Abstracts

A key data that is need for the question answering task we have at hand is the
context where the answers are looked for. The paper abstracts would serve as con-
text in our case, but the ORKG doesn’t store abstracts, and so we have to rely on
external services in order to fetch them. The code we use to fetch the abstract is
written by Omar Arab Oghli [50] as part of the ORKG project, and make use of
the semanticscholar API [49] and the crossRef API [16] services to search and get
the abstracts if they exist. To search for an abstract, one can use the paper title or
the paper DOI (Digital Object Identifier), that can be queries from the ORKG API
by searching for statements with subject ”paper id” and then filtering for predicate
label ”had doi” with the ID ”P26”. In our approach we first search by paper title
and then if no abstract is found we search by the DOI. From the work here, the two
methods almost yield equal results regarding the number of abstracts that we were
able to fetch. At the end we were able to find abstracts for 5486 (58,5%) out of the
9379 papers we started with.

Since the Abstracts are absolutely required for the training, we omit any row from
the dataset if no abstract is found for the paper corresponding to it. Additionally,
since we are only considering the case where the expected answer does exist in the
context (abstract), we also omit any rows where the object label cannot be located
inside the abstract. It is quite important to note here that some object labels can
be short words such as the acronym ”STR” and so to check if this acronym actually
exists in the abstract, a simple containment check might not be good enough since
it might return True for words like ”structure”, instead tighter checks for instance
using regular expressions that check for the start and end of the string are more
suited here.

metric value

number of data points 116421
number of data points with abstracts 67229
number of data points with abstracts
and object label can be found in the abstract 14499

Table 4.2

As shown in Table 4.2 we started with 1164421 rows in the dataset, only for 67229
(57.7%) of those were we able to fetch abstracts, and among those only 14499 where
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the object label is found in the abstract. This leaves us with only 12.5% of the
dataset we started with to be used for training later. This is of course an area
where further improvements could be achieved, for instance by requiring the users
to provide abstracts for their papers to the ORKG.

4.2.3 Data Cleaning

The first thing we clean from the 14499 rows dataset we have so far is duplicates.
When looking at all the fields in each row, there are no identical rows, but considering
the question answering goal, we mainly care about the abstracts (contexts), the
predicate labels (questions) and the object labels (answers), and so any row that have
the same triples (context, questions, answers) are considered identical and should
de-duplicated. The paper IDs can substitute for the abstract here since each paper
should have a unique abstract, and so we consider the triple (paper ID, predicate
label, object label) as a base for the de-duplication. The duplicates exist because
a paper can have multiple contributions that share certain information, such as the
research field.

The next thing we clean out from the dataset are rows with unsuitable object labels.
The following is a list of criteria used to decide if a row with an object label is to be
omitted.

• whole numbers from 0 to 999.

• Hyphens -

• Alphabet characters: A, B, C ...

• Boolean values: T, F, no, y, n.

• Not applicable: na.

• Common short words: “all”, ”and”, ”or” and so on.

• Also repeated phrases like “Any track”.
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The reason these object labels are omitted is because they are ambiguous and don’t
usually point to a single position in the abstracts, which might affect the training
results negatively.

At the end of this step, we are left with 5909 rows in the dataset.

4.2.4 Object Label Categorization

Object label categorization. The next step in the dataset construction is the
categorization of object labels. This is done in order to gain insight into whether the
AI performance varies depending on each category. Inspired by the categories used
for the SQUaD dataset shown in [44] and the observation of the ORKG data, we
chose to go with 12 categories presented in Table 4.3. The categories are assigned
mostly automatically using defined heuristics as described below.

• research problem: any object label in a row with the predicate label ”has
research problem”.

• url: any object label that starts with ”http”.

• location: any object label with predicate label in [”country, city, location,
continent”, ”has location”, ”study location”, ”countries”].

• year/date: any whole number above between 1000 and 2100.

• number: any object label consisting of only digits after removing the minus
sign (-), the dot (.) and the comma sign (,).

• count/measurements: any object label that contains at least a number in ad-
dition to another string(s). For instance, ”5 meters”.

• noun: the check whether a label is a noun was done automatically using Natural
Language Processing pipelines, specifically the spacy python module [51], that
can analyse a string and return the POS (part of speech) of each of its tokens.
Nouns have exactly one token.
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• adj: similar to the noun category.

• acronym: object labels with one upper cased token.

• noun phrase: object labels with less than 5 tokens and the last token is a noun.

• adj phrase: object labels with less than 5 tokens and the last token is a adj.

• sentence: any object label with more than 4 tokens and doesn’t fall under any
other category.

The checks above can only work correctly if they are implemented in the same order
as they are mentioned in the list. And so, once a match is found for an object label,
we assign the category and move to the object label in the next row. This is because
some object labels can be a match to multiple categories. For instance, ”2000” can
be both a year and a number, but we decided to interpret all integers between 1000
and 2100 as years instead of numbers.

Table 4.3 shows the object label categories, their percentages in the dataset and an
example of each category. From this table, we can see that 58.9% of the object
labels are either nouns or noun phrases. It is noteworthy, that a manual check of the
mappings is still needed since the heuristics and the spacy pipeline used to partition
the object labels don’t guarantee a 100% correctness. This is especially true for
categories such as ”acronym” and ”location”.

After The categorization step we end up with a 5909 rows dataset with further stats
shown in Table 4.4. The number of abstracts with more than 510 tokens is included
in the table because the models we are going to use have a maximum number of
tokens for the input of 512 tokens. And when we consider the start and end of input
tokens that will be appended later on, we are left with 510 tokens for the content of
each abstract. The inputs with more than 510 tokens are truncated by the models.
In our case, we have 37 rows (out of 5909)that have abstracts with more than 510
tokens. This is of course very minimal, and so we decided that this is not an issue
and not to omit these rows. However, if the number is higher, then one can for
instance trim the abstracts while making sure the answers inside are not trimmed
out, in order to avoid the automatic truncation done by the models.
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The avg number of tokens per object label of 2.43 will serve later on as a benchmark
for the avg number of tokens returned by each model, more on that in section 6.3.3.

object label
category

percentage in
the dataset example

noun 29.85 Transistors
noun phrase 28.74 data mining
acronym 10.12 HMM
research problem 9.53 Performance of thin-film transistors
adj 4.72 high
Location 4.37 Serbia
number 3.93 4977
count/measurement 3.47 2.45 GHz
sentence 2.76 raw data dumps and HDT files
year/date 1.95 2011
url 0.3 https://github.com/giannisnik/mpad
adjective phrase 0.27 Unsupervised and Adaptive

Table 4.3: The object label categories resulted from the step described in section
4.2.4 with their percentages and example from the actual dataset.

Training and evaluation datasets. The training dataset consists of 4745 data
points (82% for the entire dataset) while the evaluation set consists of 1036 data
points (18%). In order to have an evaluation set that is representative of the training
set, the data was split on the basis of the predicate label (the question in the context
of QA) using the following heuristic

• For predicate labels with less than 10 data points, we assign the corresponding
rows to the training set.

• For predicate labels with 10 or more data points, we assign the 74% of the
corresponding data to the training set and the rest to the evaluation set.

• Note: the 74% value what chosen in order to have a training to evaluation ratio
of around 80:20.

The first few rows of the final dataset (not split) are shown in Figure 4.4. The
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metric value

number of rows 5909
number of unique papers 2710
number of unique categories 12
number of unique predicate labels 853
number of unique object labels 3524
avg number of tokens per predicate label 2.01
avg number of tokens per object label 2.43
number of unique abstracts 2649
avg number of tokens per paper abstract 196.97
number of abstracts with more than 510 tokens 37
number of unique abstracts with more than 510 tokens 14

Table 4.4: The final ORKG dataset stats

complete dataset can be found in https://huggingface.co/datasets/Moussab/

ORKG-training-evaluation-set. Note that not all some fields such are ”sub-
ject id” and ”statement id” were used to map the different fields together, and still
in the dataset only for debugging purposes.

4.2.5 Data Preparation Script

The data preparation and the model training script can be accessed in this public
repository https://github.com/as18cia/thesis_work. The Readme file in this
repository provides detailed information on how to run the script.

The data preparation part of the script is structured as a waterfall as shown in
Figure 4.5. This means it consists of several steps, each step takes some files as
input and produces a file as output, the next step uses the output of the last as
input and so on. This script is structured this way for several reasons. First a lot of
the steps take a lot of time to finish and so this way in the case of failure, we don’t
have to repeat all the steps. This is because as long as the file produced by a step is
there, this means that the last step was completed. This way we can simply repeat
the steps that didn’t produce any files. Also having the data in files after each step
helps to get to know the dataset and to generate stats about the data in each step.

The script was written in the python programming language [41]. This is because
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Figure 4.4: An overview of the constructed ORKG dataset

python provides a lot of packages that facilitate the development of AI and data
science type of tasks. And while python is much slower than languages such as java
[27], the task at hand doesn’t require a high performance language. And so, python
with its simpler syntax, that improves productivity, is a perfect option.

Among the many useful python packages, one that is heavily used in the script is
the pandas DataFrame package [40]. This package provides a lot of features to help
in processing tabular data. For example it makes it easier to store tabular data in a
CSV format, or reading a CSV file into a python object. It also provides very simple
interfaces to calculate stats regarding the dataset, such as the number of unique
items, means, averages and so on.
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Figure 4.5: The structure of the data preparation script. This shows the general
structure and so some steps are not shown.
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Implementation

A transformer model is a neural network that learns context and thus meaning
by tracking relationships between tokens in sequential data, like the words in a
sentence. Transformers were first introduced in 2017 in the ”Attention Is All You
Need” paper [56] and have since achieved great success in tasks such as Natural
language processing, under which the Question answering task we have in this work
lies.

Transformers are used for a wide variety of problems, ranging from natural language
processing tasks such as question answering, natural text translation to a computer
vision, Trajectory Forecasting and traffic flow forecasting. But also for tasks such as
protein structure prediction.

Before transformers, recurrent neural networks (RNN) [48] were the go-to solution for
natural language processing. An RNN processes a sequence of words by processing
the first words and feeding back the result to the layer that will process the next word.
In this manner, the RNN keeps track of the entire sequence instead of processing
one word at a time as is the case with the classic feed-forward neural networks, that
were only designed to map one input to an output which is not optimal for natural
language, where word are related to each other and each word can have different
meanings in different contexts.
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RNN had however some disadvantages. First, they were slow, since they had to
process input sequentially. Second, they couldn’t handle long sequences of text. As
the RNN got deeper into a text excerpt, the effects of the first words of the sentence
gradually faded. This problem, known as “vanishing gradients,” was problematic
when two linked words were very far apart in the text. Consider the example the
sentence “Bob was born in England. He is 20 years old, and is a student. Bob wants
to become a software developer and later start his own business. Bob is very fluent
in ....”, by looking at the word England at the beginning of the text we can infer
that the last token should be English, but since the distance between the two tokens
are big when the RNN reaches the last token it might ’forget’ the context. Third
RNNs are unidirectional, this means they can only capture the relation between a
word and the words before it in the sequence. In the sentence ”The mouse is used to
... many things in a computer” the RNN can only check the words before the token
to be predicted, and so the model cannot decide whether the animal mouse is meant
or the computer device.

Transformers have the advantage of being able to deal with the issues mentioned
above. First, they made it possible to process entire sequences in parallel, making
it possible to scale the speed and capacity of sequential deep learning models to
unprecedented rates. And second, they introduced “attention mechanisms” that
made it possible to track the relations between words across very long text sequences
in both forward and reverse directions.

For the task at hand, we choose 3 BERT based models pre-trained on the SQUaD
dataset. BERT (Bidirectional Encoder Representations from Transformers) is a
transformer-based machine learning model for natural language processing intro-
duced in 2018 [18]. Bert is designed to be pre-trained using unlabeled text, which
allows the model to be fine-tuned to achieve state-of-the-art performance for a range
of tasks. Indeed, the Bert model has achieved state-of-the-art results in tasks such
Question answering on the SQUad dataset and Sentiment Analysis on several lan-
guages [15].

5.1 Transformer Model Variants

BERT has inspired the development of many variations, such as Roberta, Hubert,
TinyBERT, Distillbert and more. The model we are going to fine-tune for our task
are models based on Roberta, Distillbert and MiniLIM. in the next subsection we

29



Chapter 5. Implementation

present the 3 models we are going to train deepset/minilm-uncased-squad2 [60],
deepset/roberta-base-squad2 [34] and distilbert-base-cased-distilled-squad [47].

5.1.1 deepset/roberta-base-squad2

The deepset/roberta-base-squad2 model [17] is a transformer model pre-trained on
the reunion of many datasets such as the BookCorpus [10] and English Wikipedia
and fine-tuned using the SQuAD2.0 dataset. The model is case-sensitive, meaning
it makes a difference between WORD and word. The model is evaluated on the
SQuAD2.0. The model achieved 79.87% exact score and 82.91% f1 score.

5.1.2 distilbert-base-cased-distilled-squad [19]

The DistilBERT model is a Transformer model trained by distilling Bert base model.
Distillation refers to the technique of compressing a large model called the teacher
into a smaller model called the student. The distillation of Bert leads to a smaller
model that keeps a lot of the similarities with the original model while being lighter,
faster and smaller. The Distilbert has 40% less parameters than Bert-base-uncased,
can run 60% faster while preserving more than 95% of the performance of the
than Bert-base-uncased. The Distilbert-base-cased-distilled-squad is pre-trained on
SQuAD v1.1 and reaches 86.9 F1 score on the SQuAD v1.1 dev set.

5.1.3 deepset/minilm-uncased-squad2

Deepset/minilm-uncased-squad2 is also a distilled transformer model pre-trained on
the SQuAD 2.0 dataset. It is based on the microsoft/MiniLM-L12-H384-uncased [60]
model and achieves 76.1% exact score and 79.49% f1 score. The model is uncased.

5.2 Question Answering System Implementation

We train the 3 models presented above using the dataset prepared earlier. But
final processing of the dataset is necessary. First, we only extract the needed fields
for training: ”paper abstract”, ”predicate label” and ”object label”. Second, the
predicate labels (questions) are not formulated as questions which the pre-trained
models expect. A question should start with a question label and end with a question
mark. Additionally, a question should be a sentence. Processing the data manually
to convert he predicate labels to questions seems to be the optimal way to produce
correctly formulated questions, but that is not feasible giving the data size and
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the future intended application of the ORKG completion feature. Because of this,
we decide on a simpler solution. We choose 3 question labels ”what”, ”how”, and
”which”, and for each of these labels we create a variant of the dataset. Each variant
has the same abstracts as the original and the same object labels, but the predicated
labels are converted to have a question structure by attaching the question label at
the start of the predicate label and a question mark at the end of it. Additionally, we
add one more variant with no question label, in which we simply append a question
mark at the end of the predicate labels. For instance, given the example of a part
of the data set in Figure 5.1 we end up with the 4 variants shown in Figure 5.2,
Figure 5.3, Figure 5.4 and Figure 5.5. The 4 variants of the dataset would then be
used for training and evaluation. Additionally, for the uncased model we lower-case
all text input and for the cased models we keep the data unchanged.

Figure 5.1: an example of the dataset with unprocessed predicate labels

Figure 5.2: an example of the variant of the dataset without any question label

Figure 5.3: an example of the variant of the dataset with the ”what” question label

Figure 5.4: an example of the variant of the dataset with the ”how” question label
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Figure 5.5: an example of the variant of the dataset with the ”which” question label

Similar to the Squad dataset, we supplement the the the training data with the
index of the start and the index of the end of the expected answers in the abstracts.
With that, each data point in the dataset is a (abstract, predicate label, object
label, answer start index, answer end index) tuple. Following is an example from the
”what” variant of the dataset.

• abstract: ”. Changes in disturbance due to fire regime in southwestern Pi-
nus ponderosa forests over the last century have led to dense forests that are
threatened by widespread fire. It has been shown in other studies that a pulse
of native, early-seral opportunistic species typically follow such disturbance
events. With the growing importance of exotic plants in local flora, however,
these exotics often fill this opportunistic role in recovery. We report the effects
of fire severity on exotic plant species following three widespread fires of 1996
in northern Arizona P. ponderosa forests. Species richness and abundance of
all vascular plant species, including exotics, were higher in burned than nearby
unburned areas. Exotic species were far more important, in terms of cover,
where fire severity was highest. Species present after wildfires include those
of the pre-disturbed forest and new species that could not be predicted from
above-ground flora of nearby unburned forests.”

• predicate label: ”what Type of disturbance ?”

• object label: ”Fire”

• answer start index: 32.0

• answer end index: 36.0

Hyper-parameters. For the Hyper-parameters we choose 4 epochs, 0.01 weight
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decay, a batch size of 8 for training and evaluation, and we train on 2 learning rates:
0.0001 and 0.00005. The learning rates were chosen based on the Hyper-parameters
of the vanilla models and from the results of initial experimentation where we trained
on the 5 learning rates: 0.01, 0.00002, 0.00003, 0.0001 and 0.00005, with the models
achieving the highest results on the last two. Also, from experimentation the models
seem to start over-fitting starting from the third epoch, that is the reason for choosing
no more than 4 epochs. The hyper-parameters are the same for all the models. And
since we have 3 models, and we train each model on each dataset variant and on
each learning rate, we end up with a total of 3 models * 4 datasets * 2 learning rates
= 24 experiments.

training and evaluation script. Similar the data preparation script, the training
and evaluation part of the Question Answering System is written in the python
language. We especially make use of the Transformers [26] python package. This
package provides APIs and tools to easily download and train pre-trained models.

As shown in the sequence diagram of the training script in Figure 5.6 the main.py
module is the entry point for the script, where for each of the 24 experiments we
initialize a training class. During the initializing of this class, first the vanilla model
is loaded and then the training and evaluation datasets are loaded. Then the data is
tokenized. Tokenization refers to the process of splitting a string into tokens (words)
that then can be mapped to integers that the transformer model can work with.
After the initializing phase the training of the model Begins, and after the training
is done only the best model over the 4 epochs is saved and then loaded and used for
the evaluation phase. Further information on the evaluation metrics and results in
the next chapter.

The training script can be found in the public repository https://github.com/

as18cia/thesis_work with detailed explanation on how to run it.
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Figure 5.6: A sequence diagram showing an overview of the process of fine-tuning
the models (as implemented in the training script)
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Evaluation

In this section, we define the metrics used to evaluate the models and then present
and discuss the vanilla models and the fine-tuned models evaluation results.

6.1 Experimental Setup

Hyper-parameter Tuning. We chose to train the models in 4 epochs based on
the hyper-parameters of the vanilla models, and also because initial experimentation
confirms that after the 2 epoch the models start over-fitting. Based also on the
hyper-parameters of the vanilla models, we opted to go with 0.0001 and 0.00005 for
the learning rates. Here are the rest of the parameters.

• train batch size= 8

• eval batch size= 8

• weight decay= 0.01

At the end of the training phase of each experiment, only the best model is saved
and used in the evaluation phase.
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Evaluation Metrics. 4 metrics are used to evaluate the vanilla and the fine-
tuned models: accuracy-exact-match, accuracy-inexact-match, F1-exact-match and
F1-inexact-match. The 4 metrics are defined in Equation 2, Equation 3, Equation 8
and Equation 9.

The accuracy-exact-match of a model on an Evaluation data set is the percentage of
how many of the questions were answered with a string that is the exact - after initial
processing - match of the expected answer. The mentioned processing of both ex-
pected and predicted answers entails trimming the trailing and leading white spaces,
converting all answers to lower case, and removing any of the following characters
”.”, ”,”, ”;”, ”:”, ”-”, ”)”, ”(”, ” ” and ”+” if they are at the end of the answers,
which was sometimes observed in the prediction results of the fine-tuned models.
Formally, the accuracy-exact-match is defined as follows.

accuracy − exact−match =
number of exactly correct answers

total number of questions
· 100 (2)

The accuracy-inexact-match is similar to the accuracy-exact-match with the only
difference being that a returned answer is also considered correct if the expected
answer is contained within it. For example, ”the city of Berlin” and ”Berlin” would
both be correct predicted answers to the expected answer of ”Berlin”. This means
that scores for this metric can only be equal or higher than the accuracy-exact
scores. Both the returned and expected answers are pre-processed the same way as
the accuracy-exact-match answers. This metric is used because from observing the
behavior of the models, multiple correct answers can exist for the same question, but
some contain additional tokens. The formal definition is.

accuracy − inexact−match =
number of correct answers

total number of questions
· 100 (3)

For the F1-exact and F1-inexact we define the following equations.

recall − exact =
number of tokens in exactly correct answers

number of token is the expected answers
(4)

recall − inexact =
number of tokens in correct answers

number of token is the expected answers
(5)
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precision− exact =
number of tokens in exactly correct answers

number of token is the returned answers
(6)

precision− inexact =
number of tokens in correct answers

number of token is the returned answers
(7)

With these definitions, we define the F1-exact and F1-inexact as follows.

F1− exact =
2 · recall − exact · precision− exact

recall − exact+ precision− exact
(8)

F1− exact =
2 · recall − inexact · precision− inexact

recall − inexact+ precision− inexact
(9)

Before the evaluation of the trained models, the vanilla models need to be evaluated
using the 4 metrics defined above. This will serve as a benchmark against which we
can measure how much uplift is generated by the training on the ORKG dataset.
Similarly to the training, the evaluation is conducted on the 4 variants of the dataset.
The results are shown and discussed in the next section. The 4 datasets are the same
that will be used to evaluate the fine-tuned models later on.

6.2 Results and Discussion

6.2.1 Vanilla Model Evaluations

As shown in Table 6.1, the accuracy-exact are all below the 10% mark, which is very
low considering Roberta and Minilim models have an Accuracy of above 75% on
the SQuAD2.0 dataset, this might indicate that the ORKG dataset is significantly
different from the SQuAD set, since the data in the ORKG is of scientific nature.
In addition to that, the “which” the “what” datasets have a higher accuracy when
compared to the other two.

The accuracy-inexact presented in Table 6.2 is higher than the accuracy-exact as
to be expected while not exceeding the 21% mark. Following the same pattern as
the accuracy scores, the containment scores are higher for the “which” and “what”
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question
distilbert-base-cased

-distilled-squad
roberta-

base-squad2
minilm-unc
ased-squad2

*row
avg*

none 2.8 2.5 3.5 2.9

what 6.8 4.3 5.1 5.4

how 3.6 2.2 4.0 3.3

which 7.4 4.5 5.5 5.8

*column avg* 5.2 3.4 4.5 -

Table 6.1: The accuracy-exact results of the 3 vanilla models with the 4 evaluation
data sets, in percent (%).

question
distilbert-base-cased

-distilled-squad
roberta-

base-squad2
minilm-unc
ased-squad2

*row
avg*

none 12.6 14.8 16.0 14.5

what 21.0 17.0 16.5 18.2

how 16.2 16.5 16.3 16.3

which 20.3 18.2 18.0 18.8

*column avg* 17.5 16.6 16.7 -

Table 6.2: The accuracy-inexact results of the 3 vanilla models with the 4 evaluation
datasets, in percent (%).

question
distilbert-base-cased

-distilled-squad
roberta-

base-squad2
minilm-unc
ased-squad2

*row
avg*

none 2.1 4.0 3.6 3.2

what 8.0 5.1 6.3 6.5

how 5.0 3.0 4.6 4.2

which 8.5 5.5 5.9 6.6

*column avg* 5.9 4.4 5.1 -

Table 6.3: The F1 exact score results of the 3 vanilla models with the 4 evaluation
datasets in percent (%).

datasets in comparison to the 2 others, and for these 2 sets the Distillbert model
scores are decently higher than the other models.
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question
distilbert-base-cased

-distilled-squad
roberta-

base-squad2
minilm-unc
ased-squad2

*row
avg*

none 12.0 20.3 21.3 17.9

what 24.0 22.8 24.4 23.7

how 20.2 23.7 22.7 22.2

which 22.0 25.1 23.0 23.4

*column avg* 19.6 23.0 22.9 -

Table 6.4: The F1-inexact results of the 3 vanilla models with the 4 evaluation
datasets, in percent (%).

The values for the F1-exact in Table 6.3 are following exactly the same pattern as
the accuracy-exact. This also goes for the F1-inexact values in Table 6.4, except for
the fact that the Distillbert model is not better here.

6.3 Fine-tuned Models Evaluations

In this section, the 4 main metrics results of the fine-tuned models using the ORKG
dataset are presented and compared with the benchmark values. We then present the
results per object label category. And finally, we show some statistics regarding the
number of tokens in the answers returned by the models, as this affects the already
mentioned metrics and also the quality of the predicted answers themselves.

6.3.1 Dataset Level Results

The accuracy-exact scores of all models shown in Table 6.5 have increased signifi-
cantly after training on the ORKG dataset. Moreover, looking at the average values
over each dataset, it appears that the pattern of some datasets having better results
has decreased after training. And unlike the vanilla models results, the Distillbert
model has lower scores than the other two.

The accuracy-inexact scores in Table 6.6 have increased significantly after training.
The Roberta model score on the ”how” dataset, for instance, has jumped from 16%
to 51%. And similarly to the accuracy-exact the difference between the avg scores
for each data set is minimal

39



Chapter 6. Evaluation

question
distilbert-base-cased

-distilled-squad
roberta-

base-squad2
minilm-unc
ased-squad2

*row
avg*

none 32.9 37.5 35.4 35.3

what 32.5 35.9 36.1 34.8

how 34.6 36.4 33.8 34.9

which 33.1 36.6 36.8 35.5

*column avg* 33.3 36.6 35.5 -

Table 6.5: The best accuracy-exact results of the 3 fine-tuned models, in percent
(%).

question
distilbert-base-cased

-distilled-squad
roberta-

base-squad2
minilm-unc
ased-squad2

*row
avg*

none 44.0 50.6 48.3 47.6

what 44.3 49.5 46.0 46.6

how 44.1 51.2 47.0 47.4

which 43.8 48.6 47.9 46.8

*column avg* 44.1 50.0 47.3 -

Table 6.6: The accuracy-inexact results of the 3 fine-tuned models, in percent (%).

question
distilbert-base-cased

-distilled-squad
roberta-

base-squad2
minilm-unc
ased-squad2

*row
avg*

none 26.8 23.0 18.0 22.6

what 17.7 21.2 19.8 19.6

how 21.4 20.9 22.3 21.5

which 22.9 24.0 25.9 24.3

*column avg* 22.2 22.3 21.5 -

Table 6.7: The F1-exact results of the 3 fine-tuned models, in percent (%).

All in all, the best avg results are achieved with the Roberta model for all 4 metrics
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question
distilbert-base-cased

-distilled-squad
roberta-

base-squad2
minilm-unc
ased-squad2

*row
avg*

none 34.2 32.3 26.1 30.9

what 25.3 31.0 26.2 27.5

how 28.0 30.4 28.5 29.0

which 31.6 35.9 36.4 34.6

*column avg* 29.8 32.4 29.3 -

Table 6.8: The F1-inexact results of the 3 fine-tuned models, in percent (%).

regardless of the learning rate, the Minilim model comes second with the Distillbert
model being the worst model contrary to its vanilla version which was the best of
the 3.

6.3.2 Category Level Results

We chose to run the object label category using the accuracy-exact and the accuracy-
inexact metrics, for this we only consider the best models and dataset variant com-
bination. The best model for the 2 metrics is Roberta with 37.5% accuracy-exact
using the ”no question label” set and with 51.2% accuracy-inexact using the ”how”
set.

From Table 6.9 and Table 6.10 we can see that the accuracy scores for sentences,
count/measurement and noun phrases is low with 0%, 10.7% and 27.3% respectively
which might indicate that the model struggles with the prediction of answers with
high number of token. On the other hand, categories that have typically lower
number of tokens have a high accuracy.
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object label category percent in the evaluation dataset
accuracy-exact of
predictions (%)

sentence 3 0.0
count/measurement 3 10.7
number 0.5 16.7
noun phrase 30 27.3
year/date 1 28.6
acronym 9 42.9
research problem 14 44.8
noun 30 44.9
adj 3 46.4
location 6 57.4
url 0.25 66.7

Table 6.9: The accuracy-exact per object label category using the deepset/roberta-
base-squad2 that was fine-tuned on the ”no question label” dataset, with an overall
accuracy-exact of 37.5%

object label category number of rows
accuracy-inexact of
predictions (%)

sentence 3 0.0
count/measurement 3 35.7
number 0.5 39.9
noun phrase 30 50
year/date 1 50
acronym 9 56.6
research problem 14 57.4
noun 30 64.8
adj 3 66.7
location 6 68.9
url 0.25 71.4

Table 6.10: The accuracy-inexact per object label category using the
deepset/roberta-base-squad2 that was fine-tuned on the ”how” dataset, with an over-
all accuracy-inexact of 51.2%
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6.3.3 Additional results

model name
avg number of tokens
in expected answers

avg number of tokens
in predicted answers

distilbert-base-cased-
distilled-squad 2.4 9.5
roberta-base-squad2 2.4 10.6
minilm-uncased-squad2 2.4 18.8

Table 6.11: avg number of tokens for expected and predicted answers for the vanilla
models

model name
avg number of tokens
in expected answers

avg number of tokens
in predicted answers

distilbert-base-cased-
distilled-squad 2.4 6.9
roberta-base-squad2 2.4 7.0
minilm-uncased-squad2 2.4 7.1

Table 6.12: avg number of tokens for expected and predicted answers for the fine-
tuned models

As shown in Table 6.11 and Table 6.12 the avg number of tokens predicted by the
vanilla models is significantly higher than that of the expected answers with the
Minilim model being way worse by a big margin. After fine-tuning this value went
down noticeably, especially for the Minilim model that went from an avg of 18.8
tokens per answer to 7.1. The results help explain why the accuracy-inexact is higher
than the accuracy-exact of the models, since the avg number of returned answers is
higher than the expected, which means the models tends to return more tokens in
addition to the correct expected tokens.
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Chapter 7

Conclusions and Future Work

Towards the end goal of the ORKG completion, we explore the performance of trans-
former models pre-trained on The SQUaD dataset and fine-tuned using a dataset
constructed using data extracted from the ORKG and supplemented with paper ab-
stracts from third-party services. The results show significant uplift in comparison
to the results of the vanilla models. However, an accuracy-exact score below 37%
indicates that there is still work to be done before this completion feature could be
implemented in any production setting. This is also true because the models are not
trained on questions that don’t an answer, this can drop the accuracy of the models
even further.

An Area where further improvements could be achieved is the size of the training
dataset, which significantly affected by issue of finding the abstracts for the papers
in the ORKG. In the case of this work, we had to omit about 40% of the dataset
because of this issue. Furthermore, from the object label category evaluation results,
we can see that the models seem to struggle with predicting multi-token strings. This
especially clear for the case of noun phrase category that form a large percentage of
the dataset, while achieving medium to low relative results. The effect of the method
used here to convert the predicate labels into questions is still not know. However,
since we only have around 853 unique predicate labels in the dataset, doing the
conversion manually and then comparing with the 4 variant created automatically
might be possible given enough and might be worthwhile.
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