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Kurzfassung

Heutzutage sind Roboter mehr als Maschinen, die nur die stets gleichen Bewegungen hinter
Sicherheitszäunen ausführen. Moderne Roboter müssen mehrere komplexe Aufgaben erfüllen
können, während sie mit dem Menschen zusammenarbeiten. Hierzu besitzen moderne Roboter
häufig zwei Haupteigenschaften: eine erhöhte Vielseitigkeit durch eine große Anzahl von Gelenken
und die Fähigkeit, den Umgebungskontakt durch Drehmoment/Kraftsensoren wahrzunehmen.

Solche komplexen Roboter erfordern die Entwicklung von ausgefeilten Regelungsarchitekturen. In
den letzten Jahren wurden viele Architekturen vorgeschlagen, die auf die durch die große Anzahl
von Gelenken verursachte Redundanzproblematik zielen. Diese Architekturen (auch „Framework“
genannt) lösen das Redundanzproblem, indem sie verschiedene Aufgaben in einer hierarchischen,
also priorisierten, Weise verarbeiten. Eine solche Priorisierung ist allerdings in Anwendungen
problematisch, in denen der Roboter mehrere Einschränkungen gleichzeitig unbedingt einhalten
muss, z.B. aus Sicherheitsgründen. Ein Sonderfall sind einseitige Einschränkungen wie z.B.
Gelenkgrenzen oder Begrenzungen des Arbeitsraums. Um diese zu implementieren, beruhen
aufgabenhierarchische Methoden auf der Aktivierung abstoßender Potentialfelder. Nachteilig
ist dabei jedoch, dass diese je nach Roboterkonfiguration und Bewegungsgeschwindigkeit zu
Schwingungen oder hohen Kräften des Roboters führen können.

Diese Arbeit schlägt ein Framework vor, um verschiedene Aufgaben unter gleichzeitiger Einhaltung
mehreren Einschränkungen umzusetzen. Ziel dieses Frameworks ist es, redundante Roboter in
kollaborativen Szenarien zu steuern. Ein besonderes Augenmerk liegt darauf, dass der Roboter auf
physische Interaktion mit dem Menschen stets intuitiv und sicher reagiert: so darf der Roboter auf
den Menschen keine hohen Kräfte ausüben oder mit unerwarteten Bewegungen auf äußere Kräfte
reagieren. Das Framework verwendet neuartige Methoden, um Positions-, Geschwindigkeits-
und Beschleunigungsgrenzen im Gelenkraum sowie im kartesischen Raum einzuhalten. Eine
vergleichende Studie von weit verbreiteten Algorithmen zur Redundanzauflösung, die auf Projek-
toren und quadratischer Programmierung beruhen, wird durchgeführt, um die gewünschte intuitive
Reaktion auf externe Kräfte herzuleiten. Die Experimente wurden an einem redundanten kollabo-
rativen Industrieroboter durchgeführt. Die Ergebnisse zeigen, dass die vorgeschlagene Methode
zur Grenzvermeidung eine stets sichere und erwartbare Reaktionen hervorruft, wenn der Mensch
externe Kräfte ausübt. Dabei überschreitet der Roboter die festgelegten Grenzen nicht, während
die vorgegebenen Aufgaben hierarchisch abgearbeitet werden.

Schlagwörter: Multitask-Steuerung, physische Mensch-Roboter-Interaktion, Redundanzauflösung,
Grenzvermeidung.
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Abstract

Robots are becoming more than machines performing repetitive tasks behind safety fences, and are
expected to perform multiple complex tasks and work together with a human. For that purpose,
modern robots are commonly built with two main characteristics: a large number of joints to
increase their versatility and the capability to feel the environment through torque/force sensors.

Controlling such complex robots requires the development of sophisticated frameworks capable
of handling multiple tasks. Various frameworks have been proposed in the last years to deal with
the redundancy caused by a large number of joints. Those hierarchical frameworks prioritize the
achievement of the main task with the whole robot capability, while secondary tasks are performed
as well as the remaining mobility allows it. This methodology presents considerable drawbacks
in applications requiring that the robot respects constraints imposed by, e.g., safety restrictions
or physical limitations. One particular case is unilateral constraints imposed by, e.g., joint or
workspace limits. To implement them, task hierarchical frameworks rely on the activation of
repulsive potential fields when approaching the limit. The performance of the potential field
depends on the configuration and speed of the robot. Additionally, speed limitation is commonly
required in collaborative scenarios, but it has been insufficiently treated for torque-controlled
robots.

With the aim of controlling redundant robots in collaborative scenarios, this thesis proposes a
framework that handles multiple tasks under multiple constraints. The robot’s reaction to physical
interaction must be intuitive and safe for humans: The robot must not impose high forces on the
human or react unexpectedly to external forces. The proposed framework uses novel methods to
avoid exceeding position, velocity and acceleration limits in joint and Cartesian spaces.

A comparative study is carried out between different redundancy resolution solvers to contrast
the diverse approaches used to solve the redundancy problem. Widely used projector-based and
quadratic programming-based hierarchical solvers were experimentally analyzed when reacting to
external forces. Experiments were performed using an industrial redundant collaborative robot.
Results demonstrate that the proposed method to handle unilateral constraints produces a safe and
expected reaction in the presence of external forces exerted by humans. The robot does not exceed
the given limits, while the tasks performed are prioritized hierarchically.

Keywords: multi-task control, physical human-robot interaction, redundancy resolution, unilateral
constraints.
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Nomenclature

Characters and symbols that are only used in one section or in one equation are described exclusively
in the text. Many of the variables in the following list appear with different subscripts, superscripts,
additional symbols, and various dimensions in this thesis. The quantities are generally described
here without further specification. The meaning becomes clear when the quantity or variable is
introduced in the text.

General Conventions

Scalar lowercase letter (italic): a
Vector lowercase letter (bold and italic): a
Matrix capital letter (bold and italic): A

Latin Characters

a Acceleration vector
c Vector of constraint coordinates
e Error vector
f Vector of (generalized) forces in the operational space
g Vector of (generalized) gravity forces in the joint space
k Number of tasks
mt Dimension of task
n Number of joints
q Vector of joint positions
v Velocity vector
x Vector of Cartesian coordinates
D Damping matrix
E Energy
I Identity matrix
J Jacobian matrix
K Stiffness matrix
M Inertia matrix
N Null space projection matrix



xii Nomenclature

U ,V Matrices with singular directional components in a singular value decomposition

Greek Characters

σ Singular values
η Constant parameter
µ Vector of Corioli forces in operational space
τ Vector of (generalized) forces in joint space
ν Vector of Coriolis torques
ζ Damping ratio
Σ Matrix with singular values in a singular value decomposition

Abbreviations

aug Augmented
cmd Command
cur Current
d Desired
damp Damping
e.g. Exempli gratia (for example)
ext External
i.e. id est (that is)
inf Infinity
int Interaction
in Initial
max Maximum
min Minimum
ns No singular
suc Successive
ref Reference
tr Trajectory
DOF Degree(s) of freedom
DCTS Dynamically-consistent Constrained Task Hierarchy Solver
pHRI Physical Human-Robot Interaction
IWIS Impedance without inertia shaping
OSC Operational Space Control
SJS Saturation in Joint Space
TIMC Time Invariant Motion Controller
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1 Introduction

The evolution of robots from pre-programmed to autonomous systems leads to the development
of more complex hardware and software architectures. Modern robotics aims to achieve two
significant goals: high versatility and high interactivity, which helps to reduce the gap between
humans and robots.

The versatility of the human body comes in great part from the large number of joints. Figure 1.1
shows an example of a service task: polishing a car. The execution of the task requires at least
five degrees of freedom (DOF). The trajectory of the polishing tool requires a full definition in
position (three DOF) and at least two orientation coordinates1 (2 DOF). There exists kinematic
redundancy with respect to this task. The human body can be positioned in an infinite number
of postures without changing the desired position and orientation of the tool. This redundancy
allows the human to simultaneously perform other tasks, e.g., optimize the posture of the body
for major comfort or looking around in the environment. In robotics, this multi-task control is
often implemented in a hierarchical manner. Each task is executed with an order of priority. The
highest priority must be given to tasks that are indispensable. For instance, joint limit avoidance or
collision avoidance must be accomplished to ensure a safe task execution. The lowest priority is
given to tasks that are desired but are not required to achieve the main goal of an application. For
instance, use the minimum kinetic energy during the motion.

Polishing tool

Possible human 

postures

Tool axis 

perpendicular to the 

car surface

Figure 1.1: Example: human polishing a car. The human can have infinity body postures to perform the
task.

1To execute this task, the orientation around the perpendicular axis to the surface of the car is not relevant.
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Additionally, modern collaborative robots are expected to permanently interact with the human.
Similar to a human co-worker, the robot is required to independently perform a task, and to be
permanently ready to collaborate. For instance, a mobile manipulator may be busy picking objects
from a shelf and putting them into a cart. At any time, a human may assist (by shoving the objects
closer to the robot), disturb (by pushing the mobile platform aside), or abort the task and assign
a new one. This interactivity implies intuitive input from the human to the robot. The robot
must estimate the human intention and react accordingly. The choice of this input depends on the
available sensors. Although visual gestures or voice commands may be very intuitive, industrial
robots usually do not possess visual or voice sensor-based systems. Physical interaction is intuitive
and force/torque sensors are usually integrated in industrial collaborative robots. Therefore, this
thesis considers the force/torque as the most intuitive way to communicate with the robot.

A control framework must be employed to command the robot to achieve multiple tasks in a
hierarchical manner without endangering the human, objects in the environment or itself. The
framework must solve redundancies considering contact between the robot structure and the human
to achieve physical interaction.

Section 1.1 presents an overview of previous works related to physical Human-Robot Interaction
(pHRI) under constraints. The gaps in the research of constrained multitasking frameworks for
pHRI are presented in section 1.2. Section 1.3 introduces the concept of a hierarchical framework
for pHRI and the definitions that will be used along this thesis. The contributions and an overview
of the thesis are presented in section 1.4.

1.1 Related work

Compliance is a key aspect to achieve a safe behavior in collaborative scenarios. The robot reacts
to external forces with certain flexibility instead of being completely rigid. This is achieved in
a natural way by controlling the generalized forces in the robot joints instead of positions or
velocities. A common approach to perform force/torque control is to control the robot by defining
a mechanical impedance law [Hog84]. Cartesian forces on a point attached to the robot structure2

are computed between the desired point and the current point as a mass-spring-damper (see Fig.
1.2) system and mapped to desired generalized joint forces.

This force-mapping technique is formalized in the Operational Space Control Framework (OSC)
[Kha87a]. The robot is controlled in the operational space3 by forces that are mapped to generalized
joint forces. OSC enables the possibility to perform multi-task control in a prioritized manner.
During operation, the robot can perform a high-priority task and use the remaining mobility for

2Commonly, the point is the center of the robot’s end effector.
3The space where a task is defined. Commonly the Cartesian space. For instance, a common task is reaching a desired
Cartesian position to pick an object.
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Desired point trajectory 

‣task with the highest priority

(Cartesian space 6 DOF)

Spring Damper

Current desired point

Virtual system 

realized by active control

Current attached point to 

the robot structure

Null-space motion 

used for additional tasks

Figure 1.2: Example of a whole-body impedance control on a collaborative industrial robot with seven
actuated DOF

tasks with lower priority. When no more mobility is available, the remaining tasks are sacrificed.
The remaining mobility appears due to kinematic redundancy, as the robot has more degrees of
freedom available what a task requires. Null-space projectors are used to exploit redundancy
and create a prioritized stack of tasks for multi-task control [BHB84, HS87, NHY87]. The idea
is to achieve every task in an optimal way respecting the given priority. The main drawback of
the use of projectors is that they do not allow the inclusion of inequalities, which are required
to achieve some of the indispensable tasks such as joint limit avoidance. The objective is not
defined as an equality (e.g., end effector must achieve a desired position), instead it is defined
as a range (e.g., joint must stay between a minimal and maximal value). The most frequently
employed method to include these inequalities is by application of repulsive potential fields
[Kha85, DASO+07, SGJG10, DWT+11]. The potential field is commonly activated in proximity
to the inequality limit, producing a counteracting force that repels the robot to reach that limit.
However, the activation and deactivation of the task can lead to discontinuous solutions and
oscillations, as pointed out in [HLP12]. Furthermore, these techniques assign different priority to
multiple indispensable tasks. For instance, the joint limit task is assigned with the highest priority,
and obstacle avoidance as the second most important task.

In more recent years, other approaches have been investigated to achieve hierarchical multi-
task control. [EMW14, HLM+18, QA19] formulate the redundancy problem as a quadratic
programming problem. The advantages of such methods is the inclusion of inequalities directly in
the redundancy solver. Activation and deactivation of tasks is not required. Multiple indispensable
tasks can be handled as equality or inequality constraints having the same level of priority. The
main drawback of these techniques is that stability has not been proved yet. In contrast, the stability
proof of projector-based techniques has been presented in [DOAS13, DOP18].
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Although several frameworks have been proposed to achieve hierarchical control, there are still
problems and limitation with such techniques. These will be pointed out in the next section.

1.2 Problem statement

As mentioned above, much research has been done to create a hierarchical control framework
capable of managing redundancy. However, none of them is able to properly handle diverse types
of inequalities, and at the same time, to allow physical interaction. Projector-based solvers handles
all indispensable tasks with different priority, although each of these tasks is equally important and
they must not be prioritized among them. Quadratic programming-based solvers do not have this
issue. Indispensable tasks can be formulated as constraints with equal level of importance. They
all must be respected, otherwise the problem would be unsolvable. However, the robot’s behavior
has not been properly studied under physical interaction, when redundancy is solved with these
methods. In addition, projector-based and QP-based approaches rely in a proper parametrisation of
the inequalities to avoid discontinuities and oscillations.

This thesis researches and develops a control hierarchical framework to have a robotic co-worker
with full physical interactivity. In the final framework, force inputs are given to the robot and the
robot reacts according to it. The human can push the robot in a desired direction while experiencing
a "friendly"4 response of the robot in the proximity to a limit. The robot should be able to follow
the task while respecting all constraints (or indispensable tasks) and despite any disturbances given
by the human.

Three questions are treated to achieve the goal:

• How to add constraints in the stack of tasks with same priority level? (Example joint and
Cartesian constraints)

• What if the human makes the task unfeasible?

• How to handle disturbances due to human interaction?

1.3 Concept of hierarchical constraints/tasks framework

To achieve the goal stated above, a framework that is able to manage task and constraints under
physical human-robot interaction (pHRI) must be developed. The framework should allow for the
execution of complex tasks by planning in low-dimensional, intuitive spaces while constraining the
motion, instead of considering the whole configuration space. In [Die16], the author considers the

4In the context of this thesis, friendly refers to a not violent reaction of the robot. The robot should not impose high
forces on the human.
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tasks as objectives with more or less importance. Objectives are classified from minor (optimization
criteria as energy efficiency or natural arm configuration) to indispensable (safety as collision
avoidance). In this work, those objectives or assignments are separated in two groups: constraints
and tasks. One could say that constraints are the "indispensable" objectives, while tasks are all
other possible assignments that the robot may perform with an order of priority. The use of this
terminology has some implications in the development of this work.

1.3.1 Constraints

To explain the concepts, envision a humanoid robot that is expected to perform some tasks. Just
like humans, humanoid robots possess limitations, e.g., physical limitations such as joint limits
or physical capabilities. The violation of these constraints can imply damage of robot hardware
or damage to the environment. Additionally, some constraints can come from safety limitations
that depend on the application. In human-robot collaborative applications, for instance, safe
velocity limits may be imposed to the robot to avoid injuring the human. These are imposed virtual
limitations that restrict the real capabilities of the robot, but they are an "indispensable" objective
for the specific application. Virtual or physical limitations must always be respected. In the sense
of the framework, these limitations are constraints and they are defined as follows:

Definition 1: Constraints are assignments that must always be performed or held and must never
be violated.

Definition 1 implies that:

Requirement 1.1 Constraints have the highest level of priority.

Requirement 1.2 There is no prioritization among constraints unless a constraint that is not
under control is in conflict with controlled constraints. This case is illustrated in section 1.3.3.

Note: In this context, joint-limit avoidance constraint is under control as the control inputs can
influence the motion in the constrained space, i.e., the control inputs can influence the motion in the
joint space. However, the motion of an object that is not attached to the robot structure cannot be
modified by the control inputs. Therefore, a constraint to avoid that object is not under full control.
For instance, if the object is moving towards the robot with a higher speed than the permitted robot
speed, it will not be possible to slow down the object to keep a maximal relative speed between
them.

1.3.2 Tasks

Tasks that a human is expected to perform include: grasping a cup, opening a door, sweeping the
floor etc. Not performing any of these tasks or performing them poorly does not imply damages
to the robot, the environment or the human. However, some tasks may be more important than
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others. For example, while grasping a cup, it may be desired to keep a specific posture of the torso
to minimize the spent energy.

Definition 2: Tasks are assignments that the robot should perform if possible. They should be
performed according to an order of priority and respecting all constraints.

The requirements for the tasks are then:

Requirement 2.1 Tasks must not interfere with tasks of higher priority.

Requirement 2.2 Tasks must be performed respecting all constraints.

Requirement 2.3 Tasks must be performed as good as the available DOF allows it.

1.3.3 Conflict management

Considering the aforementioned definitions and requirements, conflicts may appear between tasks
and/or constraints. They should be managed in a proper manner for each specific situation. There
are three different situations or cases that may happen:

Case 1.1 There exists a conflict between two constraints.

Case 1.2 There exists a conflict between two tasks.

Case 1.3 There exists a conflict between a task and a constraint.

The framework should react to these situations following the next requirements:

Requirement 3.1 If case 1.1, then the only constraints that can be respected, are the constraints
that are under control. A safe strategy must be established.

Requirement 3.2 If case 1.2, then the task with higher priority prevails and the task with lower
priority is sacrificed or partially fulfilled using the available mobility.

Requirement 3.3 If case 1.3, then the constraint is respected and the task is sacrificed or
partially fulfilled using the available mobility.

To clarify how the framework should work, the humanoid robot shown in fig. 1.3 is taken as
example. The humanoid should grasp the cup on the table with the left hand, while holding another
cup with the right hand. A set of constraints and tasks is given as example:

Constraints:

JLA: Joint limit avoidance

SCA: Self collision avoidance

OCA: Obstacles collision avoidance
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Tasks:

HRP: Hold initial right hand pose

HPT: Hold initial torso pose

GLA: Grasp a cup with the left hand

In the first example (Fig. 1.3(a)), the humanoid has to respect only two constraints and tries to
perform three tasks. When the least important task is to grasp a cup with the left hand, the left hand
does not achieve the cup because the torso pose must be held (HPT has higher priority, case 1.2).
If the priorities are changed and HPT task becomes less important than GLA, the left hand still
does not reach the cup, because the right hand should not be moved from its initial pose (HRP has
the highest priority, fig. 1.3(b)). It becomes clear that the only way to grasp the cup on the table
is giving the highest priority to the GLA task. In this case, the right hand and the torso lose their
initial poses in pro of grasping the cup, fig. 1.3(c). However, there is a collision with the table
while performing the left hand motion, because there is not a constraint for avoiding the obstacles
yet. When the constraint OCA is included, the motion of the left hand is changed to avoid collision
with the table. In this case, when the collision is about to happen, the first task (GLA) is sacrificed
in favor of the constraint (case 1.3, see fig. 1.3(d)). Another example of case 1.3 would be if the
joint limit of the hip were tighter. The left hand could not reach the cup because the robot had to
respect its joint limits. Consider a moving obstacle (a ball) that is approaching the humanoid. The
robot tries to avoid the ball by bending the hip and the neck until they reach theirs limits. In this
situation, the constraints JLA and OCA are in conflict and both cannot be respected. Only the robot
constraints (JLA) can be guaranteed, because the motion of the object cannot be controlled (this
conflict is of course assuming motion is possible only in 2D and the hips can not bend outside of
the page plane). Note that before reaching the limits, the second task HPT is in conflict with the
constraint OCA. Only this task is sacrificed, while the main taks HRP is performed.

1.3.4 Response to physical interaction

Besides managing the conflicts in a proper manner, the framework must work under pHRI. In the
context of this thesis, it means that the robot must move intuitively if external forces are applied to
it, either by the human and/or the environment. The effect of external forces can be separated in
two cases:

Case 2.1 External force is intended to violate a constraint.

Case 2.2 External force disturbs a task.

Case 2.2.1 External force has a component in the task direction.

Case 2.2.2 External force has a component in the null-space.

The following requirements are derived in order to ensure an intuitive behavior of the robot:
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C1: JLA

C2: SCA

T1: HRP

T2: HPT

T3: GLH

(a)

C1: JLA

C2: SCA

T1: HRP

T2: GLH

T3: HPT

(b)

C1: JLA

C2: SCA

T1: GLH

T2: HRP

T3: HPT

(c)

unconstrained

hand‘s path collision

constrained

hand‘s path

C1: JLA

C2: SCA

T1: GLH

T2: HRP

T3: HPT

C3: OCA

(d)

neck‘s joint limit

hip‘s joint limit

C1: JLA

C2: SCA

T1: HRP

T2: HPT

C3: OCA

(e)

Figure 1.3: Example of a humanoid robot performing tasks in different order of priorities while respecting
the constraints. Grasping a cup with the left hand (GLA) starts being the least important task,
until it becomes the most important (from (a) to (d)). In (d), besides the fundamental constraints
(avoiding joint limits - JLA and avoiding self collision - SCA), another constraint is added to
avoid obstacles (OCA). When a moving obstacle enters in the environment a conflict between
two constraints occurs (e).
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Requirement 4.1 The human should not feel any high force feedback during an interaction
regardless of the case.

Requirement 4.2 In case 2.2.1, the robot must behave as it is intended by a defined task
dynamics.

Requirement 4.3 In case 2.2.2, the robot motion in the null-space should follow the desired
dynamics. Often, the dynamics expected in the remaining null-space is a joint damper to dissipate
kinetic energy. Intuitively the human expects the robot to move in the direction of the force.

1.3.5 Assumptions

Considering that the control framework must work for most collaborative robots in the market,
some assumptions concerning the control are made:

Assumption 1 The robot can be controlled by forces/torques.

Assumption 2 No external sensors are used.

Assumption 3 There are no changes on the priorities of tasks.

Considering these requirements and assumptions, two of the most popular methods to implement
force control are presented in section 2.1, followed by two approaches to achieve task hierarchy in
sections 2.2 and 2.3.

1.4 Contributions and overview

This dissertation proposes a framework to address the problem stated in section 1.2 under the
requirements given in section 1.3. The framework is validated in simulation and on a real robot in
different scenarios.

The framework consists of a stack of tasks, a stack of constraints and a solver, as shown in fig. 1.4.
Tasks are "assignments" that should be performed if possible. Each task is performed in a specific
order of priority. Constraints are "assignments" that the robot must perform or hold always and
must never be sacrificed, e.g., joint limits or obstacle avoidance. Constraints have the highest level
of priority and there is no prioritization between them. Although constraints are usually defined by
inequalities, they are not restricted to it. The solver solves the redundancy performing the tasks
with the given hierarchy, while respecting the constraints. The output of the framework are joint
generalized forces to command the robot. A robot model computes the necessary inputs for the
framework from the current robot state. Kinematic and dynamic data are sent to the framework to
compute the next solution and to produce the required robot motion.
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The main contribution of this thesis is the handling of the stack of constraints. Chapter 3 addresses
inequality constraints in joint space. The chapter proposes a novel method to have a smooth limit
avoidance. The method shows numerous advantages in comparison with the commonly used
potential field approach. Complex parameter setting is not required and vibrations are avoided
while an intuitive physical interaction is performed. Chapter 4 extends the method to different
kind of constraints in the Cartesian space. A generalized architecture is proposed where all the
constraints are treated with the same level of importance. The special cases of the rotational limits
and the avoidance of dynamic obstacles are included in the general framework.

Chapter 5 proposes a method to perform time invariant control. The aim of the approach is to
increase physical interaction with the human. Experiments validate the method in simulation and
on the real robot. Human disturbances can move the robot away from the main path or goal, while
the maximal Cartesian velocity is saturated to remain in safe limits. Furthermore, the approach
does not require motion planning to trace a desired path.

Redundancy Resolution Hierarchical Framework for pHRI

Constraint 1 Task 1

P
ri

o
ri

ty

Constraint l Task n

Task 2Constraint 2

P
ri

o
ri

ty

Redundancy Resolution Solver

Stack of TasksStack of Constraints

Robot Robot Model

Kinematics

Dynamics

⋮ ⋮

Figure 1.4: Thesis overview: A hierarchical redundancy framework that works under physical human robot
interaction
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Finally, the thesis analyses and compares current schemes for redundancy resolution under pHRI.
Despite the advantages of quadratic programming approaches for solving redundancy (as the
lack of numerical singularities), chapter 6 presents their drawback when the physical interaction
is desired and interactivity is maximized. A novel method is proposed to combine quadratic
programming-based with null-space projector-based techniques. The aim of this method is to have
an intuitive physical interaction while including force/torque limits and avoid the use of singularity
avoidance methods.
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2 Fundamentals

This chapter presents the basic theoretical investigations that are used for the development of this
thesis. The fundamentals of impedance control for having a compliant interaction behavior is
introduced in the next section. Methods to design the dynamic behavior in the operational space
are presented in section 2.1.1 and 2.1.2. Afterwards, three techniques to impose a prioritized
hierarchy are briefly explained in sections 2.2, 2.3 and 2.4. Finally, the presented methods and their
implementation are discussed in section 2.5.

2.1 Impedance control

The requirements presented in section 1.3 imply that the robot interacts with an unknown environ-
ment and the human operator. With that purpose, a suitable compliant behavior in Cartesian and/or
joint space is required. Impedance control, introduced in [Hog84], is a well established framework
to accomplish this purpose, but misses a proper tasks hierarchy. Component impedances are super-
imposed to achieve different tasks with no order of priority. In other words, all tasks are considered
to have the same priority. They may be achieved only partially but not fully. The inclusion of tasks
prioritization was treated in [Kha85] by exploiting the null-space of an operational space in which
a task is defined. Khatib in [Kha85] proposes an impedance law that establishes a desired dynamic
behavior for an operational point. This point can be specified in any space (the operational space,
e.g., joint or Cartesian space or a subset of any of both). A secondary task can be included in a
different operational space and in the control law by projecting it into the null-space of the main
task. The main task is accomplished while the secondary task with lower priority is either: fully
achieved, if there is enough null-space from the main task (no conflict between tasks); partially
achieved, if more null-space is needed (partial conflict); or sacrificed, there is not the required
null-space for the secondary task (full conflict).

In general, impedance control relies from the assumption that the dynamic relation between the
operational positions, velocities and accelerations of a point, and the virtual forces acting on it is:

f t + f t,ext = Λt(xt)ẍt + µt(xt, ẋt) + pt(xt), (2.1)

where f t is the operational forces vector, f t,ext are the external forces, Λt(xt) is the symmetric
inertia matrix, µt(xt, ẋt) is the vector of centrifugal and Coriolis forces and pt(xt) is the vector of
gravity forces, all represented in the operational space. To simplify the notation, dependency upon
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the operational point coordinates xt and its derivative will no longer be denoted. The subscript []t
indicates the dependency on the task. The command vector of the decoupled operational point ẍt

describes the desired dynamics of the task.

The dynamic terms in eq. 2.1 are related to the parameters involved in the joint space dynamic
model. The dynamic equation of a robot with n-joint coordinates is:

τ + JTf f ext = M (q)q̈ + ν(q, q̇) + g(q), (2.2)

whereM (q) is the robot inertia matrix, and ν(q, q̇) are the Coriolis- and centrifugal forces, g(q)

are the gravity forces and τ represents the actuator control generalized forces. To simplify the
notation, dependency upon q and q̇ will no longer be denoted. The Jacobian J f maps the external
forces from the contact points to generalized forces in the joint space.1 Since most of robot
structures are based on revolute joints rather than prismatic joints, this thesis uses mostly the term
joint torques instead of generalized joint forces without loss of generality.

If redundancy exists for a given a task, i.e., the degrees of freedom (DOF) of the robot is bigger
than the number of task coordinates (n > mt), then there is an infinite number of elementary
displacements of the redundant mechanism that could take place to perform the task. Those
displacements conform the null-space of the Jacobian J t. Moreover, there is an infinite number of
joint torque vectors that could be applied without affecting the resulting forces at the operational
point. Thus, the equation that establishes the relationship between operational forces f t and joint
torques τ is established by equation:

τ = JTt f t +N tτ any, (2.3)

with:
N t = I − JTt J̄

T
t , (2.4)

whereN t is the projection onto the null-space of task t, τ any is an arbitrary generalized joint torque
vector, which is projected onto the null-space of that task, and J̄Tt is the dynamically consistent
generalized inverse that minimizes the robot’s instantaneous kinetic energy [Kha90b]. This inverse
J̄ is unique and is given by:

J̄ t = M−1JTt Λt, (2.5)

where Λt is the inertia matrix of the robot mapped to the operational space [Kha80]:

Λt = (J tM
−1JTt )−1. (2.6)

1When multiple external forces are applied in different points on the robot structure or the tool, Jacobians and external
forces for each of these points are stacked in J f and f ext, respectively. For cp contact points, J f = [J f,1, . . . ,J f,cp ]

T

and f ext = [f ext,1, . . . ,f ext,cp
]T.
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Finally, the gravity, the Coriolis and centrifugal forces in the joint space are mapped to the
operational space2

µt = J̄
T
t ν −ΛtJ̇ tq̇, (2.7)

pt = J̄
T
t g. (2.8)

The desired dynamics of the task behaves like a mass-spring-damper system and has decoupled
dynamics

Λt,dët +Dt(ėt) +K t(et) = f ext, (2.9)

where K t ∈ Rmt×mt and Dt ∈ Rmt×mt are the positive definite matrices that define the stiffness
and damping, and Λt,d ∈ Rmt×mt denotes the desired inertia matrix. The vector et = xt − xt,d is
the error between the current and the desired position.3 The desired dynamics takes the form:

ẍt = ẍt,d −Λ−1
t,d (Dtėt +K tet − f ext). (2.10)

ẍt is the operational acceleration that leads to the desired dynamic behavior in eq. 2.10. Replacing
this acceleration in eq. 2.1 and then f t in eq. 2.3, the command torque becomes

τ = JTt (Λtẍt,d −ΛtΛ
−1
t,d (Dtėt +K tet − f ext)− f ext + µt) +N tτ any + g, (2.11)

where the gravity compensation is added directly at joint level to avoid unnecessary computations.4

[Hog84] introduces an empirical rule for designing the impedance behavior. The manipulator
impedance should be proportional to the environmental admittance. If the use-case implies to
interact with a rigid environment or objects, the manipulator should have low impedance to
accommodate to the environment; if the environment is flexible, the manipulator may have high
impedance to impose motion upon the environment.

The desired inertia matrix Λt,d must be chosen in order to be a positive symmetric definite matrix.
The choice of Λt,d completes the desired behavior of the robot, when external forces disturbs the
operational point. In this thesis, this choice is reduced to two cases: an identity matrix to emulate a
unit mass system [Kha87a] and the inertia matrix of the robot expressed in the operational point
[ASOFH03]. Each of these cases provides benefits and limitations, each with different methods to
design the stiffness and damping matrices. The next sections 2.1.1 and 2.1.2 explain in detail these
differences.

2Derivation of these equations can be found in [Kha87b, Kha90a].
3The desired position is a virtual equilibrium position, which should only be reached in case external forces do not
disturb this point.

4If the lowest priority task is defined in joint space, the computation of pt for each task is unnecessary. The proof can
be found in appendix A.1.
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2.1.1 Operational Space Control (OSC)

By choosing the desired inertia matrix as an identity matrix Λt,d = I , the operational point can be
seen as a single unit mass moving in a mt dimensional space [Kha87a]. The command joint torque
becomes

τ = JTt (Λt (ẍt,d −Dtėt −K tet + f ext)︸ ︷︷ ︸
ẍt

−f ext + µt)︸ ︷︷ ︸
f t

+N tτ any + g. (2.12)

To achieve the desired dynamic behavior of 2.10, the external forces f ext need to be measured.
However, this measurement is typically ignored in the OSC due to the need of an accurate dynamic
model of the robot and high performance force/torque sensors.

The design of the stiffness and damping matrices depends on the expected dynamics and it is
detailed below.

Design of dynamic behavior with decoupled dynamics

In OSC, the desired inertia matrix Λt,d is constant and its eigenvectors coincide with those ofK t

(assuming a definite positive diagonal stiffness matrix). The design of the damping matrix can be
reduced to choosing damping coefficients for mt second order systems. Each pair of spring-damper
coefficients describes the dynamics of the system along one of the eigenvectors. Each system can
be describe as:

fi
λi,i

= ẍi +
di,i
λi,i

ẋi +
ki,i
λi,i

xi, (2.13)

where the subindex i = 1..mt indicates the coefficient of each matrix or vector along the eigenvector.
The scalar λi,i is the virtual mass of the system. For such systems, ki,i

λi,i
= ω2

n is the undamped

natural frequency and di,i
λi,i

= 2ζωn, where ζ is the damping ratio. A common choice of the damping

coefficient is di,i = 2λi,i
√
ki,i/λi,i to have a critically damped system (ζ = 1.0).

2.1.2 Impedance control without inertia shaping

A well-known approach to achieve a mass-spring-damper dynamics and to avoid the measurement
of external forces is to not shape the inertia. The desired inertia matrix is set as the current inertia
matrix of the robot expressed in the operational point [ASOFH03, Ott08, Die16]. With this choice
Λt,d = Λt, the command joint torque becomes

τ = JTt (Λtẍt,d −Dtėt −K tet + µt)︸ ︷︷ ︸
f t

+N tτ any + g. (2.14)



2.1 Impedance control 17

The desired acceleration ẍt,d is usually neglected to avoid computation of the inertia matrix in
the operational space5 Λt. If not neglected, a desired acceleration profile decreases the error for
trajectory tracing.6 However, many use cases of impedance control (e.g. insertion of pieces,
sweeping the floor, polishing a table, hand guidance) usually do not require high tracking accuracy.

The design of the stiffness and damping matrix is not as straightforward as in the OSC. Due to the
variability of the desired inertia matrix, the choice of these matrices has to be properly treated.

Design of dynamic behavior with decoupled dynamics

Having the desired inertia matrix variable implies that a constant damping matrix is not a good
choice. In many applications, users need a well defined behavior in every Cartesian direction.
Therefore,Dt has to be chosen as a function of Λt.

Two methods to design the damping for a given symmetric positive definite stiffness matrix are
presented in [ASOFH03]. This thesis considers only the double diagonalization design. This
approach uses the generalize eigenvalue problem to design a damping matrix that depends on the
eigenvectors of the inertia matrix.

Given that Λt is symmetric positive definite andK t is defined to be so, too; a non-singular matrix
Qt ∈ Rmt×mt can be found such that Λt = QtQ

T
t andK t = QtK t,0Q

T
t , whereK t,0 ∈ Rmt×mt is a

positive definite diagonal matrix. Thus, the matrices Λt andK t can be diagonalized simultaneously
and the system in eq. 2.9 can be rewritten as

QtQ
T
t ẍt +Dtėt +QtK t,0Q

T
t et = f ext. (2.15)

Diagonal elements ofK t,0 are the generalized eigenvalue ofK t with respect to Λt. The damping
matrix can be then computed as

Dt = 2QtDξK
1/2
t,0 Q

T
t , (2.16)

whereDξ ∈ Rmt×mt is a diagonal matrix with diagonal terms ξi (0 ≤ ξi ≤ 1, 0 for undamped be-
havior and 1 for real eigenvalues). For a better understanding, the reader is referred to [ASOFH03]
and [Ott08].

Some applications require more than one point following a dynamic behavior and/or having a
prioritization between the coordinates. In any case, a task hierarchy has to be implemented. In the
following sections, three methods are presented to have a prioritized task scheme.

5This computation needs a singularity avoidance approach due to the computation of the inverse of (JM−1JT ).
6The robot must follow a trajectory with a desired position, velocity and acceleration in each time step.
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2.1.3 Summary

In general for force/torque control, eq. 2.3 becomes

τ cmd = JTt f t +N tτ any + g, (2.17)

where τ cmd are the generalized forces to command the robot. The force vector f t is defined
differently if the inertia in the operational space is shaped or not. For the two special cases:

• Inertia shaping as a diagonal unit mass (OSC with Λt,d = I), and ignoring the external forces.
The force becomes f t = Λtẍt. The term ẍt is a desired acceleration that defines a dynamic
behavior, as given in section 2.1.1. This term may not be confused with the desired acceleration
ẍt,d that can be computed from a trajectory planning.

• Inertia is not shaped (IWIS with Λt,d = Λt), f t is a force that defines the dynamic of the
system as defined in section 2.1.2.

It is worth to mention that although the procedure for the translational stiffness is straightforward,
the design of a rotational spring is more complex and it depends on the representation of the
orientation [ZF00]. [Nat03] presents the consequences of using different orientation coordinates in
Cartesian controllers. The use of quaternions is a typical choice given that they are a singularity-free
representation of the rotation [Ott08, ORH11, HRO16].

2.2 Task hierarchy based on null-space projectors

Having multiple tasks to be solved by a robot with many DOF necessarily requires a redundancy
resolution. The idea is to solve an optimization problem for a hierarchical arrangement of them.
The execution of the highest-priority task employs the whole capability of the robotic system. The
second-priority task is performed without disturbing the execution of the highest-priority task. The
execution of a third-priority task does not interfere with the first and the second level tasks. In other
words, a task does not disturb the execution of any other higher-priority one.

[DMB93] presents one approach frequently used to solve redundancy. The approach employs
pseudo-inverses and projection matrices. The so-called null-space projections developed in [Lie77,
HS87, NHY87, Kha87b] are standards tools today in kinematic control. In torque control, the
torque input is processed by the null-space projectorN related to all task with higher priority. The
resulting joint torque commands the robot to execute the task as well as possible without disturbing
any higher-priority task.

Consider a manipulator with n DOF that must perform k tasks with priorities i = 1..k and
dimensions mi, where 1 indicates the highest priority and k the lowest priority. Each task is defined



2.2 Task hierarchy based on null-space projectors 19

by two components, a desired acceleration ẍi ∈ Rmi×1 or force vector f i ∈ Rmi×1, and a Jacobian
Ji ∈ Rmi×n that does the mapping from joint velocities to task velocities

ẋi = J i(q)q̇ (2.18)

and, with its derivative, defines the mapping from joint accelerations to tasks accelerations

ẍi = J i(q)q̈ + J̇ i(q)q̇. (2.19)

An overview of the null-space projectors is presented in [DOAS15a]. This thesis only treats
dynamically consistent projectors: augmented and successive, where the weighting matrix is the
inertia matrix. This matrix is considered as the only valid weighting matrix to keep a dynamic
behavior, as shown by [Kha80].

In the following, J i is assumed to have full rank, hence, is not singular. Dealing with singular
situations is treated in section 2.2.3.

2.2.1 Soft hierarchy using successive projectors

In the successive null-space projection, a task joint torque τ 2 ∈ Rn (with second priority level) is
projected into the null-space of the main task

τ P
2 = N 1τ 2, (2.20)

where τ P
2 is the projected joint torque that does not interfere with the main task. When there are

more than two tasks, the hierarchy is given by:

τ cmd = τ 1 +N 1(τ 2 +N 2(τ 3 + . . .N k−1τ k))). (2.21)

The joint torque of the last task τ k is projected into a successive multiplication of null-space
projectorsNT

1N
T
2 . . .N

T
k−1. This hierarchy can be recursively written as proposed by [DOAS15a]:

τ P
i = N suc

i τ i, (2.22)

whereNT,suc
2 is the successive null-space projector and is obtained by:

N suc
i = N suc

i−1(I − JTi−1J̄
T
i−1), (2.23)

withN suc
1 = I.

The command joint torque is computed by adding up the main task torque and all projected joint
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torques:

τ cmd =
k∑
i=1

τ P
i + g. (2.24)

Note that N suc is not a projector in the strict math sense because it is not idempotent in general
(i.e. N sucN suc 6= N suc). In robotics, though, it is common to use the term projector in this context.
The successive projector does not decouple the tasks completely, i.e. a low priority task could
affect all higher priority tasks. The only task that would not be affected is the highest one, as
the projector N 2 is the only idempotent projector.7 Therefore, the hierarchy using successive
projections is considered as a soft hierarchy. The main advantage of using these projectors is the
lack of numerical singularities due to conflicting tasks.

2.2.2 Strict hierarchy using augmented projectors

The augmented projection is computed based on an augmented Jacobian. This projector is idem-
potent, hence mathematically correct. This hierarchy is then considered as a strict hierarchy. The
projected joint torque is computed as follows:

τ P
i = N aug

i τ i, (2.25)

with:
N aug

i = I − J aug,T
i−1 J̄

aug,T
i−1 . (2.26)

The main difference with the successive projectors is that the augmented Jacobian matrix J aug
i−1

considers all higher priority Jacobian matrices:

J aug
i−1 =


J1

J2

...
J i−1

 . (2.27)

The final control joint torque is obtained with eq. 2.24 by using eq. 2.25 instead of eq. 2.22.
To reduce the numerical effort of computing directly eq. 2.27, recursive algorithms are applied
[SK05]:

N aug
1 = I, (2.28)

Ĵ i = J iN
aug,T
i , (2.29)

N aug,T
i = N aug,T

i−1 (I − ĴTi−1
¯̂
JTi−1). (2.30)

7N suc
2 = I − JT

1 J̄
T
1 =N suc

2 N
suc
2 . Instead, for the third-priority level: N suc

3 =N suc
2 (I − JT

2 J̄
T
2 ) 6=N

suc
3 N

suc
3 .
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The Jacobian Ĵ i describes the Jacobian matrix of level i projected onto the null-space of all higher
priority tasks.

In addition, to compute the optimal solution of task i, the effect of the task i − 1 on the space
of task i should be extracted from the computation of the force f i [SK05]. Otherwise, the joint
torques computed to produce the desired dynamic behavior in the space of task i− 1 can produce
forces in the space of the task i. Subtracting such forces in the computation of the desired forces
for task i, the joint torque vector of task i becomes:

τ i = JTi (f i −ΛiJ iM
−1(τ i−1 − ν)). (2.31)

The augmented projector enforces uncoupling of all involved tasks. However, algorithmic singular-
ities arise when tasks on different levels are in conflict with each other [DOAS15a]. This thesis
implements an approach based on [HP13] to avoid these singularities.

2.2.3 Singularity avoidance

Singularity robust techniques such as damped-least-square methods [DW95] can be used to avoid
singularities. However, this complicates the hierarchy design. In [KSPW04], singularities are
avoided using the eigenvalue decomposition of the inverse of the inertia matrix Λ̂−1

i = Ĵ iM
−1Ĵ

T

i

and cancel out the directions with eigenvalues equal to zero. However, high values of Λ̂i can
be computed not only when the eigenvalues are exactly zero. High values in the computation of
the inertia matrix Λ̂−1

i appear also when eigenvalues are close to zero or near to the singularity.
Moreover, oscillations can be produced by canceling out the singular directions in one instant of
time, as shown in [HP13]. Consider

Λ̂−1
i = [U ns U s]

[
Σns 0

0 Σs

][
UT

ns

UT
s

]
, (2.32)

where Σns is a r× r (r as the rank of Ĵ i) matrix of the so-considered non singular eigenvalues (over
a defined threshold, σmax

8), U ns is a mt × r matrix with columns that represent direction vectors
related to the eigenvalues of Σns, Σs is a (mt − r)× (mt − r) matrix of the so-considered singular
eigenvalues (under a threshold σmax) and U s is a l × (mt − r) matrix with columns corresponding
to the direction of the singular eigenvalues. The matrix Λ̂i can be separated in two matrices:

Λ̂i = Λ̂ns,i + Λ̂s,i, (2.33)

8Higher values than σmax do not produce high values in the computation of Λ̂i. The choice of this value is done
empirically.
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where Λ̂ns,i and Λ̂s,i are the inertia matrices in the operational space that consider only the non-
singular directions, and the singular directions, respectively:

Λ̂ns,i = U nsΣ
−1
ns U

T
ns, (2.34)

Λ̂s,i = U sΣ
−1
s U

T
s . (2.35)

A solution to avoid singularities could be the use of Λ̂ns,i in the computation of the task. Neverthe-
less, this choice does not solve the problem of oscillations. Therefore, as recommended in [HP13],
a smooth transition between Λ̂i and Λ̂ns,i should be implemented. Thus, eq. 2.35 becomes:

Λ̂s,i = U sH(σ)Σ−1
s U

T
s , (2.36)

where H(σ) is a (mt − r) × (mt − r) diagonal matrix with diagonal values hi, i = 1...mt − r
changing smoothly from a 1 to 0 depending on the corresponding singular eigenvalue, σ.

hi =


1.0, if |σ| = σmax

h(σ), if σmin < |σ| < σmax

0, if |σ| < σmin

(2.37)

where
h(σ) =

1

2
+

1

2
sin

(
π

(σmax − σmin)
(|σ| − σmin)−

π

2

)
.

(2.38)

σmax and σmin are defined by the user. σmin should be high enough to not produce high torques in
the computation of the task. The definition of these two parameters depend on the task and the
robot. This problem will not be discussed in this thesis. Using eq. 2.33 with eq. 2.34 and 2.36,
high values during the computation of the inverse of Λ̂−1

i are avoided. Singularities can also be
avoided by using a different prioritized task scheme based on quadratic programming.

2.3 Task hierarchy based on Quadratic Programming (QP)

The redundancy can be formulated as an optimization problem and solved via dedicated solvers.
The evolution of hardware and new fast algorithms to solve quadratic problems facilitates its
implementation in robotics [DSBS09, KLW11, EMW14, HLM+18, QA19]. Tasks are formulated
as objective functions that are minimized depending on relative importance. For a single task, the
dynamic control can be formulated as a least square problem in terms of joint accelerations and
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torques [DPNMN15]

min
q̈,τ

‖J tq̈ − (ẍt − J̇ tq̇)‖2 + w‖q̈ − q̈d‖2 (2.39a)

subject to τ = Mq̈ + ν + g. (2.39b)

The constraint 2.39b keeps the dynamic consistency between the joint torques τ ∈ Rn×1 and
the joint accelerations q̈ ∈ Rn×1. The term w is the weight of a second task that regularizes the
accelerations in the null-space to get a unique solution. This task is usually defined to keep a
desired joint configuration. However, in this thesis, it is desired that external forces (e.g., exerted
by the human) generate null-space motions which can reconfigure the robot to a more comfortable
one, e.g., far from joint limits. Therefore, this task is defined as a joint space damper q̈d = −Dq̇,
whereD ∈ Rn×n is the positive-definite damping matrix. The choice of this regularization term is
deeply discussed in chapter 6.

The objective function in eq. 2.39a is sufficient to compute the command torques or accelerations
while minimizing the operational task error. Nevertheless, to achieve the desired dynamic behavior
established in eq. 2.1, the external forces must be considered. If the desired acceleration ẍt is
computed as in eq. 2.2, the quadratic problem becomes

min
q̈,τ

‖J tq̈ − (ẍt − J̇ tq̇ −Λ−1
t f ext)‖2 + w‖q̈ − q̈d‖2 (2.40a)

subject to τ = Mq̈ + ν + g. (2.40b)

Equation 2.40 is the general form of the impedance control of eq. 2.11 using quadratic formulation.
Any of the methods in section 2.1.1 or 2.1.2 can be implemented by choosing the respective desired
inertia matrix Λt,d. The result of not shaping the inertia (Λt,d = Λt) computes the same result as
the Cartesian impedance control based on QP proposed in [LTP16] and [HLM+18]. Pure force
control can be also implemented by setting the desired acceleration according to a desired force,
ẍt = Λ−1

t f d as stated in [LTP16]. Note that no inverse of the Jacobian must be computed despite
the inclusion of the external forces in the operational space. Additionally, the external forces can
be expressed in the joint space by replacing Λ−1

t f ext with JM−1
t τ ext . This brings the advantage

of avoiding the measure of external forces in the space of each task.

Including more tasks can be achieved softly by adding more minimization functions with different
weights as proposed in [CMAL07, LME+11, SPB11, BK11], or strictly by solving multiple QP
problems as proposed in [HLM+18].
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2.3.1 Soft hierarchy using weights

In a soft hierarchy scheme, every task is assigned with a weighted objective and then added in to be
minimized together as a single quadratic problem. The weight of each task defines its importance,
however, there is no guarantee that a low weighted task will not intervene with a higher one. The
minimization function becomes

min
q̈,τ

k∑
i=1

wi‖J iq̈ − (ẍi − J̇ iq̇ − JM−1τ ext)‖2 (2.41a)

subject to τ = Mq̈ + ν + g, (2.41b)

with the weight wi < wi−1. The higher is the ratio between two weights, the stricter is the hierarchy.
For a very high ratio, though, numerical errors can be produced in the solution. This approach is
known in the literature as the Weighted Sum Method. An overview and drawbacks are presented
in [DD97] and [Yan14]. To have a strict hierarchy, multiples QP problems can be solved as it is
shown in the following section. The least important task must be a joint space task to regularize the
acceleration in the null-space and get a unique solution. For instance, the second task given in eq.
2.40a becomes the last task k in this multitask formulation. In that case, Jk = I , and ẍk becomes
q̈d = −Dq̇.

2.3.2 Strict hierarchy solving multiple QP problems

In the strict hierarchy scheme, the number of QP problems depends on the number of tasks involved.
For k tasks, k-QP problems are solved, which increases the computation time. Every task is
described by a main objective function subject to constraints and then included in the next task
as an equality constraint. This scheme brings the advantage of not choosing any weights. The
optimization problem becomes:

min
q̈i,τi

‖J iq̈i − (ẍi − J̇ iq̇ − JM−1
t τ ext)‖2 (2.42a)

subject to τ = Mq̈ + ν + g (2.42b)

J i−1q̈i−1 = J i−1q̈i (2.42c)
... (2.42d)

J1q̈1 = J1q̈i. (2.42e)

The least important task must be a joint space task to regularize the acceleration in the null-space
and get a unique solution as previously explained in section 2.3.1.
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2.4 Mixed task hierarchy

A new approach that mixes the two hierarchies schemes has been proposed in [LTP16]. The
Generalized Hierarchical Control (GHC) describes the tasks as a minimization problem, and solves
the hierarchy using projectors in the constraints of the problem.

min
q̈aug,τ i

k∑
i=1

‖J iq̈i − (ẍi − J̇ iq̇ − JM−1
t τ ext)‖2 (2.43a)

subject to τ = Mq̈ + ν + g (2.43b)

q̈ = Nq̈aug =
k∑
i=1

N iq̈i, (2.43c)

with q̈aug =

q̈1
...
q̈k

 andN = [N 1 . . .N k].

This formulation gives the prioritization via null-space projectors. More specifically, the GHC
approach in [LTP16] employs statically consistent projectors9 with a priority matrix to allow
change of priorities or insertion and deletion of tasks.10 The approach is improved in [DS19] to
use dynamically consistent projectors. For this thesis, the mixed hierarchy uses only dynamically
consistent projectors. They can be computed successively as in eq. 2.23 or augmented as in eq.
2.26. Successive projectors lead to soft hierarchy, while augmented projectors lead to a strict
hierarchy. The advantages of this method are: the possibility to use the priority matrix, and the
minimization of the kinetic energy in the projection by using dynamic consistent projectors, as
shown in [Kha87b]. The drawback is high computational effort required to solve the problem.
The computation of the projectors and the use of high-dimensional matrices in the minimization
problem makes the method slower than all the previously presented schemes.

2.5 Discussion

This chapter presented two special cases of force control. While the OSC uses inertia shaping,
making the operational point behave as a unit mass point, the IWIS uses the natural inertia of
the robot avoiding the measurements of external forces. The OSC can be seen as a controller at
acceleration level if external forces are ignored, while IWIS controls directly the force.

9The statically consistent projectors use a different weighting matrix than the mass matrix. A detailed explanation is
provided in [DOAS15b].

10A complete explanation of how to compute the priority matrix and how it is included in the projector can be found in
[LTP16] and [DS19].
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To have a hierarchical stack of tasks, three methods were presented: projector-based, QP-based and
a mix of both. Each of them manages the hierarchy in two different ways: soft and strict. Table 2.1
summarizes the advantages and disadvantages of the architectures. The chosen type of hierarchy
is directly related to the requirements specified in section 1.3.2 and 1.3.3. A soft hierarchy does
not guarantee decoupling of tasks, i.e., task with low priority could interfere with higher-priority
tasks, violating requirement 2.1. A strict hierarchy guarantees the decoupling of tasks, fulfilling
this requirement. However, to have a strict hierarchy, a higher computational effort is required. The
QP-based strict hierarchy solves as many QP problems as tasks. The projector-based and the mixed
strict hierarchy require the computation of the augmented Jacobian and its inverse for each task.
This inverse not only increases the computation time, but also requires a singularity avoidance
strategy in case of complete task conflicts.11 These singularities arise when the augmented Jacobian
J aug

t loses rank. It is worth to mention that the projector-based soft hierarchy requires a singular
avoidance strategy, but only for singularities encountered in a specific task12 and not when a conflict
between tasks occurs.

The implementation of the stack of constraints varies from the one of the stack of tasks. On the
one hand, constraints can be included easily in QP-based techniques. On the other hand, the
projector-based scheme does not allow this inclusion straightforward. One can argue that to include
constraints in the projector-based techniques, they can be defined as tasks. Then, if a conflict occurs
between them, a flag could be triggered to show that the problem is unfeasible. This is how QP
solvers are implemented. This approach works only for equality constraints. Inequality constraints
can not be included in the stack of constraints for projector-based approach in the same way. As
stated in the introduction, the inclusion of inequalities requires: smooth activation/deactivation
and a proper parametrisation of the dynamic behavior (specially to guarantee the fulfillment of
requirement 4.1).

Besides, there are constraints at different kinematic or dynamic levels. For instance, due to
safety measures, not only position but also velocity and acceleration limits must be guaranteed.13

Furthermore, different than tasks, constraints can be formulated as inequalities. The next chapter
proposes a method to include inequalities at different levels in projector-based approaches. The
method handles the challenges addressed before: avoiding the need of parametrisation, and the
need of a smooth task activation/deactivation, while preserving a smooth physical interaction with
the human.

Despite the clear advantages of the QP-based over the projector-based approaches, projector-
based techniques are still being studied. The main reason is that stability of these techniques has
been proven (using IWIS in [DOAS13], and more recently using OSC for the regulation case in

11If there is not null-space left in which the task with lower priority could be partially executed, the lower priority task
has to be dropped [Die16].

12The task Jacobian J t loses rank.
13This is also the case for tasks. A task can be specified to track a velocity and not only a position profile.
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[DOP18]). A stability analysis for the QP-based approach has not been conducted. Besides, these
approaches have not been properly analyzed under pHRI. Chapter 6 offers a comparison of the
approaches under pHRI. Simulations demonstrate that QP-based approaches shown in section 2.3
are not well suited for pHRI.
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3 Unilateral constraints in joint space

The use of force/torque control with kinematic redundancy brings many challenges especially in
industrial applications. One of the biggest issues is how to deal with motion constraints in joint
space. For instance in human-robot collaboration: how can a controller deal with the fact that
the robot is pushed close to a joint limit while it is performing a task? In other words, how can
a controller ensure that a task (e.g., pick-and-place) is constantly being pursued, while the user
can interact with the compliant robot and joint limits are avoided? One intuitive answer is to
implement two tasks: one being the avoidance of joint limits, and the other one being pick-and-
place. This control scheme can be achieved by stack-of-task techniques [SS91, MKK09, SK05,
SK06, ODAS15]. However, three major challenges remain:

• smooth vs. hard: for torque-controlled robots, tasks have to be formulated in terms of forces
(or joint torques). The control programmer must specify a force function (called potential
field) that reliably pushes a joint1 away from its limit. It is very difficult, though, to correctly
specify the strength of this potential field: the required repulsion torques strongly depend on
the robot state (joint configuration and velocity), attached tools that alter the robot dynamics,
and the magnitude of the force applied by the user.

• smooth task activation: the joint limit avoidance task must receive top priority. Nevertheless,
it must not continuously produce a torque but can only be switched on when the joint comes
close to its limit. Switching the top-priority task on and off leads stack-of-task techniques to
discontinuous solutions and oscillations.

• multi-level constraints: hardware joints do not only have limits to the joint position, but also
to the joint velocity and acceleration. If these different limits are implemented in a stack of
task, one of them may be sacrificed for another one.

The first two challenges are particularly important for torque-controlled robots. If they are not
properly dealt with, the robot will either react too weak (joint limit not avoided, robot shuts down),
too hard (high torque peaks), or with jerky behavior and oscillations that prevent the task from
being completed.

Techniques to achieve smoother task activation, e.g., by a continuous activation function, are
described in [MKK09, LMP12, HLP12, HP13]. However, their functionality depends strongly on
chosen parameter values that describe when and how fast a task is switched on or off. The problem
1Note that if the limits are given in the Cartesian space, the potential field must push a point of interest away from its
limit. See chapter 4.
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of parameter-dependency is not solved but just shifted to another set of values. More recently,
[LTP16, SC16] proposed approaches for smooth activation/deactivation and changing of priority
of tasks. The approach in [LTP16] was extended to the dynamic case in [DS19] to avoid possible
unstable robot motion. The approaches proved to work stable with different parametrisation of the
sigmoid function. Though, they did not overcome the first and third challenge and were tested only
in simulation.

Other techniques take a different approach, e.g. quadratic programming (QP) [EMW14, HLM+18,
QA19]. This technique has the advantage of including inequalities as hard constraints without the
need of activation or deactivation techniques. [FDK12, FDK15, FL13] link QP to the stack-of-task
approach: joint position, velocity, and acceleration limits are implemented as hard constraints and
the cost function is replaced by a stack of tasks. While this procedure overcomes all of the three
challenges listed above, its limitation is that it can only be applied to velocity-controlled robots,
while collaborative robots are usually torque-controlled. Furthermore, none of the above mentioned
methods was proven to work during physical human-robot interaction.

This chapter demonstrates the drawback of using potential fields to avoid limits, and proposes two
novel methods to include joint limit avoidance. The first method proposes a variable potential
field that reduces the kinetic energy in the border of the limit. The idea is to reach the limit with
zero speed to avoid oscillations. The second method extends the method proposed in [FDK12] for
torque controlled robots. The repulsive force is computed based on the robot’s state avoiding the
setting of parameters.

For simplicity, the inclusion of inequalities is evaluated using the soft hierarchy based on successive
projectors (see section 2.2.1). Assume the result of a task hierarchy computation from the stack of
tasks results in a torque command τ stack. With this torque, the state of the robot (joint positions q
and velocities q̇) and the dynamic data (M , g and ν), it is possible to compute a torque τ cmd that
considers the joint limit avoidance. Figure 3.1 shows a block representation of this process. The
methods previously mentioned to avoid joint limits are different approaches to compute the block
"Include Constraints".

Stack of Tasks

Include Constraints

Robot Data

Constrained Stack of Tasks

q, q̇,M , g,ντstack

τ cmd

Figure 3.1: Addition of constraints in the stack of tasks

Note that in the first two levels of the priority-hierarchy, successive or augmented projectors are
idempotent (see section 2.2). Therefore, including a new task in the highest priority to accomplish
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the inequalities is not influenced by lower priority tasks, no matter which kind of projectors are
used. Large parts of this chapter have already been publish in [MFA18] and [MAF19b]

3.1 Potential field approach

A common implemented approach to avoid joint limits is the creation of a potential field in the
proximity to the limit. Given the joint coordinate qj with its respective upper q̄j and lower q

j

physical limit, where the sub-index j = 1..n indicates the individual joint. Barriers of potential
are created at each of these limits qj = q

j
and qj = q̄j using the potential field approach and the

FIRAS function, as defined in [Kha85]. Let ρ
j(0)

and ρ̄j(0) be the distance limits of the potential
field influence and the distances ρ

j
and ρ̄j be defined by:

ρ
j

= qj − qj,

ρ̄j = q̄j − qj.
(3.1)

A critical zone is defined between the joint limits (q
j

and q̄j) and the distance limit of the potential
field influence (ρ

j(0)
and ρ̄j(0)). The corresponding joint torques γq

j
and γq̄j are:

γq
j

=

η
(

1
ρ
j

− 1
ρ
j(0)

)
1
ρ2
j

, if ρ
j
≤ ρ

j(0)

0, if ρ
j
> ρ

j(0)

(3.2)

and

γq̄j =

−η
(

1
ρ̄j
− 1

ρ̄j(0)

)
1
ρ̄2j
, if ρ̄i ≤ ρ̄j(0)

0, if ρ̄j > ρ̄j(0)

, (3.3)

where η is a constant parameter. An example of the function is plotted in fig. 3.2 where the
influence of the gain η is shown. The joint limit q

j
is set to zero in this example. A higher gain

implies a faster increment of the torque when the joint is reaching its limit.

The general joint torque that pulls the joint out of the critical zone, fFIRAS, is given by:

fFIRAS = γq̄ + γq. (3.4)

The "Include Constraints" block shown in fig. 3.3 starts by checking the current position of the
joints relative to the barriers of potential. If any joint is in the critical zone, fFIRAS is computed
according to eq. 3.2, 3.3 and 3.4.

The Jacobian of the joint-limit avoidance-task Jlim is the mapping between the joint space and a
space of the joints under potential field influence. The columns of the Jacobian represent the joints
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Figure 3.2: Example of the influence of η in the FIRAS function

of the robot, and the number of rows is given by the number of joints that are pulled by the force
fFIRAS. For instance, if the joint q2 is achieving its position limit for a 7 DOF robot, a repulsive
torque is built to prevent the joint reaching its limit. Thus, the Jacobian is defined as:

J lim =
[
0 1 0 0 0 0 0

]
. (3.5)

The column index value 1 indicates for which joint the force is mapped. If the torque has to be
mapped for two joints, e.g., q7 and q2 are coming to their limits, the Jacobian becomes:

J lim =

[
0 1 0 0 0 0 0

0 0 0 0 0 0 1

]
. (3.6)

The joint torques τ lim and the null-space projector N lim are then computed following the force
control equations in section 2.1 with J t = J lim.

Finally, τ stack is added to the torque that keeps the joints within their bounds τ lim to produce the
constrained torque vector τ cmd = τ lim +N limτ stack. The projectorN lim guarantees that τ stack does
not interfere with τ lim. Note that if the joints are outside of the critical zone, the projectorN lim is
the identity matrix and the forces τ lim are zero. In that case, τ cmd is equal to τstack.

However, the behavior of the robot under the influence of the potential field strongly depends on
the setting of the gain η. Undesired oscillations can be produced by the sudden insertion of the task,
when the potential field is activated. Such oscillations can make the robot lose the task, and in rare
cases, they could damage the robot hardware. Therefore, an approach to avoid these oscillations is
proposed in the next section.
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Node

Include Constraints

Node

Initialization

Node

τ lim = 0 [n×1]

Node

N lim = I [n×n]

ρ̄j ≤ ρ̄j(0) or
ρ
j
≤ ρ

j(0)

f lim = fFIRAS(η)

τ lim = JTlim(Λlimf lim + µlim),
N lim = I − JTlimJ̄

T
lim

τ cmd = τ lim +N limτ stack + g

yes

no

Figure 3.3: Flowchart of the Include Constraints block using the potential field approach proposed by
[Kha85]

3.2 Potential field approach with variable field force

A potential field with a variable gain can help to reduce oscillations. The idea is to compute the
parameter in such way that the kinetic energy is reduced to reach the outer limit of the critical zone
with zero speed.

A second potential field is created with variable η that reduces the kinetic energy Ekin to zero in the
outer limit of FIRAS potential field (q

j
+ ρ

j(0)
or q̄j + ρ̄j(0)). Parting from the principle that the

change of the kinetic energy of an object when it moves from one point to another is equal to the
work produced by all forces on it [Tom20], the kinetic energy can be computed as the integral of
the work produced by the force fFIRAS:

1

2
Λj ρ̇

2
j = −

∫ ρ̃j

ρj

fFIRAS(ρj)dρj, (3.7)

Ekin(ρj) =

∫ ρ̃j

ρj

fFIRAS(ρj)dρj = −1

2
η

(
1

ρj
− 1

ρ̄j(0)

)2 ∣∣∣ρ̄j
ρj=ρ̄j(0)

= −1

2
η

(
1

ρ̃j
− 1

ρ̄j(0)

)2

, (3.8)

from eq. 3.7:
1

2
Λj ρ̇

2
j =

1

2
η

(
1

ρ̃j
− 1

ρ̄j(0)

)2

, (3.9)

which means:

η =
Λj ρ̇

2
j(

1
ρ̃j
− 1

ρ̄j(0)

)2 , (3.10)
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where ρ̃j = q̄j + ρ̄j(0) − qj . The value ρ̃j(0) is a new threshold that defines a damping zone (see fig.
3.4). The mass inertia matrix of the joint in this zone Λj is computed according to eq. 2.6.

The potential field in the damping zone is active only if the joint goes towards its limit. In this
way, if other tasks produce a force to move the joint out of the damping zone, the joint moves to
accomplish the task. The torque τlim,j reduces the velocity of joint j, so that the outer limit of the
critical zone is reached with zero speed. If the joint enters the critical zone due to external forces, a
FIRAS potential field is activated producing a counteracting force as in classical FIRAS.

The "Include Constraints" block is modified to have two different zones of potential influence:
critical zone and damping zone (see fig. 3.4). The modification of the block is presented in fig.
3.5. If the joint is in the critical zone, the algorithm works as in fig. 3.3. If the joint position is in
the damping zone and the velocity is in direction to the joint limit (the joint is moving towards its
limit), fFIRAS is computed with a variable gain η that depends on eq. 3.10. Otherwise, τ cmd will be
equal to the output of the stack of tasks τ cmd = τ stack.

The FIRAS potential field in the critical zone requires a suitable choice of η. However, the influence
of a proper setting is reduced, because the kinetic energy is reduced before the influence of this
potential field. Thus, a high value η can be set to ensure that the joint does not go into this zone.

A novel approach for computing the force f lim is proposed in the next section. The force ensures
that the joints stay within their limits, by saturating the joint accelerations.

3.3 Saturation in Joint Space method - SJS

A novel and efficient approach to handle joint constraints concerning the differential kinematics
problem for redundant manipulators was presented in [FDK15]. The Saturation in the Null-Space
(SNS) algorithm successively saturates the joints that would exceed their limits and it discards
these joints for the computation of the main task. The method was first defined in the velocity level
and later moved to acceleration level. In this section, the method is modified to be implemented at
the generalized force control level within the Operational Space Formulation.

q

q
j

Critical Zone Damping Zone

q
j

+ ρ
j(0)

q
j

+
˜
ρj(0)

Figure 3.4: Definition of zones under a potential field influence
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Figure 3.5: Flowchart of the Include Constraints block using the potential field approach with variable η

Consider the following limits on the joint ranges, joint velocities and joint accelerations:

qmin ≤ q ≤ qmax,

vmin ≤ q̇ ≤ vmax,

amin ≤ q̈ ≤ amax.

(3.11)

The joint position limits qmin and qmax are virtual limits that should be set in a safe distance to
the physical joint limits of the robot. Otherwise, external forces could drive the joints into its
physical joint limits. The safe distance could be given by the critical zone defined in section 3.1.
Thus, qmax = q̄ − ρ̄j(0) and qmin = q + ρ

j(0)
, where q̄ and q are the physical joint limits. The

acceleration limits can be given from pure kinematic reasoning as amin = −amax. Nevertheless, the
need of a numeric differentiation would lead to a very noisy result. Alternatively, the authors in
[FDK15, FDK12] suggest to compute them from the dynamic model and the maximum torques
τmax. However, this computation does not guarantee limitation of the joint torques, unless all joint
torques are saturated at once (unreal situation) or there is no coupling between joints i.e. mass
matrix is a diagonal matrix (rare case in robotics). An explanatory example of this issue can be
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found in appendix A.2.

Consider a robot with n joints performing a single task f t with dimension m. In the Operational
Space framework, the command vector of the task is defined as a desired operational space
acceleration ẍt. If the task is defined in the joint space, the command vector can be set to a desired
joint space acceleration q̈sat that breaks the joint motion to saturate the position, velocity and
acceleration to their limits.

In a discrete implementation, the command joint torques τ stack are kept constant during the time
step h at the computed value τ stack,h. That torque vector τ stack,h causes a constant joint acceleration
q̈h = q̈(th) for a sample time δt. Assuming that at th = hδt the current joint position q = qh and
velocity q̇ = q̇h are both feasible. The next joint position and velocity can be estimated as:

q̇h+1 ' q̇h + q̈δt, qh+1 ' qh + q̇hδt+
1

2
q̈δt2. (3.12)

If the acceleration generated by the command torques keeps the position and the velocity within
their limits, the next constraints will be given by the inequalities:

vmin − q̇h

δt
≤ q̈ ≤ vmax − q̇h

δt
, (3.13)

and
2(qmin − qh − q̇hδt)

δt2
≤ q̈ ≤ 2(qmax − qh − q̇hδt)

δt2
. (3.14)

Considering these constraints and those given by the inequalities in eq. 3.11, a box constraint for
the acceleration q̈ at time th is obtained (see also [FDK12]).

q̈min(th) ≤ q̈ ≤ q̈max(th). (3.15)

However, this implementation implies a high reduction of the velocity in one instant of time. If
the point of interest reaches its joint position limit while having the maximal velocity, a high
deceleration will be required. Therefore, the velocity limits vmax and vmin in eq. 3.13 are replaced
by the variable limits q̇max and q̇min, which reduce the maximal allowed velocity in the proximity
to the position limits given the maximal acceleration.2 This change also considers the controller in
discrete time, as shown in [RPB+12] and [Del18].

q̇max = min(vmax,
√

2amax(qmax − qh)) (3.16)

q̇min = max(vmin,−
√

2amax(qh − qmin)) (3.17)

Figure 3.6 shows an example plot of the smooth functions in eq. 3.16 and 3.17. For instance,

2Note that the dot in q̇max and q̇min denotes in this context a change of the variable over time, and it does not follow the
Newton’s notation for derivatives (as they are not time derivatives of qmax and qmin).
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Figure 3.6: Shaping of velocity limits example. qmax = −qmin = 3 rad, vmax = −vmin = 1.74 rad/s,
amax = −amin = 1.74 m/s2

when the point of interest is coming to its maximal position limit (plotted in green), the maximal
velocity gets smoothly reduced by the square root function plotted in red. When the position limit
is reached, the maximal velocity allowed is zero. In the other areas, the velocity gets saturated to
its maximal or minimal limit (plotted in blue). What remains is an admissible area, in which the
point of interest can move with certain velocity.

However, if unknown external forces are applied to the robot (as expected in pHRI), the limits
could be exceeded. If this is the case, the root of negative numbers must be computed in eq. 3.16
or 3.17. To avoid this computational inconsistency: if there is such a violation, q̇max = vmax and
q̇min = vmin.

3.3.1 Consideration of external forces

All elements to implement an approach similar to the SNS algorithm in [FDK12] are available.
Nevertheless, one of the requirements is that the framework must work under pHRI. Hence, the
external forces have to be considered. A previously proposed task hierarchy framework in [LTP16],
the generalized hierarchical control, includes the external force term in the main dynamic equation
as a constraint and performs force control. That implementation does not allow for interaction. The
cancellation of external forces by adding them to the command vector produces zero acceleration,
i.e., no motion if the robot is in a static state (an illustrative example is provided in appendix
A.3). Another approach to consider external forces and allowing for interaction is proposed in the
following paragraphs.

The goal is to keep the joint acceleration between its limits, i.e., eq. 3.15 must always hold. Inverse
dynamics can be used to estimate the joint accelerations q̈e that are produced by the command joint



38 3 Unilateral constraints in joint space

torques
q̈e = M−1(τ cmd + τ ext − g − ν). (3.18)

These joint accelerations must be compared with their limits to enforce a saturation if necessary. If
a joint acceleration value q̈e,j exceeds its bound q̈max,j or q̈min,j , a joint torque τ lim must be computed
to generate q̈max,j or q̈min,j instead of q̈e,j . A task force is created to produce the desired saturated
acceleration vector q̈sat,j = q̈max,j if q̈e,j > q̈e,j or q̈sat,j = q̈min,j if q̈e,j < q̈e,j . The desired dynamic
behavior in eq. 2.10 is the saturated joint acceleration. Thus, ẍt = ẍd,lim = q̈sat. The command
torque that produces q̈sat can be computed by using the forward dynamics in the operational space
in eq. 2.1

τ lim = JTlim(Λlimẍd,lim + µlim − f ext,lim). (3.19)

3.3.2 The SJS algorithm

The "Include Constraints" block is modified, as shown in fig. 3.7. The null-space projectionN lim,
the command torques τ lim and the saturated acceleration q̈sat are initialized, assuming that there is
no saturation in the first step. That initialization equalizes the auxiliary torques τaux to τ stack. Then,
the accelerations produced by the auxiliary torques and the external torques, as well as the limits
for the acceleration, are computed. If no limit is violated, the output is τcmd = τ aux. If any joint
acceleration violates the limits, it is saturated to its maximal or minimal value. Then, the desired
operational acceleration ẍd,lim is equalized to the saturated acceleration. Thus, a task to avoid the
limits is created. The torques τ lim and null-space projector N lim are computed. A new torque
vector τ aux is computed, with τ lim that ensures saturation of the critical joint and τ stack which is
projected into the null-space of the task Jacobian Jlim. The inclusion of the external forces in the
saturated joint space f ext,lim balances the external forces, which are inserted by the human or the
environment. The process repeats to ensure that the new solution is within the limits. The Jacobian
Jlim is computed as in section 3.1. In this case, the value one in the Jacobian indicates the saturated
joint.

In the next section, experiments are performed to compare the performance of the two new presented
methods in comparison to the classical potential field method.

3.4 Experiments and results

The approaches (potential field - FIRAS, variable potential field - FIRAS with η variable and
saturation in joint pace - SJS) were tested in simulation and in real environment using the KUKA
LBR iiwa. This collaborative robot has seven rotational joints (n = 7) and internal force/torque
sensors for each joint. Table 3.1 shows the limits for the experiments. A sample time δt = 5ms is
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Figure 3.7: Flowchart of Include Constraints block using Saturation in Joint Space (SJS) method

used for simulation and on the real robot with the KUKA Fast Robot Interface (FRI [SSB10]) to
control the robot.

3.4.1 Simulation results

In the first simulation, the primary task is to follow a circular trajectory with the end effector. The
stack of tasks is chosen to have two tasks. The primary task of dimension m1 = 3 has a linear
dynamic behavior as specified in section 2.1.1. The stiffness matrixK1 ∈ R3×3 and the damping
matrix D1 ∈ R3×3 are set to 400I kg/s2 and 40I kg/s to have a critically damped unit-mass
system, where I ∈ R3×3 is the identity matrix. The error e1 is defined in x, y and z coordinates.
The vectors xd,1 and ẋd,1 are the desired positions and velocities given by a trajectory planner to
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Table 3.1: Joint limits of the KUKA LBR iiwa
PPPPPPPPPLimits

Joint
q1 q2 q3 q4 q5 q6 q7

q̄ in deg 170 120 170 120 170 120 175
q in deg -170 -120 -170 -120 -170 -120 -175

vmax in deg/s 100 110 100 130 130 180 180
vmin in deg/s -100 -110 -100 -130 -130 -180 -180
amax in deg/s2 300 300 300 300 300 300 300
amin in deg/s2 -300 -300 -300 -300 -300 -300 -300

perform a circular motion.

The three methods show a similar resulting motion of the end effector. Therefore, the result is
presented just once for the classic FIRAS in fig. 3.8. The secondary task is specified in the joint
space to damp the joint velocities reducing the kinetic energy, ẍdamp = −D2q̇, whereD2 ∈ Rn×n

is a damping matrix set to 40I Nms/rad. The final stack of tasks structure is:

τ stack = JT1 f 1 +N 1τ damp,

τ damp = JTdampf damp = JTdampMẍdamp.
(3.20)

The resulting joint positions and torques are presented for the three methods in fig. 3.9. This figure
compares the three presented methods to avoid joint limits. During the motion, the 5-th and the 7-th
joint reach the critical zone. Note that the joints stop moving towards their limits and the Cartesian
trajectory is followed making use of the remaining joints.
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Figure 3.8: Cartesian position of end effector in simulation

Classical FIRAS presents undesired oscillations and high peaks in the torques, when the task joint
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Figure 3.9: Results of tracking a circle in simulation. (a) FIRAS classic, (b) FIRAS with variable η and (c)
SJS. The plots in the left side show the normalized joint positions. The limits are represented by
the gray dashed lines. The plots in the right side show the joint torques.

limit avoidance is activated (τlim 6= 0 andNlim 6= I), see fig. 3.9(a). Approximately at time = 5 s,
when the 7-th joint enters the critical zone, the task limit avoidance is activated and oscillations in
all joints are generated. When the 5-th joint enters the zone, bigger oscillations and high peaks
are produced in the torques. Results are different for the FIRAS with variable η approach. By the
addition of a damping, the joint velocity is reduced and the force is activated only when the joint
moves toward the limit. As a result, the oscillations disappear (see fig. 3.9(b)). However, the high
peak of fig. 3.9(b) is still present in the solution due to the high required acceleration to respect the
position limits in an instant of time. The best results are presented using the SJS approach. This
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approach generates a smooth behaviour in the proximity of the joint limits. Oscillations do not
appear and the peaks are greatly reduced (see fig. 3.9(c)). In the next section, the SJS algorithm is
tested on the real robot.

3.4.2 Experimental results

The same trajectory and task structure were implemented on the real robot only for the SJS approach
given its good performance in simulation. The motion of the end effector is shown in fig. 3.10,
while the resulting joint positions and torques are presented in fig. 3.11.
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Figure 3.10: Cartesian position of the end effector for the real robot

The behaviour of the robot is different as in simulation. The difference in the joint motions depend
most likely on the accuracy of the dynamic model and joint friction. However, different motions in
the joint space can lead to the same motion in Cartesian space due to the redundancy of the system.
For instance, the 7-th joint does not move as much as in simulation, but the Cartesian motion is
similar to the simulated motion (see fig. 3.10).
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Figure 3.11: Results of tracking a circle on a real robot using SJS approach
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The good performance of the SJS method is corroborated with the results on the real robot. Fig.
3.10 shows how the primary task is fulfilled (following the desired Cartesian trajectory) while two
joints are saturated to their maximum position value, as it can be seen in fig. 3.11. Furthermore,
the joint torques present a smooth behavior. Neither high peaks nor oscillations appear.

The second big advantage of the SJS method is the inclusion of limits at a velocity level. A new
experiment was carried out to evaluate the velocity saturation. The circular trajectory is chosen
again, but the radius of the circle is increased to 35 cm. The trajectory should be driven at a speed
of 0.314 rad/s (i.e., the end-effector travels the whole circle in 20 s). The velocity limits of joint 2
and 3 were intentionally reduced to force a saturation at velocity level (see table 3.2).

Figure 3.12 shows the results of the experiment. Joints 2, 4 and 6 reached their position limits but
never exceeded them. Note that once a saturation is not required anymore, the saturated joints are
instantly excluded from the joint limit avoidance task. They are free to move away from their limit
(see for example the motion of joint 2). The velocity of joint 2 was saturated to 10 deg/s and then
reduced to 0 when the joint reached its position limit. Around second 13, the velocity of joint 3 was
saturated to its velocity limit. The "oscillations" of the velocity measures shown in fig. 3.12 come
from noise and not from the control algorithm (see e.g. joint 3 is noisy even far from saturation).

A final experiment was carried out to test the robustness and good performance of the algorithm,
while the human interacts with the robot. The intention of the human is to drive the joints to their
upper and lower limits.

Fig. 3.13 shows the robustness of the algorithm when the human applies external forces to the
robot. Almost every joint was driven to its limit. Sometimes, even more than two joints were
saturated at the same time. Even when the human applies external forces in the direction to the
joint limit (see fig. 3.13(c)), the robot remains in the admissible area respecting also velocity limits.

It is worth to mention that a direct measurement of the joint accelerations is not possible with the
implemented hardware. The joint acceleration given in fig. 3.13(b) was computed based on the
measured torques and the dynamic model, which brings many inaccuracies. The noise observed
in fig. 3.13(a) and 3.13(b) depends on the noise of the system and should not be confused with
oscillations. The external torque plotted in 3.13(b) demonstrate the application of external forces
of the human.

Table 3.2: Joint velocity limits used for the second experiment on the real robot
PPPPPPPPPLimits

Joint
q1 q2 q3 q4 q5 q6 q7

vmax in deg/s 100 10 15 130 130 180 180
vmin in deg/s -100 -10 -15 -130 -130 -180 -180
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Figure 3.12: Joint position and velocities while the end effector is following a circular trajectory with
reduced virtual velocity limits for joint 2 and 3
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Figure 3.13: Results while human is physically interacting with the robot. (a) Joint positions and velocities.
(b) Joint acceleration and torques. (c) Snapshots of the performed experiment.
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3.5 Discussion

This chapter provides an overview of the classical method and proposes two new methods to
perform joint limit avoidance in force-controlled robots. The first method is a modification of
the known potential field method, that uses the FIRAS force proposed by Khatib [Kha85]. The
proposed method reduces the kinetic energy in the proximity to the joint position limit, avoiding
oscillations due to the activation and deactivation of the task. Results demonstrate that oscillations
are eliminated. Additionally, the repercussion of choosing a proper parameter for the FIRAS force
is highly reduced due to an automatic computation of η. Despite the improvement of this method,
limits at acceleration and velocity level are not considered. Furthermore, simulations showed that
high peaks could appear, which are undesired when performing pHRI. The second proposed method
is entitled as the saturation in joint space algorithm (SJS). This approach successfully fulfills the
two requirements given in section 1.3.1 for constraints at different levels: joint position, velocity
and acceleration limits are respected with the highest level of priority; without any prioritization
between them. Moreover, the repulsive force is computed based on the current state of the robot.
Thus, different to the potential field-based methods, setting of gains is not required. Results showed
that the behavior of the robot using this method has an intuitive and "friendly3" behavior in the
proximity to the joint limits. This result fulfills requirement 4.1 to have the framework working
under pHRI. Plots show, however, that there are small violations of the velocity limits. This
phenomenon can be explained by inaccuracies of the dynamic model. Errors in the estimation of
external forces, gravity and inertia terms lead to wrong estimation of the forces needed to correctly
saturate the joints. Despite these inaccuracies, the velocity limits were exceeded less than one
percentage. These results are encouraging considering that the human applied high external forces
to try to exceed the limits.

Finally, fig. 3.13(b) shows that accelerations limits were exceeded for joint 4 and 6. The results
can, though, not be considered as bad performance of the algorithm. As the signal in this plot is
only estimated, this result can not conclude that the accelerations were not correctly saturated. One
can conclude, however, that if joint limits and velocity limits are respected is because the torque
vector τ lim saturated the joint accelerations to q̈sat.

The next chapter extends the SJS approach to handle unilateral constraints in different spaces. The
inclusion of unilateral constraints with this method pretends to fulfill the requirements given in
section 1.3.

3Friendly in this context means that the human does not experience high forces against him, or vibrations of the robot.
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4 Unilateral constraints in different spaces

The Saturation in Joint Space (SJS) approach presented in section 3.3.2 includes joint space
constraints at different levels in the stack of tasks. This chapter extends this approach to include
unilateral constraints in different spaces. Besides translational limits (virtual walls), special cases of
unilateral constraints in Cartesian space are considered: obstacle collision avoidance and rotational
limits.

Collision avoidance has been treated typically as a motion planning problem. The aim is to
obtain a path for the robot, in which the robot does not collide with any object in the environment
[Mor80, Bro83, LP90]. From this perspective, the robot motion is limited to avoid collision in fix
environments, if the path is planned off-line before executing the robot motion. As the aim of this
thesis is an on-line reactive controller, an approach to avoid collision of the robot in a cluttered
and evolving environment for interactive operations is necessary. Although in pHRI, intentional
contact is required, there are cases, where a contactless obstacle avoidance is desired. For instance,
collision of the robot with the user’s head is critical and must be avoided. Contact with delicate
objects in the environment is also not allowed to avoid damages. Typically, a repulsive force is
created based on a potential field in the proximity to the object to expel the robot structure away
from it [Kha85, DF12]. Disadvantages of potential field approaches were discussed in section 1.1
and illustrated in chapter 3. [FKLK12] proposes a different approach to avoid dynamic obstacles
(such as humans). The velocity of the moving obstacle is estimated and included in the algorithm
to produce a smooth robot behavior when the robot is approaching the object. The control, though,
is at velocity level. Section 4.4 includes a collision avoidance method in the stack of constraints
considering the advantages of the SJS approach.

The inclusion of rotational limits increases exploitation of redundancy, which brings more solutions
to the redundancy resolution problem. Not all tasks require 6 Cartesian coordinates to be fulfilled,
and not all coordinates require high accuracy. In some cases, a high tolerance in some coordinates
is still acceptable to accomplish the task. For instance, a welding task does not require 3 DOF for
orientation. The rotation of the welding-gun around the electrode is not relevant to accomplish the
task [HB05]. Moreover, the orientation around the other two axes may not need to be accurate
but it could have some degrees of tolerance. These admissible tolerances can be given in the
programming side by the user or computed by a planning software. The control receives the
tolerances as inequality constraints that must be held. Different to the joint limitation explained in
chapter 3, these inequalities do not come only from the physical limitation of the robot. They come
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also from relaxing the task to increase redundancy.1

Limitation of rotational coordinates received few attention in the robotics community. Intuitively,
it looks like the solution is analog to translational coordinates, however, orientation coordinates
are not decoupled. [MLOH03] handles the problem of rotational limits to some extend. Virtual
fixtures are built creating a forbidden region for a surgical tool. However, the rotation coordinates
are represented in Euler angles. This representation is known for having singularity problems.
[KLT06, SRG+16] formulate motion primitives to simplify the task programming. Rotational limits
are indirectly managed by limiting the motion of these primitives. However, [MLOH03, KLT06]
are implemented at velocity level, and [SRG+16] is used only for off-line planning. Recently,
[QA19] defined vector field inequalities and uses the advantages of double quaternions to limit
rotational coordinates. The method is also implemented for a torque-controlled humanoid. However,
it lacks of inclusion of angular velocity limitation, the definition of the repulsive force is still done
as a potential field and it was not proven to work under pHRI.

Next section generalizes the inclusion of unilateral constraints, as shown in section 3.3.2, to any
space. Sections 4.2 and 4.3 include these constraints in the hierarchy based on null-space projectors
and in the hierarchy based on quadratic programming, respectively. Section 4.4 implements the
unilateral constraints for performing collision avoidance. Section 4.5 extends the framework
proposed in this chapter to limit rotational coordinates. Angular velocity is also limited thanks
to the shaping of limits. Finally, the whole framework is evaluated under pHRI to demonstrate a
smooth behavior of the robot motion.

4.1 Generalization of unilateral constraints

Consider the following limits of dimension l in a limited space2 for a frame of interest that can be
located along the robot structure or the tool (e.g. the end effector):

cmin ≤ c ≤ cmax,

vmin ≤ ċ ≤ vmax,

amin ≤ c̈ ≤ amax,

(4.1)

where c ∈ Rl = FK(q), ċ and c̈ are the pose, velocity and acceleration of the limited directions.
FK(q) is a forward kinematics function that computes the pose of the frame of interest in the
limited space. For physical interaction, the pose limits cmin and cmax are virtual limits that should
be set in a safe distance to the physical limit. Otherwise, high external forces could drive the
point of interest into its physical limit. The velocity and acceleration limits (vmin, vmax, amin and

1This applies also for inequalities in the translational coordinates.
2Space in which the constraints are included. For instance, the Cartesian space or a subspace of it.
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amax) are given by the user according to hardware limitations, application use-case and/or safety
requirements.

For the sake of simplicity, in the following, assume a point of interest instead of a frame, so that
the limitation of rotation is ignored for now. The extension to rotational coordinates is given in
section 4.5. Consider that the command torque vector τstack produces a constant acceleration in
the limited space c̈h = c̈(th) for a sample time δt. Similar to SJS, assuming that at th = hδt, the
current position c = ch and velocity ċ = ċh are both feasible. The next position in the Cartesian
space can be estimated by:

ċh+1 ' ċh + c̈δt, ch+1 ' ch + ċhδt+
1

2
c̈δt2, (4.2)

with
c̈h = J cq̈h + J̇ cq̇h, (4.3)

where J c ∈ Rl×n relates the velocity on the limited space to the joint velocities (ċ = J cq̇). When
constraints in different spaces are considered, the Jacobian matrices of each space are stacked in
J c = [J c,1 J c,2 . . . J c,nc ]

T, where nc is the number of constraints in different spaces. If J c does
not have full rank, it means there exists a conflict between constraints, and not all constraints can
be respected. The problem does not have a solution for these cases and a strategy must be defined
according to safety and/or application requirements. This thesis considers stopping the robot as the
safest reaction, as stated in section 1.3.

Next step is to shape the limits in a generalized form. If the acceleration produced by the command
joint torque has to keep the position and velocity within their limits:

vmin − ċh

δt
≤ c̈ ≤ vmax − ċh

δt
, (4.4)

2(dmin − ċhδt)

δt2
≤ c̈ ≤ 2(dmax − ċhδt)

δt2
, (4.5)

where dmax and dmin are the distances to the upper and lower limits, respectively, and are given by:

dmax = cmax − ch, (4.6)

dmin = cmin − ch. (4.7)

As shown in section 3.3.2, to keep a smooth behavior in the velocity near to the velocity limits,
vmax and vmin are variable and depend on the distance to the limit

ċmax = min(vmax,
√

2amax(dmax)), (4.8)

ċmin = max(vmin,−
√

2amax(−dmin)). (4.9)
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Considering the inequalities, a box of constraints for the acceleration cmax and cmin at time th is
obtained

c̈min(th) ≤ c̈ ≤ c̈max(th), (4.10)

where

c̈min = max(2
(dmin − ċδt)

δt2
,
(ċmin − ċ)

δt
,amin), (4.11)

c̈max = min(2
(dmax − ċδt)

δt2
,
(ċmax − ċ)

δt
,amax). (4.12)

The next section explains how to include the constraints into the task hierarchy.

4.2 Inclusion of unilateral constraints in the task hierarchy based on
null-space projectors

After computing the maximal accelerations, a task for keeping the motion within the limits must be
created and included in the stack of tasks. This section shows the development of the algorithm to
include the constraints in the stack of tasks using augmented projections.

Consider algorithm 1 based on null-space projectors to compute the command torque. The method
receives the stack of tasks and computes the joint torque with the help of the dynamic model of the
robot. Each task has two components: the command vector ẍi and the Jacobian J i. Note that for
IWIS, ẍt is equal to Λ−1

t f t.

The process shown in fig. 3.7 is modified to include the inequalities in different spaces and at
different levels (see fig. 4.1). First, the torque of the stack of tasks is computed according to
algorithm 1. Then, the joint accelerations produced by those torques are calculated from the
dynamic model. Next, joint accelerations are mapped to the limited space.

The box of constraints is computed and the maximal and minimal accelerations are set. If none
of the limits are exceeded, the command torque is equal to the torque of the stack of tasks. If any
acceleration exceeds its limits, that acceleration is saturated to its maximal or minimal value. Then,
the new task is created with a command vector ẍt equal to the saturated acceleration c̈sat. The
Jacobian J sat maps the joint space to the subspace of the saturated space.

With this new information, the stack of tasks is computed again according to algorithm 1. The
saturation task gets the highest priority i = 1, while all the other tasks decrease their level of
priority. To ensure that all the joints remain in their limits, the process starts again.
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Algorithm 1: Computation of the command torque using augmented, dynamically consistent
projections
function getTorques(task1, task2, · · · , taskk)

for i = 1 to k do
J i = taski.J , ẍi = taski.ẍt

if i == 1 then
N aug

i = I
else

N aug
i = N aug

i−1(I − ĴTi−1
¯̂J
T

i−1)
end
Ĵ i = J iN

aug,T
i , Λ̂i = Λ̂ns,i + Λ̂s,i

ˆ̄J i = M−1ĴTi Λ̂i

µ̂i = ˆ̄J
T

i ν − Λ̂i
˙̂
Jiq̇

f̂ i = Λ̂i(ẍi − J i(M−1(τ i−1 − ν)))− f ext,i + µ̂i
τ i = JTi f̂ i
τ Pi = N aug

i τ i
end
τ stack =

∑k
i=1 τ

P
i + g

return τ stack ;
end

4.3 Inclusion of unilateral constraints in the task hierarchy based on
Quadratic Programming

The advantage of Quadratic Programming (QP) is the easy inclusion of linear inequalities in the
QP problem. Thanks to the unification of constraints at different levels, it is possible to include
the constraints also in different spaces in the QP problem [MAAZ20, MA20]. The QP problem
becomes:

min
q̈i,τ i

‖J iq̈i − (ẍd,i − J̇ iq̇ −Λ−1
t f ext)‖2 (4.13a)

subject to τ = Mq̈ + ν + g (4.13b)

τmin ≤ τi ≤ τmax (4.13c)

c̈min − JcM
−1τ ext ≤ J cq̈i + J̇ cq̇ ≤ c̈max − J cM

−1τ ext (4.13d)

J i−1q̈i−1 = J i−1q̈i (4.13e)
... (4.13f)

J1q̈1 = J1q̈i. (4.13g)
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Redundancy resolution solver

τ aux = getTorques(task1, task2, · · · , taskk)

q̈ = M−1(τ − g − ν + τ ext)
c̈ = J cq̈ + J̇ cq̇

c̈max = min(2 (dmax−ċδt)
δt2

, (ċmax−ċ)
δt

,amax)

c̈min = max(2 (dmin−ċδt)
δt2

, (ċmin−ċ)
δt

,amin)

c̈i > c̈max,i

or c̈i < c̈min,i

c̈sat,i =

{
c̈max,i if c̈i > c̈max,i

c̈min,i if c̈i < c̈min,i

taski+1 = taski,
task1.J = Jsat, task1.ẍt = c̈sat

τ cmd = τ aux

yes

no

Figure 4.1: Redundancy resolution solver based on augmented null-space projectors

Limiting the Cartesian space in translational coordinates can be done straightforwardly. The only
required additional inputs (besides the dynamic model and the current state of the robot) are: the
Jacobian that relates the joint velocities to the Cartesian velocities of a point of interest that can be
placed on robot structure or the tool, and the current position of that point.3 However, avoiding
obstacles needs a small modification of the algorithm.

4.4 Obstacle avoidance

Let the closest points between the robot and the obstacle be the critical points. Distance calculation
algorithms provide the location of the critical points based on 3D models of the robot and the
obstacle [Wel13]. Assuming the critical point on the robot xc,r and the critical point on the obstacle
xc,o are known and are expressed in the same frame as the Jacobian, it is possible to compute the
direction uc between these two points

uc =
xc,o − xc,r

‖xc,o − xc,r‖2

. (4.14)

3With the help of a forward kinematics function, the position of any point on the robot structure or the tool can be
computed based on the measured joint positions of the robot.
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With this vector, the Jacobian J p ∈ R3×n that relates the translational velocities of the critical point
xc,r to the joint velocities is aligned with the critical direction

J c = uTc J p. (4.15)

The minimal distance between the robot and the obstacle is given by:

do = ‖xc,o − xc,r‖2. (4.16)

If the robot must keep a safe distance ds to the object, then:

dmax = do − ds. (4.17)

The current velocity of the critical point is given by:

ċ = J cq̇. (4.18)

As the goal is to avoid the object and not to keep close to it, c̈min is set to be -inf.

However, if the object is moving, the velocity of the object (or more accurately of the point xc,o)
must be taken into account. For this case, the velocity ċ is the relative velocity between the critical
point on the robot and the one on the obstacle

ċ = J cq̇ − uTc ẋc,o. (4.19)

Besides obstacle avoidance, a special case of limitations is to have limits on rotational coordinates.
This strongly depends on the application and the definition of the constraints. In the next section, a
way to perform this limitation is provided.

4.5 Limitation for rotational coordinates

Limiting one rotational coordinate is not straightforward and heavily depends on the used represen-
tation. On the one hand, Euler angles do not have a unique representation and suffer from singularity
problems. On the other hand, quaternions or rotation matrices are clear defined representations of
a rotation. Additionally, different to translational coordinates, rotational coordinates are coupled.
Any representation needs a full set definition to be a meaningful representation of a rotation. Euler
angles require three angles of rotation, unit quaternions require 4 values and rotation matrices must
be (3× 3) orthonormal matrices with determinant 1. This section proposes a suitable geometric
representation for limiting rotational coordinates. The use of rotation matrices leads to a better
visual understanding.
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Assume, a rotation matrix Rcur that represents the rotation of a current coordinate frame F cur

attached to the robot’s kinematic chain, and a rotation matrixRref that represents the rotation of
a reference frame F ref. The rotation matrices R are defined by three unit vectors [ux,uy,uz].
Limiting one rotational coordinate means that a unit direction vector ui,cur of Rcur may not be
separated by an angle greater than θmax from the plane Pref formed by the two unit vectors (ui,ref

and uj,ref) ofRref. The unit vector uk,ref is then the normal vector to the plane Pref. The sub-index
[]j indicates the axis in which the rotation is limited, []i and []k are the non-limited rotational axes.
E.g., to limit the rotation around ux, uj = ux, ui = uz and uk = uy (see fig. 4.2 left).

The projection of ui,cur on Pref is defined by:

pcur = uk,ref × (ui,cur × uk,ref), (4.20)

where pcur is the projected vector. The angular distance between ui,cur and the plane Pref is given by
the angle

θ = atan2(‖ui,cur × pcur‖2,ui,cur · pcur) (4.21)

The maximal distance for the limits is

dmax = θmax − θ (4.22)

Let J o ∈ R3×n be the Jacobian that relates the angular velocities of frame F cur to the joint
velocities. The Jacobian J θ that relates the angular velocities in the direction of θ with the joint
velocities can be computed by aligning J o in that direction. The unit vector uθ (or axis of rotation)
that controls this direction, is given by:

uθ =
pcur × ui,cur

‖pcur × ui,cur‖2

. (4.23)

Thus, the Jacobian of the constraint is:

J c = J θ = uTθ J o (4.24)

To limit two coordinates, it is possible to stack different Jacobians J θ in J c with a consistent vector
of distances dmax. Nevertheless, a more robust definition is the limitation of the angle between
the vectors ui,cur and ui,ref. That means limiting the rotation around the vectors uj,ref and uk,ref.
Graphically, it means that ui,curr can not be outside of a cone with an angle between its central axis
and its surface equal to θmax (see fig. 4.2 right).4 The distance between ui,cur and ui,ref is given by
eq. 4.22, where:

θ = atan2(‖ui,cur × ui,ref‖2,ui,cur · ui,ref) (4.25)

4When θmax > 90◦ the cone is inverted and ui,curr must remain outside of it.
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The Jacobian J c is computed by eq. 4.24, where:

uθ =
ui,ref × ui,cur

‖ui,ref × ui,cur‖2

(4.26)

To limit the three rotational coordinates, Jacobians J θ and distances dmax can be stacked.

𝑅cur = [𝑢𝑥,cur, 𝑢𝑦,cur, 𝑢𝑧,cur]

𝑅ref = [𝑢𝑥,ref, 𝑢𝑦,ref, 𝑢𝑧,ref] Semitransparent

𝑃ref

Projected vector

𝜃
𝜃

𝜃max

Figure 4.2: Example of limitation of rotational coordinates represented graphically. Left figure represents
the limitation of one coordinate. Right figure illustrates the limitation of two coordinates. The
red semitransparent cone is the surface limit that the vector uz,cur can not exceed

4.6 Simulations and experiments

This section performs a variety of experiments to evaluate the performance of the unilateral
constraints in different spaces. As in the last chapter, the tests are run on the industrial collaborative
robot, KUKA LBR iiwa with seven rotational joints (n = 7). First, the translational constraints are
tested (section 4.6.1), followed by the rotational ones (section 4.6.2). Finally, the constraints are
used for dynamically obstacle avoidance (section 4.6.3).

4.6.1 Translational Cartesian constraints

In all the experiments, the end effector has to follow a circular trajectory given in Cartesian
coordinates. The radius of the circle is 35 cm and the velocity is 0.314 rad/s. The initial joint
configuration of the robot is q = [50, 80,−90,−97, 0, 100, 0]T deg. A desired orientation is not
required to have more degrees of redundancy. Thus, the primary task is described in 3 Cartesian
position coordinates [x, y, z] (m1 = 3) and it has a linear dynamic behaviour as described in section
2.1.1. K1 ∈ R3×3 and D1 ∈ R3×3 are the stiffness and damping gains set to 800I kg/s2 and
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2
√

800I kg/s to have a critically damped unit-mass system. The vectors x and ẋ represent the
current Cartesian position and velocity of the end-effector in x, y and z coordinates given by the
forward kinematics. The desired positions and velocities xd and ẋd are given by a trajectory planner
to perform a circular motion. The Jacobian of the primary task J1 maps the velocities in three
Cartesian coordinates [x, y, z] to the joint space. A secondary task is specified in the joint space to
reduce the kinetic energy, with an acceleration vector ẍ2 = −D2q̇. The diagonal damping matrix
D2 has diagonal elements set to 10 Nms/rad. For this task, the Jacobian is the identity matrix
J2 = I . The torques to command the robot and achieve the tasks are computed with algorithm 1.
The implementation on the real robot was done at a frequency of 1 kHz (δt = 1 ms). The results
presented in this section were previously published in [MAF+19a].

Avoidance of joint and Cartesian constraints

In the first experiment, joint and Cartesian limits are avoided following the process shown in fig. 4.1.
The acceleration vectors c̈max and c̈min are computed based on both: joint and Cartesian unilateral
constraints. The Cartesian space part is based on a one dimensional Cartesian limit for the robot’s
elbow in the vertical coordinate (coordinate z of the world coordinate system). The Jacobian matrix
J c is in this case composed by two Jacobians: Jacobian of joint space J c,1 = I ∈ Rn×n and the
Jacobian J c,2 ∈ R1×n that relates the Cartesian velocity of the elbow z coordinate to the joint
velocities q̇ ∈ Rn×1. The limits are shown in table 4.1.

Figure 4.3 shows the results of saturating the coordinate z of the elbow in Cartesian space. In the
first four seconds, the velocity of the elbow got saturated to its lower limit -0.06 m/s. The elbow
continued moving with this constant velocity until joint 2 reached its upper limit (see time interval
1©). During this time interval, the velocity of the elbow was reduced to zero, because the motion of

the elbow in the z-direction depended only on joint 2. In time interval 2©, the elbow started moving
in the positive direction, joint 2 moves away from its limit, while joint 6 reached its limit. During
interval 3©, the elbow reached its upper position limit at 0.5 m. In that moment, the reduction of the
velocity to zero can be observed in the velocity profile. Note how joint 4 reached also its position
limit, while joint 6 was still being saturated.

The desired and actual trajectories of the end effector, xEE,d and xEE,cur, are shown together with
the elbow motion xelb,cur, in fig. 4.4. Two cases are illustrated: motion saturating the joints, and
motion saturating joints and elbow. The Cartesian limit of the elbow is represented as a virtual roof.
When the elbow reached the roof, it continued moving in other directions (x and y) but not in +z.
The tracking of the trajectory did not get affected by the saturation of the elbow.

Note that the experiment above was performed using a strict hierarchy with augmented projectors.
Unlike a soft hierarchy as in chapter 3, the strict hierarchy allows less interference of the damping
task in the main task (tracking the circle). This directly reduces the Euclidean error. To demonstrate
this effect, the experiment was repeated using the SJS process (as shown in fig. 3.7) only having
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Table 4.1: Limits set for the first experiment
Coordinate cmax cmin vmax vmin amax amin

Rotational deg deg deg/s deg/s deg/s2 deg/s2

q1 165 -165 100 -100 300 -300
q2 115 -115 120 -120 300 -300
q3 165 -115 110 -110 300 -300
q4 115 -165 130 -130 300 -300
q5 165 -165 130 -130 300 -300
q6 115 -115 180 -180 300 -300
q7 170 -170 180 -180 300 -300

Translational m m m/s m/s m/s2 m/s2

zelb 0.5 -inf 0.2 -0.06 0.2 -0.2
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joint 1 joint 2 joint 3 joint 4 joint 5 joint 6 joint 7

Figure 4.3: Cartesian position and velocity of the elbow in z coordinate (top) and Joint positions (bottom).
Limits are shown in dashed lines. The gray zones represent three time intervals of interest.
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Figure 4.4: End effector and elbow Cartesian current position while following the desired trajectory, with
and without saturation of the elbow in Cartesian space. The Cartesian limit is represented by the
semi-transparent plane.

joint constraints. This also demonstrates that the inclusion of the constraint for the elbow did not
affect the main task (see fig. 4.5).

Avoidance of joint and Cartesian constraints during physical Human-Robot Interaction
(pHRI)

The performance of the algorithm was evaluated during pHRI. The robot had to follow the same
circular trajectory while the human applied external forces. Additionally, a conflict situation
between the task and one unilateral constraint was tested by including the Cartesian limits in
the y-coordinate of the end effector (see table 4.2) besides the ones in table 4.1. To respect the
Cartesian limit, the circular trajectory cannot be followed in the y-coordinate.

Table 4.2: Limits of the y-Cartesian coordinate added to the limits in table 4.1

Coordinate cmax cmin vmax vmin amax amin

Translational m m m/s m/s m/s2 m/s2

yEE 0.2 -inf 0.3 -0.3 0.2 -0.2
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Figure 4.5: Euclidean error of the end effector position while following the circular trajectory. The use
of successive projectors (as in chapter 3) results in a soft hierarchy, while using augmented
projectors results in a strict hierarchy
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Figure 4.6: Cartesian and Joint Positions during pHRI and with a conflict between the Cartesian limit and
the Cartesian position task

Figure 4.6 shows how the end effector was able to follow the desired trajectory, while the human
inserted external forces (see fig. 4.6 bottom). When the end effector reached its limit in the
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coordinate y, the desired trajectory in this coordinate was sacrificed in favour of the limit (as
intended). This solution of the conflict was given thanks to the implementation of the singularity
avoidance approach presented in section 2.2.3. Without it, the intertia matrix Λ̂ can not be properly
computed using eq. 2.6, because the Jacobian Ĵ becomes singular5 due to the conflict between the
active constraint and the task.

To test the performance of the approach at high speed, the first experiment was repeated with a
higher velocity of the circular trajectory (2.51 rad/s). Table 4.1 shows the limits used for these
experiment. After ten seconds, a human interferes applying external forces. Figure 4.7 proves
the tracking performance and the limits saturation achieved using the algorithm. At this speed,
the interaction of the human is limited for safety reasons. Note that even though the task is not
perfectly followed due to the human intervention, the limits are always respected. However, these
can not be called hard limits, because a torque controlled robot cannot strictly enforce limits in the
presence of high inertia forces.

So far, the approach was tested using the task hierarchy based on null-space projectors. The
following experiments (section 4.6.2 and 4.6.3) were done using the QP based scheme to prove
the independence of the constraints definition and the task hierarchy solver. Simulations are run
in MATLAB/Simulink using the qpOASES library [FKP+14] as QP solver. The control code
was compiled to run in the real time Sunrise Controller of KUKA for experiments 1 and 2. Both,
simulations and real experiments were run at a control cycle of 2 ms.

4.6.2 Rotational Cartesian constraints

For testing the limitation of rotational coordinates as shown in section 4.5, two experiments are
designed: the robot must grasp a cup (experiment 1) and place it on a table (experiment 2). To
perform these two tasks, typically a programmer would define 2 frames (one to grasp the cup Fg

and one to place it on the table Fp). If the tasks are performed separately, an initial frame Fin is
needed and a trajectory is planned with fully defined orientation and position for each point. This
classic programming approach is illustrated in fig. 4.8. From the figure, it can be seen that there is
no need to have a fully defined frame nor a fully defined trajectory.

Two independent motions are required:

• Motion 1 (M1): from Fin,1 to Fg (experiment 1)

• Motion 2 (M2): from Fin,2 to Fp (experiment 2)

To grasp the cup, it is not necessary to go exactly to Fg. The z direction and the orientation around
z can vary and the robot could still grasp the cup (see fig.4.9(a)). Therefore, the task is defined only
in 4 coordinates (2 for position [x, y] and 2 for orientation, orientation: around x and y [θx, θy]). A

5Rows of the Jacobian become linearly dependent.
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Figure 4.7: Plots of second experiment with increased speed of circle trajectory to 2.5133 rad/s. The dashed
gray lines represent the joint space limits

secondary task is added in z-direction. It is expected that the motion in this direction is scarified if
required, while the first task will be perfectly executed. However, this direction and the orientation
around it must be limited to have a successful grasping: zmin ≤ z ≤ zmax and θz,min ≤ θz ≤ θz,max.

On the second experiment. Placing the cup only requires the z-location of Fp (distance to the table
must be zero). Orientations θx and θy are limited, e.g., to not spill the content of the cup. Positions
x and y must be limited to place the cup in a specific region on the table represented by the blue
zone in fig. 4.8. The limitation of x and y comes from 4 planes that converge to the desired zone of
the table. The limitation of the orientation is illustrated in fig. 4.9(b), and the planes that limit the
motion are shown in fig. 4.11(a) and 4.11(b). This setup replicates the experiment in [QA19].
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Figure 4.8: Visualization of frames for grasping (left) and placing (right) the cup. The blue zone represents
the placing zone.
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Figure 4.9: (a) Grasping example. The frame can move along axis z (blue arrow) between zmin and zmax
The red arrow (y-axis) must be inside the blue zone given by θmax. (b) Placing example: the
blue vector of Fp must be inside of the blue transparent cone. The transparent frame is Fref.
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Experimental setup

As only final frames are defined (in 6 or less coordinates), there is no desired trajectory. The desired
acceleration is calculated as follows:

ẍd = −D(ẋc − vẋd), (4.27)

where ẋd = K−1D(e) is the desired velocity calculated with error e between the current xc and
the desired pose xd;6 K and D are the stiffness and damping parameters. The scaling velocity
factor v is calculated as follows:

v = min(1,
smax

‖ẋd‖2

). (4.28)

The magnitude of the vector ẋc is bound to the maximum speed smax = 0.4 m/s and points towards
the desired point xd. The joint limits are the limits in table 4.1, except for joint 6. The limits of
that joint plus the limits in the Cartesian space are shown in table 4.3. The velocity of joint 6 was
changed to force a velocity saturation of that joint. The coordinates xp,i with i = 1..4 represent the
coordinate direction towards each of the planes.

Simulations were performed to compare the results with the implementation on the real robot, as
detailed below.

Simulation results

Experiment 1 and 2 are simulated using Matlab and Simulink. Ten random frames Fin give
the starting joint configuration of the robot. For experiment 1, two planes for every motion are
defined to converge towards 2 cm vertically (coordinate z) from Fg. Figure 4.10(a) shows all
final configurations of the robot and the traveled Cartesian position by the end effector. In all

Table 4.3: Limits set for grasping and placing the cup experiments
Coordinate cmax cmin vmax vmin amax amin

Rotational deg deg deg/s deg/s deg/s2 deg/s2

q6 115 -115 15 -15 300 -300
θ 25 -inf 20 -20 20 -20

Translational m m m/s m/s m/s2 m/s2

xp,1 do- 0.04 -inf 0.1 -0.1 0.2 -0.2
xp,2 do- 0.04 -inf 0.1 -0.1 0.2 -0.2
xp,3 do- 0.04 -inf 0.1 -0.1 0.2 -0.2
xp,4 do- 0.04 -inf 0.1 -0.1 0.2 -0.2

6The error of the rotational part is computed using quaternions.
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cases, the motion converges to a pose that satisfies the constraints, where the cup can be grasped.
The differences of the motions and the final robot configurations depend on the initial robot
configuration. The velocity directed towards the plane is also limited (see Fig. 4.10(b)). Figure
4.10(c) shows the saturation of the orientation in 8 of 10 cases. One of the ten cases is chosen
(plotted in green) and joint position and velocities are plotted. The joint positions of joint 4 and 6
are limited but the robot continues moving to the objective.

Figure 4.11 shows the simulation results of experiment 2. The rotation and the angular velocity are
saturated to their maximal values for some of the tests. Joint position 4 as well as velocity of axis 6
are saturated for the case of study. Note that in all tests the controlled point slides on the planes and
the distance in z-coordinate is minimized. Thus, the robot is able to place the cup on the specific
zone (represented by the blue square) without tilting the cup more than 25 deg from a vertical line
(this angle is measured as showed in fig. 4.9(b) between the two blue axes). Velocities directed
towards the planes are not shown for sake of space, but results where similar than for experiment 1.

Experimental results

Experiment 2 is repeated on the real robot with the same parameters and starting configurations.
Results in fig. 4.12 show the performance of the control on the real robot. Figure 4.12(a) and
4.12(b) illustrate the robot motion performed from recorded data. It can be observed that the robot
always places the cup in the desired zone of the table. Nevertheless, the motion to achieve the
goal is different than the one done in simulation. As the dynamic model is not perfect and no
desired trajectory must be followed, the algorithm computes the end effector motion to minimize
the distance to the table depending on the constraints. As expected, some of the limits (especially
the rotational limit) are exceeded (see fig. 4.12(c)). The over peaks of 2 deg observed in the plots
are (proportionally) considerably higher than the limit violation in translational coordinates or in
joint space. This excess is given because the force estimation in the rotational coordinates of the
end effector is very sensitive to inaccuracies of the dynamic model (at least for the kinematic and
mechanical structure of the LBR iiwa).

4.6.3 Dynamic obstacle avoidance

The dynamic obstacle avoidance is evaluated on two LBR iiwa robots. The obstacle avoidance
constraint is implemented only in robot 1 (right robot in fig. 4.13). Robot 2 (left robot in fig.
4.13) emulates a dynamic obstacle. Both robots must perform a task simultaneously. Their
end effectors must reach a common target point midway between the two robots and come
back to the initial Cartesian pose. The robots start moving from the same initial configuration
q = [0, π

9
, 0, −π

2
, 0, π

2
, 0]T rad, but their bases are separated by 70 cm in the y-axis. It is expected

that when both robots start moving towards the target point, robot 1 should slow down and wait for
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Figure 4.10: Simulation results of grasping a cup. (a) traveled position by the desired point in green from
initial position to target frame. (b) velocities from the point of interest to the shortest point on
the planes. (c) angular position and velocity of the point of interest (left). Joint positions and
velocities of one case of study (right)
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(a) (b)

(c)

Figure 4.11: Simulation results of placing the cup. (a) and (b) travelled position by the desired point in
green from initial position to target table zone (blue area). (c) angular position and velocity of
the point of interest (left). Joint positions and velocities of one case of study (right)
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Figure 4.12: Results on a the real robot - Placing the cup. (a) and (b) traveled position by the desired point
in green from initial position to target table zone (blue area). (c) angular position and velocity
of the point of interest (left). Joint positions and velocities of one case of study (right)
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robot 2 to reach the point and move back. Robot 1 slows down as it estimates the velocity of the
moving obstacle. The experiment was performed using the FRI (Fast Robotic Interface [SSB10])
of KUKA connected to a distance calculator module using a virtual interface.

To test the approach with pHRI, external forces are applied between t = 0.5 s and t = 4.9 s, while
both robots are moving towards the common target point. Fig. 4.14 bottom shows the external
torques plotted with and without interaction. Without interaction, the estimated external torques
are not exactly zero due to inaccuracies in the dynamic model.

Fig. 4.14 top shows the shortest distance between the different robot links and the obstacle. As the
robots are approaching each other, the distance decreases smoothly until it reaches ds = 0.04 m for
link 5. Links 6 and 7 do not reach this minimum distance. With interaction, the shortest distance
for all links crosses the limits. The lowest value for links 5, 6 and 7 were 0.0304 m, 0.0321 m and
0.0308 m respectively.

Fig. 4.14 center shows the relative velocity for the closest points for links 5, 6 and 7 plotted over
time. At the start, both robots are coming together, the relative velocity saturates at 0.4 m/s as robot
1 slows down. The relative velocity is reduced as robot 2 stops. Then, it decreases again as robot 2
goes back to its initial position and robot 1 moves to the target point. However, with interaction,
robot 1 is pushed towards the second robot, which causes the increase above the maximum relative
velocity. The change of velocity that occurs between t = 1.5 s and t = 2.5 s is the consequence of
pushing the main robot in the direction of the second robot and releasing it. A deeper analysis of
the obstacle avoidance using QP-based hierarchy can be found in [Abd20].

4.7 Discussion

This chapter generalizes the definition of constraints in different spaces at different levels. The
constraints were extended to handle Cartesian rotational coordinates and dynamic obstacles. The
resulting inequalities can be easily included in any of the task hierarchy solvers: projector-based in
section 2.2 and qp-based in section 2.3.

Having unilateral constraints demonstrated to exploit the redundancy better than having a fully
defined goal pose. Even without off-line path planning, the robot was able to perform tasks like
placing a cup on a table starting from different configurations. This was only possible by increasing
the redundancy (i.e. reducing the DOF of the controlled coordinates) and limiting other coordinates
to a maximal tolerable "error".7 Results showed that the constraints were respected while the task
was fulfilled as good as possible. Limits were never exceeded by more than 1% in position, 2
deg in orientation and 2% in velocity during pHRI. In a real-life application, a user could set the
programmed limits below the real hard limits. More important for physical interaction is the smooth

7Error here means the difference from the current value of a limited coordinate to the middle value between the max
and min value. In this sense, the task is defined to be in a range, where the task can be accomplished.
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Figure 4.13: Experimental setup for the dynamic obstacle avoidance experiment. Virtual environment for
distance calculation (left). Real setup (right)
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Figure 4.14: Results of the real robot of the dynamic obstacle avoidance experiment. Distance from closest
point on first robot to second robot (top). Relative velocity between the two points (middle).
External torques (bottom)
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behaviour produced by this approach. The advantage of the proposed method compared to classic
methods was demonstrated in chapter 3. As the majority of the approaches rest upon repulsive
potential fields to avoid limits [Kha85, KSPW04, SK05, DWASH12, LVYK13], the repulsive force
highly depends on the robot configuration and robot speed. Using the approach proposed in this
chapter, the robot presents a smooth behavior without the need of empirically setting parameters to
define the repulsive force. This is a remarkable aspect given that the approach was tested under low
and high speed motions.

Regarding obstacle avoidance, the robot must avoid unforeseen changes in the environment. For
instance, let the obstacle be a second robot that is being controlled by a human using a teleoperation
system. The motions of the obstacle would change unexpectedly. Therefore, pre-planning the robot
motion of the first robot is not possible. The performance of the method was evaluated using two
LBR robots. One of the robots must avoid the other one, while it tried to perform a single task. The
obstacle avoidance was successfully performed even when the human inserted external forces to
intentionally produce a collision.

The inclusion of velocity information of the obstacle, improves the reaction of the robot to avoid
collisions. The robot reacts and changes its motion to approach the object (robot 2 for our
experiments) with low velocity. However, estimation of the obstacle velocity is required. The use
of a second robot as a obstacle was intentionally chosen. The encoders of both robots facilitate
the estimation of the relative velocity between the them. If the obstacle were a human or any
moving object without internal sensors, the velocity should be estimated using any kind of external
sensor like a vision system [CDCK06, CY14]. In that case, the control must be extended to deal
with the low bandwidth of cameras. Other solutions have been proposed to avoid this problem,
as estimating the velocity from the variation of a repulsive vector [FKLK12]. In any case, the
algorithm presented here must be analyzed and probably extended to deal with such problems. For
instance, a poor estimation of the velocity can lead to oscillations when the velocity saturation
occurs.

The two strict hierarchy schemes presented good performance even under pHRI. However, a
comparison using the two schemes was not deeply done. The difference between the schemes and
its performance under pHRI is discussed in chapter 6. In the next chapter, the definition of the task
is discussed and a method to allow a smooth pHRI during task execution is presented.
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5 Task definition to maximize pHRI

The previous chapters treated the inclusion of constraints in the framework using different solvers.
The main requirements of the framework stated in section 1.3 were accomplished. Constraints have
the highest priority, while tasks are performed in a hierarchical manner. However, the common
definition of a task (see section 2.1.1 and 2.1.2) does not fulfill requirements for any human
robot collaboration application. In some cases, the robot control requires more flexibility. For
instance, an impedance controller with constant stiffness is not the best strategy for robotic assisted
neurorehabilitation. A better approach is to adapt the impedance parameters according to the
force exerted by the patient. A review of controllers used for this kind of application is offered in
[PCRBJ16].

Different definitions of the task have been proposed in the past to achieve more flexibility and
embrace more application fields: pure force control, hybrid force-position control [RC81, Kha95,
DLM92], variable impedance [DR18, GKB11, KKB14, KZK17, KB14] and safety awareness
control [RCT+18]. This chapter seeks to enhance the pHRI in human-robot collaboration tasks.
The human must not feel in danger due to fast unexpected robot motions. In other words, the robot
must behave "friendly" to the human, while being safe. Different approaches have been proposed
to have a robot controller with this aim. The authors in [HASH09] present an evaluation overview
of safety in human robot interaction. Various aspects of the most significant injury mechanisms are
covered in order to quantify the potential injury-risk emanating from manipulators. The experiments
demonstrated that no physical collision detection and reaction mechanism is fast enough to reduce
the force of fast impacts for rigid manipulators. The impact velocity has the biggest influence in the
injury severity. Furthermore, collision detection methods [DAHH06, HADH08] use the estimation
of external forces based on joint torque sensors, which implies a dependency on the accuracy of
the dynamic model of the robot. Therefore, to prevent injuries to the human if an impact with the
robot occurs, the robot velocity must be saturated according to the standards and regulations. For
collaborative robotics, the safety requirements are presented in the ISO/TS 15066 of 2016 [ISO16].

Another key aspect in safety for human robot collaboration applications is the avoidance of clamping
between the human and the robot, or the human, the robot and external objects. Approaches, like
switching the mode to gravity compensation mode after collision occurs [ASOH07] or variable
stiffness based on energy limitation methods [RCT+18], allow the human to get out of a clamping
situation. However, these methods rely on choosing the proper energy amount for performing a
task, which is not intuitive for a human.

Impedance control with fixed stiffness and damping parameters can be used to solve redundancy
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and to keep contact with an unknown object surface. Nevertheless, the controller cannot react
efficiently against the nature of unpredicted perturbations. The controller performance is not always
suitable when the environment is dynamically changing. For this reason, adaptive controllers
have been recently highly researched with the aim of achieving more convenient results. For
instance, [DR18] shows a comparison between fixed and time-dependent variable impedance
controllers. The variable impedance controller displayed to be more accurate than a controller
with low constant stiffness, but more compliant than a stiff impedance controller. However, a
time-dependent description of the path implies a changing reference point in time. If the robot is
stopped by an object or a human, the reference point moves further with time. This leads to a high
spring force between the current and the reference point and leads to an increased potential energy
of the spring.

Another technique used to determine the impedance parameters is the implementation of ma-
chine learning [KB14, GKB11]. External force/torque sensors enable the controller to learn the
impedance parameters based on measurements of the external forces. Although these methods
could enable the dynamic physical interaction with a human, the model requires accurate feedback
information about external forces and the learning is done for every specific trajectory. Besides,
with unpredictable human interaction, there is not guarantee that the controller is going to be
correctly tuned. Therefore, a stable behavior can not be ensured. [KKB14] develops an unified
motion and impedance controller. This approach is contrary to classical impedance control, where
the feedback and planning of the motion is done by a different controller. A set of target points
define a path, but only the final target must be accurately reached. The other targets are attractions
points that change the robot motion towards the final target point. The approach was improved in
[KZK17] to achieve better path tracking by learning potential functions of each target.

This chapter proposes a new time-invariant approach based on the granted patent [Muñ19]. Physical
interaction with the human is maximized by allowing the human to intervene at any time while
the robot end effector is tracing a path. Results on simulation and on a real robot are shown
to evaluate the approach. The experiments on the real robot are carried out with and without
physical interaction to show different aspects of the controller. Main parts of this chapter have been
published in [MCAZ19].

The MURAB (MRI and Ultrasound Robotic Assisted Biopsy) Project [MUR] is taken as use-
case. The aim of the project is to revolutionize the way cancer screening and muscle diseases are
researched for patients. The idea is to automatize the ultrasound-scanning process of the breast by
means of a robotic system. The light-weight robot KUKA LWR iiwa with a mounted ultrasound
sensor to its flange performs the motion to acquire 2D-ultrasound images. The 2D-ultrasound
images can be converted to a 3D-volume to be matched with a MRI (Magnetic Resonance Imaging)
image. This matching allows to have the high resolution of the MRI in an on-line ultrasound-
image. After the lesion is located in the matched image, the robot is positioned to guide the biopsy
needle with an extra 3-DOF tool attached to the robot flange. The needle insertion and biopsy
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are performed by a doctor with on-line information feedback of the matched ultrasound-MRI
image. During the ultrasound-scanning phase, the doctor (non-technical person) is expected to
work together with the robot. The robot not only should behave safe and be compliant, but it is
also expected to fully perform its task despite of human disturbances. The use of learning-based
approaches like in [KZK17] is unsuitable for this use-case. The scanning path changes from patient
to patient, which requires to learn parameters of the path for each patient. Such approach would
increase the time of the MURAB clinical-workflow.

5.1 Time Invariant Motion Controller (TIMC)

The objective of the time invariant motion controller is to define a path to be followed in an
unspecified time. Therefore, motion-planning is not required, i.e., there is not a predefined velocity
or acceleration profile. The path consists of a series of points or "waypoints" to be reached. Each
waypoint acts as an attraction point. A final waypoint of interest must be defined to indicate the
end of the point.

Additionally, the controller should consider pyhsical Human-Robot Interaction. Hence, the human
operator must have an intuitive comprehension of the robot movements during interaction. For
instance, if the operator blocks the trajectory, the robot should neither hit the person nor accelerate
uncontrollably to other directions, but it should wait for the operator to move or avoid the obstacle
in an intuitive manner. A safe and intuitive robot motion has direct relation to the energy flow of
the controller. The next section analyses this aspect.

5.1.1 Analysis of the controller from the energetic perspective

The design of the task as a spring damper system can be described as:

f =

(
∂Ep(x)

∂et

)T
−Dẋt. (5.1)

The spring part is a gradient of potential Ep(x). Consider only the translational part without loss
of generality. The quantity et describes the task-space error et = xd − x.1 Such potential field is
commonly defined as Ep(x) = 1/2eTt Ket. Hence, the total energy of the system is the sum of the
kinetic energy of the mass and the potential energy of the spring

ET = Ekin + Ep(x) =
1

2
ẋTΛtẋ+

1

2
eTt Ket. (5.2)

1The extension to the rotational coordinates can be made by a proper definition of the rotational error, e.g., using
quaternions.
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The longer the distance from the current to the desired point (i.e., higher error et), the longer is the
application of the force f . This implies a longer time accelerating the system, which leads to high
velocities, and so to an increment of the kinetic energy. Additionally, the higher error et causes an
increment of the potential energy.

The stiffness of the impedance controller should be computed such that the total energy does not
increase with the task-space error. Limiting the maximum desired velocity of the end effector
inherently saturates the kinetic energy. If this velocity is saturated by varying the stiffness of the
spring, the potential energy will be automatically saturated. In [Kha87a], a rearrangement of the
impedance behaviour in eq. 5.1 leads to a saturation of the velocity magnitude to a maximal speed:

ẋd = D−1Ket, (5.3)

f = −D(ẋ− vẋd), (5.4)

where v is a scale factor to limit the velocity magnitude to a desired maximum speed smax and it is
defined by:

v = min(1,
smax

‖ẋd‖2

). (5.5)

Replacing eq. 5.3 in eq.5.4. The force can be written as an impedance behavior

f = −D(ẋ− vD−1Ket) = vKet −Dẋ, (5.6)

where the stiffness K is scaled by the factor v when the magnitude of the desired velocity ẋd

exceeds the maximal speed smax.

The energy behaves as in eq. 5.2 as long as the magnitude of the desired velocity ẋd is smaller than
the desired maximum speed smax, which is when

‖et‖2 < smaxu
TDK−1u, (5.7)

where u is the direction vector of the error u = et/
√
‖et‖2.

In the saturation case, when the stiffness is scaled, the potential energy can be computed as:

Ep(x) =
1

2
eTt vKet. (5.8)

Thus, if the error increases and the condition 5.7 does not hold, then the stiffness will be scaled
together with the potential energy. The kinetic energy is also saturated because the magnitude of ẋ
should not be bigger than smax.

Figure 5.1 shows an example of the difference between the energy dissipation using constant
stiffness and variable stiffness. The stiffness varies according to a maximum speed smax = 0.1

m/s. The initial error in both cases is 0.1 m. The maximum energy was reduced significantly by
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changing the stiffness of the spring.

Based on eq. 5.6, a time invariant description of a path can be created. The control law enables the
motion generation between the current state and a desired one. The robot end effector is just able
to reach the desired waypoint, but it does not follow a path. This implementation makes the control
unsuitable for some applications.

As the goal is to have an adaptable control method, the concept of a path as a set of waypoints is
defined. The waypoints are placed in certain order, so that they describe the desired the path.

5.1.2 Controller modes

The impedance variability of the control method is divided in three different state-dependent modes.

Interaction Mode 1 : This mode allows an easy interaction with the robot, i.e., the robot does not
react with a high force to an external perturbation. The human can easily manipulate the robot.
In this mode, the robot does not move quickly, as a prevention measure for possible collisions,
smax = sint.

Transition Mode 2 : Due to the substantial change of the velocity and force of the robot between
modes, a smooth transition must be implemented. This mode controls the increase or decrease of
the kinetic energy. smax = S(r), where S(r) is a smooth function transition between the interaction
speed sint and the trajectory speed str, defined as:

S(r) = str + (sint + str)(0.5 + 0.5sin(π
(r − ri)

(re − ri)
− 0.5π)), (5.9)

where r is the distance from the waypoint to the current position, ri and re are operational radii,
which are defined in section 5.1.3.

Trajectory Mode 3 : When the robot is close to the proposed path, the stiffness and damping
change to generate a faster and more precise motion during the path tracking. This modification
increases the rigidity of the robot. The robot is more difficult to manipulate, but the parameters
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Figure 5.1: Energy dissipation for an impedance behavior with constant and variable stiffness.
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are set to allow human-robot collaboration and to ensure safety to the operator. Besides, a high
force (e.g., applied by the operator) can move the end effector outside of this mode, and of the path.
smax = str > sint.

Figure 5.2 shows an example in 2D of the different modes. The orange star represents the active
waypoint, and the gray ones the inactive waypoints. The trajectory mode 3 corresponds to the
light orange section. The smooth transition mode 2 is shown in green. The interaction mode 1
is active when the robot is not on any of the other modes.

Each mode has its own impedance parameters and maximum speed value. A radius defines the
active zone of the mode. The user can set each radius to adapt the controller to the necessities and
conditions of the application.

5.1.3 Operational radius

For switching modes, as fig. 5.2 illustrates, two distances to the waypoint are defined: the inner
radius (ri) and the outer (re) radius.

The inner radius defines the trajectory zone in which the robot has less compliance but can follow
the path more efficiently. The outer radius delimits the interaction zone and its distance to the inner
radius sets the length of the transition mode. A third distance is defined to deactivate the current
waypoint and activate the next one following the order of the path: the disappearance radius (rd). If
the error is less than this radius, the next waypoint is activated to be the current attraction point.
Thus, the path is defined as a sequence of waypoints that are traveled independently of time. The
disappearance radius also assures that the path will be traced with a maximum Euclidean error,
otherwise the tracking stops (the next waypoint is not activated).

5.1.4 Force computation for path tracking

Equations 5.3 - 5.5 compute the force for a single active waypoint. However, this computation is
not suitable in case of path tracking. When the distance to the current active waypoint decreases,
the desired velocity ẋd is reduced instead of keeping a constant velocity along the path. To keep a
constant desired velocity, the error is not the difference between the current position and the desired
one, but it must be the distance to the last waypoint following the path. The direction should be
kept towards to the active current waypoint. Therefore, following eq. 5.3:

ẋdes = D−1Kl

(
xw − x
‖xw − x‖2

)
, (5.10)

with:

l = ‖xw − x‖2 +
nw−1∑
i=w

‖xi+1 − xi‖2 , (5.11)
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Figure 5.2: Path example in 2D. The orange circle represents the operational point in three different states,
while being in the three different modes (interaction 1 , transition 2 and trajectory 3 ). The
maximum speed increases while change between modes.

where l is the sum of the length of the path plus the distance from the current position to the current
active waypoint (which has the sub-index []w). The path is defined by waypoints to be traveled
from x1 to xnw , where nw is the number of waypoints in the path. Fig. 5.2 shows an example path
that goes from the left to the right direction.

5.2 Simulation and experiments

The method is proven under the requirements of the MURAB project. The path of the scanning
phase is generated by projecting a desired trajectory on the breast surface. A spiral trajectory
around the breast keeps contact of the ultrasound sensor with the breast. The ultrasound should
be perpendicular to the surface and to the direction of the trajectory. This example application is
appropriate to test the algorithm performance, because the trajectory points must not be traveled in
a certain amount of time. With classical methods, a velocity profile should be planned between all
points. New points should be interpolated depending on the cycle time of control. Furthermore, this
method allows the doctor to intervene during scanning, e.g. to put gel on the tip of the ultrasound
sensor without the need of manually changing the control mode of the robot.

The parameters of the controller are shown in table 5.1. To avoid joint limits and have full
interactivity, joint constraints follow the approach explained in chapter 4.

5.2.1 Simulation results

The method was tested initially in a simulation environment in Matlab. Three different 3D-models
of breasts were used to test the performance and the robustness of the algorithm. Model 1 was
modeled in a 3D software. This model is considered an ideal case. Due to the geometric definition
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Table 5.1: Parameters of the controller used in the experiments. I is the identity matrix
Parameter Value Parameter Value

rd 0.012 m sint 0.048 m/s
ri 0.02 m str 0.08 m/s
re 0.03 m nw 400
K 400 I kg/s2 D 40I kg/s

of the model, the projection of the trajectory on the model’s surface does not contain discontinuities
in the orientation change or in the distance between the trajectory points. Model 2 is a 3D model,
which is taken from real MRI data of a patient’s breast. The noise of the model was reduced to have
a smoother shape using the Laplacian smoothing filter [Her76, SCOL+04] offered by the open
source system for editing and processing triangular meshes MeshLab [Mes]. The model in this case
is considered as a real case. Model 3 is a 3D model of a puppet used for students’ training. The
model was recorded with the rc-visard 65 monochrome 3D camera of Roboception [Rob] using the
volumetric-3D mapping algorithm described in [SSC14]. This model tests the robustness of the
algorithm, when the projection has discontinuities and the orientation can suddenly change due to
noise in the model and a poorly modeled surface. The resolution of the models is shown in Table
5.2. Note that a higher number of faces and vertices does not necessarily imply a smother surface.
In fact, the higher the number of faces, the more irregular surface areas can be originated.2

The breast models are located in prone position centered to a high of about 110 mm from the robot
base. Figure 5.3(a) shows the initial setting for the simulation. Table 5.3 presents the simulation
results. The three different models are shown with the desired spiral path projected in red on the
surface of the breast model. Note that model 3 is noisier and it has blank spaces due to a poor
recording of the 3D camera system. The second row shows the desired and the traveled actual path
by the robot. The green spheres represent the limit of the area of the transition mode. Outside the
green zone, the robot is in interactive mode. The robot starts in this zone and moves at a speed sint to
the first waypoint, then it continues following the path. For the three breasts, the path was followed
with less than the minimal accepted error, which is the disappearance radius rd. The magnitude of
the end effector velocity gets saturated at sint until the end effector reaches the transition radius re.
Then, the speed increases to str with a smooth change defined by S(r) as given by eq. 5.9. When

Table 5.2: Resolution information of the 3D models
Faces Vertices

Model 1 19434 9719
Model 2 174655 87633
Model 3 212595 132448

2This statement depends on the approach to obtain the 3D model and the filtering used in the post-processing. In these
experiments, the high resolution was intentionally used to get more irregular surfaces.
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(a) (b)

Figure 5.3: Initial configuration of the robot and location of the breast. (a) Simulation, (b) real robot.

the final waypoint of the path is reached, the velocity smoothly decreases following the impedance
law of eq. 5.1. The last row shows the velocity profile and the energy progress. The potential
energy decreases linearly, as the robot approaches the final waypoint. For model 2, more potential
energy is required because the length of the path is longer. The system behaves stable even when
the path is poorly prescribed (points have different distances and orientation changes abruptly) for
model 3. The velocity suddenly reduces at some points. This reduction is caused by abrupt changes
of direction of the path. These changes cause also a non-continuous progress of the kinetic energy.
However, the kinetic energy remains below the same limit for the three cases (it is never higher
than 0.15 J). The kinetic energy was measured in joint space, i.e., using the joint velocities and the
inertia matrix of the robot (see eq. 5.12). This computation considers velocities in the null-space of
the operational space and computes the kinetic energy of the whole system as:

Ekin =
1

2
q̇TMq̇. (5.12)

5.2.2 Experimental results

Two experiments were carried out with the real robot. A scanning of the model 2 was performed
using a plastic printed dummy ultrasound sensor. The first experiment does not involve interaction
of the human. In the second experiment, the human pulls the ultrasound sensor in three different
instants. The implementation of the algorithm ran in real-time at a control frequency of 1 kHz.
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Table 5.3: Simulation results using three different 3D breast models. The first row shows the spiral trajectory
in blue, and its projection on the model’s surface in red. The second row shows the path traveled
by the ultrasound sensor tip. The green semi-transparent volume delimits the transition mode.
The last row shows the speed profile and the energy spent during the path tracking
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Table 5.4 shows the results of the experiments. When the robot enters the trajectory mode, the path
is traced at the maximum speed str. Different to the simulation, the speed saturates, but it exceeds
sometimes the desired maximal speed. This was expected to happen because of uncertainties in
the dynamic model of the robot and, in a bigger proportion, due to noise of the velocity measure
(see the high frequency portion of the Cartesian speed signal in the plots). The control to trace the
velocity is not robust enough to follow the velocity profile.

The magnitude of the external joint torques3 shows when there is certain force/torque being applied
to the robot. Without interaction, the torque magnitude remains at about 5 Nm. This torque is
given by: uncertainties in the dynamic model and the constant contact that the dummy ultrasound
sensor has with the phantom. The energy plot is similar to the one in simulation. The total energy
decreases linearly and the kinetic energy remains below 0.22 J. In the second experiment, table
5.4 right, the human intervenes in three different instants on time. The green area in the plots of
the bottom right of table 5.4 represents the intervals when an external force/torque was applied.
After the human takes the end-effector out of the trajectory zone, the robot changes to interaction
mode and the maximum velocity gets automatically reduced to sint. Three different aspects can be
noticed in the plots of the second experiment:

1. The velocity magnitude saturates only when the robot is not under the influences of external
forces. The human can move the robot faster than the maximum established speed.

2. When the human intervenes, energy is injected to the system. Although the robot is taken
far off the path, the energy does not significantly increase, as it would happen with fixed
stiffness parameters.

3. Duration of the time, when the human holds the robot in the interaction mode, is not relevant.
The tracking continues normally afterwards. This behavior is due to the time-invariant
definition of the path.

3Only torques are considered because the LBRiiwa has only rotational joints and the external forces/torques are
measured by the torque sensors of each joint
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Table 5.4: Experimental results of scanning of the breast phantom without (left) and with interaction (right).
The first row shows the path traveled by the ultrasound sensor tip. The green semi-transparent
volume delimits the transition mode. The second row shows the speed profile of the ultrasound
sensor tip, the energy spend and the external torques norm applied during the path tracking. The
green semi-transparent zone in the bottom right figure denotes when a external force was applied
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5.3 Discussion

This chapter proposes a method to maximize pHRI for applications, where the human is expected to
interrupt the task at any time, and move the robot away. To this end, a time invariant description of
the path is presented. This description allows the fulfillment of the task despite human intervention.
The algorithm was tested in a medical example application, where certain impedance is needed to
perform robotic assisted ultrasound scanning. The time invariant description reduces the complexity
of the path by defining it as a chain of waypoints that have to be followed in a specified order.
The results show that physical human interaction is achievable and the robot continues with the
task without changing the control law. The kinetic energy is maintained low (under 0.22 J). This
maximum energy depends on the maximum speed chosen for each mode. The robot behaves
"friendly" with the human, i.e., no high forces are exerted against him. The choosing of low speed
for the interaction mode facilitates the manipulation by the human but reduces the time in which
the robot comes back to finish the task. It was noticed during real experiments that there is no
guarantee of having a maximum speed. Therefore, this can not be called a safe limitation. However,
by setting the maximum velocities with certain tolerance below the limits given by the standards
and regulations, the velocities remain within safe limits. A better way to respect this limit is to set
a maximal Cartesian velocity as a constraint, as shown in chapter 4.

The TIMC can be modified to limit the maximal force that the robot can impose in the environment,
as shown in [Cas18]. Although this modification must be further studied under different use-cases,
it allows to limit the force to a maximal allowed impact force that is stipulated in the norm ISO/TS
15066 of 2016 [ISO16].

In future works, safety aware energy controllers have to be evaluated, and they can be combined
with the time invariant description of the method. This method can be combined also with motion-
force hybrid methods as [Kha95]. For the MURAB use-case, this method can guarantee the contact
force between the sensor and the breast. An external force/torque sensor should be attached to the
ultrasound sensor to directly measure the contact force/torque.
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6 Evaluation of the framework under pHRI

In the last decades, a lot of research has been carried out towards controlling highly redundant
robots to perform complex tasks in unstructured environments. As a result, several robotic systems
are able to perform robust task execution and safe interaction with humans and the environment.
Humanoid robots, such as ASIMO [SWA+02], Robonaut 2 [DMA+11], REEM [FM14], TORO
[EWO+14], ATLAS [KDF+16], THR3 [Toy], NimbRo-OP2 [FFB+18], among many others, are
examples of such complex and highly redundant robotic systems. Robotic applications using these
systems require handling several tasks simultaneously while not exceeding physical and virtual
limitations.

Many different whole-body reactive controllers have been developed to control such systems
[KSPW04, SK05, SGJG10, NKS+10, BHG10, BOD10, SRK+13, DWASH12, LVYK13, DS19].
The majority of the approaches are based upon the design of artifitial repulsive/attractive potential
fields [Kha85]. Chapter 3 showed the drawback of using repulsive forces to avoid joint limits,
and proposed the Saturation in Joint Space (SJS) approach. The SJS approach was extended to
deal with any kind of constraints in Chapter 4. Results demonstrated that a stack of constraints
can be included in the task hierarchy solvers based on null-space projectors (in section 2.2) or
quadratic programming (in section 2.3). The redundancy resolution solves the hierarchy under the
requirements of section 1.2 to have a constrained task hierarchical framework. However, a proper
analysis of the robot reaction to external forces was not conducted. Specifically, requirement 4.3 in
section 1.3.4 was not proven to be accomplished. This requirement specifies that the robot motion
in the null-space must follow a desired dynamic response to external forces.

Previous works as [HSG+14, Die16, HLM+18, DSW+18] focused on the response of the frame-
work to external forces in the task-space. Experiments showed that the robot follows a desired
dynamic behavior in the task space. However, none of these works did a proper comparison of
the behaviour of the null-space dynamics when external forces are applied to the robot. Intuitive
robot behaviour requires intuitive behaviour in the task space as well as in the null-space. Even
more so, because the mentioned robots above have a lot of DOF and, therefore, a large null-space.
Although the methods may follow a desired dynamic behavior in the null-space, they may not have
an intuitive reaction to the force. An intuitive response is, as defined by requirement 4.3, a motion
in the direction of the applied force. Redundancy must be solved as the nature would do, following
physical laws. [BK00] demonstrated that solvers based on null-space projectors and dynamic
consistent pseudoinverses minimize the "acceleration energy"1 and follow the Gauss’s principle
1Note that the concept of energy does not have the classical meaning due to the extra time derivative involved.
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[Gau29]. Considering that Gauss’s principle is equivalent to d’Alembert’s principle for holonomic
constraints. It can be deduced that the control force determined by minimizing the "acceleration
energy" would be the force that nature would employ to solve the redundancy.2 The drawback
of these solvers is that they do not allow inclusion of inequalities, as discussed in section 2.5.
Although these solvers can be modified to include inequalities at position, velocity and acceleration
level (as shown in chapters 3 and 4), inclusion of torque limits is still not possible. Contrary to
those solvers, QP-based solvers allow inclusion of torque limits. However, the quadratic problem
must be properly formulated to solve the redundancy following Gauss’s principle.

This chapter evaluates the reaction to external forces of QP and projector based hierarchy solvers,
and proposes a mixed suitable solver for pyhsical Human-Robot interaction under unilateral
constraints. Specifically, the contributions of this chapter are:

• a comparison of the dynamic behavior in the null-space of current state of the tasks hierarchy
solvers.

• a hierarchy solver that solves the redundancy producing an intuitive reaction of the robot to
external forces. The solver considers unilateral constraints at position/velocity/acceleration
and torque level.

6.1 The dynamically-consistent constrained task hierarchy solver (DCTS)

Section 2.5 compared the different solvers. Advantages and disadvantages were presented in table
2.1. One aspect not remarked on that table is that QP-based and projector-based approaches use a
different minimization function to solve the redundancy problem. This difference influences the
behavior in the null-space and its response to external forces.

On the one side, [PMU+08] shows that the use of the dynamic consistent-pseudoinverse of the
Jacobian (as given by [Kha80]) is the solution of minimizing the control input using the metric
M−1 under the constraint of having zero error in the task

min
τ

τ TM−1τ (6.1a)

subject to JM−1τ = ẍt − J̇ q̇ − JM−1ν. (6.1b)

Depending on the definition of ẍt, the problem describes an impedance behavior without inertia
shaping (IWIS) or with shaped inertia (OSC). A desired acceleration ẍt = JM−1JTf t solves
the problem to have a dynamic behavior defined by IWIS. The force vector f t is computed as
shown in section 2.1.2. To have an impedance behavior with inertia shaping as in OSC, the

2"Since this principle underlies the evolution of constrained motion in mechanical systems in nature" [Udw03].
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desired acceleration must be computed as shown in section 2.1.1, and the external forces must be
considered. The problem for OSC becomes:

min
τ

τ TM−1τ (6.2a)

subject to JM−1τ = ẍt − J̇ q̇ − JM−1ν − JM−1JTf ext (6.2b)

As stated in the introduction of this chapter, this solution follows the Gauss principle [Gau29] and
minimizes the "acceleration energy" given by:

Eacc =
1

2
τ TM−1τ . (6.3)

Minimizing the acceleration energy follows the principle of constrained motion in nature to solve
the redundancy [UK92]. Thus, an approach has a more intuitive reaction when spending less
"acceleration energy" during motion. The energy minimization can be, therefore, used as a metric
to determine an intuitive reaction.

On the other site, QP-based solvers, in section 2.3, minimize the error between the current and the
desired acceleration in the space of each task. As mentioned there, a regularization term is required
to have a unique solution. In the literature, it is commonly used to minimize:

• the norm of the acceleration error for performing a joint position task ‖q̈d − q̈‖2, where
q̈d = K(qd − q)−Dq̇ [DPNMN15] or

• the norm of the joint torques ‖τ‖2 [HLM+18] or

• the norm of the joint accelerations ‖q̈‖2 [QA19].

Having a desired joint position means that a desired robot’s posture is enforced in the null-space.
This choice brings two problems: changing the robot posture by means of external forces in the
null-space of the tasks is not possible,3 and a proper robot posture must be found depending on
the application. The other two commonly used regularization terms are not meant to reduce the
kinetic or the "acceleration energy", which implies that an intuitive behavior is not guaranteed. A
better approach to define the regularization term is having a damping task in the joint space, which
dissipates the kinetic energy: ‖q̈d− q̈‖2, where q̈d = −Dq̇. However, the motion of the robot may
not be intuitive by application of external forces, infringing the requirements established in section
1.3.4. A combination of the projector- and QP-based approaches takes the advantages of both.

It might appear simple to combine the two methods by solving the problem in 6.2 with a QP
solver. That approach avoids numerical singularities and it opens the possibility to directly include
unilateral constraints in the solver. However, two issues remain:

3The DOF not used to solve the main task do not behave as passive unactuated DOF.
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• inclusion of new constraints is only possible at the same level of priority than the task described
by ẍt in eq. 6.2b and

• inclusion of multiple tasks with different levels of priority is not possible.

6.1.1 Separation of the task from the constraints

[FL13] treats the solution of redundancy at velocity level under inequalities for multiple tasks. The
approach is formatted as a QP problem, where the tasks get different priority level by adding a task
scaling factor s. This factor scales the task in case of joint limits hinder a fully accomplishment of
the task. In this way, the direction of the task acceleration vector is maintained and the problem
becomes solvable. The scaling factor is then maximized (i.e., equal to one if the task is feasible),
and less than one if the saturated joints are required to fully perform the task. This approach enables
the inclusion of new constraints in a different level of priority than the task. Applying this approach
at torque level, the quadratic problem 6.2 becomes

min
q̈,τ ,s

τ TM−1τ + w(1− s)2 (6.4a)

subject to τ = Mq̈ + ν + g (6.4b)

τmin ≤ τ ≤ τmax (6.4c)

c̈min − J cM
−1τ ext ≤ J cq̈ + J̇ cq̇ ≤ c̈max − J cM

−1τ ext (6.4d)

Jq̈ = sẍt − JM−1ν − JM−1τ ext (6.4e)

where w � 1 is a large penalty term to give a higher priority to the scaling factor maximization than
the minimization of the "acceleration energy". Note that at velocity level as proposed in [FL13],
the scaling factor can never become negative. If a limit constraint becomes active, satisfying
the constraint would not require the velocity to change its direction, s < 1. Not exceeding a
position, velocity or acceleration limit requires either: to stop the motion in the operational space,
s = 0 (position limit reached); to reduce the velocity at a saturated value, 0 < s < 1 (velocity
limit reached); or to remain with a constant velocity, 0 < s < 1 (acceleration limit reached). At
acceleration level, however, reducing the velocity or stopping the motion may require to decelerate
the motion (acceleration must change to the opposite direction, s < 0).

The external torques in joint space τ ext are included in the constraint 6.4e instead of the external
forces in the task space f ext. The external torques τ ext can be measured by joint torque sensors
commonly available in collaborative robots as: the KUKA LBR iiwa [KUK], the Yuanda [YUA],
the Panda emika [FRA], the sawyer [Ret] and the IRB 14000 YuMi [ABB]. On the contrary, the
direct measurement of f ext requires an external force/torque sensor.
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6.1.2 Extension to multiple task of DCTS

Having multiple tasks increases the complexity of the problem, because every task should be solved
minimizing the "acceleration energy". At the same time, tasks must be performed in a hierarchical
way. Based on the mixed-task solver in section 2.4, a hierarchy scheme can be achieved while
minimizing this energy. The inclusion of dynamically consistent null-space projectors guarantees
also that kinetic energy is not inserted in the null-space. That consequence is explained by the use
of the dynamically consistent pseudo-inverse in eq 2.5. This inverse is "the unique operator that
solves the redundancy without injecting energy in the null-space components of motion" [BK00].
To include the null-space projectors, the minimization problem becomes

min
q̈aug,τ ,s

τ TM−1τ +
k∑
i=1

wi(1− si)2 (6.5a)

subject to τ = Mq̈ + ν + g (6.5b)

τmin ≤ τ ≤ τmax (6.5c)

c̈min − J cM
−1τ ext ≤ J cq̈ + J̇ cq̇ ≤ c̈max − J cM

−1τ ext (6.5d)

J augq̈aug = Saugẍaug − J̇ augq̇ − J augM−1τ ext (6.5e)

q̈ = Nq̈aug =
k∑
i=1

N iq̈i (6.5f)

with q̈aug =

q̈1
...
q̈k

, ẍaug =

ẍ1

...
ẍk

,N = [N 1 . . .N k] and Saug is a diagonal matrix with diagonal

values from s1...sk. To scale every task in a prioritized order, the weights are set wi � wi−1. The
strict hierarchy between tasks is guaranteed by using augmented null-space projectors. When a
limit is encountered and is in a conflict with more than one task, tasks may be not scaled in a
strict-priority order. The choice of the weights gives this strictness.

6.2 Simulation and experiments

This section evaluates the studied solvers and demonstrates the problematic of the hierarchy based
on QP of section 2.3. The evaluation compares state-of-art implementations of QP solvers for
control of redundant robots. Simulations and experiments show the advantages of the proposed
DCTS. The tests are performed on a KUKA LBR iiwa. The values of the limits used in simulations
and experiments are shown in table 6.1.
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Table 6.1: Joint limits of the KUKA LBR iiwa

PPPPPPPPPLimits
Joint

q1 q2 q3 q4 q5 q6 q7

qmax in deg 165 115 165 115 165 115 170
qmin in deg -165 -115 -165 -115 -165 -115 -170
vmax in deg/s 100 110 100 130 130 180 180
vmin in deg/s -100 -110 -100 -130 -130 -180 -180
τmax in Nm 100 100 100 100 100 100 100
τmin in Nm -100 -100 -100 -100 -100 -100 -100

6.2.1 Simulation results

The simulations were run in Matlab/Simulink using the qpOASES library [FKP+14] as a QP solver.
A task for the end effector center is defined in two rotational coordinates (mt = 2). The end
effector is expected to rotate 15 degrees from the initial pose around the x-axis of the world frame,
while keeping constant the initial rotation around the y-axis. The redundancy is solved by three
approaches:

• the OSC, i.e., solving the QP problem in eq. 6.2

• solving the problem in section 2.3, with a regularization term that minimizes the norm of the
torque ‖τ‖2 (QP-MT)

• solving the problem in section 2.3 with a regularization term that minimizes the kinetic energy
in joint space ‖q̈ − q̈d‖2, where q̈d = −Dq̇ (QP-MD).

All three approaches solve the task and minimize the error to zero in the desired coordinates (see
fig. 6.1(a)), although the QP-MD spend more acceleration energy (about fifty times more). Figure
6.1(b) shows a similar behavior of the acceleration energy for the three methods, with the remark
that the energy spent by the QP-MD had to be scaled by a factor of 0.02. Figure 6.2(a) shows that
the kinetic energy in task space is approximately the same for all the approaches and converges
to zero. However, the kinetic energy in the null-space behaves differently for each solver (see
fig. 6.2(b)). While the OSC shows zero energy, QP-MT shows an energy that increases over time.
This increment of the energy is because minimizing the torque does not guarantee that the velocity
becomes zero, i.e., energy is not dissipated. If a damping task is used (QP-MD), the kinetic energy
in the null-space will be reduced but it is much higher than minimizing the norm of the torque.
These results demonstrate that the dynamically consistent pseudo inverse does not inject energy
in the null-space components of motion. As QP-MT and QP-MD solvers provide a solution that
minimizes the error in the task space without using this inverse, kinetic energy may be injected and
it may not be dissipated. The dissipation depends on the chosen regularization term.
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Figure 6.1: (a) Orientation error of the 2D-rotational task. (b) Acceleration energy behavior
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Figure 6.2: Kinetic energy used to solve a 2D rotational task. (a) Energy in task space. (b) Energy in
null-space

The second simulation illustrates the different responses of the approach to external forces. Envision
a worker who must teach the robot different points located on a table, where the robot must
automatically drill after. Moving the robot with a visual user interface may be slower and less
intuitive than moving the robot hand-guided. To reduce the complexity of the teaching process,
the end effector must hold a desired orientation around two axes to keep the drill perpendicular
to the table. The position and the orientation around the drill axis are not controlled. Application
of external forces should move the robot along these coordinates. The end effector starts with an
orientation that locates the drill perpendicular to the table. An external force of 10 N is applied
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on the end effector in positive x-direction for 400 ms. The force disturbs the end effector making
it to lose its desired orientation. The motion must follow the desired dynamic-behavior in task
space. Such behavior follows the mass-spring-damper system motion-equation given in eq. 2.9
(Λt,dët +Dt(ėt) +K t(et) = f ext).

Figure 6.3(b) shows that the external force injected much more kinetic energy in the robot using
QP-MT or QP-MD than with OSC despite having the same task (note the factor x20 that amplifies
the energy plot of OSC). As expected, QP-MT and OSC spent less "acceleration energy " than
QP-MD (see fig. 6.3(a)), which leads to a more intuitive motion. With both approaches, the motion
follows the force direction at the beginning (see fig. 6.4(a)). As the human expects by pushing a
unit rigid body that is in an initial still state, the acceleration should produce a body motion in the
direction of the force times the inertia matrix Λ.4 However, as OSC allows less injection of kinetic
energy in the task and in the null-space, the motion is shorter and slower. Note that despite the
difference of the motion in null-space of OSC and QP-MD, the task space-error behaves similarly
for both approaches (see fig. 6.4(b)). In conclusion, OSC is the only approach that leads to the
desired motion behavior. The end effector moves following the Newton’s law ẍ = Λ−1f ext in the
null-space (translation). In the task space, the motion follows the motion equation in 2.9.
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Figure 6.3: Comparison of minimization functions to solve redundancy. (a) Acceleration energy. (b) Kinetic
energy

The next simulation demonstrates the advantages of the dynamically-consistent constrained task
hierarchy solver (DCTS) over the projector-based approaches under unilateral constraints as in
section 3.3.2 and 4.2. The center point of the end effector should go through a series of Cartesian
points connected by linear paths, starting from qini = [−0.78, 2.05, 2.07,−1.65,−2.08, 2.03, 0]T

rad. The points are vertices of an octagon inscribed in a circle lying in the (y,z) vertical plane of

4The inertia matrix may have coupling terms that deviates the direction of motion from the direction of the force.
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Figure 6.4: Comparison of minimization functions to solve redundancy. (a) Resulting motion in Cartesian
null-space. (b) Task error. The green background zone shows the time interval in which the
external force was applied.

radius 0.3 m. The center of the circle lies in [0.55,-0.05,0.22] m. The end effector starts in the
center of the circle, goes to every vertice of the octagon, and it returns to the center every time.

A primary task of dimension m1 = 3 is specified (only Cartesian positions). The desired accelera-
tion ẍ1 is chosen so as to head towards the next Cartesian point with a speed 0.85 m/s, following
the desired dynamic behavior given by eq. 4.27. This trajectory is particularly demanding at the
vertices (reached with a tolerance of 0.001 m) of the octagon, where large accelerations are required
to suddenly change direction. A limitation of the joint positions and velocities is included following
the method in section 4.2. The computed command torque value τcmd,i is saturated to its upper or
lower limit and sent to the robot controller. If τcmd,i > τmax,i, then τcmd,i = τmax,i. If τcmd,i < τmax,i,
then τcmd,i = τmin,i, with i = 1 . . . n.

Figures 6.5 and 6.6 show the results of task execution using the projector-based approach of section
4.2. Figure 6.5 shows that the desired path in position is followed despite the limitation of joint
positions, velocities and torques. However, there are two aspects to remark, given by the naive5

saturation of the torques:

• when the repulsive torque, which keeps the joint velocities within their limits, exceeds its
upper or lower limit, the velocity limit is not respected. The time-intervals represented by the
gray zone in fig. 6.6 show these cases.

• when the joint torques to produce the desired acceleration in the operational space exceed their
upper or lower limits, the acceleration error increases. See fig. 6.6

5Naive in this context means that the torques are saturated without computing a new solution after saturation to obtain
an optimal result. Therefore, the desired accelerations in the operational space or in the joint space will not be
produced.
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The simulation was repeated using DCTS of section 6.1.2. Figure 6.7 shows the results of the
position tracking of the star. The end effector followed the desired path despite all limitations. The
error of the position tracking compared to the projector-based approach is slightly less (see table
6.2). However, the results in fig. 6.8 show that all limitations were respected. The error of the
acceleration only increased when the task was scaled (scaling factor smaller than one). Such case
came, when the torque limits were in conflict with the task, i.e., there was not solution to fully
accomplish the task, and to keep the torques between their limits. In average, the acceleration error
decreased compared to the projector-based approach (see table 6.2).

6.2.2 Experimental results

An experiment is carried out to evaluate the intuitive reaction of the DCTS in comparison to OSC
and QP-MD. The task is, as in the first simulation, defined only in two coordinates (mt = 2) of
the rotation. The stiffness matrixK ∈ R2×2 is set to 1, 000I Nm/rad and the dampingD to 63I

Nms/rad to keep the initial orientation during the experiment. To achieve a constant external force
for all the experiments, a piece with approx. 4.1 kg of weight is attached to the end effector. The
controller does not have knowledge of this piece, i.e., only the weight of the robot structure is
considered to compute the gravity compensation torques. After starting the experiment, the end
effector is expected to go down following Newton’s law, while holding the orientation.

Figure 6.9 illustrates the robot motion after starting the experiment. In the one hand, the unintuitive
motion of the QP-MD approach is visualized in fig. 6.9(a). The end effector starts to move up and
backwards instead of falling down. In the other hand, an intuitive motion is shown in fig. 6.9(b)
achieved by the OSC or DCTS. The end effector falls down due to the gravity force produced by
the attached piece. Note that all approaches kept the desired rotation during the motion.

Figure 6.10(a) shows that the QP-MD uses more acceleration energy leading to a non-intuitive
motion. The plot of the end effector motion in fig. 6.10(b) shows that the OSC and the DCTS
delivered similar results despite different computation methods.

Table 6.2: Average errors during tracking of a star path
Approach Position Error in m Acceleration Error in m/s2

Method in section 4.2 0.018 0.0294
DCTS 0.016 0.0248
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Figure 6.9: Video snapshots of the performed experiment. (a) Resulting robot motion using the QP-based
solver and minimizing error for damping task as last task. (b) Robot motion using the DCTS or
OSC. The orange arrow illustrates the direction of the motion.
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Figure 6.10: Comparison of redundancy resolution approaches under physical interaction. (a) Acceleration
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6.3 Discussion

Experiments evaluated the different dynamic behavior in the null-space of QP-based and projector-
based solvers. The evaluation demonstrated that QP solvers, as commonly used in literature, do
not produce an intuitive reaction to external forces. Results showed that the robot motion does not
always follow the direction in which the force is applied. Additionally, kinetic energy is injected
in the null-space of the task. As a result of this injection of kinetic energy, the robot unnecessary
moves in the null-space. In other words, the task could be accomplished spending less energy.
Moreover, results showed that projector-based approaches solve the redundancy without injecting
extra energy and produce an intuitive motion. The drawback of these approaches is the complex
inclusion of inequalities at force level. Therefore, this chapter proposed a method to perform
hierarchical control under unilateral constraints. The Dynamically-consistent Constrained Task
Hierarchy Solver (DCTS) combines the advantages of state-of-the-art methods to solve redundancy:

• the natural solution6 provided by approaches based on dynamically-consistent pseudoinverses
and projectors,

• the direct inclusion of unilateral constraints (specially torque limits together with acceleration
limits) and the singularity avoidance given by the use of QP solvers.

Experiments showed that contrary to the projector-based hierarchy solvers in section 4.2, the DCTS
limits the commanded joint generalized forces while computing an optimal solution of the task.
The framework using this solver unifies all constraints at different levels in different spaces, while
solving the redundancy as the nature would do.

Although the computational effort was not deeply investigated in this chapter, the DCTS is expected
to be computationally slower than the other solvers. This approach requires the computation of
the dynamically consistent projectors in addition to solve the quadratic problem. Furthermore,
the constraints of the quadratic problem include augmented matrices of the Jacobian, null-space
projectors and desired accelerations. Such high-dimensional matrices increase the computational
effort to find the optimal result of the command torques.

6Natural solution in this context is the solution that the nature would employ to solve redundancy for constrained
motion in mechanical systems.
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7 Summary

The increasing complexity in robotic systems has brought numerous challenges to achieve col-
laborative robotics properly. Many of these challenges are related to a large number of actuated
DOF in robots such as humanoids. Even though the complexity of the tasks robots can perform
has increased in various scenarios, they are still unable to perform every task autonomously and
require humans to be involved in the work loop. Robot-human collaboration is, therefore, a topic
of increasing interest in robotics. Collaborative scenarios together with complex robots require
intuitive and safe controllers. Safety relates to numerous aspects of the robotic system, including:
maximal allowed speed, maximal exchange of energy or power between the robot and the human,
maximal forces applied to the human or the environment, etc. Many collaborative applications may
require the robot to physically interact with the environment and the human, e.g., helping the human
to carry heavy objects, medical applications as the MURAB project [MUR], and rehabilitation
applications.

Sophisticated whole-body controllers must be employed to achieve complex constraint-task hierar-
chy schemes. Such controllers should efficiently and robustly command the robot to accomplish its
goal without endangering the human, the environment, or itself. A key aspect for achieving such
interaction is to have a compliant behavior of the robot. This thesis presents a framework to have a
robotic co-worker with fully physical interactivity. Predominantly, the framework should manage a
stack of tasks in a prioritized manner while the constraints are always respected. In the following
paragraphs, an overview of the contributions of this thesis is given.

One particular case of constraints is unilateral constraints that are expressed as inequalities that
must be upheld. Chapter 3 treats unilateral constraints in the joint space. Joint limits are especially
relevant in redundant robotic systems. Making use only of the available joints brings an optimal
redundancy resolution for the commanded torques. The idea is to create a repulsive force that
prevents the joint from going to its limits, while the remaining joints are used to achieve the
task as good as the remaining capability of the robot allows it. To this end, most of state-of-the
art approaches rely on artificial repulsive potential fields to create the repulsive force. Such a
technique requires hard-coded parameters to design the artificial potential field. On the contrary, the
Saturation in Joint Space (SJS) approach in section 3.3.2 computes the repulsive force depending
on the state of the robot. The avoidance of hard-coded parameters increases the robustness of the
approach and makes possible a high-speed robot motion under unilateral constraints. In addition,
SJS enables the inclusion of velocity and acceleration limits. When the saturation of the joint
accelerations is carried out, the external forces are considered, and smooth behavior is assured in
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the proximity of the limits. This result enables physical Human-Robot Interaction (pHRI) while
having an optimal result for the stack of tasks.

Chapter 4 extends the framework to handle any kind of unilateral constraints. The inclusion of
rotational limits, for instance, opens the possibility to define the tasks in less DOF while remaining
in a defined range of orientation, where the task is still achievable. The relaxing of the task increases
the null-space that can be used to achieve secondary objectives. Another typical problem in robotics
is to avoid collision with obstacles. Contact with some objects on the environment or parts of
the human is not always desired in collaborative scenarios. The inclusion of limits that consider
collision with moving obstacles solves that issue. To avoid parametrization of the repulsive force,
the framework considers the velocity of the moving object. The method works even when the
human intervenes, not allowing the robot to collide with some objects even if the human intends to
do so.

Although having an impedance control with fixed parameters is enough for most of the applications
that require contact, interactivity can be maximized by a variable impedance law. Chapter 5
proposes a novel definition of the task that maximizes the interaction. The MURAB project is taken
as a use-case to prove the performance. The method avoids the need for path planning by having a
time-invariant definition of the path. The variable stiffness reduces the energy that the robot could
transfer to the human. This energy reduction, together with the assurance of the limits, makes
the system safer for users who do not have much experience with robots and could unexpectedly
disturb the robot.

The inclusion of the unilateral constraints and the definition of the task can be included in any of
the task hierarchy solvers: hierarchy based on null-space projectors, hierarchy based on quadratic
programming, and mixed task hierarchy (see Chapter 2). However, the choice of the solver implies
different aspects. Chapter 6 makes a comparison of the solvers, especially of the behavior under
pHRI. The comparison shows that QP-based schemes, as commonly used to perform torque
control, do not present an intuitive behavior. On the other hand, projected-based methods require a
singularity avoidance method. In addition, the inclusion of torque limits has not been conducted
yet due to its complexity. A new approach is proposed in chapter 6 in order to have the advantages
of both solvers. The Dynamic-consistent Constrained Task Hierarchical Solver (DCTS) brings all
advantages together with the drawback of being computationally slow. No scheme works for all
possible applications, and therefore, the choice should be according to the specific requirements of
the use-case.

The proposed framework was implemented in different use-cases. Three proposed use-cases
demonstrate the framework’s usability. Use-case 1 was presented in Chapter 5, in which the
framework is used in the MURAB project on-line [MUR] and off-line [GTW+20] as a motion
planner. In use-case 2, the robot must autonomously learn the end-effector forces to insert a peg
in a hole. The use of this framework gives the advantage of learning the forces in predefined
coordinates, instead of learning the forces in the whole 6D Cartesian space. For instance, two
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rotational coordinates can be fixed, while the robot learns only the necessary translational forces
and the rotation around the vertical axis. The framework includes limitations in any space allowing
the learning process without damaging the robot or the environment. Results of this use-case
are presented in [KMB20]. Use-case 3 is the teleoperation of a redundant robot with haptic
feedback. The teleoperation device sends Cartesian space motions that the robot must perform.
Having a kinematically redundant robot requires a proper redundancy resolution framework that
considers Cartesian and joint limitations. [RPB+12] proposed a velocity-based controller to
perform teleoperation under safe limitations. However, velocity or position control does not
guarantee stability in contact situations. A stable interaction of the robot with the environment
is guaranteed by using impedance control. Therefore, the framework proposed in this thesis is
a suitable approach for this use-case. An implementation of the framework for teleoperation of
a redundant robot and making passivity stabilization is presented in [Mar20]. In addition, two
more use-cases for the framework were proposed but not intensely tested. The first one is the use
of robotics in neurorehabilitation of impaired limbs. In this scenario, the patient must practice
a pre-defined limb motion with the help of the robot. The robot motion is more or less assistive
depending on the phase of the therapy [PCRBJ16]. A typical control strategy is tunneling, which
consists in creating virtual channels for the end-effector in which the subject moves. This strategy
requires physical interaction and limitation of joint and Cartesian coordinates. Using the framework
with a path-dependent geometric representation of the task as proposed in [MA21] fulfills these
requirements. The second proposed use-case uses a robot in 3D object modeling, as proposed in
[MS20]. The framework facilitates the programming of complex motions to focus the object with
different angles.

Although the framework demonstrated its usability, some aspects beyond the scope of this work
could be further investigated:

• although the stability of impedance control and operational space control has been proven
in [Die16] and [DOP18], respectively, it has not been proven with inequality constraints as
defined in this thesis.

• an thorough assessment of the computational effort of the different solvers must be performed
to find their limitations in the implementation.

• the proposed framework did not consider changing the priorities of tasks or the insertion
of new ones. The addition of this feature can be included by using the method provided in
[DS19].

In addition, future research can focus on implementing higher-level frameworks that provide the
task definition from a semantic description. For instance, the description of grasping a cup would
provide only the required coordinates and position limits, for which the task can be accomplished.
[SGR+15] proposes a framework for intuitive programming of robots. Programming interfaces
with semantically detailed descriptions allow non-experts to program the robot intuitively. Such
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interfaces can be extended by providing the hierarchical framework with the desired forces and
force limitations instead of only providing geometric descriptions.

Implementing the previously discussed advancements in a follow-up work would extend the
framework’s usability beyond what is presented in this thesis. The framework could be used in
real-world applications of highly redundant robots in challenging dynamic environments and reduce
the programming complexity of the robot motions.



Appendix

A.1 Including gravity compensation

The computation of gravity term in the operational space in eq. 2.8 can be avoided, if a joint space
task is assumed to be always the least important task. Consider only the gravitation compensation
part

τ g,t = JTt pt, (A.1)

and two tasks where the last task is in joint space. The gravitational part of the torques are defined
by:

τ g,1 = JT1 p1, (A.2)

τ g,2 = JT2 p2. (A.3)

As the second task is defined in the joint space J 2 = I . Equation A.1 becomes

τ g,2 = g. (A.4)

The final torques to compensate the gravity can be then computed using eq. 2.3

τ g = J1
Tp1 + (I − JT1 J̄T1 )τg,2. (A.5)

Replacing eq. 2.8 in A.5
τ g = J1

T J̄T1 g1 + (I − JT1 J̄T1 )g. (A.6)

It is clear now that the total gravitational part is

τ g = g. (A.7)

This example demonstrates that the computation of the gravity term for every task is unnecessary,
at least in the scope of this thesis. Note that the extension to more tasks does not change the result,
because the gravitation compensation part for the joint space task is computed in the null space of
all previous tasks, and this part is the complement of all superior gravitation part of the operational
spaces (assuming that augmented projectors are used). In other words, adding the gravity term
as proposed in this thesis, means a perfect projection of the gravity compensation part with less
computational effort. The effect of a poor projection of the gravitational part when using successive
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null space projectors is therefore avoided.

A.2 The problem of torque limitation through inverse dynamics

Consider a two-link planar manipulator with rotational joints (q1 and q2) with links length l1 and l2.
If each link is model as a rigid homogeneous rectangular bar with mass mi and moment of inertia
tensor

I =

Ix,i 0 0

0 Iy,i 0

0 0 Iz,i

 , (A.8)

the equation of motion can be found using Lagrange’s equations1[
Iz,1 + Iz,2 +m1r

2
1 +m2(l21 + l22) + 2m2l1r2c2 Iz,2 +m2r

2
2 +m2l1r2c2

Iz,2 +m2r
2
2 +m2l1r2c2 Iz,2 +m2r

2
2

][
q̈1

q̈2

]
=

[
τ1

τ2

]
,

(A.9)
where ri are the distances from the joints to the center of mass for each link, and c2 = cos(q2).
Coriolis and gravity terms are ignored to simplify the explanation.

For an example configuration q =
[
30 45

]T
deg and the data given in table A.1, the torques have

to be limited to τmax = −τmin =
[
10 10

]T
Nm. If the maximal and minimal joint accelerations

are computed using the inverse dynamics as proposed in [FDK12]

q̈max = M−1τmax =

[
0.1660 −0.2364

−0.2364 1.1367

][
10

10

]
=

[
−0.7042

9.0029

]
(A.10)

q̈min = M−1τmin =

[
0.1660 −0.2364

−0.2364 1.1367

][
−10

−10

]
=

[
0.7042

−9.0029

]
(A.11)

This simple example shows that this approach does not result in proper joint acceleration limits,

Table A.1: Two-link planar manipulator data
Parameter Value Parameter Value

l1 1.5 m m1 2 Kg
l2 1 m m2 1 Kg
r1 1 m Iz,1 2 Kg m2

r2 0.5 m Iz,2 1 Kg m2

1To see the complete procedure visit [SSVO10].
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because q̈max,1 < q̈min,1. One could reorder the maximal accelerations vectors to get:

q̈max =

[
0.7042

9.0029

]
(A.12)

q̈min =

[
−0.7042

−9.0029

]
(A.13)

However, if the task produces a joint acceleration q̈ =
[
0 15

]T
rad/s2, the saturation vector would

be q̈sat =
[
0 9.0029

]T
rad/s2. This acceleration would produce the torques

τ sat = M q̈sat =

[
8.5607 1.7803

1.7803 1.25

][
0

9.0029

]
=

[
16.0282

11.2537

]
(A.14)

The torque exceeds the maximal torque limits, which demonstrates that the saturation of torques
must be performed in a different way.

A.3 Cancellation of motion by a wrong inclusion of external torques in the
optimization problem

Assume, only a joint space task is given to the robot. To produce a free motion when external
forces are applied, the desired stiffness and damping is set to zero, i.e., q̈d = 0.

The optimal command torques to accomplish this task are computed under the constraint 13.b in
[LTP16]:

τ cmd = Mq̈d + g + ν − τ ext = M0 + g + ν − τ ext = g + ν − τ ext (A.15)

If the motion is computed following the inverse dynamics

q̈ = M−1(τ cmd + τ ext − g − ν) (A.16)

then:

q̈ = M−1(g + ν − τ ext + τ ext − g − ν) = 0 (A.17)

This result implies that there is no motion despite application of external forces, if the robot is in a
static state.
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