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A B S T R A C T   

With the recent surge in digitalization across all levels of education, online video platforms gained 
educational relevance. Therefore, optimizing such platforms in line with learners’ actual needs 
should be considered a priority for scientists and educators alike. In this project, we triangulate 
logfiles of a large German online video platform for educational videos with behavioral data from 
a laboratory study and the objective characteristics of the selected videos. We aim to understand 
the potential motives for why participants pause educational videos while watching such videos 
online. Our analyses revealed that perceived difficulties in comprehension and meaningful 
structural breakpoints in the videos were associated with increased pausing behavior. In contrast, 
pausing behavior was not associated with the videos’ formal structural features highlighted in the 
video platform. Implications of these findings and the potentials of our methodological approach 
for theory and practice are discussed.   

1. Introduction 

It is hard to dispute the continuing popularity of online videos on platforms such as YouTube (Rat für kulturelle Bildung, 2019). 
Whereas entertainment may still be the dominant motive to watch videos online, the educational relevance of video-based learning 
materials has gained additional traction during the COVID-19 pandemic, with schooling, university courses, and courses in adult 
education centers partially relying on video-based online materials during national lockdowns (Biebeler & Schreiber, 2020; Chick 
et al., 2020; Wildemann & Hosenfeld, 2020; Winde et al., 2020; www.volkshochschule.de/online-lernen). Next to allowing easy access 
to information virtually anytime and anywhere, viewers can watch online videos at their own pace (Kay & Kletskin, 2012; Rat für 
kulturelle Bildung, 2019). Given this increased popularity and relevance of educational online videos, it is essential to optimize online 
videos to provide learners with a learning experience that best aligns with their individual needs and natural usage patterns. 

Whereas there is an increasing number of research focusing on characteristics of educational videos that support learning (e.g., 
Beege et al., 2017; Boucheix et al., 2018; de Koning et al., 2018; Fiorella et al., 2017; Hoogerheide et al., 2016; Merkt et al., 2011, 2020; 
Schneider et al., 2021; Tarchi et al., 2021), the current manuscript focusses on one of the major challenges that is associated with 
video-based learning. In particular, videos confront learners with the task of paying continuous attention to a steady stream of new 
information that has to be integrated with existing knowledge structures (Ayres & Paas, 2007). It is suggested that the dynamic 
presentation of transient information in videos induces extraneous cognitive load that may result in cognitive overload and thus in 
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suboptimal learning outcomes. Addressing this issue, the availability of a stop button (e.g., Hasler et al., 2007; Lee et al., 2020; Schwan 
& Riempp, 2004) as well as system-determined pauses (Hasler et al., 2007; Spanjers et al., 2012) have been shown to mitigate the 
harmful effects of the transient flow of information in videos; however, some may argue that system-determined pauses are superior 
over self-determined pauses because novice learners may not be able to find the appropriate position for stopping the videos them
selves (Biard et al., 2018). To provide learners with the best possible learning experience, it could be a promising approach to provide 
system-determined pauses at positions where the viewers would most likely stop the videos themselves. Thus, it is worth looking at 
learners’ motives to stop videos in a natural viewing setting to identify such positions. 

Drawing from one’s own experience while watching videos online, it is evident that there is a plethora of potential reasons why 
viewers may want to pause a video. Whereas some of the possible reasons are unrelated to the video’s actual contents (e.g., external 
disturbances) and may thus be considered background noise in logfile analyses, there are potential reasons for pausing a video that are 
inherent to the video that the viewers are watching. Because logfiles do not contain information about contextual factors such as 
external disturbances, we focus our research on the characteristics of the video that may constitute motives for pushing the pause 
button. In this regard, we identified content difficulty, meaningful structural boundaries, and formal structural cues as potential 
reasons for pushing the pause button. The investigation of content difficulty and meaningful structure is motivated by theoretical 
assumptions about the mechanisms underlying the beneficial effects of pauses in videos or animations (Merkt et al., 2018; Rey et al., 
2019; Spanjers et al., 2010; Spanjers et al., 2012). Please refer to Sections 1.1.1 and 1.1.2 for a more elaborate discussion of these 
mechanisms. Further, analyzing the formal structural features is essential to control for more superficial cues that may also affect how 
viewers structure a video and thus decide on when to push the pause button (see Section 1.1.3). Finally, the current study serves as a 
proof of concept that the triangulation of online logfiles with data of lab experiments is a suitable approach to explaining real-world 
behavior. 

Whereas the effects of both self-determined and system-determined pauses on learning are well-investigated (e.g., Chen & Yen, 
2021; Hasler et al., 2007; Rey et al., 2019; Spanjers et al., 2012), there is a lack of research on why learners actively pause educational 
videos in an ecologically valid setting outside of the laboratory (e.g., at home or in the library). To address this open research question, 
we triangulated data from three different data sources. First, we used anonymous logfiles of an online platform for scholarly videos1 to 
identify the positions at which the videos were paused by the platform’s actual users in their natural viewing environments. Second, we 
conducted a laboratory study in that we had participants analyze the same videos with regard to the videos’ meaningful structure and 
difficulties in comprehension. Third, a computer vision algorithm was used to identify the objective structural features (i.e., cuts) of the 
videos highlighted in the online video platform. With these different data sources, we gained some insights into potential reasons why 
viewers push the pause button while watching educational videos online. 

1.1. Learners’ potential motives to push the pause button in educational videos 

In learning analytics, logfiles of online learning platforms are used to shed light on self-regulated learning processes (Roll & Winne, 
2015; Seo et al., 2021). Whereas this approach may be used to identify associations of the use of interactive features in online platforms 
and the learning outcomes (Li et al., 2020), the current manuscript focuses on viewers’ motives to use interactive features by 
investigating relationships between the features of the learning materials and the viewers’ use of the interactive features (i.e., the pause 
button) provided in an educational online video platform. In this regard, we focus on three potential reasons for viewers to push the 
pause button when watching educational videos online: (1) difficulty, (2) meaningful content structure, and (3) formal structural cues. 
Subsequently, we will outline the rationale for selecting these characteristics for the current study, highlighting the characteristics’ 
hypothesized relevance for the learning process. 

1.1.1. Difficulty 
Both the Cognitive Load Theory (CLT, Sweller et al., 1998, 2019) and the Cognitive Theory of Multimedia Learning (CTML, Mayer, 

2021) postulate that limited working memory resources constrain learning processes. Thus, learning materials should be designed to 
make optimal use of these limited resources. According to CLT (Sweller et al., 1998, 2019), the cognitive demands associated with the 
learning materials may stem from three different sources, referred to as intrinsic cognitive load, extraneous cognitive load, and 
germane cognitive load. Intrinsic cognitive load is related to the inherent complexity of the learning materials, extraneous cognitive 
load is associated with the processing required due to (suboptimal) instructional design, and germane cognitive load is related to 
learners’ deliberate elaborations of the learning materials. It is widely agreed that the sum of intrinsic and extraneous cognitive load 
should be kept at a minimum to free cognitive capacities for deliberate elaboration processes (i.e., germane cognitive load). 

Regarding learning with dynamic audiovisual media, the transience of these kinds of materials has been identified as one char
acteristic that may induce extraneous cognitive load that may prevent a deeper elaboration of the learning materials (e.g., Ayres & 
Paas, 2007; Merkt et al., 2018). In line with this reasoning, it is often argued that the opportunity to take pauses in the learning process 
is beneficial for learning (Lee et al., 2021; Rey et al., 2019). Consequently, increased use of interactive features that allowed for 
adjusting the pace of a video presentation (i.e., fast forward and rewind) was shown for more complex learning materials (Schwan & 
Riempp, 2004). Further, regarding pauses, various studies demonstrated that the provision of system-determined pauses or the 
availability of a pause button can support learning (Hasler et al., 2007; Lee et al., 2020). 

1 https://av.tib.eu. 
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More specifically, a recent study has shown that taking self-determined pauses in a complex simulation-based learning environment 
temporarily reduced the learners’ cognitive load during the pauses (Lee et al., 2020), even though learners’ overall cognitive load was 
increased by the availability of a pause button. Whereas we will come back to the latter observation in Section 1.1.2, the observation 
that cognitive load is reduced during pauses supports the assumption that pauses help learners avoid cognitive overload. Further 
support for this assumption may be gathered from findings that pauses are most beneficial for complex learning materials (Hasler et al., 
2007), for learners with low prior knowledge (Spanjers et al., 2011), and learners with low working memory capacities (Lusk et al., 
2009). To sum up, there is ample evidence that the positive effects of pauses are associated with reducing cognitive task demands and 
thus the avoidance of cognitive overload. Consequently, it is feasible to assume that learners actively use the pause button when the 
contents of a video are too difficult to understand in a system-paced presentation. 

1.1.2. Meaningful structure 
Some studies demonstrated that the availability of a pause button might benefit learning, even though learners did not even make 

extensive use of the pause button or did not pause the video at all (Hasler et al., 2007; Lee et al., 2020). Whereas these findings cannot 
be explained with the avoidance of cognitive overload by pausing the video, the more so because the availability of a pause button 
increased overall cognitive load in a simulation-based learning environment (see Lee et al., 2020), they are well in line with the 
explanation that the availability of a pause button triggers learners to monitor the video for appropriate positions where to pause the 
video (see Hasler et al., 2007). In other words, viewers may monitor the video for meaningful structural breakpoints at which the video 
can be stopped without disrupting the video within meaningful units. 

The relevance of highlighting the structure of educational videos by pauses has been recently discussed as one potential mechanism 
underlying the beneficial effects of system-determined pauses (i.e., structuring explanation; Merkt et al., 2018; Rey et al., 2019; 
Spanjers et al., 2012). This explanation is based on the Event Segmentation Theory (EST, Zacks & Swallow, 2007) and the Event 
Horizon Model (EHM, Radvansky, 2012), which address humans’ perception of continuous events. Whereas a detailed description of 
EST and EHM is beyond the scope of this manuscript, it is essential to note that both models share the assumption that humans 
automatically segment ongoing events into discrete and meaningful units. In particular, there is robust evidence that recipients 
perceive a new situation when various dimensions of a narrative (e.g., time, space) change concurrently (Magliano et al., 2001; Zwaan 
et al., 1995). Even though there is evidence that grasping the meaningful structure of events is associated with better memory for 
events (Sargent et al., 2013), it has not yet been investigated whether learners’ self-determined pauses in educational videos coincide 
with meaningful structural breakpoints. The current study will address this research gap. 

1.1.3. Formal structural cues 
Next to meaningful semantic boundaries determined by a video’s content structure, the perceived structure of a video may also be 

shaped by its formal features. In particular, previous studies used short pauses or cuts to highlight the meaningful semantic structure of 
dynamic presentations (Merkt et al., 2018; Spanjers et al., 2012). Whereas instructional designers may use external structuring cues 
such as cuts to highlight the semantic structure of the learning materials, these formal structural features of videos do not necessarily 
coincide with viewers’ perceptions of the meaningful structure. For example, film cuts did not result in increased segmentation 
behavior when participants were asked to identify the meaningful structure of a video (Schwan et al., 2000). 

Even though the formal structure of a video may not coincide with the meaningful structure of the contents, it may still have 
implications for cognitive processes. In particular, the structural division of learning materials that were not connected in a meaningful 
semantic structure (i.e., word lists) affected learners’ memory, with more fine-grained divisions of the word lists across multiple 
windows on a computer screen, resulting in better recall (Pettijohn et al., 2016). Hence, it is feasible to assume that formal structural 
features of an online video platform may affect learners’ cognitive processing independent of the videos’ actual meaningful content 
structure that is perceived by the viewers. Admittedly, the division of word lists across multiple windows on a computer screen (see 
Pettijohn et al., 2016) may be considered a less subtle means of providing learners with formal structural cues than film cuts (see 
Schwan et al., 2000). 

Next to film cuts, instructional designers may use other structural cues that imply the structure of a video. For example, a division of 
the timeline that is displayed below the video may serve as an external structural cue that highlights the structure of the learning 
materials. Even though these divisions of the timeline are often designed to reflect the chapters of a video (see Cojean & Jamet, 2017; 
Merkt et al., 2011; Merkt & Schwan, 2014), they do not necessarily reflect the majority of the learners’ perceptions of a video’s 
structure. More importantly, on the online video platform that was used to gather data for the current study, the timeline below the 
video was divided based on automatic cut detection (see Section 2.2.3.), so that the division of the timeline did not necessarily reflect 
the videos’ content structure, but rather the editing of the videos. 

To the best of our knowledge, there is no study that investigated whether providing learners with an external structure for the video 
actually triggers them to push the pause button at the externally provided structural breakpoints. However, previous research has 
demonstrated that structuring learning materials may have cognitive effects on learners beyond simply providing cues for the 
meaningful structure of the materials (see Pettijohn et al., 2016). Therefore, it is an interesting research question whether external 
structural cues also serve as an orientation for learners when deciding to push the pause button in online videos. 

1.2. The current study: research questions 

In the current study, we triangulated logfiles from an online video platform, data from one laboratory study, and the results of 
automated video analyses to explore viewers’ potential motives for pushing the pause button while watching educational videos 
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online. In this regard, the previous sections identified three potential reasons why viewers may decide to push the pause button while 
watching educational videos online. First, based on the reasoning of the cognitive load theory (Sweller et al., 1998, 2019), it is feasible 
to assume that viewers push the pause button whenever difficulties in comprehending the videos occur. Second, based on the reasoning 
in empirical articles arguing that including a pause button benefits learning because it prompts learners to scan the video for suitable 
breakpoints (Hasler et al., 2007; Lee et al., 2020), it is feasible to assume that viewers pause videos at meaningful structural break
points. Finally, providing viewers with external structural cues (e.g., division of a video’s timeline) may prompt them to stop the video 
at the breakpoints that are provided on the online video platform. 

To wrap up, the current study serves to test various potential motives for the use of the pause button in an ecologically valid viewing 
environment. As such, it may be considered important groundwork for understanding how online video platforms may be tailored to 
viewers’ individual needs. Even though our research questions and assumptions are well-grounded in theory, we refrain from 
formulating definite hypotheses because the study was initially designed with an explorative character that shall not be mis- 
represented in this manuscript. 

2. Method 

2.1. Materials 

For the current analysis, we selected four videos that covered different physical topics. These videos were selected from an online 
video platform that provides more than 30,000 scientific videos. The platform targets academic users such as researchers and uni
versity students and mainly addresses the fields of natural sciences, engineering, and architecture, but also provides videos for other 
subject areas. Metadata are automatically generated for the videos belonging to the main subject areas, using algorithms that extract 
annotations, transcriptions, and a structural overview based on cut detection. The results of these automatic analyses are displayed as 
vertical lines in the timeline (at positions of detected cuts) and on the right-hand side of the video in tabs for annotations and tran
scripts, which are divided according to the identified cuts. The visual division of the timeline is only shortly visible at the beginning of 
the video or on mouseover, whereas the annotations and transcripts that are grouped according to the identified structure are only 
visible when viewers select the tab “annotations” or “transcript” (see Fig. 1). The platform is typically used in informal learning 
scenarios and not part of formal education. 

The selection of the videos for the study was based on three main criteria for inclusion. Most importantly, only videos belonging to 
the platform’s key subject areas were eligible for selection because only these videos are automatically analyzed. Second, the videos 
had to attract a sufficient number of viewers interacting with the videos. Therefore, only the more popular videos on the platform were 
eligible for selection. In particular, the videos included in our analyses attracted between 353 and 687 visitors in the period in that the 
logfiles were collected. Third, the videos had to contain an accumulation of pauses in specific sections of the videos. Such accumu
lations could be observed by visual inspection using graphs produced in the R package SegMag (Papenmeier & Sering, 2016). SegMag 
allows for a visual inspection of time series data resulting from user interactions. This is done by fitting Gaussian distribution functions 
around each interaction time point of each participant. Thus, user interactions with high temporal alignment result in significantly 
higher peaks than user interaction with low temporal alignment (for an application of this procedure for videos, see Meitz et al., 2020). 
The four videos were selected based on visual inspection from a preselected pool of ten videos that fulfilled the first two criteria 
mentioned above and additionally showed local accumulations of pausing behavior in the graphs produced using SegMag. These 
selection criteria for the videos reflect the rationale for using videos including positions with an increased likelihood to push the pause 
button. The aim of this project was to explain this increased likelihood of pausing behavior by triangulating the logfiles with data 
produced in a laboratory study. The four selected videos were between 147 and 392 s long. Next to the visual information, all videos 
included auditory information such as speech and ambient noise. In particular, the videos covered the streaming behavior of water 
(https://av.tib.eu/media/10886), rotational force (https://av.tib.eu/media/12493), adsorption (https://av.tib.eu/media/15686), 
and absorption (https://av.tib.eu/media/15712). They were produced as explanatory videos by domain experts. 

2.2. Data sources 

For our analyses, we gathered data from three different sources: logfiles from the online video platform, segmentation data from a 
laboratory study, and the results of an automatic analysis of the videos. Subsequently, we give an overview of these different data 
sources. All data and analyses scripts (for the statistical programming language R and SPSS) have been made publicly available via the 
Open Science Framework.2 

2.2.1. Logfiles 
The logfiles reflect the natural pausing behavior of visitors watching the videos on the online platform between June 20th, 2018 

and December 31st, 2018. Out of an overall of 2114 visitors that watched the videos on the video platform, there was data from 626 
unique IDs that paused one of the videos at least once, with 104 to 195 unique user IDs per video. Please note that logfiles were 
extracted only for users with at least one interaction (i.e., pausing) so that these numbers do not reflect the overall number of viewers of 

2 https://osf.io/nd54f/. 
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the videos (i.e., 2114 visitors), but rather the number of users that interacted with the video by pushing the pause button (i.e., 626 
visitors). In the video with the least unique IDs, 104 viewers pushed the pause button at least once, whereas, in the video with the most 
unique IDs, 195 viewers pushed the pause button at least once. There was a list of time stamps at which the corresponding visitor had 
paused the video on the online platform for each anonymous user ID. These time stamps were automatically logged on the online video 
platform. Across all videos selected for the analyses, the number of pauses ranged between 1 and 51 per ID (M = 3.37, SD = 5.08). 
Because the logfiles reflect natural usage behavior in an uncontrolled, real-world setting, it could not be controlled that each user 
watched each of the four videos and that the users finished watching each video. However, it is essential to highlight that not the users 
but the videos (divided into 1-s bins) constituted the unit of analysis in this study (see Section 2.3 for a more comprehensive overview 
of the analyses). 

2.2.2. Segmentation data 
We collected the segmentation data in our laboratory in a study with 24 participants (Mage = 22.29, SDage = 4.80; 19 female, 5 

male) studying a wide variety of different subjects at the local university (e.g., economics, nutrition science, agricultural science). We 
had intentionally excluded students studying physics when recruiting participants using the institute’s research management database. 
After giving informed consent to participate in the experiment, each participant was asked to watch each of the four videos twice. 
When gathering the segmentation data, we did not provide learners with external structural cues such as the division of the timeline so 
that the segmentation data was not affected by these cues. In the first pass, participants were asked to pay attention to video difficulty 
and press the spacebar whenever they had difficulties understanding the contents of the video. In the second pass, participants were 
instructed to press the spacebar whenever they perceived the end of a meaningful unit and the beginning of a new meaningful unit (see 
Newtson, 1973). The order of the four videos was randomized across participants; however, the two passes for each video were always 
presented as a unit. Having participants watch each video twice is in line with previous segmentation studies that confronted learners 
with the same materials twice, either with different task instructions (e.g., Zacks et al., 2001) or with a familiarization phase in that the 
participants viewed the experimental materials without a segmenting instruction (e.g., Mura et al., 2013). In our study, watching the 
video with the difficulty instruction may serve as a familiarization phase for watching the video with the instruction to segment the 
video into meaningful units. After watching the final video, participants were debriefed and received financial compensation for 
participating in the experiment. The entire experiment was run in PsychoPy (Peirce et al., 2019) and lasted no longer than 60 min per 
participant. The local ethics committee approved the procedure of the laboratory study. 

2.2.3. (Automatic) video analysis 
On the video platform, a shot boundary detection algorithm is applied to automatically provide a structural overview of the videos 

that are uploaded to the online platform. This algorithm analyzes the videos with regard to abrupt camera shot changes (see Hentschel 
et al., 2013). The detected structure of the video is reflected in two ways on the video platform: (a) The timeline below the video 
displays vertical lines to show the temporal position of detected cuts; (b) Further automatic annotations and transcripts on the 
right-hand side of the video are grouped based on the detected shots that they belong to. These kinds of annotations consist of 
transcribed audio information using automatic speech recognition (Milde & Köhn, 2018; Povey et al., 2011), recognized text in the 
video frames (optical character recognition3), as well as results of visual concept classification, (e.g., objects, places) (Springstein & 
Ewerth, 2016). 

To evaluate the accuracy of the cut detection algorithm (see Section 3.1.3.), we had two human raters watch the videos in order to 
identify cuts. In line with previous research, a cut was defined as an abrupt content change in the entire video frame (Cutting et al., 
2011; Smith & Henderson, 2008). Both raters provided Excel sheets with time stamps of the positions in that they had identified cuts. 
To analyze inter-rater-agreement, all of these time stamps were listed in a table in that the four videos were divided into 1-s bins, 

Fig. 1. Screenshot of the online video platform (video about absorption). Note. The screenshot includes the division of the timeline (vertical lines) 
and the division of the annotations (right hand side of the video) highlighting the structure of the video according to a cut detection algorithm. The 
timeline is only visible at the beginning of the video and on mouseover, whereas viewers actively have to select the tab annotations in order to 
see them. 

3 https://github.com/tesseract-ocr. 
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resulting in 1040 bins. Overall, there were 40 bins in that at least one of the two raters had identified a cut. Out of these bins, the raters 
agreed on 35 bins that there was a cut (87,5 %). Additionally, there were 1000 1-s bins in the videos in that none of the two raters 
identified a cut, resulting in an excellent overall inter-rater-agreement (Cohen’s Kappa = .93). For the 5 bins that included conflicting 
ratings, the first author resolved conflict by visual inspection of the videos. Overall, 1 of the 5 discrepancies resulted from one rater 
missing a cut, whereas 4 out of the 5 discrepancies resulted from one rater falsely identifying camera movement or short blips in the 
video as a cut. To sum up, based on human inspection, there were 36 cuts across the four different videos. 

2.3. Analysis 

For our analyses, we triangulated data from the three different sources described above in order to gain some insights into motives 
that may trigger learners to push the pause button when watching videos online. Importantly, the logfiles from the online video 
platform, the segmentation data from the laboratory, and the cut detection data from the automatic analysis of the video do not stem 
from the same people (i.e., participants). Consequently, we used the division of the videos into 1-s bins as the unit of analysis. For each 
bin, it was counted how many viewers pushed the pause button (source: logfiles), how many participants perceived a difficulty (source: 
segmentation data), how many participants perceived a meaningful boundary (source: segmentation data), and whether there was a 
structural breakpoint indicated on the online video platform (source: automatic analysis, 0 = no cut, 1 = cut). Based on this data, we 
conducted a regression analysis with the number of pauses per bin as the dependent variable and the three other variables (i.e., 
difficulty, meaningful boundary, and cut) as the independent variables. To increase the power of our analyses, we merged the data for 
the four videos into a single dataset for analysis because we did not expect any differences between different types of videos. Further, 
we make predictions about general associations between different variables that should be independent of a video’s actual content 
domain and be applicable independent of the actual contents, as long as these contents are characterized by the same levels of difficulty 
and the same levels of meaningfulness. In total, there were 1040 bins in the four videos. 

3. Results 

3.1. Descriptive data 

3.1.1. Logfiles 
Overall, there was a total of 2083 presses of the pause-button for the four videos, with the numbers for the individual videos ranging 

between 1 and 51 per user ID. These key presses were recorded in 818 of the 1040 bins (78.65 %) and were generated by 626 unique 
users, ranging between 104 and 195 unique users for the individual videos. 

3.1.2. Segmentation data 
For segmentation data analysis, the videos were split into 1-s bins (total: 1040 bins). Overall, difficulties were noted by at least one 

participant in 349 bins (33.56 %), whereas meaningful structural breakpoints were identified by at least one participant in 286 bins 
(27.50 %). Finally, both difficulties and meaningful structural breakpoints were identified by at least one participant in 122 bins 
(11.73 %), whereas it is important to note that the difficulty and the meaningful structural breakpoint could have been identified by 
different participants. 

3.1.3. Automatic video analysis 
Overall, the automatic cut detection identified 45 cuts in the four videos, with the number of cuts per individual video ranging from 

7 to 16. In contrast, human inspection of the videos revealed 36 actual cuts (see Section 2.2.3). Out of 36 actual cuts in the videos, 35 
were correctly detected by the cut detection algorithm (i.e. detection rate is 97.2 %). In addition, there were 10 false positive de
tections, (i.e. precision is 77.8 %). The F1 score (harmonic mean of recall and precision) was 86.4 %. Nearly all false positive detections 
were caused by abrupt changes in smaller or larger parts in the frames, for example when a diagram or text was abruptly inserted and 
displayed, whereas we had defined a cut as an abrupt content change in the entire video frame. Because the provided structure on the 
video platform reflects the results of the automatic cut detection, we decided to use this data for the regression analysis. 

3.2. Regression analysis 

The multiple linear regression analysis with pausing behavior in the online video platform as the dependent variable revealed a 
significant overall regression model, F(3,1036) = 4.72, p = .003, R2 = 0.01. Regarding the individual predictors, there were associ
ations between perceived difficulty and natural pausing behavior, β = 0.09, p = .006, and between perceived meaningful breakpoints 
and natural pausing behavior, β = 0.07, p = .042. In contrast, there was no association between the external structure provided in the 
online video platform and natural pausing behavior, β = − 0.02, p = .631. There was a significant intercept, p < .001. 

4. Discussion 

Triangulating data from three different sources, the current study is the first to investigate viewers’ potential motives for pushing 
the pause button while watching educational videos online. Most importantly, we found some initial evidence that both the perception 
of difficulties in comprehension as well as the perception of meaningful breakpoints may constitute motives for viewers to push the 
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pause button, whereas more formal structural features such as the division of the timeline based on the detection of cuts did not 
constitute motives to pause the video. Hence, it may be concluded that viewers’ decisions to push the pause button are more strongly 
linked to the contents of the videos rather than to formal structural features. This latter finding nicely extends the findings of Schwan 
et al. (2000) who also found no effect of formal structural features (i.e., film cuts) on participants’ segmentation behavior, even though 
more explicit ways of structuring the videos (i.e., division of the timeline and overviews next to the video) were implemented on the 
video platform that was used as a data source in the current experiment. 

Notably, the current study provides some evidence that the explanations for the effectiveness of pausing in educational videos (i.e., 
transience explanation and structuring explanation) do not only apply to a laboratory setting. In particular, based on the current 
analysis, we can assume that viewers of educational online videos are more likely to push the pause button when videos turn difficult 
and when there is a meaningful structural breakpoint. These findings provide further evidence for the relevance of both the transience 
explanation and the structuring explanation that are often used to explain the benefits of pauses (see Merkt et al., 2018; Spanjers et al., 
2012). According to the transience explanation, adding pauses or a pause button to the video supports learning because pausing the 
video may prevent cognitive overload if the complexity of the video increases. According to the structuring explanation, 
system-determined pauses support learning because they may structure the learning material (e.g., Spanjers et al., 2012), whereas a 
pause button should support learning because viewers monitor the video for appropriate positions where to stop the video (e.g., Hasler 
et al., 2007; Lee et al., 2020). 

In contrast to the content-related features investigated in this study, there was no association between the external structuring cues 
(i.e., division of the timeline and annotations) and the participants’ pausing behavior. This may, to some extent, reflect the fact that 
these divisions are only shown briefly at the beginning of each video (i.e., division of the timeline) or on-demand (i.e., division of the 
annotations; mouseover to re-activate the timeline). On the other hand, this division reflects the automatic analysis of the videos, 
which is based on the detection of cuts that constitute abrupt changes of the visual information presented in two consecutive frames. 
However, based on the current data, there is no evidence that such structural cues that are independent of the videos’ contents are 
associated with viewers’ pausing behavior in educational online videos. 

Because our analyses rely on correlational data, we refrain from making any causal statements at this point. Nevertheless, the 
current study provides some first insights into viewers’ potential motivations for taking pauses online. Building on these insights, 
future research could take two different approaches to gain causal evidence, both with their strengths and caveats. First, researchers 
could insert automated questions into an online video platform, asking learners why they took a pause directly after taking a pause. 
This type of questioning may allow insights into learners’ motives for taking pauses while watching videos online. However, these 
questions interrupt the natural viewing process and may thus affect viewers’ subsequent pausing behavior so that such data may be 
more artificial than the logfiles used for the current analysis. To overcome this caveat, researchers may use cued retrospective reports 
in that viewers are provided with a screencast of their viewing behavior and asked why they paused videos after watching the entire 
video online. However, an approach including the recording of screencasts would come with challenges regarding users’ privacy and 
may thus not be compatible with collecting usage data in a scenario where the user does not feel observed. Second, researchers could 
systematically vary the characteristics of videos (i.e., difficulty, meaningful structure) and investigate whether viewers’ use of the 
pause button increases at the predefined positions in the videos. However, whereas this method may be less intrusive than questioning 
viewers after pushing the pause button, it also does not come without its caveats. In particular, if implemented in a naturalistic viewing 
setting, this method requires the manipulated videos to gain attention from a sufficiently large number of viewers. Importantly, these 
viewers should not just watch the video but also use the pause button. Given that a substantial number of users does not use the pause 
button even under highly controlled settings in the laboratory (Biard et al., 2018; Hasler et al., 2007; Lee et al., 2020), collecting 
sufficient data under natural viewing conditions may be challenging, even if the videos follow design characteristics of popular videos 
on platforms such as YouTube (see ten Hove & van der Meij, 2015). 

Another limitation of the current study, which may be mainly attributed to the collection of anonymous logfiles in a natural, 
uncontrolled viewing scenario, is that the observed effects are rather small and only explain a limited amount of variance regarding 
viewers’ potential motivations to push the pause button when watching educational videos online. Nevertheless, the study has its merit 
in pointing out that viewers may be more inclined to push the pause button by content features rather than by structural elements of 
the video or the video platform, at the same time leaving room for further research that tries to dive deeper into viewers’ motives to 
pause educational online videos. For example, additional motives may be associated with causes in viewers’ environment (e.g., 
external disturbances), with viewers’ individual characteristics (e.g., prior knowledge, working memory capacity, interest) or moti
vations to watch the videos (e.g., learning vs. entertainment), learning context (formal or informal), and with other characteristics of 
the videos that were beyond the scope of this manuscript (e.g., changes in presentation format). Building on our current findings using 
comparable methodology, it is a promising pathway for future research to dive deeper into viewers’ potential motives for pushing the 
pause button while watching educational videos online. Maybe, the previous section is inspiring in identifying additional factors that 
explain variance in viewers’ natural pausing behavior. 

Despite its limitations, the current manuscript demonstrated that it is possible to use logfiles of online platforms to test hypotheses 
that are derived from theoretical frameworks. In this regard, the current study provides evidence for the generalizability of the hy
pothesized associations from laboratory settings to ecologically valid settings because the viewers’ actual pausing behavior was 
collected when “real” visitors of an online video platform watched educational videos online, without feeling observed by the re
searchers. Thus, the use of logfiles, as advocated in the context of learning analytics (e.g., Roll & Winne, 2015), may be considered a 
fruitful approach to demonstrate the ecological validity of theories that are often tested in the laboratory or in settings in that par
ticipants know that they participate in a scientific study. The triangulation of logfiles with other data sources can support research in 
gathering evidence using unobtrusive measures that reflect learners’ actual behavior. We hope that the current work provides a 
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convincing proof of concept that inspires researchers to use comparable methodology in order to test the generalizability of scientific 
theories in practice. 

Next to these methodological implications, these findings may contribute to the provision of educational videos that are tailored to 
the learners’ needs while watching videos, for example by providing system-determined pauses at positions that would be considered 
natural stopping points for the majority of viewers. These pauses could either be used to avoid cognitive overload for individual 
learners depending on video difficulty or to display comprehension questions or reflection prompts that elicit more active processing of 
the videos (Cheon et al., 2014; Roediger & Karpicke, 2006; Wouters et al., 2007). Further, if pauses at specific positions in videos can be 
identified as indicators for difficulties in comprehension, such information could also be used in predictive learning analytics dash
boards that have already been subject to investigation in other contexts (Herodotou et al., 2021). Therefore, the current study may be 
considered as laying some important groundwork for the development of online video platforms that are tailored to viewers’ needs and 
that are more engaging in terms of fostering active processing of the video-based learning materials. 

Admittedly, the current approach is mostly suitable to identify potential motives to push the pause button for “the average user”, 
whereas tailoring online video platforms to each learners’ individual needs comes with challenges both on an assessment and on a 
privacy level. First, research has to develop efficient methods to assess learners’ prior knowledge or working memory span, which may 
in turn be used to adapt the system-determined pauses to the users. However, such an individual adaptation requires tracking the users 
by means of cookies or individual user profiles. Whereas such tracking may be easily implemented technologically, tracking individual 
users comes with issues regarding privacy protection that should be carefully addressed before engaging in such endeavors. 

5. Conclusion 

In conclusion, the current study may be considered a proof of concept that it is possible to explain at least some variance in users’ 
natural viewing behavior of educational online videos by triangulating logfiles of internet platforms with laboratory data. In this 
regard, we observed that viewers’ natural pausing behavior in online video platforms is related to theoretically derived content 
characteristics of the videos (i.e., difficulty and meaningful structure), whereas external structural cues such as abrupt visual changes 
(i.e., cuts) that are additionally highlighted by some features of the online platform (i.e., division of the timeline below the video; 
division of the annotations) were not associated with pausing behavior. 
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