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Foreword

It is our great pleasure to publish the proceedings of the third Conference on Production
Systems and Logistics (CPSL 2022), which was hosted at the University of British Columbia
(UBC) in Vancouver, Canada.

Finally…�after�two� long�years�of�COVID-19�and�mainly�meeting�online�we�were�able�to�meet�
again� in� person� –� and� it� was� great.� With� more� than� 80� participants,� we� enjoyed� an�
unforgettable�conference�at�the�UBC,�one�of�the�most�renowned�universities� in�the�world�–
and�on�certainly�one�of�the�most�beautiful�campuses�in�the�world.
However,�it�was�anything�but�clear�that�the�conference�could�take�place�on�site.�The�first�two�
conferences�were�already�strongly�influenced�by�COVID.�At�the�first�conference�in�March�2020�
in�Stellenbosch,�the�pandemic�was�just�getting�underway.�Nevertheless,�not�even�half�of�our�
participants� could� be� there� on� site.� Also,� at� the� second� conference� in� August� 2021,�
unfortunately,� it�was� simply�unthinkable� to�meet� everyone� in�person.� For� this� reason,� the�
conference�was�hosted�digitally�in�an�innovative�model.
We�are�now�all�the�happier�that�we�were�able�to�hold�the�conference�on�site,�as�it�was�always�
originally� planned,� in� order� to� better� meet� the� purposes� of� the� CPSL.� We� founded� the�
conference� to� provide� a� platform� for� young� scientists� to� network� and� exchange� ideas.� A�
platform�where�we�can�discuss�exciting�research�results�and�exchange�views�on�current�topics�
with� like-minded�people.�And,�of�course,�a�platform�where�scientists�can�easily�upload�their�
papers� in� the� field�of�production� systems� and� logistics�and�where� these�are� reviewed� in�a�
serious�and�comprehensive� review�process� in�order� to� continuously� improve� the�quality�of�
the�papers�together.�With�the�CPSL�2022,�we�are�confident�that�we�have�been�able�to�take�a�
big�step�towards�what�we�want�to�achieve�with�the�conference.�The�interesting�presentations,�
the�exciting�discussions�ŝŶbetween�the�sessions�and�of�course�the�networking�during�and�
after�the� conference�make�us�proud� to�b e�part�of� the�CPSL�and� let�us� look� forward� to� the�
next�conferences�with�great�excitement.

We would like to express deepest appreciation and gratitude to all our partners, without
whom this conference would not have been possible. A special thanks goes to all the
reviewers for engaging in this demanding but also encouraging review process and to our
keynote speakers for their inspiring and interesting presentations. Finally, we would like to
thank all our participants and fellow researchers who have been willing to share their
research knowledge and experience with all of us and made the CPSL 2022 such a great
event.

We are looking forward to meeting you again at the CPSL 2023.

IV

Dr.-Ing. David Herberger M. Sc. Marco Hübner
Conference Chair Conference Chair



Review Process

The Conference on Production Systems and Logistics (CPSL) is an international forum for the
scientific exchange on current findings in the field of production engineering.

For the submission of a paper, an abstract had to be uploaded considering the following main
topics:

The submitted abstracts were evaluated in an internal review process, whereby successful
submissions were invited to upload a full paper. Full papers had to adhere to a specific
template and format provided on the CPSL website.

The submitted full papers were reviewed in a two-stage peer review process by experienced
scientists from renowned research institutions as well as authors of other submitted papers.
This process ensures a constant and high quality as well as the influence of all participants on
the papers and reviews. Consequently, each paper submitted was sent to at least two
reviewers, with a third reviewer being requested in case of non-consensus between the first
two reviewers.

The reviewers were asked to review the submitted papers on the basis of a provided
evaluation template and were encouraged to give detailed comments and suggestions for
improvement. Among others, the following key questions were considered:
- Does the title reflect the contents of the paper?
- How do you rate the comprehensibility and logical presentation of the paper?
- How do you assess the relevance and originality of the topic described?
- How do you assess the practical relevance of the paper?
- Do you consider the work a proof of a thorough research and knowledge of the latest

literature in the field of research?
- Are the conclusions clear and valid?

After completion of the reviews, all authors were given sufficient time to improve their papers
according to the remarks of the reviewers. For more information on the review process and
the “Publication Ethics and Publication Malpractice Statement” please visit the conference
website.

V

- Automation
- Business Administration
- Digitalization & Industry 4.0
- Factory Planning
- Knowledge Management
- Lean Manufacturing

- Machine Learning & Data Mining
- Production Planning & Control
- Process Management
- Supply Chain Management
- Sustainability
- Technology Driver
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Keynote Speakers 2022

A special THANK YOU goes to our outstanding Keynote speakers, who joined the conference 
onsite or online and inspired our participants beyond their presentations with cutting-edge 

and highly interesting topics
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dĂďůĞ�ŽĨ��ŽŶƚĞŶƚƐ�

s///

�ĨĨŝĐŝĞŶƚ�/ŶƚƌĂůŽŐŝƐƚŝĐƐ�WůĂŶŶŝŶŐ��ĂƐĞĚ�ŽŶ�ĂŶ�/ŶŶŽǀĂƚŝǀĞ�/ŶƚƌĂůŽŐŝƐƚŝĐƐ�dŽŽů�ƵƐŝŶŐ�ƚŚĞ�
�ǆĂŵƉůĞ�ŽĨ�Ă�&ůĞǆŝďůĞ��ĂƚƚĞƌǇ��Ğůů�&ĂĐƚŽƌǇ�
�ŶũĂ�DƵŶǌŬĞ͕�dŚŽŵĂƐ�EĞƵŚćƵƐĞƌ͕��ŶĚƌĞĂ�,ŽŚŵĂŶŶ͕�ZƺĚŝŐĞƌ��ĂƵď�

ϭ�

dƌĂĐĞĂďŝůŝƚǇ�^ǇƐƚĞŵ͛Ɛ�/ŵƉĂĐƚ�KŶ�WƌŽĐĞƐƐ�DŝŶŝŶŐ�ŝŶ�WƌŽĚƵĐƚŝŽŶ�

DĂƌŬƵƐ�^ĐŚƌĞŝďĞƌ͕�:ŽĂĐŚŝŵ�DĞƚƚĞƌŶŝĐŚ�

ϭϭ�

���ŝƌĐƵůĂƌ��ĐŽŶŽŵǇ�^ƚƌĂƚĞŐǇ�^ĞůĞĐƚŝŽŶ��ƉƉƌŽĂĐŚ͗��ŽŵƉŽŶĞŶƚͲďĂƐĞĚ�^ƚƌĂƚĞŐǇ��ƐƐŝŐŶŵĞŶƚ�
ƵƐŝŶŐ�ƚŚĞ��ǆĂŵƉůĞ�ŽĨ��ůĞĐƚƌŝĐ�DŽƚŽƌƐ�
DĂƌƚŝŶ��ĞŶĨĞƌ͕�WĂƚƌŝǌŝĂ�'ĂƌƚŶĞƌ͕�&Ğůŝǆ�<ůĞŶŬ͕��ŚƌŝƐƚŽƉŚ�tĂůůŶĞƌ͕�DĂƌŝĞͲ�ŚƌŝƐƚŝŶ�:ĂƐƉĞƌƐ͕�^ŝŶĂ�
WĞƵŬĞƌƚ͕�'ŝƐĞůĂ�>ĂŶǌĂ�

ϮϮ�

WƌĂĐƚŝĐĂů�ZĞƋƵŝƌĞŵĞŶƚƐ�ĨŽƌ��ŝŐŝƚĂů�dǁŝŶƐ�ŝŶ�WƌŽĚƵĐƚŝŽŶ�ĂŶĚ�>ŽŐŝƐƚŝĐƐ�
,ĞŶĚƌŝŬ�ǀĂŶ�ĚĞƌ�sĂůŬ͕�:ĂŶͲ>ƵĐĂ�,ĞŶŶŝŶŐ͕�^ƚĞƉŚĂŶŝĞ�tŝŶŬĞůŵĂŶŶ͕�,ĞŶĚƌŝŬ�,ĂƘĞ�

ϯϮ�

^ƚƌƵĐƚƵƌŝŶŐ�dŚĞ��ŝŐŝƚĂů��ŶĞƌŐǇ�WůĂƚĨŽƌŵ�:ƵŶŐůĞ͗��ĞǀĞůŽƉŵĞŶƚ�KĨ���DƵůƚŝͲ>ĂǇĞƌ�dĂǆŽŶŽŵǇ�
�ŶĚ�/ŵƉůŝĐĂƚŝŽŶƐ�&Žƌ�WƌĂĐƚŝĐĞ�

^ĞďĂƐƚŝĂŶ��ƵĚĂ͕��ĂŶ�<ĂǇŵĂŬĐŝ͕�:ĂŶĂ�<ƂďĞƌůĞŝŶ͕�^ŝŵŽŶ�tĞŶŶŝŶŐĞƌ͕�dŽďŝĂƐ�,ĂƵďŶĞƌ͕�
�ůĞǆĂŶĚĞƌ��^ĂƵĞƌ�͕�:ŽŚĂŶŶĞƐ�^ĐŚŝůƉ�

ϰϮ�

��&ƌĂŵĞǁŽƌŬ�ĨŽƌ�^ƚƌƵĐƚƵƌŝŶŐ�ZĞƐŝůŝĞŶĐĞ�ĂŶĚ�ŝƚƐ��ƉƉůŝĐĂƚŝŽŶ�ƚŽ�WƌŽĐƵƌĞŵĞŶƚ�
DĂƌŝĂ�>ŝŶŶĂƌƚǌ͕�'ƺŶƚŚĞƌ�^ĐŚƵŚ�͕�sŽůŬĞƌ�^ƚŝĐŚ�

ϱϮ�

/ŶĚƵƐƚƌŝĂů�,ƵŵĂŶ��ĐƚŝǀŝƚǇ�WƌĞĚŝĐƚŝŽŶ�ĂŶĚ��ĞƚĞĐƚŝŽŶ�hƐŝŶŐ�^ĞƋƵĞŶƚŝĂů�DĞŵŽƌǇ�EĞƚǁŽƌŬƐ��
dĂĚĞůĞ��ĞůĂǇ�dƵůŝ͕�sĂůĂǇ�DƵŬĞƐŚ�WĂƚĞů͕�DĂƌƚŝŶ�DĂŶŶƐ�

ϲϮ�

dŚĞ��ŽŶƚƌŝďƵƚŝŽŶ�ŽĨ�ŶĞǁ�WƌŽĚƵĐƚŝŽŶ�dĞĐŚŶŽůŽŐŝĞƐ�ĂŶĚ��ŝƌĐƵůĂƌ��ĐŽŶŽŵǇ�dŽǁĂƌĚƐ�ŵĞĞƚŝŶŐ�
ƚŚĞ�&ƵƚƵƌĞ��ĞŵĂŶĚ�ŽĨ�WƌŽƚŽŶͲĞǆĐŚĂŶŐĞ�DĞŵďƌĂŶĞ�&ƵĞů��ĞůůƐ�ʹ���>ŝƚĞƌĂƚƵƌĞ�ZĞǀŝĞǁ��
WĂƚƌŝĐŬ��ůĞǆĂŶĚĞƌ�^ĐŚŵŝĚƚ�

ϳϯ�

KǀĞƌĐŽŵŝŶŐ��ĂƚĂ�^ĐĂƌĐŝƚǇ�ŝŶ�ƚŚĞ�YƵĂůŝƚǇ��ŽŶƚƌŽů�ŽĨ�^ĂĨĞƚǇͲ�ƌŝƚŝĐĂů�&ŝďƌĞͲZĞŝŶĨŽƌĐĞĚ�
�ŽŵƉŽƐŝƚĞƐ�ďǇ�ŵĞĂŶƐ�ŽĨ�dƌĂŶƐĨĞƌ�ĂŶĚ��ƵƌƌŝĐƵůƵŵ�>ĞĂƌŶŝŶŐ��

&ůŽƌŝĂŶ��ƌŝůůŽǁƐŬŝ͕�sĂŶĞƐƐĂ�KǀĞƌŚĂŐĞ͕�dŚŽƌƐƚĞŶ�dĞŐĞƚŵĞǇĞƌͲ<ůĞŝŶĞ͕��ĞŶũĂŵŝŶ�,ŽŚŶŚćƵƐĞƌ�

ϴϯ�

�ŽŵƉƵƚĞƌͲ�ŝĚĞĚ��ƐƐĞŵďůǇ�^ĞƋƵĞŶĐĞ�WůĂŶŶŝŶŐ�ĨŽƌ�,ŝŐŚͲDŝǆ�>ŽǁͲsŽůƵŵĞ�WƌŽĚƵĐƚƐ�ŝŶ�ƚŚĞ�
�ůĞĐƚƌŽŶŝĐ��ƉƉůŝĂŶĐĞƐ�/ŶĚƵƐƚƌǇ��
DŝŶŐǇƵĞ�zĂŽ͕��ĞŶŶǇ��ƌĞƐĐŚĞƌ͕��ƌŝŬ�^ƚĞǁĂƌƚ͕�>ĂŬƐŚŵŝ�DĂŶŽũ͕�DĂǆ�tŝƚƚƐƚĂŵŵ͕�>ĞŽŶŚĂƌĚ�
,ĞŶŬĞ͕�^ŚǇĂŵ�'ŚŽĚĂƐĂƌĂ͕�DŝŶŐ�'Ğ�

ϵϭ�

�ƉƉƌŽĂĐŚ�ƚŽ�Ă��ĞĐŝƐŝŽŶ�^ƵƉƉŽƌƚ�DĞƚŚŽĚ�ĨŽƌ�&ĞĂƚƵƌĞ��ŶŐŝŶĞĞƌŝŶŐ�ŽĨ�Ă��ůĂƐƐŝĨŝĐĂƚŝŽŶ�ŽĨ�
,ǇĚƌĂƵůŝĐ��ŝƌĞĐƚŝŽŶĂů��ŽŶƚƌŽů�sĂůǀĞ�dĞƐƚƐ��
�ŚƌŝƐƚŝĂŶ�EĞƵŶǌŝŐ͕�^ŝŵŽŶ�&ĂŚůĞ�͕�:ƺƌŐĞŶ�^ĐŚƵůǌ͕�DĂƚƚŚŝĂƐ�DƂůůĞƌ͕��ĞƌŶĚ�<ƵŚůĞŶŬƂƚƚĞƌ�

ϭϬϭ

dŽǁĂƌĚƐ�Ă��ĂƚĂͲĚƌŝǀĞŶ�WĞƌĨŽƌŵĂŶĐĞ�DĂŶĂŐĞŵĞŶƚ�ŝŶ��ŝŐŝƚĂů�^ŚŽƉ�&ůŽŽƌ�DĂŶĂŐĞŵĞŶƚ�

>ƵŬĂƐ�>ŽŶŐĂƌĚ͕�^ĞďĂƐƚŝĂŶ��ĂƌĚǇ͕�:ŽĂĐŚŝŵ�DĞƚƚĞƌŶŝĐŚ�

ϭϭϭ

��^ǇƐƚĞŵĂƚŝĐ�>ŝƚĞƌĂƚƵƌĞ�ZĞǀŝĞǁ�ŽĨ�DĂĐŚŝŶĞ�>ĞĂƌŶŝŶŐ��ƉƉƌŽĂĐŚĞƐ�ĨŽƌ�ƚŚĞ�WƌĞĚŝĐƚŝŽŶ�ŽĨ�
�ĞůŝǀĞƌǇ��ĂƚĞƐ��
:ĂŶŝŶĞ�dĂƚũĂŶĂ�DĂŝĞƌ͕��ůĞǆĂŶĚĞƌ�ZŽŬŽƐƐ͕�dŚŽƌďĞŶ�'ƌĞĞŶ͕�EŝŬŽůĂ��ƌŬŽǀŝĐ͕�DĂƚƚŚŝĂƐ�^ĐŚŵŝĚƚ�

ϭϮϭ



dĂďůĞ�ŽĨ��ŽŶƚĞŶƚƐ�

/y

dŽŽů�tĞĂƌ�WƌĞĚŝĐƚŝŽŶ�hƉŐƌĂĚĞ�<ŝƚ�ĨŽƌ�>ĞŐĂĐǇ��E��DŝůůŝŶŐ�DĂĐŚŝŶĞƐ�ŝŶ�ƚŚĞ�^ŚŽƉ�&ůŽŽƌ�
zƵĞĐŚŝ�:ŝĂŶŐ͕��ĞŶŶǇ��ƌĞƐĐŚĞƌ͕�DĂǆ�tŝƚƚƐƚĂŵŵ͕��ƵŝŚŽŶŐ�,Ƶ͕�&ůŽƌŝĂŶ��ůĞŵĞŶƐ͕�tĞŝŵŝŶ�
tĂŶŐ͕�sŽůŬĞƌ�^ƚŝĐŚ�

ϭϯϭ

�ĞƐŝŐŶŝŶŐ�Ă��ůŽĐŬĐŚĂŝŶͲ�ĂƐĞĚ��ŝŐŝƚĂů�dǁŝŶ�ĨŽƌ��ǇďĞƌͲWŚǇƐŝĐĂů�WƌŽĚƵĐƚŝŽŶ�^ǇƐƚĞŵƐ��
>ĂƌŝƐƐĂ�<ƌćŵĞƌ͕�EŝĐŬ�'ƌŽƘĞ͕�WĂƚƌŝĐŬ�^ƚƵĐŬŵĂŶŶͲ�ůƵŵĞŶƐƚĞŝŶ͕�ZŝĐŽ��ŚůďćƵŵĞƌ͕�DŝĐŚĂĞů�
,ĞŶŬĞ�͕�DŝĐŚĂĞů�ƚĞŶ�,ŽŵƉĞů�

ϭϰϭ

&ƌĂŵĞǁŽƌŬ�ĨŽƌ�ƚŚĞ��ƉƉůŝĐĂƚŝŽŶ�ŽĨ�/ŶĚƵƐƚƌǇ�ϰ͘Ϭ�ŝŶ�>ŝƚŚŝƵŵͲ/ŽŶ��ĂƚƚĞƌǇ��Ğůů�WƌŽĚƵĐƚŝŽŶ�
:ĞƐƐŝĐĂ�^ĐŚŵŝĞĚ͕��ůĞǆĂŶĚĞƌ�WƵĐŚƚĂ͕�dŝŵŽŶ�^ĐŚĂƌŵĂŶŶ͕�,ĂŶƐͲ�ŚƌŝƐƚŽƉŚ�dƂƉƉĞƌ͕��ĐŚŝŵ�
<ĂŵƉŬĞƌ͕�:ƺƌŐĞŶ�&ůĞŝƐĐŚĞƌ͕�<ůĂƵƐ��ƌƂĚĞƌ͕�ZƺĚŝŐĞƌ��ĂƵď�

ϭϱϭ

�Ŷ��ƉƉƌŽĂĐŚ�ĨŽƌ��ĞƐŝŐŶŝŶŐ�ĂŶĚ��ĞǀĞůŽƉŝŶŐ�DŝĐƌŽƐĞƌǀŝĐĞƐͲĞŶĂďůĞĚ�DĂŶƵĨĂĐƚƵƌŝŶŐ�
KƉĞƌĂƚŝŽŶƐ�DĂŶĂŐĞŵĞŶƚ�ŝŶ�'ƌĞĞŶĨŝĞůĚ��ŶǀŝƌŽŶŵĞŶƚƐ��
DŝĐŚĂĞů�KďĞƌůĞ͕�^ĂƐĐŚĂ�'ćƌƚŶĞƌ͕�KǌĂŶ�zĞƐŝůǇƵƌƚ͕�&ůŽƌŝĂŶ�DĂŝĞƌ͕��ĂǀŝĚ��ƌĂŶĚƚ�

ϭϲϭ

DĞƚŚŽĚŝĐĂů��ƉƉƌŽĂĐŚ�ĨŽƌ��ĞƚĂŝůĞĚ�WůĂŶŶŝŶŐ�ŽĨ�^ĞƌǀŝĐĞƐ�ƚŽ�ŽĨĨĞƌ�WƌŽĚƵĐƚ�^ĞƌǀŝĐĞ�^ǇƐƚĞŵƐ�
�ŽŵŝŶŝŬ�>ŝŶƐ͕��ĞƌŶĚ�<ƵŚůĞŶŬƂƚƚĞƌ�

ϭϳϭ

WƌŽĐĞƐƐ��ĂƚĂ�sĂůŝĚĂƚŝŽŶ�ĨŽƌ�DĂŶƵĂů��ƐƐĞŵďůǇ�^ǇƐƚĞŵƐ�ƵƐĞĚ�ĨŽƌ�,ŝŐŚůǇ�sĂƌŝĂďůĞ�WƌŽĚƵĐƚƐ�

DĂƌƚŝŶ�^ƵĚŚŽĨĨ�͕�:ŽŶĂƐ�sŝĞŚƂǀĞƌ͕�DŝĐŚĂĞů�,ĞƌǌŽŐ͕��ĞƌŶĚ�<ƵŚůĞŶŬƂƚƚĞƌ�

ϭϴϭ

tŚĂƚ�ĂƌĞ�ƚŚĞ�ZŽůĞ�ĂŶĚ��ĂƉĂďŝůŝƚŝĞƐ�ŽĨ�&Ăď�>ĂďƐ�ĂƐ�Ă��ŽŶƚƌŝďƵƚŝŽŶ�ƚŽ�Ă�ZĞƐŝůŝĞŶƚ��ŝƚǇ͍�
/ŶƐŝŐŚƚƐ�ĨƌŽŵ�ƚŚĞ�&Ăď��ŝƚǇ�,ĂŵďƵƌŐ��
>ĞŶŶĂƌƚ�,ŝůĚĞďƌĂŶĚƚ͕�^ǀĞŶũĂ��ĂĚŽǁ͕�>ƵŝƐĂ�>ĂŶŐĞ͕�DŝĐŚĞů�>ĂŶŐŚĂŵŵĞƌ͕�DĂŶƵĞů�DŽƌŝƚǌ͕�
dŽďŝĂƐ�ZĞĚůŝĐŚ͕�:ĞŶƐ�W͘�tƵůĨƐďĞƌŐ�

ϭϵϮ

DŽĚƵůĂƌ�^ŽĨƚǁĂƌĞ��ƌĐŚŝƚĞĐƚƵƌĞ�&Žƌ�/ŶƚĞƌĨĂĐŝŶŐ�KŶůŝŶĞ�^ĐŚĞĚƵůŝŶŐ��ŐĞŶƚƐ�tŝƚŚ��ƐƐĞŵďůǇ�
WůĂŶŶŝŶŐ��ŶĚ��ŽŶƚƌŽů�^ǇƐƚĞŵƐ��

�ŵŽŶ�'ƂƉƉĞƌƚ͕�:ŽŶĂƐ�ZĂĐŚŶĞƌ͕�>ĞĂ�<ĂǀĞŶ͕�ZŽďĞƌƚ�,͘�^ĐŚŵŝƚƚ�

ϮϬϲ

/ŶǀĞƐƚŝŐĂƚŝŽŶ�ŽĨ�tŝƌĞ�DĂƌŬ�ZĞĂĚŝŶŐ�DĞƚŚŽĚƐ�ƚŽ�^ƵƉƉŽƌƚ��ƵƚŽŵĂƚŝĐ�YƵĂůŝƚǇ��ŽŶƚƌŽů��
^ƚĞĨĂŶŝĞ��ĂƌƚĞůƚ͕��ĞƌŶĚ�<ƵŚůĞŶŬƂƚƚĞƌ�

Ϯϭϳ

�ŽŶĐĞƉƚƵĂůŝǌĂƚŝŽŶ�KĨ�dŚĞ�hƐĞ�KĨ��ƌƚŝĨŝĐŝĂů�/ŶƚĞůůŝŐĞŶĐĞ�&Žƌ�/ŶƚĞƌĚĞƉĞŶĚĞŶĐŝĞƐ��ŶĂůǇƐŝƐ�/Ŷ�
ZĞƋƵŝƌĞŵĞŶƚƐ��ŶŐŝŶĞĞƌŝŶŐ�
WĞƚĞƌ��ƵƌŐŐƌćĨ�͕�'ĞŽƌŐ��ĞƌŐǁĞŝůĞƌ͕�&ĂůŬŽ�&ŝĞĚůĞƌ͕�^ůĂǁŝŬ�sŝŬƚŽƌ͕�:ŽŶĂƐ�ZĞĐŬĞƌ�

ϮϮϱ

/ŶƚĞŐƌĂƚŝŶŐ��ƐƐĞƐƐŵĞŶƚ�DĞƚŚŽĚƐ�ŝŶ�ƚŚĞ��ĞǀĞůŽƉŵĞŶƚ�ŽĨ�D>ͲďĂƐĞĚ��ƵƐŝŶĞƐƐ�DŽĚĞůƐ�ĨŽƌ�
DĂŶƵĨĂĐƚƵƌŝŶŐ��
&Ğůŝǆ�,ŽĨĨŵĂŶŶ͕��ŶŶŽ�>ĂŶŐ͕�:ŽĂĐŚŝŵ�DĞƚƚĞƌŶŝĐŚ�

Ϯϯϱ

�ĞƚĞĐƚŝŶŐ��ĞƚĞƌŵŝŶŝƐƚŝĐ��ŚĂŽƚŝĐ�/ŶƚĞƌͲĂƌƌŝǀĂů�dŝŵĞƐ�ŝŶ�DĂƚĞƌŝĂů�&ůŽǁ�^ǇƐƚĞŵƐ��
DĂƌƚŝŶ�DĂŶŶƐ͕��ĞŶŶǇ�,ƂŚŶĞŶ�

Ϯϰϳ

�ĞŵŽĐƌĂƚŝǌŝŶŐ�DĂŶƵĨĂĐƚƵƌŝŶŐ�ʹ��ǀĂůƵĂƚŝŶŐ�ƚŚĞ�WŽƚĞŶƚŝĂů�ŽĨ�KƉĞŶ�^ŽƵƌĐĞ�DĂĐŚŝŶĞ�dŽŽůƐ�ĂƐ�
�ƌŝǀĞƌƐ�ŽĨ�^ƵƐƚĂŝŶĂďůĞ�/ŶĚƵƐƚƌŝĂů��ĞǀĞůŽƉŵĞŶƚ�ŝŶ�ZĞƐŽƵƌĐĞ��ŽŶƐƚƌĂŝŶĞĚ��ŽŶƚĞǆƚƐ�

DŽŚĂŵŵĞĚ�KŵĞƌ͕�DĞůŝŶĂ�<ĂŝƐĞƌ͕�DĂŶƵĞů�DŽƌŝƚǌ͕�^ŽŶũĂ��ƵǆďĂƵŵͲ�ŽŶƌĂĚŝ͕�dŽďŝĂƐ�ZĞĚůŝĐŚ͕�
:ĞŶƐ�W͘�tƵůĨƐďĞƌŐ�

Ϯϱϲ



dĂďůĞ�ŽĨ��ŽŶƚĞŶƚƐ�

y

WĂƌĞƚŽ�,ĞƵƌŝƐƚŝĐ�ĨŽƌ�WƌŽĚƵĐƚ�&ĂŵŝůǇͲKƌŝĞŶƚĞĚ�WƌŽĚƵĐƚͲtŽƌŬƐƚĂƚŝŽŶ��ůůŽĐĂƚŝŽŶ�WůĂŶŶŝŶŐ�ǁŝƚŚ�
ZĞƐƚƌŝĐƚĞĚ��ĂƉĂĐŝƚŝĞƐ��
�ŚƌŝƐƚŝĂŶ�hƌŶĂƵĞƌ͕��ŶŶĂͲDĂƌŝĂ�>ĂƌĞŵ͕�:ŽĂĐŚŝŵ�DĞƚƚĞƌŶŝĐŚ�

Ϯϲϳ

�ƌŽƐƐͲ�ŽŵƉĂŶǇ�ZŽƵƚŝŶŐ�WůĂŶŶŝŶŐ͗��ĞƚĞƌŵŝŶŝŶŐ�sĂůƵĞ��ŚĂŝŶƐ�ŝŶ�Ă��ǇŶĂŵŝĐ�WƌŽĚƵĐƚŝŽŶ�
EĞƚǁŽƌŬ�dŚƌŽƵŐŚ�Ă��ĞĐĞŶƚƌĂůŝǌĞĚ��ƉƉƌŽĂĐŚ��

:ƵůŝĂ�DĂƌŬĞƌƚ͕��ŽŵŝŶŝŬ�^ĂƵďŬĞ͕�WĂƐĐĂů�<ƌĞŶǌ͕�>ŽƚŚĂƌ�,Žƚǌ�

Ϯϳϳ

WW��dĂƐŬ�WůĂŶ�^ŽƵƌĐŝŶŐ�Ͳ�^ǇŶĐŚƌŽŶŝǌĂƚŝŽŶ�ŽĨ�WƌŽĐƵƌĞŵĞŶƚ�ĂŶĚ�WƌŽĚƵĐƚŝŽŶ͘���DŽĚĞůͲďĂƐĞĚ�
KďƐĞƌǀĂƚŝŽŶ��
^ŝŵŽŶ�,ŝůůŶŚĂŐĞŶ͕�^ĞůŝŵͲ,ĞŶĚƌŝŬ�<ŽůůĞƌ͕��ůĞǆĂŶĚĞƌ�DƺƚǌĞ͕�WĞƚĞƌ�EǇŚƵŝƐ͕�DĂƚƚŚŝĂƐ�^ĐŚŵŝĚƚ�

Ϯϴϳ

dǇƉŝĨŝĐĂƚŝŽŶ�ŽĨ�/ŶĐŽƌƌĞĐƚ��ǀĞŶƚ��ĂƚĂ�ŝŶ�^ƵƉƉůǇ��ŚĂŝŶ��ǀĞŶƚ�DĂŶĂŐĞŵĞŶƚ��
:ŽŬŝŵ�:ĂŶƘĞŶ͕�'ƺŶƚŚĞƌ�^ĐŚƵŚ�͕�sŽůŬĞƌ�^ƚŝĐŚ�

Ϯϵϳ

WƌŽĐĞĚƵƌĞ�DŽĚĞů�ĨŽƌ��ŝŵĞŶƐŝŽŶŝŶŐ�ĂŶĚ�/ŶǀĞƐƚŵĞŶƚ��ŽƐƚ��ĂůĐƵůĂƚŝŽŶ�ŝŶ�ĂŶ��ĂƌůǇ�&ĂĐƚŽƌǇ�
WůĂŶŶŝŶŐ�WŚĂƐĞ��
ZŝĞŬĞ�>ĞŽŶĂƌĚ͕��ĞǀŝƌŐĞŶ��ŝŚĂŶ͕�'ůŽǇ��ůĞǆĂŶĚĞƌ͕�EǇŚƵŝƐ�WĞƚĞƌ�

ϯϬϴ

�ŶĂůǇƐŝƐ�ŽĨ�ƚŚĞ�/ŵƉĂĐƚ�ŽĨ�>ĞĂŶ�WƌŽĚƵĐƚŝŽŶ�DĞƚŚŽĚƐ�ĂŶĚ�/ŶĚƵƐƚƌǇ�ϰ͘Ϭ�dĞĐŚŶŽůŽŐŝĞƐ�ŽŶ�
^ƵƐƚĂŝŶĂďŝůŝƚǇ�ĂŶĚ�&ůĞǆŝďŝůŝƚǇ�ŝŶ�ƚŚĞ�WƌŽĚƵĐƚŝŽŶ��
&ĂďŝĂŶ��ŝůůŝŶŐĞƌ�͕��ůĞǆĂŶĚĞƌ�<ŽƉŚĂů͕�'ƵŶƚŚĞƌ�ZĞŝŶŚĂƌƚ�

ϯϭϵ

dŚƌŽƵŐŚƉƵƚ��ŶĂůǇƐŝƐ�ĨŽƌ�>ĂǇŽƵƚ�KƉƚŝŵŝƐĂƚŝŽŶ�ŽĨ�DŽĚƵůĂƌ��ŽŶǀĞǇŽƌ�^ǇƐƚĞŵƐ�

WĂƵů��ƵƌŝĐŚ͕��ŚƌŝƐƚŝĂŶ��ƂŶŝŶŐ͕�DĂůƚĞ�^ƚŽŶŝƐ�͕�>ƵĚŐĞƌ�KǀĞƌŵĞǇĞƌ�

ϯϮϵ

�ĞǀĞůŽƉŵĞŶƚ�KĨ���>ĞĂƌŶŝŶŐ�'ĂŵĞ�&Žƌ�dŚĞ�/ŵƉůĞŵĞŶƚĂƚŝŽŶ�KĨ�DĂŝŶƚĞŶĂŶĐĞ�Θ�ZĞůŝĂďŝůŝƚǇ�
^ǇƐƚĞŵƐ�&Žƌ�KŶƐŚŽƌĞ�tŝŶĚ�WĂƌŬƐ�
�ĞƌŶŚĂƌĚ�^ƚƌĂĐŬ͕�>ĞŶŶĂƌĚ�,ŽůƐƚ͕�&ůŽƌŝĂŶ��ĞĨĞƌ͕�sŽůŬĞƌ�^ƚŝĐŚ�͕�<ŝƌĂ�tĞŚŶĞƌ͕�DĞůŝƐ�'ƺůǇĂǌ�

ϯϯϵ

�ŽŶƚƌŽůůŝŶŐ�Ă�sĂĐƵƵŵ�^ƵĐƚŝŽŶ��ƵƉ��ůƵƐƚĞƌ�ƵƐŝŶŐ�^ŝŵƵůĂƚŝŽŶͲdƌĂŝŶĞĚ�ZĞŝŶĨŽƌĐĞŵĞŶƚ�
>ĞĂƌŶŝŶŐ��ŐĞŶƚƐ�

'ĞŽƌŐ�tŝŶŬůĞƌ�

ϯϰϵ

&ƵŶĐƚŝŽŶ��ŶĂůǇƐŝƐ�ĨŽƌ�^ĞůĞĐƚŝŶŐ��ƵƚŽŵĂƚĞĚ�DĂĐŚŝŶĞ�>ĞĂƌŶŝŶŐ�^ŽůƵƚŝŽŶƐ��
'ƺŶƚŚĞƌ�^ĐŚƵŚ�͕�DĂǆͲ&ĞƌĚŝŶĂŶĚ�^ƚƌŽŚ͕�:ƵƐƚƵƐ��ĞŶŶŝŶŐ͕�^ƚĞĨĂŶ�>ĞĂĐŚƵ͕�<ĂƚŚĂƌŝŶĂ�^ĐŚŵŝĚ�

ϯϱϵ

�ŚĂƌĂĐƚĞƌŝǌĂƚŝŽŶ�ŽĨ�ZĞůĂƚŝŽŶƐŚŝƉƐ�ŝŶ��ĂƚĂ��ĐŽƐǇƐƚĞŵƐ��
:ŽƐŚƵĂ�'ĞůŚĂĂƌ͕�&Ğůŝǆ��ĞĐŬĞƌ͕�dŽďŝĂƐ�'ƌŽƘ�

ϯϳϬ

dŽǁĂƌĚƐ�Ă�DĞƚŚŽĚŽůŽŐǇ�ĨŽƌ�ƚŚĞ��ĐŽŶŽŵŝĐ�WĞƌĨŽƌŵĂŶĐĞ�/ŶĐƌĞĂƐĞ�ŽĨ�WƌŽĚƵĐƚŝŽŶ�>ŝŶĞƐ�ƵƐŝŶŐ�
ZĞŝŶĨŽƌĐĞŵĞŶƚ�>ĞĂƌŶŝŶŐ��
'ƺŶƚŚĞƌ�^ĐŚƵŚ�͕��ŶĚƌĞĂƐ�'ƺƚǌůĂĨĨ�͕�:ƵĚŝƚŚ�&ƵůƚĞƌĞƌ͕�:ĂŶ�DĂĞƚƐĐŚŬĞ�

ϯϴϬ

���ŝďůŝŽŵĞƚƌŝĐ��ŶĂůǇƐŝƐ�ŽĨ��ŽůůĂďŽƌĂƚŝǀĞ�^ƵƉƉůǇ��ŚĂŝŶ�ZŝƐŬ�DĂŶĂŐĞŵĞŶƚ�ŝŶ��ƌŝƐŝƐ�^ŝƚƵĂƚŝŽŶƐ��
�ǇŵĂŶ�EĂŐŝ͕�tŽůĨŐĂŶŐ�<ĞƌƐƚĞŶ�

ϯϴϵ

^ƵƉƉŽƌƚŝŶŐ�ƚŚĞ�dƌĂŶƐĨŽƌŵĂƚŝŽŶ�ƚŽ��ůŝŵĂƚĞ�EĞƵƚƌĂů�WƌŽĚƵĐƚŝŽŶ�ǁŝƚŚ�^ŚŽƉ�&ůŽŽƌ�
DĂŶĂŐĞŵĞŶƚ��
^ĞďĂƐƚŝĂŶ��ĂƌĚǇ͕�^ƚĞĨĂŶ�^ĞǇĨƌŝĞĚ͕�:ŽĂĐŚŝŵ�DĞƚƚĞƌŶŝĐŚ͕�DĂƚƚŚŝĂƐ�tĞŝŐŽůĚ�

ϰϬϬ



dĂďůĞ�ŽĨ��ŽŶƚĞŶƚƐ�

y/

�ĞǀĞůŽƉŵĞŶƚ�ŽĨ�Ă�DĞƚŚŽĚ�ĨŽƌ��ĞĐŝƐŝŽŶ�^ƵƉƉŽƌƚ�ŽŶ�WĂƌƚŝĐŝƉĂƚŝŽŶ�ŝŶ��ĂƉĂĐŝƚǇ�^ŚĂƌŝŶŐ�ĨŽƌ�
DĂŶƵĨĂĐƚƵƌŝŶŐ�^D�Ɛ��
DĂƌĞŶ�DƺůůĞƌ͕�&ĂďŝĂŶ�^ĐŚƺůĞƌ͕�DĂůƚĞ�^ƚŽŶŝƐ͕�WĞƚĞƌ�EǇŚƵŝƐ�

ϰϭϭ

�ŶĂůǇǌŝŶŐ�^ƵƉƉůǇ�ZŝƐŬƐ�ĂŶĚ�WƌŽĚƵĐƚ��ŚĂƌĂĐƚĞƌŝƐƚŝĐƐ�Ͳ���^ǇƐƚĞŵĂƚŝĐ�>ŝƚĞƌĂƚƵƌĞ�ZĞǀŝĞǁ��
DĂƌŝĂ�>ŝŶŶĂƌƚǌ͕�hƌƐƵůĂ�DŽƚǌ͕�dŽďŝĂƐ�^ĐŚƌƂĞƌ͕�sŽůŬĞƌ�^ƚŝĐŚ�

ϰϮϰ

'ĞŶĞƌĂů��ƉƉƌŽĂĐŚ�ĂŶĚ�WƌĞƌĞƋƵŝƐŝƚĞƐ�ĨŽƌ�dƌĂŶƐĨĞƌƌŝŶŐ�&ĂĐƚŽƌǇ�WůĂŶŶŝŶŐ�DĞƚŚŽĚƐ�ŽŶ�&ůŽǁ�
KƌŝĞŶƚĂƚŝŽŶ�ĂŶĚ�dƌĂŶƐĨŽƌŵĂďŝůŝƚǇ�ƚŽ�,ŽƐƉŝƚĂů�^ǇƐƚĞŵƐ�

>ĞŶĂ�tĞĐŬĞŶ͕�^ŚŝǀĂ�&ĂĞŐŚŝ͕�>ĞŶŶĂƌƚ�,ŝŶŐƐƚ�͕�WĞƚĞƌ�EǇŚƵŝƐ�͕�<ƵŶŝďĞƌƚ�>ĞŶŶĞƌƚƐ�

ϰϯϱ

<ŶŽǁůĞĚŐĞ�'ƌĂƉŚƐ�ĨŽƌ��ĂƚĂ��ŶĚ�<ŶŽǁůĞĚŐĞ�DĂŶĂŐĞŵĞŶƚ�ŝŶ��ǇďĞƌͲWŚǇƐŝĐĂů�WƌŽĚƵĐƚŝŽŶ�
^ǇƐƚĞŵƐ��
�ĞĂƚƌŝǌ��ƌĞƚŽŶĞƐ��ĂƐƐŽůŝ͕�EŝĐŽůĂƐ�:ŽƵƌĚĂŶ͕�:ŽĂĐŚŝŵ�DĞƚƚĞƌŶŝĐŚ�

ϰϰϱ

�ĞǀĞůŽƉŵĞŶƚ�ŽĨ�Ă��ŽŵƉĞƚĞŶĐĞͲďĂƐĞĚ�ZŽůĞ�DŽĚĞů�ĨŽƌ�DĂŶĂŐĞƌƐ�ĐŽŶƐŝĚĞƌŝŶŐ�ĐƵƌƌĞŶƚ�
DĞŐĂƚƌĞŶĚƐ��
�ĂƌďĂƌĂ�dƌŽƉƐĐŚƵŚ�͕��ĞŶĞĚŝĐƚ��ĞĐŬ�

ϰϱϱ

dĞĐŚŶŽůŽŐǇ��ĚŽƉƚŝŽŶ�ŽĨ��ŽůůĂďŽƌĂƚŝǀĞ�ZŽďŽƚƐ�ĨŽƌ�tĞůĚŝŶŐ�ŝŶ�^ŵĂůů��ŶĚ�DĞĚŝƵŵͲƐŝǌĞĚ�
�ŶƚĞƌƉƌŝƐĞƐ͗����ĂƐĞ�^ƚƵĚǇ��ŶĂůǇƐŝƐ��
^ŝŵŽŶ�^ĐŚƵŵĂĐŚĞƌ͕�ZŽůĂŶĚ�,Ăůů͕��ŶŶĂ�tĂůĚŵĂŶͲ�ƌŽǁŶ͕�>ŝŶĚƐĂǇ�^ĂŶŶĞŵĂŶ�

ϰϲϮ

dŽǁĂƌĚƐ�^ŵĂůůĞƌ�sĂůƵĞ��ƌĞĂƚŝŽŶ��ǇĐůĞƐ͗�<ĞǇ�&ĂĐƚŽƌƐ�ĂŶĚ�ƚŚĞŝƌ�/ŶƚĞƌĚĞƉĞŶĚĞŶĐŝĞƐ�ĨŽƌ�>ŽĐĂů�
DĂŶƵĨĂĐƚƵƌŝŶŐ��
WĂƐĐĂů�<ƌĞŶǌ͕��ŽŵŝŶŝŬ�^ĂƵďŬĞ͕�>ŝƐĂ�^ƚŽůƚĞŶďĞƌŐ͕�:ƵůŝĂ�DĂƌŬĞƌƚ͕�dŽďŝĂƐ�ZĞĚůŝĐŚ�

ϰϳϮ

>ŽĐĂů��ŝĨĨĞƌĞŶƚŝĂů�WƌŝǀĂĐǇ�/Ŷ�^ŵĂƌƚ�DĂŶƵĨĂĐƚƵƌŝŶŐ͗��ƉƉůŝĐĂƚŝŽŶ�^ĐĞŶĂƌŝŽ͕�DĞĐŚĂŶŝƐŵƐ�ĂŶĚ�
dŽŽůƐ�
^ĂƐĐŚĂ�'ćƌƚŶĞƌ͕�DŝĐŚĂĞů�KďĞƌůĞ�

ϰϴϮ

'ĞŶĞƌĂƚŝŽŶ�ŽĨ�Ă��ĂƚĂ�DŽĚĞů�ĨŽƌ�YƵŽƚĂƚŝŽŶ��ŽƐƚŝŶŐ�ŽĨ�DĂŬĞ�ƚŽ�KƌĚĞƌ�DĂŶƵĨĂĐƚƵƌĞƌƐ�ĨƌŽŵ�
�ĂƐĞ�^ƚƵĚŝĞƐ��
<ĂƚŚĂƌŝŶĂ��ĞƌǁŝŶŐ͕�'ƺŶƚŚĞƌ�^ĐŚƵŚ͕�sŽůŬĞƌ�^ƚŝĐŚ�

ϰϵϮ

^ŵĂƌƚ�WƌŽĚƵĐƚƐ�ĨŽƌ�^ŵĂƌƚ�WƌŽĚƵĐƚŝŽŶ�ʹ���hƐĞ��ĂƐĞ�KǀĞƌǀŝĞǁ��

'ƺŶƚŚĞƌ�^ĐŚƵŚ�͕�DĂǆͲ&ĞƌĚŝŶĂŶĚ�^ƚƌŽŚ͕�:ĂŶ�,ŝĐŬŝŶŐ͕�^ĞďĂƐƚŝĂŶ�<ƌĞŵĞƌ�

ϱϬϰ

WƌŽĐĞƐƐ��ŚĂŝŶ�ŽĨ�/ŶũĞĐƚŝŽŶ�DŽƵůĚŝŶŐ�ĂŶĚ��ĚĚŝƚŝǀĞ�DĂŶƵĨĂĐƚƵƌŝŶŐ�ĨŽƌ�,ǇďƌŝĚ�WĂƌƚƐ��

:ŽŚĂŶŶ�^ĐŚŽƌǌŵĂŶŶ͕��ĂŶŝĞů�WĞǌŽůĚ͕�:ĂŶ�<ĞŵŶŝƚǌĞƌ͕��ůĞǆĂŶĚĞƌ�<ĂůƵƐĐŚĞ͕�&ƌĂŶŬ��ƂƉƉĞƌ�

ϱϭϱ

^ƉĂƌĞ�WĂƌƚƐ��ĞŵĂŶĚ�&ŽƌĞĐĂƐƚŝŶŐ�ŝŶ�DĂŝŶƚĞŶĂŶĐĞ͕�ZĞƉĂŝƌ�Θ�KǀĞƌŚĂƵů��

dŽƌďĞŶ�>ƵĐŚƚ�͕�sŽůŽĚǇŵǇƌ��ůŝĞŬƐŝĞŝĞǀ͕�dŝŵ�<ćŵƉĨĞƌ͕�WĞƚĞƌ�EǇŚƵŝƐ�

ϱϮϱ

KƉĞŶŶĞƐƐ�ŽĨ��ŝŐŝƚĂů�dǁŝŶƐ�ŝŶ�>ŽŐŝƐƚŝĐƐ�ʹ���ZĞǀŝĞǁ��

^ƚĞƉŚĂŶŝĞ�tŝŶŬĞůŵĂŶŶ͕�,ĞŶĚƌŝŬ�ǀĂŶ�ĚĞƌ�sĂůŬ�

ϱϯϱ
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�ĚĂƉƚŝŽŶ�ŽĨ�ƚŚĞ�>ĞǀĞů�ŽĨ��ĞǀĞůŽƉŵĞŶƚ�ƚŽ�ƚŚĞ�&ĂĐƚŽƌǇ�>ĂǇŽƵƚ�WůĂŶŶŝŶŐ�ĂŶĚ�/ŶƚƌŽĚƵĐƚŝŽŶ�ŽĨ�Ă�
YƵĂůŝƚǇ��ƐƐƵƌĂŶĐĞ�WƌŽĐĞƐƐ��

dŚŽŵĂƐ�EĞƵŚćƵƐĞƌ͕�>ŝƐĂ�>ĞŶǌ͕�<Ăŝ�tĞŝƐƚ͕��ŶĚƌĞĂ�,ŽŚŵĂŶŶ͕�ZƺĚŝŐĞƌ��ĂƵď�

ϱϰϰ

�ƉƉůŝĐĂƚŝŽŶ�ŽĨ�DĂĐŚŝŶĞ�>ĞĂƌŶŝŶŐ�ŽŶ�dƌĂŶƐƉŽƌƚ�^ƉŽƚ�ZĂƚĞ�WƌĞĚŝĐƚŝŽŶ�ŝŶ�ƚŚĞ�ZĞĐǇĐůŝŶŐ�
/ŶĚƵƐƚƌǇ��

dŚŽƌďĞŶ�'ƌĞĞŶ͕��ůĞǆĂŶĚĞƌ�ZŽŬŽƐƐ͕�<ĂƚŚƌŝŶ�<ƌĂŵĞƌ͕�DĂƚƚŚŝĂƐ�^ĐŚŵŝĚƚ�

ϱϱϰ

&ƵůĨŝůůŵĞŶƚ�ŽĨ�,ĞƚĞƌŽŐĞŶĞŽƵƐ��ƵƐƚŽŵĞƌ��ĞůŝǀĞƌǇ�dŝŵĞƐ�ƚŚƌŽƵŐŚ��ĞĐŽƵƉůŝŶŐ�ƚŚĞ�WƌŽĚƵĐƚŝŽŶ�
ĂŶĚ��ĐĐĞůĞƌĂƚŝŶŐ�WƌŽĚƵĐƚŝŽŶ�KƌĚĞƌƐ��

dĂŵŵŽ�,ĞƵĞƌ�͕�:ĂŶŝŶĞ�dĂƚũĂŶĂ�DĂŝĞƌ͕�^ĐŚŵŝĚƚ�DĂƚƚŚŝĂƐ͕�EǇŚƵŝƐ�WĞƚĞƌ�

ϱϲϰ

�ƵƐŝŶĞƐƐ�DŽĚĞů�^ĐĞŶĂƌŝŽƐ�ĨŽƌ��ŝŐŝƚĂů�dĞǆƚŝůĞ�DŝĐƌŽĨĂĐƚŽƌŝĞƐ��

DĂƌĐƵƐ�tŝŶŬůĞƌ͕�&ƌĂŶǌŝƐŬĂ�DŽůƚĞŶďƌĞǇ͕�DĞŝŬĞ�dŝůĞďĞŝŶ�

ϱϳϰ

�ĞǀĞůŽƉŝŶŐ�'�/�Ͳy��ƵƐŝŶĞƐƐ�DŽĚĞůƐ�ĨŽƌ�WƌŽĚƵĐƚŝŽŶ�

&Ğůŝǆ�,ŽĨĨŵĂŶŶ͕�DĂƌŬƵƐ�tĞďĞƌ͕�DĂƚƚŚŝĂƐ�tĞŝŐŽůĚ͕�:ŽĂĐŚŝŵ�DĞƚƚĞƌŶŝĐŚ�

ϱϴϯ

�ŝŐŝƚĂů�dǁŝŶ�&ŝĚĞůŝƚǇ�ZĞƋƵŝƌĞŵĞŶƚƐ�DŽĚĞů�ĨŽƌ�DĂŶƵĨĂĐƚƵƌŝŶŐ�

�ŚƌŝƐƚŝĂŶ�<ŽďĞƌ͕�sŝŶĐĞŶƚ��ĚŽŵĂƚ͕�DĂƌǇĂŵ��ŚĂŶƉĂŶũĞŚ͕�DĂƌĐ�&ĞƚƚĞ͕�:ĞŶƐ�W͘�tƵůĨƐďĞƌŐ�

ϱϵϱ

�ĞǀĞůŽƉŵĞŶƚ�ŽĨ�Ă�WƌĞͲ�ŽŵƉĞƚŝƚŝǀĞ��ƵƐŝŶĞƐƐ�DŽĚĞů�ĨŽƌ��/Ͳ�ĂƐĞĚ��ƵƚŽŶŽŵŽƵƐ�dĞĐŚŶŽůŽŐǇ�
^ĐŽƵƚŝŶŐ��

^ƚĞĨĂŶ�>ĞĂĐŚƵ͕�&ůŽƌŝĂŶ��ůĞŵĞŶƐ͕�:ƵƐƚƵƐ��ĞŶŶŝŶŐ͕�sŽůŬĞƌ�^ƚŝĐŚ�

ϲϭϮ

^ŽĨƚǁĂƌĞͲďĂƐĞĚ�/ĚĞŶƚŝĨŝĐĂƚŝŽŶ�ŽĨ��ĚĂƉƚĂƚŝŽŶ�EĞĞĚƐ�ŝŶ�'ůŽďĂů�WƌŽĚƵĐƚŝŽŶ�EĞƚǁŽƌŬƐ��

'ƺŶƚŚĞƌ�^ĐŚƵŚ�͕��ŶĚƌĞĂƐ�'ƺƚǌůĂĨĨ�͕�dŝŶŽ�y͘�^ĐŚůŽƐƐĞƌ͕�EŝŬůĂƐ�ZŽĚĞŵĂŶŶ͕�EŝĐŚŽůĂƐ�,ĂĂŬ�

ϲϮϮ

�/^WK�ϰ͘Ϭ�ͮ��ŝŐŝƚĂůŝǌĂƚŝŽŶ�ŽĨ�/ŶǀĞŶƚŽƌǇ��ĂůĐƵůĂƚŝŽŶ�ŝŶ��ŽŶƐƵŵƉƚŝŽŶͲ�ĂƐĞĚ�DĂƚĞƌŝĂů�
ZĞƋƵŝƌĞŵĞŶƚƐ�WůĂŶŶŝŶŐ�ŝŶ�ƚŚĞ��ĂƉŝƚĂů�'ŽŽĚƐ�/ŶĚƵƐƚƌǇ�

�ůĞǆĂŶĚĞƌ�^ĐŚŵŝĚ͕�dŚŽŵĂƐ�^ŽďŽƚƚŬĂ͕�tŝůĨƌŝĞĚ�^ŝŚŶ�

ϲϯϮ

DŽĚƵůĂƌ͕��ŝŐŝƚĂů�^ŚŽƉĨůŽŽƌ�DĂŶĂŐĞŵĞŶƚ�DŽĚĞů�ʹ���DĂƚƵƌŝƚǇ��ƐƐĞƐƐŵĞŶƚ�&Žƌ���,ƵŵĂŶͲ
KƌŝĞŶƚĞĚ�dƌĂŶƐĨŽƌŵĂƚŝŽŶ�WƌŽĐĞƐƐ��

DĂŐŶƵƐ�<ĂŶĚůĞƌ͕�WŚŝůŝƉ�'ĂďƌŝĞů͕�sŝŶĐĞŶƚ�^ĐŚƌƂƚƚůĞ͕�DĂƌǀŝŶ��Ăƌů�DĂǇ͕�'ŝƐĞůĂ�>ĂŶǌĂ�

ϲϰϮ

�ŐĞŶƚͲďĂƐĞĚ�KƌĚĞƌ�ZĞůĞĂƐĞ�ŝŶ�DĂƚƌŝǆͲ^ƚƌƵĐƚƵƌĞĚ��ƐƐĞŵďůǇ�^ǇƐƚĞŵƐ��

�ƐďĞŶ��^ĐŚƵŬĂƚ�͕�:ŽŶĂƐ�ZĂĐŚŶĞƌ͕��ĚƌŝĂŶ�DĂŝĚů͕��ŵŽŶ�'ƂƉƉĞƌƚ͕�dŽďŝĂƐ��ĚůŽŶ�͕�WĞƚĞƌ�
�ƵƌŐŐƌćĨ�͕�ZŽďĞƌƚ�,͘�^ĐŚŵŝƚƚ�

ϲϱϮ

DĂŬĞƌ^ƉĂĐĞƐ�ĂŶĚ�sĂůƵĞ��ƌĞĂƚŝŽŶ�ŝŶ�^ƚĂƌƚͲƵƉƐ�ŝŶ�'ĞƌŵĂŶǇ��

DĂƌƚŝŶ�dŽŵĐǌǇŬ͕��ŚƌŝƐƚŽƉŚ��ĞƐĞŶĨĞůĚĞƌ�

ϲϲϮ

��,ŽůŝƐƚŝĐ�sŝĞǁ�ŽŶ�WƌŽĚƵĐƚŝŽŶ�^ǇƐƚĞŵƐ�DĂŶĂŐĞŵĞŶƚ��

DĂƌŬ�'ƌŽƚŚŬŽƉƉ͕�DĂƚƚĞŽ��ĞƌŶĂƐĐŽŶŝ͕�dŚŽŵĂƐ�&ƌŝĞĚůŝ�

ϲϳϮ
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dŚĞ�WŽƚĞŶƚŝĂů�KĨ��ƵƚŽD>�&Žƌ��ĞŵĂŶĚ�&ŽƌĞĐĂƐƚŝŶŐ�

<ĂƚŚƌŝŶ�:ƵůŝĂ�<ƌĂŵĞƌ͕�EŝĐůĂƐ��ĞŚŶ͕�DĂƚƚŚŝĂƐ�^ĐŚŵŝĚƚ�

ϲϴϮ

�ƵƐŝŶĞƐƐ�WƌŽĐĞƐƐ��ŝŐŝƚĂůŝǌĂƚŝŽŶ�ĂƐ�Ă�ZĞƐŽůƵƚŝŽŶ��ŝƌĞĐƚŝŽŶƐ�ĨŽƌ��ŝŐŝƚĂů�KƉĞƌĂƚŝŽŶƐ��ŚĂůůĞŶŐĞƐ�
ŝŶ�/ŶĚƵƐƚƌǇ�ϰ͘Ϭ�ĂŶĚ��ŝŐŝƚĂů�^ƵƉƉůǇ�EĞƚǁŽƌŬƐ��

�ŶĚƌĞĂƐ�D͘�ZĂĚŬĞ͕�dŚŽƌƐƚĞŶ�tƵĞƐƚ͕��ĂǀŝĚ�ZŽŵĞƌŽ�

ϲϵϯ

�ĚĚŝƚŝǀĞ�DĂŶƵĨĂĐƚƵƌŝŶŐ�WƌŽĚƵĐƚŝŽŶ�^ŚŽƉƐ͗���ZĞƋƵŝƌĞŵĞŶƚƐ��ŶĂůǇƐŝƐ��

'ƺŶƚŚĞƌ�^ĐŚƵŚ͕�'ĞƌƌĞƚ�>ƵŬĂƐ͕�^ƚĞĨĨĞŶ�,ŽŚĞŶƐƚĞŝŶ͕�sŝŬƚŽƌŝĂ�<ƌƂŵĞƌ͕�EŝŬůĂƐ�>ŝŶĚŚŽůŵ�

ϳϬϯ

>ĞǀĞůƐ�ŽĨ��ƵƚŽŶŽŵǇ�ŝŶ�WƌŽĚƵĐƚŝŽŶ�>ŽŐŝƐƚŝĐƐ͗�dĞƌŵŝŶŽůŽŐǇ�ĂŶĚ�&ƌĂŵĞǁŽƌŬ��

DŝĐŚĂĞůĂ�<ƌć͕�>ĞŽŶĂƌĚ��ĐŬĂƌƚ͕�DĂƌŝŶĞůůĂ�ZŝƚŽ͕�:ŽŚĂŶŶĞƐ�^ĐŚŝůƉ�

ϳϭϯ

dŽǁĂƌĚƐ�Ă��ŝŐŝƚĂů�tŽƌŬĨůŽǁ�^ŽůƵƚŝŽŶ�ĨŽƌ��ƌĂĚůĞͲdŽͲ'ĂƚĞ�^ƵƐƚĂŝŶĂďŝůŝƚǇ�/ŶĨŽƌŵĂƚŝŽŶ�ŝŶ�
dĞǆƚŝůĞ�sĂůƵĞ��ŚĂŝŶƐ��

�ŝĞƚĞƌ�^ƚĞůůŵĂĐŚ͕�DŝĐŚĂĞů�tĞŝƘ͕�:ƺƌŐĞŶ�^ĞŝďŽůĚ͕�DĞŝŬĞ�dŝůĞďĞŝŶ�

ϳϮϯ

�ůŽĐŬĐŚĂŝŶ�ƚĞĐŚŶŽůŽŐǇ�ĂƐ�ƚŚĞ�ďĂĐŬďŽŶĞ�ŽĨ�ƚŚĞ�ŝŶƚĞƌŶĞƚ�ŽĨ�ƚŚŝŶŐƐ�ʹ��Ŷ�ŝŶƚƌŽĚƵĐƚŝŽŶ�ƚŽ�
ďůŽĐŬĐŚĂŝŶ�ĚĞǀŝĐĞƐ��

dĂŶ�'ƺƌƉŝŶĂƌ�͕�DĂǆŝŵŝůŝĂŶ��ƵƐƚĞƌũŽƐƚ͕�:ŽƐĞĨ�<ĂŵƉŚƵĞƐ͕�:ŽŶĂƐ�DĂĂƘĞŶ͕�&ƵƌŬĂŶ�zŝůĚŝƌŝŵ͕�
DŝĐŚĂĞů�,ĞŶŬĞ�

ϳϯϯ

dŽǁĂƌĚƐ�Ă�&ůĞǆŝďůĞ��ƉƉƌŽĂĐŚ�ƚŽ�dƌĂŶƐĨĞƌ�DĂĐŚŝŶĞ�KƉĞƌĂƚŝŽŶ�<ŶŽǁͲ,Žǁ�ĨƌŽŵ��ǆƉĞƌƚƐ�ƚŽ�
�ĞŐŝŶŶĞƌƐ�ǁŝƚŚ��/��

dŝŵŽ�>Ğŝƚƌŝƚǌ͕�DĂƌƚŝŶĂ�<ƂŚůĞƌ͕��ŚƌŝƐƚŝĂŶ�:ĂƵĐŚ�

ϳϰϰ

�ŶĂďůŝŶŐ�YƵĂůŝƚǇͲŽƌŝĞŶƚĞĚ�WƌŽĐĞƐƐ��ĞǀĞůŽƉŵĞŶƚ�ĨŽƌ�ƐƵůĨŝĚŝĐ��ůůͲ^ŽůŝĚͲ^ƚĂƚĞ��ĂƚƚĞƌǇ�
�ĂƚŚŽĚĞƐ��

dŚŽƌďĞŶ�WƌĞŝŶ͕�,ĂŶƐͲ�ŚƌŝƐƚŽƉŚ�dƂƉƉĞƌ͕�ZƺĚŝŐĞƌ��ĂƵď�

ϳϱϰ

DŽĚƵůĂƌŝǌĞĚ��ĐƚŝǀĞ�>ĞĂƌŶŝŶŐ�^ŽůƵƚŝŽŶ�ĨŽƌ�>ĂďĞůůŝŶŐ�dĞǆƚ��ĂƚĂ�ĨŽƌ��ƵƐŝŶĞƐƐ��ŶǀŝƌŽŶŵĞŶƚ�
�ŶĂůǇƐŝƐ��

&ƵƌŬĂŶ��ŐĂĐĂǇĂŬůĂƌ͕��ŶŶŝŬĂ�>ĂŶŐĞ͕�:ƵůŝĂͲ�ŶŶĞ�^ĐŚŽůǌ͕�dŚŽŵĂƐ�<ŶŽƚŚĞ͕��ŝƌŬ��ƵƐƐĞ�

ϳϲϱ

ZĞǀŝĞǁ�ŽĨ��ůŽĐŬĐŚĂŝŶͲďĂƐĞĚ�dŽŬĞŶŝǌĂƚŝŽŶ�^ŽůƵƚŝŽŶƐ�ĨŽƌ��ƐƐĞƚƐ�ŝŶ�^ƵƉƉůǇ��ŚĂŝŶƐ��

&ĂďŝĂŶ��ŝĞƚƌŝĐŚ͕�EŝůƐ�<ƵĞŶƐƚĞƌ͕�>ŽƵŝƐ�>ŽƵǁ͕��ĂŶŝĞů�WĂůŵ�

ϳϳϱ

��,ǇďƌŝĚ�DĞƚƌŝĐ�ĨŽƌ�EĂǀŝŐĂƚŝŽŶ�ŽĨ��ƵƚŽŶŽŵŽƵƐ�/ŶƚƌĂůŽŐŝƐƚŝĐƐ�sĞŚŝĐůĞƐ�ŝŶ�DŝǆĞĚ�/ŶĚŽŽƌ�ĂŶĚ�
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Abstract 

In the course of increasingly volatile markets, globalization as well as shorter product life cycles, factories 
and thus also the logistics system as a central component of a factory have to be designed in a more flexible 
way. Battery cell production faces a special challenge in this aspect. Due to the trend towards a sustainable 
and environmentally friendly energy supply and mobility, the demand is expected to increase significantly. 
New battery cell factories have to manage rising product volumes and simultaneously react versatile 
regarding new research findings. Thus, the market for battery cells, the product itself, and the corresponding 
manufacturing processes are constantly changing. New materials, manufacturing methods, variations of cell 
formats as well as the possibility of scalability and the associated changes in the requirements for the factory 
must be taken into account as early as possible in the planning stage. The logistics system as one of the core 
elements of a factory is always affected by changes in the product, manufacturing processes or input 
materials. If, for instance, other materials are used, the storage and transport of these goods with different 
dimensions, weight or even environmental requirements must still be guaranteed. 

In order to consider the required flexibility already in the planning process, simulation can provide a decisive 
benefit. It enables the planner to analyse the production and iteratively adapt logistics planning. Since there 
are many possibilities and combinations, especially in the design of warehouse and transport systems, a 
reduction of these should take place at an early stage. However, the preselection of suitable logistics systems 
that provide the necessary flexibility is currently often based on empirical knowledge and extensive market 
research. Therefore, this paper presents an efficient, holistic approach to logistics planning and an 
intralogistics tool in detail, which is based on established data. As a result, an optimal logistics system can 
be defined through an iterative optimization of the flexibility corridor, taking into account the factory goals. 

Keywords 

Intralogistics; Flexibility; Battery Cell Factories; Simulation; Factory Planning 

1. Introduction

In the course of the energy transition, all industries face new challenges in order to achieve the Paris climate 
targets. The automotive industry plays a major role to reach the targets. About 22% of the GhG emissions 
come from the mobility sector [1]. Electromobility is not just a trend anymore. The transformation from 
combustion engines to electric cars is forcing car manufacturers to act quickly. According to the IEA's Global 
EV Outlook 2021, there were around 10 million electric cars worldwide at the end of 2020, representing a 
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growth rate of 41% in 2020 [2]. Under current conditions and assumptions, there will be approximately 
145 million electric vehicles (excluding two/three-wheelers) on the roads worldwide by 2030, requiring a 
battery cell capacity of 1.6 TWh [2]. However, in order to be able to meet the climate targets despite changed 
framework conditions, around 230 million vehicles will have to be on the roads in 2030, resulting in a 
demand for battery cell capacity of 3.2 TWh. For comparison, the potential production capacity for battery 
cells worldwide in 2020 was 300 GWh [2]. 

Thus, the need for new battery cell factories will increase. Today, battery cells are already used in electric 
cars, but their development is not yet well advanced and variants that are more efficient are constantly being 
presented. Lots of research is being conducted into new, alternative materials, variations of cell formats as 
well as innovative manufacturing processes [3,4]. In addition, the demand for the available product variants 
is also changing. New battery cell factories must face these challenges.  

One possibility is to design the factory highly flexible in terms of production volume, materials, product 
varaints and manufacturing processes. This flexibility should already be taken into account in the factory-
planning phase [5]. In addition to the production system, the intralogistics system must be designed flexible. 
For example, the means of transport must be able to cover the transport capacity even if the production 
volume increases and must be suitable for transporting alternative materials [6,7].  

Since the logistics system as part of the entire factory is very complex, planning requires methods and tools 
to manage this complexity. To support the intralogistics planning, simulations can be built up, which help to 
better understand the complexity of the logistics system and thus optimize and validate the planning [8]. The 
present work introduces a concept, how the required flexibility can be considered in simulation-based 
intralogistics planning, whereby simulation-relevant parameters are transferred over a developed tool into 
the simulation. The self-developed tool named Intratel is to be used to make a preliminary decision for 
possible storage and transport systems according to the required flexibility in battery cell production, so that 
the simulation is only build up with systems that provides the required flexibility and faster recommendations 
for action are possible.  

Therefore, in chapter two the term flexibility in connection with factory planning is presented. Additionally, 
intralogistics or intralogistics planning while using a simulation in the context of factory planning is defined. 
Chapter 3 explains the concept with its individual components. Finally, in chapter 4, a short summary and 
conclusion is given. 

2. Fundamentals 

2.1 Flexibility as a target variable in the factory  

Flexibility can be considered as a property of a system. It gives the system the ability to react to uncertainties 
and dynamics on the basis of specified action spaces, according to defined options for action. If a system is 
flexible, it can react and adapt to known but varying requirements [9±12]. In this context, a flexibility 
corridor defines the action space in which a system can adapt to changes in the environment for all possible 
future scenarios [10].  

In the present work, flexibility shall exclusively refer to the meaning within a factory. One way to classify 
flexibility in the context of a factory is to divide it into three levels of consideration. According to Sethi and 
Sethi [13], component flexibilities, system flexibilities and aggregated flexibilities are differentiated. 
Subsequently, eleven types of flexibility are assigned to these levels. Relevant types for the present work 
are, product mix flexibility, which means the simplicity of introducing new products, program flexibility 
which describes stability of the system to produce different variants, quantity flexibility, which describes the 
ability to remain economical at different utilization levels and material flow flexibility, which describes the 
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ability to produce different work pieces efficiently on any paths through the system [13]. The concrete effects 
that these types of flexibility can have in the context of battery cell production are presented in chapter 3.1. 

Since much of the planning process depends on the defined flexibility or flexibility corridors, these should 
be integrated in an early phase of factory or logistics planning. Factory planning is based on different goals 
for the factory, which are derived from the company's strategy and general conditions. These goals are 
already worked out and defined at the beginning of a factory planning project. According to the guideline 
VDI 5200, flexibility is also mentioned here as a possible factory goal [14]. A company must be competitive 
and generate profit. For logistics, this results in performance, cost and quality targets. Examples of 
performance targets are the correct execution of orders or meeting the delivery times. Quality targets, on the 
other hand, are, for instance, the ability to deliver or the flexibility of the willingness to perform in the event 
of changes in requirements. For cost targets, the avoidance/reduction of inventories, the optimal use of 
infrastructure, the maximum utilization of load carriers or an efficient use of resources can be mentioned 
[15,16].  

Flexibility as a factory goal is also important, but may conflict with the other goals. For example, high 
program flexibility adversely affects quality targets. In addition, ensuring a defined level of flexibility 
usually leads to higher production costs. It is important to include all target dimensions, flexibility as well 
as performance, costs and quality, in planning process. In order to be able to achieve an optimal planning 
result, the goals must also be prioritized depending on the application [17]. Furthermore, it is essential to 
define a suitable flexibility corridor for each type of flexibility, which is in line with the other factory targets 
according to the prioritization. 

2.2 Intralogistics and Intralogistics planning  

The intralogistics system can be divided into individual subsystems such as machine, warehouse, picking, 
supply, buffer, handling and transport system [15]. In the present work, the focus is on the planning of a 
flexible transport and warehouse system for battery cell production. If logistics planning is considered as a 
subarea of factory planning, it must be integrated into the factory planning process. Figure 1 shows the seven 
phases of factory planning according to the VDI guideline 5200.  

Phase 1 Phase 2 Phase 3 Phase 4

establish-
ment of the 

product basis

setting of 
objectives

concept 
planning

detailed 
planning

Phase 6

monitoring 
of realization

Phase 7

ramp-up 
support

Phase 5

preparation 
for 

realization

project management project 
close up

 
Figure 1: Factory planning phases according to the VDI guideline 5200 

Logistics planning can be included in the conceptual and detailed planning phases, whereby prerequisites 
and boundary conditions for the subsequent planning phases are already defined in Phase 1 and Phase 2. 
According to the VDI guideline 5200, the concept phase (Phase 3) already results in a determination of the 
type and quantity of operating equipment and personnel resources, a dimensioning of logistics equipment, 
and the development of a material flow concept. In the subsequent detailed planning (Phase 4), the logistics 
concept is supplemented by process descriptions, whereby an assignment of products and resources to the 
respective processes becomes necessary [14]. 

The complex connection between factory planning (1) according to the VDI 5200 guideline and the logistics 
planning process (2) is detailed in Figure 2.  

3



Definied factory objectives

Simulation studies of the different 
variants

Goals must be made measurable and 
evaluable. Æ Parameters which are 
relevant for the target achievement 

have to be determined

Evaluation of the solutions found. 
Selection of a variant taking into 
account the defined objectives

Intralogistics planning

Warehousesystem
Transportsystem

Other subsystems

Operational and analytical logistics planning

Target planning System planning Detail planning

Bilding up a simulation as a method 
for support in planning

Factory planning
Setting               

of          
objectives

Establishment  
of the      

product basis

Concept  
planning

Detailed 
planning

Preparation  
for reali-  

zation

Monitoring of 
realization

Ram-up 
support

Influences and 
motivation

Effects resulting 
from the external 

and internal 
conditions that 

lead to the need of 
a new factory

Derived factory 
objectives which 
can be derived 

from the effects
1

2

2a 2b 2c

3

3

4

4

4

Si
m

ul
at

io
n

 
Figure 2: Factory and Intralogistics planning 

The intralogistics planning can be divided into the phases target planning (2a), system planning (2b), and 
detailed planning (2c). Based on defined factory objectives (3), which were defined in the first phase of the 
factory planning process and need to made measurable and evaluable, all boundary conditions, the most 
important planning assumptions as well as performance requirements for the following phases are 
documented and, if necessary, analyzed in the target planning (2a). Thus target planning has a strong 
interaction with Phase 1 and Phase 2 of the overall factory planning process (1). In the next phase, the system 
planning phase (2b), possible solutions are developed, which also corresponds to the conceptual phase in the 
factory planning. In this context, suitable resources must be selected from a large number of possibilities. 
These are linked as performance points to logistics chains, organized and dimensioned so that specified 
performance targets can be met with specified restrictions as cost-optimally as possible. For the selection of 
a solution variant, methods such as a feasibility study or a performance comparison can be carried out. The 
feasibility study focuses on the technical feasibility, the fulfillment of the performance requirements, the 
compliance with the general conditions, restrictions and requirements and the feasibility within specified 
time. The performance comparison involves a crosscheck of marginal performance, capacity reserves, and 
flexibility of the selected solutions. In the case of flexibility, for example, it is considered whether the system 
is still suitable in the event of a change in the order structure or a change in logistics units or throughput and 
inventory fluctuations. In the profitability comparison, solutions are to be compared with each other with 
regard to their operating costs at maximum performance. Finally a utility value analysis is carried out, in 
which all remaining solutions are further compared with each other on the basis of defined criteria. In the 
subsequent detailed planning phase (2c), the selected solution is elaborated and getting prepared for 
approval. For this purpose, further specialist planners are consulted [15].  

In system planning (2b) in particular, an optimum for the logistics system must be found on the basis of the 
different technical requirements and boundary conditions as well as the various factory targets. In principle, 
for this purpose many different methods and tools are available. However, analytical methods quickly reach 
their limits in a complex and dynamic system like a factory. In order to cope with the dynamic environment 
within the intralogistics planning, a simulation (4) can offer a considerable benefit. Often the interaction of 
boundary conditions and goals as well as dynamic behavior during future operation can be better understood 
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if this is represented in a simulation model and different simulation scenarios can be executed. Multiple 
stochastic and dynamic interactions make it difficult to predict how a system will behave. Possible 
bottlenecks or potentials can be identified more quickly by means of a simulation and the logistics system 
can be planned and iteratively optimized accordingly [16]. The use of a simulation as a planning method and 
the current status of how intralogistics planning as part of the factory planning is done nowadays is shown 
in Figure 2. After the simulation is set up in the system planning phase (2b) and different variants are 
simulated (4), results must be evaluated. For this purpose, those parameters must be determined which are 
relevant for the achievement of the factory goals (3). After the evaluation, the selected variant enters the 
detailed planning (2c). However, the flexibility of the logistics system depicted in the simulation is already 
determined by the previous selection of technologies. An adjustment or optimization of the flexibility 
corridor, taking into account other factory goals, is therefore always associated with the manual search for 
suitable logistics technologies for the corresponding flexibility corridor before the simulation is set up. This 
complex process currently prevents the efficient mapping of different simulation scenarios with different 
flexibility coordinates and makes it difficult to achieve an optimum between all factory goals.  

Simulation-based logistics planning is already known in the literature [18±20]. In the present work, a 
simulation is used as well. However, this simulation is coupled with a self-developed intralogistics TOOL 
(Intratel). The use of this tool makes it possible to select storage and transport systems early in the planning 
process that are suitable for the application and offer the necessary flexibility. Such a concept was not found 
in the literature so far to the best knowledge of the authors. 

3. Efficient Intralogistics Planning For Flexible Battery Cell Factories Based On An Innovative 
Intralogistics Tool 

This paper presents a concept to make the planning of a flexible logistics system more efficient. The 
construction of a battery cell factory is taken as a use case, since the requirement for flexibility is very 
important in future as described in section 1. Based on the conventional approach in logistics planning, the 
objectives for the logistics system in a flexible battery cell factory are derived (cf. Figure 3). 

Increasing demand for battery cells leads to 
the need of new battery cell factories Company goals, factory 

targets as an input for the 
factory and intralogistics 

planning

Influences and motivation 
x�Energy transition due to the Paris climate targets
x�Ongoing battery cell reserches 

Need: Factory planning, 
intralogistics planning

Effect: Need of flexible battery cell factories
x�Cell formats
x�Production volume
x�Cell variants 
x�Used materials

Intralogistics tool, Intratel

Flexibility with 
flexible corridors, 

boundary 
conditions for 

warehouse and 
transport system

Pre-selection of possible transport 
and warehouse systems that fullfill 

the requirement of flexibility

Figure 3: Concept for the intralogistics planning combined with the developed tool Intratel 

In order to integrate the derived requirements in the intralogistics planning and to ensure an efficient planning 
process, the simulation model for the battery cell production is linked to a developed intralogistics tool, 
named Intratel. The goal is to get a pre-selection of possible storage and transport systems that meet the goal 
of flexibility by using the intralogistics tool in a first step.  

This automatically leads to the fact that only systems are simulated, which can fulfill the goal of flexibility 
and can replace most of the components of a feasibility analysis as an evaluation method, while ensuring a 
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holistic optimization of the logistic system. In the following, the overall concept with its individual 
components is presented. It includes the connection between the external influences (orange box), the 
flexibility requirements for a finished battery cell factory (grey box), the connected factory and intralogistics 
planning (blue box) and the developed intralogistics tool (green box). 

3.1 Flexibility targets and relevant requirements 

In addition to the typical factory goals, such as quality, performance and costs, battery cell factories must 
have a high degree of flexibility in the future (cf. chapter 1). The need for flexibility has various implications 
in the context of the logistics system of a battery cell production. In particular, the logistics systems must be 
able to cover the product mix flexibility, material flow flexibility, quantity flexibility and program flexibility. 

Product mix flexibility 

The introduction of new products should be considered in advance. In the case of a battery cell factory, this 
can be either a completely new cell format, such as round, pouch or prismatic cells or even solid state battery 
cells. Here, for example, the dimensions and weights of the finished products differ greatly. Also the input 
materials differ in some points. For round cells, for example, cans and lids are required, which have to be 
washed before they enter the clean and dry room of production. In the case of pouch cells, on the other hand, 
the case may first be deep-drawn during production and is supplied as a foil before. For each new product to 
be produced, it is necessary to estimate in which form and in which containers the input materials can arrive, 
so that suitable systems can be planned for both transport and storage. Another example for the extension of 
the product range could be electrode coils for which the storage and transport system would have to be 
designed, if they are part of the flexibility corridor. 

Program flexibility 

Alternative materials may be required for new variants, which may be supplied in other containers or on 
other loading equipment. An example of this is the solvent used in slurry production (first process step in 
battery cell production). Currently, NMP is often used for the cathode. This solvent is considered a hazardous 
material and is subject to special requirements for storage, handling and use. Alternative solvents are already 
being discussed. Storage and transport options should also be considered. If the factory also produces semi-
finished products in the form of electrode coils, different variants can be produced here in terms of 
dimensions and weights. The storage and transport system used must be capable for these variants.  

Quantity flexibility  

If the factory is to be flexible in terms of quantity, the output quantity should be variable within the defined 
flexibility corridor. For example, the factory may be required to be able to produce between 1 GWh and 3 
GWh per year. On the one hand, this requires more materials, which have to be stored, and on the other hand, 
the throughput has to be increased. Both have an impact on the transport system as well as the storage system. 
If material is stored or transported in larger quantities, for example, the use of tanks and silos for storage and 
transport via pipelines may be worthwhile. Alternatively, for smaller quantities, pallet storage can be used. 
The electrolyte and the active material can be mentioned here as example materials.  

Material flow flexibility 

In the context of battery cell production, the process steps slitting, calendering and vacuum drying can be 
interchanged within electrode production. Vacuum drying can also be an intermediate step in the assembly 
process. It may therefore be necessary to return the products to the vacuum dryers. Another requirement may 
be that, despite a separation into anode production line and cathode production line, both electrodes should 
be able to be produced on both lines. If required, the transport system used should be able to fulfill this 
flexibility within the material flow.   
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3.2 Intralogistics tool Intratel 

The idea of the developed tool is to filter out from the multitude of warehouse and transport systems those 
that are suitable for the define flexibility corridor at hand before the simulation. Figure 4 shows the usage of 
the developed tool Intratel. To use the tool boundary conditions in particular to materials, semi-finished 
products, products and the production program must already exist.   

Boundary conditions, requirements for
x�storage
x�transport

Possible
x�transport system
x�warehouse system

Derivation of relevant parameters for the 
simulation

Intratel 
(Developed tool)

Database for warehouse 
and transport systems

Influences and motivation 

Need: Factory planning, 
intralogistics planning

Effect: Need of flexible 
battery cell factories

Intralogistics 
tool, Intratel

Defined boundary conditions 
for warehouse and 
transport system

Relevant parameters of 
possible warehouse and 

transport systems  
Figure 4: Intralocistics tool Intratel 

The tool itself consists of a database, which has integrated all transport and warehouse systems with their 
properties and a user-friendly dashboard. Currently, the tool considers the selection of storage and transport 
systems separately. In the developed database, all fundamentally different transport and storage systems 
were summarized and classified. Also an initial division was made into continuous conveyors and 
discontinuous conveyors. In the next step, subcategories were formed within these categories, like belt 
conveyors or trackless floor conveyors. The final transport systems are then divided into these subcategories, 
such as apron conveyors, narrow aisle stackers or trackless AGVs. In the database for the warehouse systems 
are for example block storage, row storage, high rack storage for pallets, cantilever storage or carousels as 
options for warehouses. Furthermore, those characteristics were compiled, which can be relevant for the later 
selection. The properties were divided into two categories. These are especially important for the application. 
Mandatory attributes must be specified in order for the tool to make suggestions. An example of a mandatory 
attribute is the specification of whether bulk goods, general cargo or liquids are transported. Optional 
attributes can still be entered if they are already known in order to further reduce the number of possible 
systems. Currently, the tool works with 7 mandatory attributes and 16 optional attributes. The optional 
attributes include, for example, whether the quantity flexibility must be high. If there are too many 
requirements, some of them may be in competition with each other, which can lead to the fact that no suitable 
system is found.  

The user himself sees only a dashboard on which he is guided through the attributes. For each attribute there 
are already predefined selection options. At the end, the user is shown those systems that are compatible 
with the requirements. Finally the parameters that affect the further factory targets, have to be integrated into 
the simulation model. In this application, the focus is on the corresponding parameters regarding capacities, 
personnel requirements, and the speeds of the individual systems. 

3.3 Intralogistics planning based on a simulation and the tool Intratel 

The developed concept shown in this paper uses a simulation as a method during the system planning phase 
for the intralogistics planning. The use of a simulation is not a mandatory method for planning. However, as 
shown in chapter 2.2, the dynamic and complex environment as well as the multitude of stochastic and 
dynamic interactions can be depicted more truthfully by a simulation and better statements can be made or 
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the planning can be optimized. In the simulation model, the pre-selected warehouse and transport systems 
are now simulated and evaluated. If it was not possible to find systems that match on one hand with the 
required flexibility and on the other hand with all the other factory targets it could be that the flexible 
corridors have to be adapted and the pre-selection has to be done again. Afterwards one system for the 
warehouse and one for the transport system should be selected. This systems are then the input for the 
detailed planning phase of the intralogistics planning.  

The simulation model was built with the software Tecnomatix Plant Simulation from Siemens. Modeling 
was done in 2D as well as in 3D. First, a network structure was developed for easier adaptability. Areas to 
be logically separated from each other were set up in individual networks. In cooperation with the 
manufacturing and production planning team, the networks for production were created. In addition to the 
production systems, all logistics areas such as provisioning, buffers, waste areas and workstations were 
integrated and properties such as capacity were assigned to these components on the basis of static 
calculations. An input table has been created so that all parameters can be changed and adapted for later 
simulation runs. This makes it easier to carry out planning and simulation scenarios. The planner can use 
this Excel table, which is linked to the simulation, to change the values before each run without having to go 
into the individual building blocks of the model. When starting the simulation, the current values of the table 
are applied. In addition, a warehouse concept including incoming and outgoing goods was developed in 
parallel, which was then mapped in a network. Delivery processes were integrated into methods and different 
delivery scenarios can be analyzed. No particular storage system has yet been selected. The first 
dimensioning regarding capacity was worked out on the basis of the production program and sales planning. 
Other important networks in the battery cell use case are locks, since these should not become a bottleneck 
in later production. Figure 5 shows a section of the simulation. In this model, production scenarios can 
already be run through and the effects on the utilization of the logistics elements used can be analyzed. 

WarehouseCoating

Drying

Mixing

Material lock

 
Figure 5: Section of the battery cell factory material flow simulation 

In the present use case, flexibility was required in the context of product variants as well as a change of 
production volume. By using the tool Intratel, a pre-selection of possible transport and storage systems that 
can meet the flexibility requirements was made. As soon as the tool identifies suitable systems for the given 
application, those parameters are also determined which have an influence on the achievement of the factory 
goals. In the case of transport systems, for instance, the speed of the system. These parameters are in turn 
given as input to the simulation model.  
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4. Summary and conclusion 

Intralogistics planning as part of factory planning requires structured and targeted implementation in every 
application. In the construction of a battery cell factory, planning is subject to many boundary conditions. 
New findings on production technologies, product variants and new materials are constantly generated and 
at the same time, factories must be scalable. The production and logistics system must be adaptable. 
Flexibility as a factory goal must therefore be integrated into the planning process. In order to support the 
planning process methodically and to be able to map the complexity, a simulation can be built up as in the 
developed concept. Within simulation studies it should be analyzed how far the factory goals can be reached 
with the plans. The developed tool Intratel can be used in advanced to get a pre-selection of possible 
warehouse and transport systems that can meet the flexibility requirements. Using the tool narrows down the 
warehouse and transport systems at an early stage of the planning. Here, the number of possible systems are 
suggested to the user on the basis of various input parameters as well as the flexible requirements.  

In the next step, the concept shown must be verified in a concrete use case. The concrete application and 
subsequent evaluation should follow the developed concept. For this purpose, the interfaces between the 
simulation model, the tool and the corresponding evaluations must be worked out and implemented. In 
addition, the Intratel tool is to be further expanded to include additional subsystems for logistics planning. 
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Abstract 

From the perspective of manufacturing companies, data handling is gaining more attention as it is becoming 
a strategic resource in digital ecosystems. Market forces such as rising amounts of product variants and 
decreasing batch sizes lead to higher complexity in manufacturing processes. Therefore, production 
PDQDJHPHQW¶V�GHPDQG�IRU�GDWD-based process transparency is growing continuously as well as the number 
of companies turning to process mining to address these challenges. The increased use of process mining 
has uncovered many documented data quality issues that hamper output quality. 

In response to data usage and quality problems, research in the field of Big Data has turned to sophisticated 
data value chains as a promising approach to optimize data usage. This paper presents the application of the 
data value chain concept on a manufacturing use case, delivering an assessment of traceability systems and 
their effect on data quality issues. This assessment reviews commonly known quality issues and investigates 
how traceability systems can influence and facilitate better data quality. The results support manufacturing 
companies in their use of traceability systems to improve the reliability of their process mining input data 
and, hence, their output performance indicators to meet the demand for more data-based process 
transparency. 

Keywords 

Data value chain; traceability system; process mining, data-based process transparency; data quality 

1. Introduction

Industrial companies are challenged by rising complexity in their manufacturing processes. Good examples 
for complexity drivers are the constantly rising demand for more individualised products on the markets as 
well as short product lifecycles and delivery times. In response to competitors, companies create more 
product variants to stay attractive on their markets [2].  

In the context of Industry 4.0, data-based transparency is needed to tackle complexity and support effective 
managers¶ decision-making [4]. To address process complexity, the use of process mining has become more 
popular amongst manufacturing companies. In a Deloitte study in 2020, out of 104 interviewed companies, 
40% have stated to use process mining in production, aiming for process transparency and improvements as 
their top two reasons [6]. Still, the use of process mining is particularly challenging in production. Typically, 
production is characterized by numerous different processes that complicate identifying available data 
sources [8]. Available as well as reliable data are essential requirements for input datasets called ³event logs´ 
to conduct successful process mining analysis. Process mining projects tend to fail due various data quality 
issues such as missing and unreliable input data points that result in insufficient digital traces [9]. In his 
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research, Jahn identifies data acquisition as the key factor for improving availability and reliability of input 
data and for gaining data-based transparency, the basis to optimizing production processes [10].  

Within the vision of smart factories and smart products, automatic identification (autoID) technologies such 
as RFID are being used to generate data and gain transparency [13]. Although most manufacturing 
companies use these so called traceability systems due to legal obligations [14] or to inventory existing 
objects, the potential of data acquisition through autoID technologies is still not fully reached. Research in 
the field of traceability often focuses on tracking or tracing objects themselves, giving insights on how to 
consistently mark objects in production processes, find fitting technologies to track objects or products [14], 
or identify effort versus benefit levels that should be considered when tracking different product categories 
[16]. For successful production management, it has become crucial to focus on the data application 
perspective. A recent research project demonstrated several beneficial use cases originating from the use of 
a traceability system and its generated data [18]. In this context, companies still lack the knowledge to 
generate targeted feedback data of their processes using the traceability system and its ability to locate 
objects [4]. 

Traceability systems generate process data and can function as an important data supplier in production [16]. 
From a theoretical point of view, the combination of traceability as a data generating system and process 
mining as the tool for data analysis offers great potential for data-based process transparency [20]. However, 
researchers have not yet investigated whether and how traceability systems can avoid the occurrence of 
quality issues in input datasets. Based on a manufacturing use case, this paper aims to investigate the ability 
and impact of a traceability system to avoid common quality issues and improve the reliability of process 
mining outputs. 

2. Approach

The paper is divided into two main sections. Section 3 addresses the conceptual development to identify data 
quality issues (QIs) that can potentially be affected by the traceability system in the manufacturing use case 
(section 3.3). This requires two tasks: Firstly, the explanation of the XVH�FDVH¶V�data value creation process 
by introducing the data value chain (DVC) concept and the assignment of the use case to the phases of the 
DVC (section 3.1). Secondly, an overview about what kind of QIs exist and where the QIs occur in the DVC 
(section 3.2). Section 4 presents the analysis of the manufacturing use case. At first, the process mining input 
dataset (event log) and the obtained outputs based on the traceability data is introduced (section 4.1). 
Eventually, VHFWLRQ�����DQDO\VHV�WKH�WUDFHDELOLW\�V\VWHP¶V�LPSDFW�WR�DYRLG�the five most relevant QIs in the 
use case and to ensure reliable process mining outputs. 

Figure 1: Approach of the conducted research 
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3. Conceptual development

3.1 Process of data value creation in the manufacturing use case 

To enable the process of data value creation in companies the data value chain (DVC) concept is used. It 
represents a promising approach to improve the handling of data management. It originates from Big Data 
research and helps decision makers to adopt the data perspective on business processes in order to optimize 
data usage [12]. Generally, a DVC considers strategically important, value-creating activities [13] and 
integrates all data-effecting steps, starting with the generation and acquisition of data and ending with the 
possibility of decision-making based on data outputs [14,15]. Research shows that the representation of 
DVCs in literature differ in regard to the number of phases in the chain and the individually intended 
functions of each phase depending on the area of application [12,13,14,15,16]. 

To assess the impact of the traceability system on process mining in the manufacturing use case, the DVC is 
used to structure all relevant elements according to their role and function in the process of data value 
creation. These elements including the ³FRQILJXUHG� traceability system´, the ³DYDLODEOH� traceability data´, 
the ³complete use case dataset´ including traceability and more sensor data, the ³WUDQVIRUPDWLRQ�WR�event 
log´ (filtered input dataset)��³the process mining analysis´ and ILQDOO\�³the SURFHVV�PLQLQJ�RXWSXW´. Figure 1 
illustrates the application of the DVC concept on the manufacturing use case analysed in this paper. It 
suggests six phases that can be derived from the analysed sources considering the identified reoccurring 
patterns and functions explained in the grey boxes of each phase.  

Figure 2: Data value creation process based in the manufacturing use case 

3.2 Literature review of typical data quality issues 

The high quality of data is the key to interpretable and trustworthy data analytics and the basis for meaningful 
outputs. The process mining manifesto confirms this interdependency and stresses the need for high-quality 
event logs (representing the input data) in the context of process mining [3]. 7\SLFDOO\��D�FRPSDQ\¶V�GHFLVLRQ�
to use an analytics tool such as process mining is made without paying attention to the possibly poor quality 
of the available event log which results in poor quality outputs ± a dynamic often characterized by the term 
³JDUbage in ± JDUEDJH�RXW´�[5].  

The poor quality of event logs is a known problem amongst companies. A study by Suriadi et al. identifies 
several imperfection patterns from their experience with over 20 Australian industry datasets which confirm 
the severity of data QI in process data and their potential impact on process mining analysis [1]. Another 
study by the Meta Group revealed that 41% of the data exploration projects fail, mainly due to insufficient 
data quality, leading to misinformed decisions [7]. 

Data Generation Data Acquisition Data Curation Data Preprocessing Data Analysis Data Exploitation
Phase 1 Phase 2 Phase 3 Phase 4 Phase 5 Phase 6

� Selection of sources 
that generate data

� Organizations can 
consider various data 
sources internally and 
externally

� Process of recording 
and obtaining data

� Use of an inventory to 
collect data from data 
source(s)

� Provide meta-
information to 
differentiate data 
points

� Collect, organize and 
preserve 
heterogeneous data in 
a central data 
warehouse

� Validate collected 
data including 
requirements such as 
meta-information and 
quality standards

� Ensure data 
protection

� Selection of adequate 
data analysis 
algorithms

� Computing power 
needs to scalable and 
considered depending 
on data amount and 
complexity 

� Extract useful output 
information

� Presentation and
visualization of 
results

� Information base for 
decision-making

� Extract the required 
data attributes/values 
and meta-information 
from the data 
warehouse

� Data preparation to 
meet the needs for 
analysis: validation, 
cleaning, reduction, 
format adjustment, 
aggregation, 
integration etc.

Available
Traceability Data

Configured 
Traceability System

Complete
Use Case Dataset

Process Mining 
Analysis

Transformation 
to Event Log

Process Mining 
Output

13



The goal of the conducted literature review is to identify typical QIs that can possibly be affected by the 
traceability system. The following criteria were applied in the literature search:  

� A: Which literature source provide a collection of data QI?
� B: Do these QIs refer specifically to process mining?
� C: Do these QIs refer generally to data analysis?
� D: Are QIs structured in categories/dimensions based on commonalities?
� E: Are QIs structured by their location of origin?

Criteria A of Table 1 shows that there are several literature sources that provide collections of QIs. In 
literature sources related to process mining (criteria B) and general data analysis (criteria C), the amount of 
identified QIs is so large that a useful structure is required in order to tackle them systematically. Most 
studies (criteria D) provide a structure of QIs based on categories or dimensions. The general benefit of this 
structure is the fact that related QIs are gathered into the same group. However, this structure implicates a 
major disadvantage, as it hampers the search for the origin of the QIs. In contrast, the literature sources based 
on criteria E organize data QIs along the phases of the DVC as introduced in Figure 2. This approach has 
two main advantages, firstly it allows the identification of the QIs root cause by locating their places of 
origin [26], secondly, the structured QIs along the phases of the DVC can be used to connect the use case 
and its traceability system as it is linked to the DVC as well. It represents the basis to assess the traceability 
V\VWHP¶V�Fapability to avoid the occurrence of QIs. 

Due to the large number of identified QIs, Singh et al. provide a study that summarizes a broad collection of 
data QIs acquired from extensive research in that field [26]. Based on the collected QIs, they suggest four 
groups of root causes for QIs that can be assigned to their places of origin in the phases of the DVC. The 
identified groups are the following [26]: 

� Group 1: QI based on data sources ± A leading cause for data QI is to obtain the wrong or poor data.
On the one hand, every individual data source needs to be configured thoroughly to provide the data
needed. On the other hand, various different data sources are likely to be inconsistent and cause
difficulties in subsequent phases of the DVC.

� Group 2: QI based on data profiling ± Once data sources are selected, the data profiling of every source
system (e.g. traceability system, ERP, CRM, Web, etc.) needs to be examined to avoid negative impacts
on data quality. The profiling is a fundamental step in which every individual source system as well as
the gathered data of all source systems in a central data warehouse ensure data integrity and consistency
for later analysis.

� Group 3: QI based on data staging and ETL (extraction, transformation, loading) ± In this phase QI
occur firstly in the central data warehouse when the data and metadata from all source systems is audited
and validated and, secondly, in the pre-processing phase when a dataset is extracted, transformed and
loaded for the following data analysis.

� Group 4: QI based on data modeling ± If no major QI is detected up to this point and the available
dataset demonstrates high quality, the data modeling itself can cause QI for two main reasons. The first

Table 1: Literature Review 

Sou-
rce [1] [3] [5] [7] [11] [12] [15] [17] [19] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] � 

A Ɣ Ɣ Ɣ Ɣ Ɣ Ɣ Ɣ Ɣ Ɣ Ɣ 10 

B Ɣ Ɣ Ɣ Ɣ Ɣ Ɣ 6 

14C Ɣ Ɣ Ɣ Ɣ Ɣ Ɣ Ɣ Ɣ Ɣ Ɣ Ɣ Ɣ Ɣ Ɣ 14

D Ɣ Ɣ Ɣ Ɣ Ɣ Ɣ Ɣ Ɣ Ɣ Ɣ Ɣ Ɣ Ɣ Ɣ Ɣ Ɣ 16

E Ɣ Ɣ Ɣ Ɣ 4
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occurs when the dataset is not successfully transformed to fulfil the input specifications for the intended 
data analysis. The second can occur when the selection of the data analytics application is inadequate and 
obtains no or useless results.  

3.3 Assignment of quality issues to the traceability system 

The following step intends to determine which of the four identified groups of QI can be affected by the 
traceability system. Therefore, the groups of QIs mentioned above need to be linked to the DVC in the use 
case. Through the assignment of the identified groups of QIs and the manufacturing use case (see section 
3.1) to the phases of the DVC, it is possible to link them as illustrated in Figure 2. This approach allows to 
break down the large amount of QI and assess a potentially positive impact of traceability systems on data 
quality and thus improve the process mining output. 

Figure 3: Link of QI groups to traceability system via DVC 

Figure 3 demonstrates the result of connecting the groups of QIs as well as the elements of data value creation 
process in the use case to the DVC phases. As the research in this paper investigates WKH�WUDFHDELOLW\�V\VWHP¶V�
impact on QIs, group ��³QI based on data staging & ETL´ and group 4 ³QI based on data PRGHOOLQJ´ are 
not further considered in the analysis (shown black and white in Figure 3). There is a large number of 
identified single QI based on data sources (group 1) and data profiling (group 2) [26]. For handling purposes, 
the five most relevant QI (QI 1 ± QI 5) for this use case are selected to explain the positive impact of the 
traceability system in connection to the conducted process mining analysis in section 4.2. 

4. Analysis of the manufacturing use case

4.1 Introduction of the event log and the process mining outputs 

The dataset in the use case was generated in the transfer project called ³$UH3URQ´�(www.arepron.com). It 
represents a discrete production network involving parallel machine resources and consists of traceability 
data as well as sensor-based machine data (pressure consumption, electrical power consumption etc.). To 
LQYHVWLJDWH�WKH�WUDFHDELOLW\�V\VWHP¶V�DELOLW\�WR�SUHYHQW� WKH�HPHUJHQFH�RI�4Is and to contribute to reliable 
process mining results, the machine sensor data is filtered and the traceability data providing process 
information remains to be used as input data for the process mining analysis.  

The application of process mining requirHV�D�GDWDVHW�DV�LQSXW�GDWD�WKDW�FRQWDLQV�DW�OHDVW�D�³FDVH�,'´��SURFHVV�
WUDFH��LQFOXGLQJ�³HYHQWV´��SURFHVV�DFWLYLWLHV��DQG�D�³WLPH�VWDPS´�IRU�HDFK�HYHQW��(YHU\�FDVH�PXVW�EH�SURYLGHG�
in a separate line [1]. The extracted traceability data from the dataset in this use case is shown in Table 2. 
(YHU\�LQGLYLGXDO�³FRPSRQHQW�1R�´�IXQFWLRQV�DV�FDVH�,'��ZKLOH�WKH�³PDFKLQH�QDPH´�DQG�³SURFHVV´�DV�HYHQW��
DQG�³VWDUW�VFDQ´�DQG�³HQG�VFDQ´�DV�WLPH�VWDPS��7KH�HYHQW�ORJ�LV�FUHDWHG�LQ�SUH-processing (phase 4 of DVC), 
which mainly consists of format adjustments of the original dataset, so that any event (machining process) 
is given in a separate line. 
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Table 2: Use case event log with traceability data 

Component No. Machine name Process Start Scan End Scan >«@ 
1042 Kasto Sawing 08.03.2020 09:30 08.03.2020 09:38 
1042 OP10 Turning 08.03.2020 10:15 08.03.2020 10:42 
1042 OP20 Milling 08.03.2020 11:03 08.03.2020 11:23 
1042 >«@ 
1043 Kasto Sawing 08.03.2020 09:40 08.03.2020 09:52 
1043 HaasST10 Turning 08.03.2020 10:31 08.03.2020 10:58 
1043 HaasMM2 Milling 08.03.2020 11:23 08.03.2020 11:48 
1043 >«@ 
1044 Kasto Sawing 08.03.2020 11:00 08.03.2020 11:14 
1044 OP10 Turning 08.03.2020 11:27 08.03.2020 11:56 
1044 OP20 Milling 08.03.2020 12:29 08.03.2020 12:50 
1044 >«@ 
*Filtered data points (pressure consumption, electrial power consumption etc.) irrelevant for
process analysis

**Following manufacturing steps in the same structure 

The following represents a selection of exemplary process mining outputs shown in Figure 4 that are 
obtained from the traceability data:  

Figure 4: Exemplary process mining outputs 
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a) The standard process mining outputs process discovery and process conformance check are obtained.
The conformance check in Figure 4 shows the amount of products that have taken the target process
in green and those that deviated from their target process in red.

b) The available time stamp (either start or end time stamp) enable various output options regarding
process lead time analyses, such as average lead time of all products, average lead time per production
path, etc. The exemplary output distribution analysis of individual product lead times is shown in a
boxplot in Figure 4. Each red point represents one product; the bigger the point, the more products
were product in this lead time.

c) The availability of two time stamps (start and end time of each production step) allows for the analyses
RI�WKH�SURGXFWV¶�ZDLWLQJ�WLPHV�EHIRUH�DQG�DIWHU�every production step. Those indicators can hint at
problems within production and can, for example, identify bottlenecks in the production network.

4.2 Impact analysis of the traceability system 

To assess WKH�WUDFHDELOLW\�V\VWHP¶V�capability to avoid QIs and to ensure reliable process mining outputs, the 
impact analysis is conducted individually for every QI. At first, the analysis names the individual QI and 
RXWOLQHV� LWV� UHOHYDQFH�� WKHQ� LW� H[SODLQV� WKH� WUDFHDELOLW\� V\VWHP¶V� LPSDFW� on the QI and eventually on the 
process mining output (shown in Figure 4):  

� QI 1: Inadequate selection of data sources do not provide needed input data
Relevance of QI 1: The goal in the project is to analyse the performance of the production network and
to receive transparency about WKH�SURGXFWV¶�SDWK�ZLWKLQ�WKH�SURGXFWLRQ�QHWZRUN��WKHLU�OHDG�WLPH�WKURXJK
the production process, wasteful waiting times etc. To receive the right process mining outputs, the
selection of data sources is the most crucial success factor contributing to the project goal by improving
the availability and reliability of input data and thus by gaining data-based transparency [10]. In case the
planning and selection of needed source systems and their data points is neglected or has not been
conducted at all, this QI is likely to result in missing analysis outputs. The effort to handle this QI is high,
as the implemented hardware (source system, sensors etc.) needs to be changed and re-implemented.
Impact of traceability system on QI 1: *HQHUDOO\��D�WUDFHDELOLW\�V\VWHP¶V�configuration determines the
process data being captured, and what process mining outputs can be obtained. In this use case, the
traceability system functions as the only source system to generate the process data shown in Table 2 and
is responsible to ensure the performance evaluation by enabling the creation of the intended outputs. The
traceability data required and generated are the ³component ID´ to capture the product, the ³machine ID´
to identify the taken paths through the production network, one ³time stamp before the start´ and another
³time stamp after the end of a production process´ (see Table 2).
Impact of traceability system on process mining: The ³component ID´ functions as the case ID of the
event log and represents the products trace through the production network. The ³machine ID´ functions
as the event and determines the actual production stations passed by the product. The ³time stamps´ of
component ID and machine ID captured in the production network help to order the different steps
through production. As case ID, event and time stamp are the minimum requirement to create an event
log, the exemplary process mining outputs such as process discovery, conformance check, lead times
analysis or waiting time analysis shown in Figure 4 would not have been obtained without the traceability
system.

� QI 2: Missing data values in data source system
Relevance of QI 2: Depending on the implemented source system in each production case, the likeliness
of missing some relevant data points in operational practice is high and therefore an important QI to be
considered.
Impact of traceability system on QI 2: Incomplete data generation with missing values is more likely
to appear in a manually working traceability system than in a highly automated one. The ability to avoid
missing data depends highly on the automation level of the traceability system and the opHUDWRU¶V
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reliability in the case of a high manual level. In this use case a manual traceability system with hand 
scanners is implemented. An important measure for the successful and complete data acquisition is to 
instruct all users of the traceability system on its correct handling. Relying on the manual handling of the 
traceability system and a planned acquisition of 3.288 data points in 274 cases (sum of manufactured 
SURGXFWV���RQO\���GDWD�SRLQWV�ZHUH�PLVVLQJ��7KDW¶V�DQ�HUURU�UDWLR�RI�DERXW�������� 
Impact of traceability system on process mining: Considering the error ratio of 0.21% in the event log, 
the process mining analysis and output is practically not affected by the few missing values. 

� QI 3: Misspelled data in data source system
Relevance of QI 3: Misspelled data points can occur especially when implemented source systems
require manual system inputs by operators. Large amounts of misspelled data in a dataset may cause
major efforts in the pre-processing phase when detected, otherwise subsequent data analysis become
obsolete.
Impact of traceability system on QI 3: Traceability systems offer technological possibilities such as
optical labels (e.g. data matrix code) or RFID tags that save identification numbers and transfer those
when captured via optical scanner or RFID receiver to a source system. In this use case, a data matrix
code is used to provide the component ID and the machine ID so that misspelled data cannot occur during
data acquisition.
Impact of traceability system on process mining: Using the technological options to save relevant data
in optical codes or RFID tags, no manual inputs into the traceability software are required. As result,
there is no misspelled data available in the event log.

� QI 4: Insufficient data profiling of data sources such as lack of data validation routines at source system
Relevance of QI 4: As Figure 3 demonstrates, the first opportunity to perform data profiling is possible
at phase 2 (data acquisition) at the source system, such as the traceability system in this use case. The
second opportunity is at phase 3 where a combined dataset is formed out of several possible source
systems in a data warehouse. Validation routines represent data capturing rules that support the
acquisition of the right data as needed. When applied in phase 2 and 3, the risk of crating QI is
counteracted.
Impact of traceability system on QI 4: In the use case, the traceability system is used for data profiling
to ensure the high quality of the generated data. Therefore, data validation routines are embedded in the
traceability system. This is even more important when the traceability system is operated manually and
errors in the data generation phase are more likely to happen. For instance, the system captures only data
points if the specified scan sequence is followed. For the traceability system to capture every individual
production step of a product as valid data point, the machine ID must be scanned firstly, the component
ID secondly. Additionally, both scans need to be performed within 10 seconds. This way the accidental
capture of data can be avoided.
Impact of traceability system on process mining: The used validation routines add significantly to the
generation of a high quality event log. Component IDs or machine IDs are not obtained as individual data
points so that the case ID and the corresponding event are always saved together. This way, outputs such
as discovery, conformance check, lead times etc. are not distorted.

� QI 5: Hand coded data profiling is likely to be incomplete or results in an inappropriate selection of
automated profiling rules
Relevance of QI 5: QI 4 and QI 5 are related. QI 4 represents the conceptual level of what validation
rules are useful to preserve the same data quality. QI 5 refers to the technical implementation of the
validation routines via coding. Potentially, the selected validation routines embedded as rules in the
system can declare correct data points as invalid and do not capture them.
Impact of traceability system on QI 5: To ensure the coded rules in the traceability system contribute
positively towards data quality and data completeness, tests with possible errors have been conducted to
analyse if the implemented rules in the system function as expected and do not cause new QI. Moreover,
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the traceability system is designed to support operators by giving feedback if the intended scanning 
process is performed correctly and valid data is generated successfully. This gives system users the 
chance to verify if the system captures the correct data.  
Impact of traceability system on process mining: The result of embedding coded rules for the 
automated validation of generated data in the traceability system is a reliable event log providing useful 
outputs as shown in Figure 4.  

The analysis of the manufacturing use case demonstrates the high impact of traceability systems enabling 
the process mining analysis by generating the required process data. It outlines that the traceability system 
has the capability to improve the data handling by avoiding or at least minimizing the risk of QIs to occur 
and hence ensuring the reliability of the obtained outputs. 

Summary and Outlook 

This paper investigates the impact of traceability systems on data quality issues (QIs) and process mining 
results, based on a manufacturing use case in a production network. First, the connection between traceability 
and process mining is explained through the data value chain (DVC) concept in six phases. A thorough 
literature review results in the identification of four groups of QIs that are distinguishable by the location in 
which they occur along the DVC. Considering the application of the DVC phases on the use case, there are 
two (out of four) groups of QIs, ³4,V�EDVHG�RQ�GDWD�VRXUFHV´�DQG�³4,V�EDVHG�RQ�GDWD�SURILOLQJ´�WKDW�FDQ�EH�
assigned to the traceability system and hence be positively affected by it. The investigation of five concrete 
QIs out of the two groups confirms that traceability systems can avoid QIs and improve the number and 
reliability of process mining outputs.  

Traceability systems have a great potential to provide process data that enable transparency through process 
mining analysis in production. Due to growing complexity and more frequent use of process mining in 
production, traceability systems are not only relevant for commonly known purposes such as recall 
FDPSDLJQV��EXW�DOVR�WDNH�RQ�DQ�LPSRUWDQW�UROH�LQ�WRGD\¶V�GDWD-based production management. As a supplier 
of valuable process data, they have the capability to enable transparency through process mining in 
production, firstly by providing the selected data points needed and secondly by its ability to prevent the 
occurrence of QIs.  

Future research in the field of traceability needs to develop a scientific approach that allow companies the 
target use of traceability systems as a data supplier in production. This approach needs to address the question 
of how to configure a traceability system in order to maximises the number of process mining outputs and 
hence, the gained data-EDVHG�WUDQVSDUHQF\��$W�WKH�VDPH�WLPH��WKH�WUDFHDELOLW\�V\VWHP¶V�DELOLW\�WR�DYRLG�WKH�
potential occurrence of QIs needs to be considered in this approach, so that it contributes to reliable and high 
quality results of process mining analyses. 
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Abstract 

The sustainability of industrial processes and products is a core issue of our time. There are several 
approaches to move from a linear, inherently wasteful economic principle to a circular economy focused on 
conserving products, resources, and energy. However, selecting which of the circular economy strategies 
ranging from reuse, repurpose, and remanufacture to recycling is crucial to ensure the economic viability of 
the product. This contribution proposes an iterative, component-based circular economy strategy selection 
method that supports product and production planners in choosing the appropriate circular economy strategy. 
For this approach, the suitability of each component for circular economy strategies is assessed based on 
identified key properties. In case of no fitting strategy, further component decomposition is devised, and the 
process is repeated. To further support the design of circular economy strategies, a modular process build 
set is suggested, enabling the swift composition of the processing sequence. The approach is then applied to 
the example of an electric motor of a battery electric vehicle. The presented approach allows a quick first 
assessment of the viability of different circular economy strategies and helps product and production 
engineers develop product-specific circular economy strategies. 

Keywords 

Circular Economy; Strategy Selection; Sustainable Production; Electromobility; Product-Process Co-
Design;  

1. Introduction

Due to rising environmental concerns, the issue of sustainability and the preservation of resources is 
increasingly seen as a fundamental challenge of industrial production. The classical, so-called linear 
economy model inherently consumes finite resources and creates non-usable waste. The circular economy 
(CE) approach conserves the value of products that are no longer in use by restoring their functionality, using 
them for different purposes, or transforming them into new products. The available circular economy 
strategies have been described extensively, most comprehensively by the 9R model [1]. Each strategy 
preserves different aspects of a product, so that the question of which strategy to choose arises. The 
consensus is to prefer the closest loop possible, thereby retaining as much value inherent in a product and 
performing the least work [2]. However, deciding what exactly denotes what is possible is difficult, 
especially since many factors have to be considered, including economic feasibility. This issue is especially 
prominent when creating the structures to enable a circular economy for an existing or new product. In this 
case, several different options have to be weighed to find the best solution. This problem is complicated by 
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the complexity of many modern products, especially if individual components are best suited for different 
CE strategies. While it is technically possible to calculate business cases for each combination of CE 
strategies, this quickly becomes prohibitively laborious. This paper thus proposes a methodology to 
determine fitting CE strategies based on an assessment of the properties of the examined product. It further 
offers an approach to define the necessary industrial processes to facilitate the chosen CE strategies. This 
overall approach is applied in an exemplary case of an electric car drive, showcasing its potential.  

This paper is structured as follows: first, section 2 examines the fundamentals of circular economy and 
summarizes the current state of research regarding the issue described above. Next, section 3 introduces the 
methodology for selecting fitting CE strategies and creating matching processes. This approach is then 
applied exemplarily on an electric drive. Subsequently, section 5 discusses the potential applications and 
limitations of this approach. Finally, section 6 offers a summary and outlook. 

2. Fundamentals of Circular Economy

The extraction and processing of natural raw materials are the cornerstones of today's industrial production. 
The decreasing cost and increasing efficiency in their extraction and processing have been a basis for the 
growth of the world economy and the improvement in global living standards for years [3]��7KXV��WRGD\¶V�
PDQXIDFWXULQJ� LQGXVWU\� PDLQO\� UHOLHV� RQ� D� OLQHDU� HFRQRP\� PRGHO� FKDUDFWHUL]HG� E\� D� ³WDNH-make-use-
GLVSRVH´�PLQGVHW [2]. To preserve the biodiversity and habitable characteristics of the planet, there are good 
industrial and societal reasons to increase the use of secondary resources in manufacturing, i.e., through the 
recovery of materials and resources from end-of-life products [3]. According to a study from the Circular 
Economy Initiative Germany, a complete transition to a circular economy can reduce consumption of natural 
resources by 50 % until 2050 compared to 2018 [4]. A circular economy is thereby defined as an industrial 
system, which is restorative and regenerative by design [2], and by means of which products, components, 
and materials are kept at their highest utility and value along the entire life cycle [5]. In literature, many 
frameworks already capture the circular economy, of which the 9R model is the most comprehensive [1]. 
These 9R describe different CE strategies, which include: (1) refuse, i.e., preventing the use of raw materials 
in the first place, through (2) reduce and (3) reuse, product recovery options like (4) repair, (5) refurbish 
and (6) remanufacture, to (7) repurpose, and lastly (8) recycle and (9) energy recovery [1]. With every 
increasing step of the 9R model, the level of circularity, i.e., the volume of raw material extraction and 
negative environmental impact decrease. A high level of circularity improves economic, social, and 
ecological value creation. However, feasibility and different characteristics, e.g., product composition, 
market and competitor situation, or legal and governmental restrictions, need to be considered [2,1]. 

This paper is based on the 9R model. However, some alterations are made to accommodate the application 
in the design of circular value streams. Thus, the options refuse and reduce focussed on product design and 
resource procurement are foregone. The options repair, refurbish and remanufacture are considered jointly 
under the term remanufacture, as they are mostly distinguished by the degree of alteration necessary to 
restore functionality. Energy recovery is considered a non-desirable outcome of the strategy selection but 
may be necessary in some instances. Accordingly, the CE-strategies considered here are: reuse, the use of a 
functional product in a similar application without significant alterations, repurpose, the use of a largely 
functional product in a different application, remanufacture, the restoration of a non-functional product while 
preserving existing functionality, and recycle, the destructive utilization of materials in a product for new 
products. [6]  

While a CE strategy describes the general idea and recovered aspects of a product, the particular CE process 
sequence still needs to be developed afterward. Unfortunately, there are no universally applicable process 
chains for CE strategies. On the contrary, many remanufacturing processes, for example, are designed 
differently and depend on the material, product layout, and different product or market-related criteria [7]. 
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Typical processes for remanufacturing are described by [8], while [9] describe recycling processes. 
However, while these process chains are different, they still consist of common elementary processes. 
According to [10], those are the collection and sorting of the waste, the inspection of the individual parts, 
and finally, the disassembly.  

3. CE Strategy Evaluation, Selection, and Process Development

As described above, selecting an appropriate CE strategy for a given product is crucial for achieving 
sustainability and economic viability. Thus, other methods for strategy evaluation and selection are 
necessary. There are several comprehensive but complex methods to determine suitable CE strategies. [11] 
propose a comprehensive multi-criteria decision tool to select suitable CE strategies. [12] assign CE 
strategies to product instances using Bayesian updating and fuzzy set theory at their EOL. [13] use an 
analytical hierarchy process and case-based reasoning to determine CE strategies based on similarity and 
consider both a product and a component level. Several other approaches exist, that examine the feasibility 
of remanufacturing products [14,15]. [16] present a tool for evaluation of product recycling using the concept 
of information entropy. Other approaches implement the preference for smaller circles by using a cascade 
model that prioritizes closer cycles wherever possible [17]. In terms of process development, most 
contributions are focused on describing relevant processes. [5] highlight the most important system level 
problems, methods and tools for re- and demanufacturing within the CE context. [18] discuss typical 
remanufacturing process steps in detail and provide a process sequencing model for cost minimization. [19] 
determine an optimal remanufacturing process sequences depending on product conditions. While several 
approaches exist in literature, most are focused on the most comprehensive evaluation. Furthermore, most 
approaches only consider the selection on the product level, instead of considering different options for each 
component. Finally, typically, the selection of strategies and their detailing is not considered jointly. 

4. Methodology for CE Strategy Selection and Process Development

The selection and development of suitable CE strategies and processes require a comprehensive assessment 
of the examined product and its components. Furthermore, different options for the CE processes should be 
considered and assessed before a fitting solution is finalized. Thus, this paper proposes a three-stage 
approach, based on the selection of relevant CE strategies from the 9R model described in section 2. The 
approach is shown in Figure 1. The overall process presented here was developed considering the following 
principles: 1) Use as little information as possible in every step to limit the necessary effort, 2) Generalize 
concepts where possible to aid applicability in different contexts, and 3) Detail as late as possible.  

Figure 1: Proposed Three-Stage Process for CE Strategy Selection, Process Development, and Implementation 

In the first stage, the fundamental properties of the examined product and its components are assessed. Then, 
based on this assessment, the suitability of CE strategies for the components is evaluated and a fitting CE 
strategy complex comprising CE strategies for all components is established. Subsequently, the selected 
strategies are detailed using a building set of CE processes in stage two. Finally, process variants and 
automation potentials are considered in stage three, and necessary information exchange technologies are 
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laid out. After this process, a comprehensive concept for designing a circular value chain for a specific 
product exists. The required steps are specified in the subsequent sections. 

4.1 CE Strategy Selection 

The first step of the process is the selection of fitting CE strategies for products and components. To assess 
whether a CE strategy is suitable for a product or component, first, the relevant characteristics of each CE 
strategy have to be considered. These can then be matched with product characteristics to obtain a suitability 
score for each product-strategy combination. For the assessment products and components are considered in 
their average end-of-life (EOL) state. To determine the criteria that describe the suitability of a strategy, first, 
a qualitative literature study of CE strategy characteristics was performed. With these first results, expert 
interviews were conducted to weigh the relevance of different criteria using pairwise analysis. The experts 
were selected from both academia and industry and covered product, production, and circular economy 
knowledge. Table 1 shows the selected criteria and their respective weights for each CE strategy. In addition 
to four considered CE strategies, the disassembly of the product or component is also evaluated as an option. 

Table 1: CE Strategy Selection Criteria and Respective Weights for each CE Strategy based on Pairwise Comparison 
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EOL Condition Overall condition of the component at EOL (wear, 
damage, defects) 0.45 0.38 0.32 0.15 

Technical Relevance Component still usable in its design form, corresponds 
to the state of the art 0.30 0.14 0.15 

Volume Demand, quantity of products 0.08 0.09 0.08 

Residual Value Age, material value of the unit 0.08 0.08 0.09 

Applicability Usability in other applications 0.38 

Conversion Effort Cost and effort for use in other applications 0.08 

Remanufacturing Effort Cost and effort for reconditioning the parts to new 
condition 0.27 

Raw Material Value Value of the included materials/raw materials 0.45 

Disassembly Effort Cost and effort of recovering the raw materials/materials 0.23 0.15 

Recycling Rate Recyclable portion / total part 0.15 

Modularity Possibility of disassembly into functional subunits 0.45 

Cycle Preference Preference for CE strategy 4 3 2 0 1 

To perform the selection process each of the criteria need to be evaluated for an examined product, for 
example using a 0 to 4 scale. Then the overall score �୮ǡୱ for each product  and strategy ݏ is expressed as

ǡ௦ݒ ൌ σ ܿǡݓ௦ǡא  ͲǤͳܿ௦  (1) 

Where �୮ǡ୧ is the product specific criteria score, �ୱǡ୧ the strategy specific criteria weight and ��ୱ is the cycle
preference of the strategy. The cycle preference is added to create a preference for smaller cycles as described 
by [2]. Subsequently, the highest-scoring strategy is selected. If disassembly is selected, the most natural 
decomposition of the product into components has to be determined. For each of those components, the 
process is then repeated. If multiple best scoring strategies are within a close range, each option should be 
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considered in more detail. The result of the evaluation model is summarized in a strategy complex, as shown 
in Figure 2. The model provides a general estimate of the practical utility of all considered CE strategies. 
The process complex resulting from the evaluation model indicates which CE strategies are targeted for the 
respective component and its sub-components.  

Figure 2: Iterative Selection of Strategies and Resulting Strategy Complex 

4.2 CE Process Development 

After establishing a CE strategy complex for a given product, a process sequence is developed. As noted in 
section 2, CE strategies consist of several processes depending on the examined product. It is noticeable that 
the CE strategies share similar processes and differ mainly in the arrangement, number, or combination of 
those. Thus, this contribution proposes a modular process build set, containing multiple elementary 
processes, that enables the swift composition of process sequences. As indicated in section 2, different CE 
strategies share several elementary processes which can be utilized in the process build set. The considered 
elementary processes and their relevance for the different CE strategies are shown in Figure 3. The 
elementary processes are collection, disassembly, sorting, and inspection, as proposed by [10]. Additionally, 
cleaning, repairing, material separation, and assembly are included. These elementary processes where 
identified through a qualitative commonality analysis in CE process descriptions in scientific literature. Even 
though some other processes exist, the presented elementary processes represent the core of the typical CE 
strategies. The CE strategy recovery is included in the build set, as it may be necessary for some defective 
product instances. 

Figure 3: Elementary Processes and their Application in Different CE Strategies 

A process skeleton is devised using the strategy complex developed in 4.1 and the relevant elementary 
processes for each strategy. The resulting process sequence is modelled using the event-driven process chain 
(EPC). As the previously selected CE strategies only specify the process for an assumed general product 
instance, an inspection, sorting, and deviation handling needs to be implemented before every CE process. 
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The deviation handling allows for the recovery of specific product instances not corresponding with CE 
strategy requirements. 

4.3 Technological Implementation 

Next, the elementary processes need to be specified for use with the particular product or component for the 
technological implementation. For each elementary process, criteria to help define the suitable process 
implementation variant were identified. The implementation variants were determined by analysing CE 
process descriptions and identifying commonly described variants. Based on the recognised variants, 
influencing criteria on the selection of process variants were determined. Depending on those criteria, a 
suitable process variant can be selected. As this criteria and variants are significantly more complex 
compared to the decisions made in 4.1, no deterministic selection scheme is proposed. Instead, the specific 
criteria serve as the basis for a more comprehensive decision process regarding the variants, utilizing expert 
knowledge. The relevant criteria for each elementary process and important process variants are shown in 
Figure 4.  

Figure 4: Elementary Processes, Relevant Selection Criteria, and Important Implementation Variants, 

Furthermore, each process can be automated to varying degrees, similar to different degrees of automation 
in linear production. To determine the fitting degree of automation, the variability or the condition of the 
processed products and components also need to be considered. Historically, the processes of disassembly, 
inspection, and repair have been challenging to automate, as they are highly dependent on product condition. 
However, more recently, traceability technologies have emerged that aid product and component 
identification and facilitate automating inspection by using condition monitoring [20]. To enable this 
automation in CE processes, implementing a specific traceability system may be beneficial [21]. Also, 
significant improvements have been made in terms of adaptive robot-based disassembly and repair systems. 

With the conclusion of the technological implementation, the first draft of CE processes for an existing or 
currently developed product is derived. An example of such a process draft is shown in Figure 6. This draft 
may be used to gauge the viability of CE strategies for a particular product and can serve as a basis for more 
detailed planning of the overall CE strategy and the necessary processes. 

5. Validation

Battery electric vehicles (BEV) have seen rapid growth in the last decade. %(9¶V are intended to replace 
cars with internal combustion engines, reducing personal mobility's environmental impact. As batteries and 
many electric drives rely on specific, naturally limited resources, designing fitting CE strategies is vital for 
sustainability. For this paper, the CE strategies for a permanent magnet synchronous motor (PMSM) are 
selected and detailed. In this case, it is assumed that the majority of the PMSM is still functional at the EOL 
of the vehicle. The design of PMSM for automotive appliances follows a typical structure consisting of a 
casing, an external stator, and an internal rotor. The casing is typically manufactured as one-piece casting 
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and is sealed by an endplate. The stator contains copper coil windings with different configurations 
depending on the winding method. The rotor consists of a solid rotor shaft on which the stacked plates are 
joined and which is mounted in the housing with bearings. The permanent magnets are attached to the stacked 
plates by pressing or gluing. [22]  

The three-step model introduced in section 3 is applied to the PMSM and its components and sub-
components. The scoring of the evaluation criteria is established, and the result of each iteration is 
summarized. The scoring of the individual evaluation criteria was based on information from expert 
interviews. In the 1st Iteration, the full EOL PMSM was examined. PMSM in their EOL state are still 
functional. However, various minor damages can occur to the motor. Due to the contained valuable raw 
materials such as copper, the raw material value and the recycling rate of the motor are high. Moreover, the 
overall residual value is high due to the overall good condition and the extensive value-adding processes in 
the manufacturing process. Although further development of electric drives is expected, technical relevance 
compared to then low-budget PMSM is conceivable. Due to the design, dismantling to the next smaller sub-
components is relatively easy. The result of the first iteration was thus further disassembly. For the 2nd 
Iteration, the sub-components casing, stator, and rotor are considered. The casing is made up of 
predominantly homogeneous materials. Here the residual value of the materials and the good EOL state are 
dominant. At the end of the evaluation, the casing is eligible for remanufacturing or recycling. The rotor has 
high residual and material value due to the contained copper, which is easily recyclable. Thus, recycling is 
selected. The rotor of a PMSM consists of a solid steel rotor shaft that carries the laminated cores with the 
permanent magnets. The condition and residual value of the rotor can be rated as good. At the same time, 
the material value of the installed components varies greatly. However, the sub-components can easily be 
further dismantled. Therefore, the result of the evaluation initiates another iteration. The 3rd Iteration is 
conducted for the sub-components of the rotor. These are identified as permanent magnets and rotor shafts 
with laminated cores. The overall result of the strategy selection is shown in Figure 5. 

Figure 5: Resulting Strategy Complex for PMSM 

The next step was the definition of a more detailed process chain. For this purpose, first the disassembly, 
inspection, and sorting sequence was connected with each of the strategies. Then each strategy was detailed 
using the process build set introduced in 4.2. In case the previous step selected multiple potential strategies, 
the strategy with the highest circle preference was used in the process development. Figure 6 shows the 
resulting process chain. 

To arrive at a detailed process draft, each process step depicted in Figure 6 was further detailed using the 
methodology discussed in section 4.3. This included the selection of process variants based on product 
properties. Furthermore, fitting automation levels were selected. To enable a cost-efficient circular economy, 
a high level of automation is desirable. To facilitate a high degree of automation, a traceability system was 
planned that allows automated inspection and sorting by offering information on the likely condition of rotor 
and casing based on usage sensors and identification of product variants. The resulting process chain can be 
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used to plan a circular production system for PMSM. It shows how a first draft of this system can be created 
with relatively little effort. This draft helps to evaluate whether existing process chains should be 
reconsidered and guides more detailed considerations of the different available options. 

Figure 6: Determined Process Chain for PMSM, Colours Indicate Different Strains of the Process Chain 

6. Discussion

Although the approach presented in this paper aims at a comprehensive decision support method for circular 
economy strategy selection, its utilization and advantageousness are subject to some restrictions. First, the 
application is most suitable for the system design phase of a circular economy. It assumes many degrees of 
freedom, i.e., regarding the product design, market and competitor situation, or design of business models 
and closed-loop supply chains. Moreover, a sufficient return of EOL products in terms of volume and quality 
is assumed to be profitable. Second, the proposed model only partially considers the organization's specifics 
regarding its overall business model, capabilities, and influencing factors. Thus, the model may be used to 
develop an initial CE strategy and process complex that can be refined using more detailed planning 
procedures. Lastly, the approach relies on subjective assessments of the decision-makers. Although the 
subjectivity can be reduced, e.g., through comparative analysis and inclusion of multiple perspectives, there 
remains at least some level of subjectivity, leading to different outcomes for different decision makers. 

7. Summary and Outlook

This contribution proposed a methodology for selecting and configuring CE strategies in an early design 
stage. The methodology combines a comprehensive consideration of product properties with high 
practicality and may thus limit the effort necessary to derive sensible CE strategies. As many organizations 
today face the challenge of quickly adapting to a CE paradigm, the proposed method could help focus and 
guideline the transformation.  

In the future, the methodology could be expanded by including a more quantitative analysis regarding the 
economic and ecological viability of the different options. Additionally, the effect of other criteria on strategy 
suitability, estimated based on expert interviews here, could be examined empirically. Further research on 
cross-company traceability technologies is necessary as they have shown significant potential in enabling 
the automation of CE processes. Finally, a further investigation of product design for CE strategies is 
essential to enable more effective and efficient CE processes while retaining product performance.  

29



Acknowledgments 

This research was funded by the Ministry of Economic Affairs, Labour and Tourism of Baden-Württemberg 
(Germany) as part of the research project PoTracE and by the Deutsche Forschungsgemeinschaft (DFG, 
German Research Foundation) ± 432466774. 

References 

[1] van Buren, N., Demmers, M., van der Heijden, R., Witlox, F., 2016. Towards a Circular Economy: The Role of
Dutch Logistics Industries and Governments. Sustainability 8 (7), 647.

[2] Ellen MacArthur Foundation, 2013. Towards the circular economy Vol. 1: an economic and business rationale
for an accelerated transition. https://www.ellenmacarthurfoundation.org/publications/towards-the-circular-
economy-vol-1-an-economic-and-business-rationale-for-an-accelerated-transition. Accessed 2 February 2022.

[3] OECD, 2019. Global Material Resources Outlook to 2060: Economic Drivers and Environmental Consequences,
Paris. https://www.oecd.org/env/global-material-resources-outlook-to-2060-9789264307452-en.htm. Accessed 2
February 2022.

[4] Kadner, S., Kobus, J., Hansen, E.G., Akinci, S., Elsner, P., Hagelüken, C., Jaeger-Erben, M., Kick, M., Kwade,
A., Müller-Kirschbaum, T., Kühl, C., Obeth, D., Schweitzer, K., Stuchtey, M., Vahle, T., Weber, T., Wiedemann,
P., Wilts, H., Wittken, R. von, 2021. Circular Economy Roadmap for Germany.
https://www.acatech.de/publikation/circular-economy-roadmap-fuer-deutschland/. Accessed 2 February 2022.

[5] Tolio, T., Bernard, A., Colledani, M., Kara, S., Seliger, G., Duflou, J., Battaia, O., Takata, S., 2017. Design,
management and control of demanufacturing and remanufacturing systems. CIRP Annals 66 (2), 585±609.

[6] Potting, J., Hekkert, M.P., Worrell, E., Hanemaaijer, A. Circular economy: measuring innovation in the product
chain. https://dspace.library.uu.nl/handle/1874/358310. Accessed 2 February 2022.

[7] Niemann, J., Schuh, G., Baessler, E., Eigner, M., Stolz, M., Steinhilper, R., Janusz-Renault, G., Hieber, M., 2009.
Management des Produktlebenslaufs, in: Bullinger, H.-J., Spath, D., Warnecke, H.-J., Westkämper, E. (Eds.),
Handbuch Unternehmensorganisation. Strategien, Planung, Umsetzung, 3., neu bearbeitete Auflage ed. Springer,
Berlin, Heidelberg, pp. 223±315.

[8] Lee, C.-M., Woo, W.-S., Roh, Y.-H., 2017. Remanufacturing: Trends and issues. Int. J. of Precis. Eng. and
Manuf.-Green Tech. 4 (1), 113±125.

[9] Ortegon, K., Nies, L., Sutherland, J.W., 2014. Recycling, in: Laperrière, L., Reinhart, G., Chatti, S., Tolio, T.
(Eds.), CIRP encyclopedia of production engineering. With 85 tables. Springer, Berlin, pp. 1039±1042.

[10] Sundin, E., EOR��.���0LHQ�/HH��+���������'HVLJQ�IRU�DXWRPDWLF�HQGဨRIဨOLIH�SURFHVVHV��$VVHPEO\�$XWRPDWLRQ���
(4), 389±398.

[11] Alamerew, Y.A., Brissaud, D., 2019. Circular economy assessment tool for end of life product recovery
strategies. Jnl Remanufactur 9 (3), 169±185.

[12] Pochampally, K.K., Vadde, S., Kamarthi, S.V., Gupta, S.M., 2004. Beyond sensor-assisted diagnosis of used
products, in: Environmentally Conscious Manufacturing IV. Optics East, Philadelphia, PA. Monday 25 October
2004. SPIE, pp. 138±146.

[13] Ghazalli, Z., Murata, A., 2011. Development of an AHP±CBR evaluation system for remanufacturing: end-of-life
selection strategy. International Journal of Sustainable Engineering 4 (1), 2±15.

[14] Goodall, P., Rosamond, E., Harding, J., 2014. A review of the state of the art in tools and techniques used to
evaluate remanufacturing feasibility. Journal of Cleaner Production 81, 1±15.

[15] Rizova, M.I., Wong, T.C., Ijomah, W., 2020. A systematic review of decision-making in remanufacturing.
Computers & Industrial Engineering 147, 106681.

[16] Bognar, N., Rickert, J., Mennenga, M., Cerdas, F., Herrmann, C., 2019. Evaluation of the Recyclability of
Traction Batteries Using the Concept of Information Theory Entropy, in: Pehlken, A. (Ed.), Cascade Use in
Technologies 2018. Internationale Konferenz Zur Kaskadennutzung und Kreislaufwirtschaft - Oldenburg 2018.
Vieweg, Berlin, Heidelberg, pp. 93±103.

[17] Kalverkamp, M., Pehlken, A., Wuest, T., 2017. Cascade Use and the Management of Product Lifecycles.
Sustainability 9 (9), 1540.

30



[18] Li, J., Wu, Z., 2014. Remanufacturing Processes, Planning and Control, in: , New Frontiers of Multidisciplinary
Research in STEAM-H (Science, Technology, Engineering, Agriculture, Mathematics, and Health). Springer,
Cham, pp. 329±356.

[19] Kin, S.T.M., Ong, S.K., Nee, A., 2014. Remanufacturing Process Planning. Procedia CIRP 15, 189±194.
[20] Gartner, P., Benfer, M., Kuhnle, A., Lanza, G., 2021. Potentials of Traceability Systems - a Cross-Industry

Perspective. Procedia CIRP 104, 987±992.
[21] Benfer, M., Gartner, P., Treber, S., Kuhnle, A., Häfner, B., Lanza, G., 2020. Implementierung von

unternehmensübergreifender Traceability. Zeitschrift für wirtschaftlichen Fabrikbetrieb 115 (5), 304±308.
[22] Röth, T., Kampker, A., Deutskens, C., Kreisköther, K., Heimes, H.H., Schittny, B., Ivanescu, S., Büning, M.K.,

Reinders, C., Wessel, S., Haunreiter, A., Reisgen, U., Thiele, R., Hameyer, K., Doncker, R.W. de, Sauer, U., van
Hoek, H., Hübner, M., Hennen, M., Stolze, T., Vetter, A., Hagedorn, J., Müller, D., Rewitz, K., Wesseling, M.,
Flieger, B., 2018. Entwicklung von elektrofahrzeugspezifischen Systemen, in: Kampker, A., Vallée, D.,
Schnettler, A. (Eds.), Elektromobilität. Springer Berlin Heidelberg, Berlin, Heidelberg, pp. 279±386.

Biography 

Martin Benfer (*1994) is a research associate and doctoral student at the wbk Institute of 
Production Science at Karlsruhe Institute of Technology (KIT). 

Patrizia Gartner (*1993) is a research associate and doctoral student at the wbk Institute of 
Production Science at Karlsruhe Institute of Technology (KIT). 

Felix Klenk (*1993) is a research associate and doctoral student at the wbk Institute of 
Production Science at Karlsruhe Institute of Technology (KIT). 

Christoph Wallner (*1997) is a former %DFKHORUV¶V Student at the wbk Institute of Production 
Science at Karlsruhe Institute of Technology (KIT). He is currently a 0DVWHUV¶V Student at 
Seaver College of Science and Engineering at Loyola Marymount University (LMU), Los 
Angeles.  

Marie-Christin Jaspers (*1996) is a 0DVWHUV¶V Student at the wbk Institute of Production 
Science at Karlsruhe Institute of Technology (KIT). 

Sina Peukert (*1991) is Group Leader for Global Production Strategies at the wbk Institute 
of Production Science at Karlsruhe Institute of Technology (KIT). 

Gisela Lanza (*1973) is the Director of Production Systems Division at the wbk Institute of 
Production Science at Karlsruhe Institute of Technology (KIT). 

31



CONFERENCE ON PRODUCTION SYSTEMS AND LOGISTICS 
CPSL 2022 

__________________________________________________________________________________ 

DOI:�KWWSV���GRL�RUJ���������������

3rd Conference on Production Systems and Logistics 

Practical Requirements For Digital Twins In Production And 
Logistics 

Hendrik van der Valk1, Jan-Luca Henning1, Stephanie Winkelmann1, Hendrik Haße2 
1 Chair for Industrial Information Management, TU Dortmund University, Dortmund, Germany 

2Fraunhofer Institute for Software and Systems Engineering ISST, Dortmund, Germany 

Abstract 

Companies are under tremendous pressure to analyze and optimize their productional and logistical networks 
in today's global business world. Hence, practitioners and researchers show great interest in digital twins. A 
digital twin is a virtual construct that mirrors real-world objects and conceptual ideas while it processes, 
handles, distributes, and optimizes data streams. Its main purpose is to visualize, analyze, and optimize 
objects and systems, making a digital twin highly suitable to help companies gain an advantage over their 
competitors through a great degree of transparency over their production and logistics. Therefore, almost 
every company evaluates the usage of digital twins. Nevertheless, many companies struggle to instantiate 
digital twins since they lack fundamental knowledge about all necessary components of a digital twin and 
the individual requirements for the operation of the digital twin. This lack of knowledge hinders the broad 
implementation in practice. Research shows many descriptions of theoretical use cases and field studies but 
rarely describes digital twins in real operational settings. To address this research gap between theoretical 
concepts and practical challenges of the implementation of digital twins, this paper investigates the practical 
requirements of digital twins in real-life usage. Based on a thorough interview series with international 
manufacturing and logistics experts, we identify and analyze the requirements for data handling, data policy, 
and services of digital twins and cluster them according to the requirements engineering approach. Through 
a comprehensive overview of the different requirements, the paper delivers profound insights into the needs 
of companies from various fields and, therefore, gives practitioners a guideline on crucial aspects of 
implementing digital twins. 

Keywords 

Digital Twins; Production; Logistics; Practical Requirements; Interview Study 

1. Introduction

Modern global business environments face significant pressure to perform in a holistic analyzed, and 
optimized setting. This mainly includes production as well as logistics networks. Hence, a thorough search 
for digital tools helping with the optimization processes has started. A promising tool for these tasks is the 
digital twin. Thus, practitioners and researchers are interested in digital twins [1,2]. A digital twin mirrors 
physical counterparts, processes data, and provides the opportunity to create optimized processes [3]. 
Significantly, the digital twin`s primary purposes, including visualization, analysis, and optimization of 
objects and systems, provide appropriate resources for companies to gain an advantage over their competitors 
by providing a high level of visibility into their production and logistics [4]. As a result, almost every 
company is evaluating the use of digital twins [5,6].  
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However, due to the significant gap between scientific research and practical knowledge, companies still 
struggle to implement digital twins suitable for real-world applications. Of considerable relevance are the 
topics of the necessary components of a digital twin and the individual requirements for operating the digital 
twin. This lack of knowledge blocks widespread implementation in practice leading to the following research 
questions: 

RQ1: What are the individual requirements for digital twins in production and logistics? 

To bridge the gap between scientific knowledge and practical implementation, users need to know the 
individual requirements. To gain an industry-focused result, we aim at a practice-oriented approach for 
gathering requirements for digital twins. Based on these particular requirements, we can derive a broader 
framework leading to the second research question:  

RQ2: What are the fields of interest /categories for practitioners concerning the requirements for a digital 
twin? 

From these synthesized requirements, modules and clusters bring further order to the field of knowledge. 
We expect multiple insights from interviews with industrial experts. However, as only few companies have 
implemented a digital twin, we must wonder whether the industry is ready to tackle the topic of digital twins: 

RQ3: Is it worthwhile to have a closer look at the practical requirements of digital twins? 

Knowledge about the requirements of a specific object permits further scientific artifacts, which may enable 
practitioners to implement more of these artifacts. Together with the question of whether the practitioners 
are ready for implementation, we pave the way for further practice-oriented research.  

The paper is structured as follows. The following section provides the basics about digital twins, after which 
we outline the research approach. In section four, we discuss the results and outline the different 
requirements. Finally, we conclude the paper and provide the contributions, limitations, and further research 
possibilities.  

2. Theoretical Background

Starting from physical twins that have been applied in production for decades [7], the concept of digital 
twins constantly evolves [2]. The original digital twin concept stems back to a lecture by Michael Grieves 
describing a digital twin as a three-part concept [8]. According to Grieves, a digital twin contains a physical 
product, a virtual product, and a bi-directional data flow between both products. This description was 
expanded by two additional elements, including sensor data and historical data sets at a later point [3]. [9] 
provides further relevant insights into digital twins, defining digital twins as an extension of digital models 
and distinguishing digital twins from digital shadows through the type of data linkage since digital twins 
possess a bi-directional data linkage to their physical counterparts. Furthermore, [10] describe the data 
handling methods of a digital twin and focus their work on the service domain of a digital twin. [2] and [11] 
provide more specific descriptions of digital twins. The former describes eight different dimensions of a 
digital twin: data link, purpose, conceptual elements, accuracy, interfaces, synchronization, data input, and 
time of creation [2]. The latter describes similar dimensions. Nevertheless, they add the dimensions 
physically, environment, fidelity, and state of the system [11]. 

[4] provide a combination of the above developments and define five archetypes of digital twins. The
following definition forms the basic understanding of digital twins in this contribution:

³7KH�'LJLWDO�7ZLQ�LV�D�YLUWXDO�FRQVWUXFW�WKDW�UHSUHVHQWV�D�SK\VLFDO�FRXQWHUSDUW��LQWHJUDWHV�VHYHUDO�GDWD�
inputs with the aim of data handling, data storing, and data processing, and provides an automatic, 
bi-directional data linkage between the virtual world and the physical one. Synchronization is crucial 
to the Digital Twin to display any changes in the state of the physical object. Additionally, a Digital 
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7ZLQ�PXVW�FRPSO\�ZLWK�GDWD�JRYHUQDQFH�UXOHV�DQG�PXVW�SURYLGH�LQWHURSHUDELOLW\�ZLWK�RWKHU�V\VWHPV´�
[4, p. 14]. 

Requirements for digital twins are seldomly examined. A comparison within the common databases shows 
that less than one percent of the literature on digital twins deals with requirements for digital twins [12]. The 
current works are either literature reviews (e.g., [13] or [14]) or focus on specific domains, mainly in the 
context of manufacturing (e.g., [15] or [16]). Commonly listed aspects are a bi-directional data linkage, 
specific interfaces (HMI and M2M), or real-time capabilities. Many requirements, however, may be directly 
synthesized from the given definitions. Therefore, we aim for a more practical approach and capture the 
requirements from real-world applications. 

3. Research Approach

Requirements engineering is a methodology for defining requirements for a technical system or a technology 
such as the digital twin [17]. In this context, requirements are properties that technology needs to possess. 
These requirements can also be framework conditions under which the technology must perform [18]. 
According to [19], requirements engineering consists of the four steps identification, analysis, specification, 
and validation. 

First, the requirements must be identified by analyzing existing systems or conducting interviews with 
selected experts. This leads to a plethora of unsorted requirements (step 1). We chose an empirical approach 
and conducted several interviews (see Table 1). This paper presents research in progress and, hence, we 
started with a small sample of six interviews, three with experts from logistics and three with experts from 
productional contexts. Another goal of this study is to evaluate whether more in-depth research with an 
extended interview series is appropriate. Hence, further interviews will follow.  

Table 1: Sectors and Company Sizes of the Interviewees 

# Sector Company Size 
1 Logistics >50,000 employees
2 Production >80,000 employees
3 Production >20,000 employees
4 Production >7,000 employees
5 Logistics >100,000 employees
6 Logistics >50,000 employees

The interviews follow the approach of [20]. The starting point is the identification of the interview partners. 
All six interviewees are experts with many years of experience in their respective fields of work. The mixture 
of the interviewees provides a balanced picture of different domains, i.e., logistics and production. The 
interviews followed a semi-structured approach, as we did not prescribe many questions but aimed for a free 
conversation and just provided the interviewee with thematic blocks [21]. To identify the necessary expertise 
of the interviewee, we first asked introductory comprehension questions regarding digital twins. 
Nevertheless, following the advice of [21] and [22], we ensured combability between the individual 
discussions through minor guidance if an interviewee digressed from the core of the discussion, the 
requirements. All interviews were recorded and transcribed.  

During the analysis's second step, we sorted the requirements into groups. These groups contain 
requirements, which show relations amongst them. One way to analyze is to differentiate between functional 
and non-functional requirements. According to [17], functional requirements define what is to be executed 
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by a technology. On the other hand, non-functional requirements describe how the technology should 
function. Another task of the analysis is the elimination of identified redundancies, and lastly, the 
prioritization of the requirements (step 2). During the specification phase (step 3), we streamline the 
formatting of the requirements. We furthermore performed both steps simultaneously and listed all 
requirements chronologically. Then, we coded each requirement to gain comparability between the 
requirements. In addition, it allowed us to identify and synthesize duplicates. In total, the interviews provided 
30 individual requirements. After the analysis and specification, eight distinctive requirements were left. 
Finally, there is a validation of the requirements by comparing the requirements with the stakeholders' 
expectations (step 4). 

4. Requirements for Digital Twins

The eight distinctive requirements deal with different aspects of a digital twin, i.e., data handling, data 
policies, or digital twin services (DT Services). Table 2 provides an overview of the requirements.  

Table 2: Derived Requirements 

RQM Requirement Category 
1 Synchronization between digital and physical parts must be reliable Data Handling 
2 Data sovereignty / Control over which data is exchanged and for how long Data Policies 
3 Data security, data protection, and data governance rules must be implied Data Policies 
4 Role allocation for digital twins through neutral standard access rules Data Policies 
5 A digital twin must possess real-time monitoring and data analytics DT Services 
6 A digital twin must possess simulation and prediction tools DT Services 
7 Data sharing capabilities and interfaces for data sharing must be present Data Handling 
8 A digital twin must be (at least) semi-automated Data Handling 

4.1 Requirement 1: Synchronization 

Three out of six interviews demand specifically a reliable synchronization between a digital twin and its 
physical counterpart. In this context, all interviewees refer to real-time synchronization. Nevertheless, one 
interviewee (interview 4) preferred a semi-manual synchronization, allowing for a manual update of the 
digital twin and a fully automated solution. This is especially beneficial when dealing with use cases at an 
early stage of development, where the physical system is not yet equipped with devices for real-time 
communication, i.e., IoT-capable sensors.  

The other two interviewees did not specify the level of automation of the synchronization. Nevertheless, 
both demanded a reliable synchronization, which draws a precise image of the real-time conditions: 

³1RZ�WKH�FRPSRQHQWV�DQG�UHTXLUHPHQWV��>«@�It [the digital twin] should be easy to 
integrate and provide the transparency about the real real-time conditions.´ 

Interview 1 

This corresponds with many descriptions from the literature, e.g., [3], [4], or [11]. Hence, real-time capable 
synchronization is a critical requirement for digital twins.  
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4.2 Requirement 2: Data Sovereignty 

Five out of six interviewees consider data sovereignty and control over data a mandatory requirement for 
digital twins. Data sovereignty is crucial for digital business processes as it enables active monitoring of data 
usage and the restriction of unwanted use [23].  

Data sovereignty is essential for data sharing via digital twins: 

³Interviewer: So, you are saying in this context there have to be certain requirements 
that you can restrict areas [of the digital twin], that you control access, or only release 
what you want to release and for how long you want to release it? 

Interviewee: Yes, absolutely, because otherwise, I possess a great model that I will 
never disclose to anyone because otherwise I am completely blank and lose my 
competitive advantage.´ 

Interview 4 

Interviewees agree that maintaining data sovereignty is fundamental for collaborative data sharing. However, 
as [24] state, digital twins form an essential basis for the collaborative use of technical data. Therefore, the 
consideration of data sovereignty is mandatory for digital twins. Based on the general importance of data 
security for industrial data sharing and the interviews, we see that the aspect of data sovereignty is of crucial 
significance for digital twins.  

4.3 Requirement 3: Data Security, Data Protection, and Data Governance 

Data governance and the related data security and protection mechanisms are the third requirement. Four 
interviewees agree with the importance of data governance for digital twins. However, the data governance 
may affect two aspects ± the data and the digital twin: 

³There is data governance via the data sources. Where does the digital twin get its data? 
Then it's the digital twin itself. That is more or less a data representation.´ Interview 2 

Data governance rules for data are not new, as they are generally necessary and determine any data handling 
processes. Nevertheless, data governance rules for a digital twin are a novelty. It is not surprising that these 
governance rules are requested, as a digital twin, as any digital object, permits data manipulation and, hence, 
needs rules for data protection and safety.  

4.4 Requirement 4: Role allocation 

Related to the data sovereignty and data governance, but introduced as an independent aspect, is the role 
allocation:  

³A digital twin should be so modular that I have the option of making the digital twin or 
the functions of this twin accessible to certain user groups. So that it is a multiuser 
concept, with appropriate roles and permissions.´ 

Interview 2 

Half of the interviewees demand a role allocation. While this allocation is somewhat a standard procedure 
regarding data sharing and access tools, it is not typical concerning digital twins. The interesting aspect is 
that role allocation is demanded not only for the data inside the twin but also for the twin itself. Besides 
aspects like who may see data and contents of the digital twin, another essential aspect is the ownership and 
legal responsibility of the digital twin. This is particularly important for digital twins that accompany a 
specific product over its life cycle. The B2C sector, where the digital twin over all instances of the product 
line may stay with the manufacturer, does not seem to pose a considerable problem. Nevertheless, this 
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circumstance may lead to significant disputes in the B2B sector. While company A sells the physical product 
to companies B and C, it wants to retain control of the digital twin. On the other hand, companies B and C 
are interested in possessing the digital twin data.  

A rule catalog for these cases is mandatory. For example, the seller may offer instances of the digital twin, 
in which the buyer only accesses the data of his physical counterparts.  

4.5 Requirements 5 & 6: Services of the Digital Twin 

Recent works enhance the classical view of digital twins and demand that a digital twin provides certain 
services (e.g., see [25] or [26]). A service defines as a non-physical performance a company offers [27]. In 
this context, we define the services of a digital twin as possibilities to work with data within the twin.  

Having a closer look at the literature about digital twins, simulation, prediction, monitoring, and analysis 
seem to be the most important services a digital twin offers [28,4]. The interviews back this expectation: 

³,�WKLQN�RQH�LPSRUWDQW�SRLQW�LV�D�YLGHR�DQDO\WLFV�XVH�FDVH��)RU�H[DPSOH��\RX�FRXOG�VWDUW�
using a "heat map" to make the topics and processes of employees transparent. You 
know that they are there today and are working well, and you have some characteristics 
or some functions that you can read from the scan points, but how do the processes run 
in detail, DQG�ZKDW�SRWHQWLDO�LV�WKHUH"�7KHVH�DUH�WKH�WRSLFV�,�ZRXOG�VWDUW�ZLWK�´ 

Interview 1 

³The digital twin is also a model, a shortened representation of reality and, in this case, 
a simulation that automatically shows the current status.´ 

Interview 4 

The interviewees request these services as mandatory parts of a digital twin. Though, the interviewees 
distinguish between two specifications. On the one hand, the services monitoring and analysis represent one 
symbiosis, while on the other hand, the services simulation and prediction create the second aggregation. In 
both cases, a service that leverages the results of the preceding ones is merged. We follow the more realistic 
view and consolidate the different services into requirements five and six. A digital twin should contain 
monitoring and analysis as well as simulation and prediction services.  

4.6 Requirement 7: Data Sharing and Interfaces 

Besides the different services a digital twin provides, the interviewees requested data sharing capabilities 
and interfaces for data sharing.  

³A shared digital twin is definitely a topic that is very, very interesting and very, very 
important for us that the digital twin runs across organizational boundaries. Because we 
are looking at the lifecycle here.´ 

Interview 5 

As described by the interviewees, a digital twin needs data from different entities when monitoring the life 
cycle. Therefore, a digital twin must have appropriate interfaces that enable such distributed data acquisition. 
Furthermore, these interfaces are even more critical if a digital twin has to represent logistics processes. In 
this case, multiple data sources from different entities of the supply network must be synthesized. 

4.7 Requirement 8: Semi-Automation 

Lastly, the level of automation must be analyzed. While interviewee 2 demands a fully automated digital 
twin, this is impossible for every individual use case. 
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ÄFor me, it is already a prerequisite that this process is automated. That information 
flows automatically into these systems in which or from which the digital twin obtains 
its information or even directly flows into the digital twin DXWRPDWLFDOO\��³ 

Interview 2 

Many use cases demand a manual interference opportunity. Infrastructural use cases even need manual 
interference interfaces for regulatory reasons. Therefore, in this context, it is necessary to have the option of 
manual intervention. This leads to the necessity of a semi-automated digital twin. The requirement is closely 
related to the first one. However, as requirement one concentrates on the (automated) synchronization, here 
a broader focus must be applied, as all processes within a digital twin are included. 

4.8 Dependencies amongst the Requirements 

A closer look at the contents of the requirements shows similarities between several requirements. Self-
evident are the requirements RQM 2 ± 4 and RQM 6 / 7. The first group of requirements is related to each 
other. All three requirements deal with rules and concepts for data security. Summarized, we subsume these 
requirements under the category of data policies. Similarly, requirements six and seven both describe the 
services of a digital twin. Hence, these requirements are subsumed under digital twin (DT) services. As 
stated above, these two requirements are functional requirements, which underline the service character of 
these two. The remaining three requirements, RQM 1, 5, and 8, describe how data is handled within a digital 
twin. Thus, we merge these three requirements in the category of data handling.  These categories are 
preliminary and can be expanded or combined as further requirements arise since categorization is highly 
dependent on individual use cases.  

Figure 1: Correlations of the Requirements 

Figure 1 shows further dependencies between the requirements. The figure is read in columns. We compare 
how often a specific requirement is mentioned together with another one. For example, each interviewee 
who demanded RQM 1 also mentioned RQM 2, whereas only two-thirds mentioned RQM 4. Fields with 
100% show requirements that should be implemented together. Very high values scores RQM 1 ± 
synchronization ± and RQM 6 ± simulation and prediction. Digital twins, which are synchronized, therefore 
need data sovereignty, data governance, and data sharing capabilities. This seems obvious, though, data 
sovereignty and governance are often neglected in practice. For reliable results, these policies are whatsoever 
mandatory. 

Similarly, a digital twin that performs predictions and simulations requires reliable data inputs, as a solid 
database is essential for simulation purposes [29]. The comparatively low values for RQM 5, especially in 
conjunction with RQM 1, are surprising. Like the solid database for simulation, we consider a reliable and, 
above all, up-to-date database essential for monitoring purposes, but only half of the interviewees agree with 
this.  

Another aspect is the distribution of the requirements in comparison to the sectors. Very important for 
logistics seems to be data sovereignty, the allocation of roles to users, and data sharing capability. This is 

RQM1 RQM2 RQM3 RQM4 RQM5 RQM6 RQM7 RQM8
RQM1 0 0,6 0,75 0,66 0,5 0,66 0,6 0,66
RQM2 1 0 1 1 0,75 1 1 0,66
RQM3 1 0,8 0 0,66 0,5 1 0,8 0,66
RQM4 0,66 0,6 0,5 0 0,5 0,33 0,6 0,66
RQM5 0.66 0,6 0,5 0,66 0 0,66 0,6 0,66
RQM6 0,66 0,6 0,75 0,33 0,5 0 0,6 0,33
RQM7 1 1 1 1 0,75 1 0 0,66
RQM8 0,66 0,4 0,5 0,66 0,5 0,33 0,4 0
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plausible because of the nature of logistics as a highly distributed discipline, with many interfaces and 
different participants within one ecosystem. Hence, digital twins for logistics should focus on data sharing 
and distributing data while keeping measures in place to protect the data and underlying metadata.  

Figure 2: Sectoral Distribution of the Requirements 

A peak of interest for one requirement is not evident for productional contexts. Interestingly, only the role 
allocation does not seem to play any role for manufacturers. We see this justified through the relatively small 
sample of manufacturers. Nevertheless, the domain logistics shows that a more significant research study 
with more interviews might bring more precise insights.  

5. Conclusion, Limitations, and Contributions

In this contribution, we aimed to identify requirements for digital twins in logistics and production. For this 
purpose, we conducted an interview series with experts from the industry. Their answers were coded and 
analyzed. Furthermore, eight requirements were derived (RQ1). Namely, these are synchronization between 
digital and physical parts, data sovereignty, data security, data governance, and data policies, role allocations 
for a user with access to the digital twin, services a digital twin provides, e.g., monitoring and simulation, 
interfaces for data sharing, and semi-automated processes.  

Related to RQ2, these eight requirements may be grouped into different categories, i.e., data handling, data 
policies, and digital twin services. These categories provide further opportunities to analyze more 
requirements depending on each category. Lastly, this research should show whether further research is 
worthwhile (RQ3). The relatively small interview series provides very interesting insights. Hence, a broader 
interview series will provide deeper insights and may bring specific requirements for certain domains.  

Our paper is subject to limitations. While we focused on the highest level of objectivity, subjective influences 
cannot be ruled out during the coding process. Furthermore, the study is relatively small. But to find out 
whether this research approach is likely to be successful, we accepted the small sample. The scientific 
contributions show ways for further research. Broader studies focusing on particular domains or subjects of 
the digital twin should be carried out. Furthermore, this research provides progress to the body of knowledge 
of digital twins concerning needs the research on digital twins must tackle. As managerial contributions, 
eight distinctive requirements for practical digital twins are provided. Practitioners can include them in the 
respective developments of their digital twins. Additionally, knowledge about the requirements might help 
during the design phase of a digital twin, which most companies are now. As requirements lay the foundation 
for multiple scientific artifacts, and besides the already mentioned broader study on the requirements itself, 
numerous opportunities for further research are possible. For example, design principles, reference models, 
or concrete implementations of digital twins are thinkable.  
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Abstract 

Rising and volatile energy prices are forcing production companies to optimize their consumption patterns 
and reduce carbon emissions to remain competitive. Demand-side management (DSM) or energy flexibility 
(EF) is a promising option for the active management of electricity demand. With DSM, energy procurement 
costs can be effectively reduced, for example, by reducing peak loads and taking advantage of volatile energy 
prices. In addition, renewable energies can be better integrated to reduce carbon emissions while stabilizing 
the power grid. Although the benefits of DSM for production companies are well known, implementation is 
not yet widespread. A key barrier is the high requirements of IT systems and the associated effort and 
complexity involved in setting them up. Companies often lack appropriate IT systems or have historically 
grown systems that do not allow continuous communication from the machine to the energy market. A 
variety of different platforms promise solutions to address these challenges. However, when selecting 
platforms, it is often unclear which aspects and functionalities of a platform are relevant for a company¶s 
specific application. To address this gap, we developed a multi-layer taxonomy of digital platforms for 
energy-related applications in the industry that includes a general, as well as a more specific data-centric and 
transaction-centric perspective. We develop, revise, and evaluate our taxonomy using insights from literature 
and analysis of 46 commercially available platforms or platforms developed through research projects. Based 
on our taxonomy, we derive implications for research and practice. Our results contribute to the descriptive 
knowledge of digital platforms in energy-related applications. Our taxonomy enables researchers and 
practitioners to classify such platforms and make informed decisions about their deployment. 

Keywords 

Digital Platform; Taxonomy; Demand-Side-Management; Energy Flexibility; IT Systems 

1. Introduction

Adverse effects of human-induced climate change afford targeted and effective measures for achieving the 
climate goals set out in the international climate agreements [1]. The phase-out of coal and nuclear power 
generation was adopted as a key measure by the German government [2]. To meet electricity demand, the 
share of electricity generation from renewable energy sources is expected to increase to 80% of electricity 
consumption by 2050 [3]. This shift in the electricity generation portfolio will pose major challenges for 
power grids, and price volatility is expected to increase significantly [4]. The highly fluctuating, weather-
dependent electricity generation from renewable energy sources such as wind and solar power, which is only 
adaptable to a limited extent, requires new solutions for a secure electricity supply. Besides the expansion 
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of power grids, the increase of storage capacities, and the use of potentials of sector coupling, demand-side 
management (DSM) offers a competitive solution to address the expected challenges by increasing the 
energy flexibility of the demand side [5]. Considering that the industrial sector accounts for almost 44% of 
electricity consumption in Germany, it offers significant potential for balancing fluctuations in the power 
grid by adjusting electricity consumption to the electricity supply [6]. Typically, energy-intensive industrial 
companies can shut down, shift, or regulate their (production) processes and plants deviating from their 
regular use in order to adjust their electricity demand [7]. With DSM, companies can benefit from reduced 
energy procurement costs by responding to volatile electricity prices or lowering their grid charges by 
avoiding peak loads [6]. While companies benefit monetarily from DSM, they moreover support the 
integration of renewable energy by adjusting power consumption to minimize carbon emissions while 
stabilizing the power grid [8]. Although the benefits of DSM for production companies are well known, 
implementation is not yet widespread, and concerns exist [9]. A major obstacle to the implementation of 
DSM in production companies is the high requirements for IT systems and the associated expense and 
complexity of setting them up [10]. These high requirements result from information flows beyond company 
boundaries, the interaction of diverse optimization services, and automation through transparency and 
standardization of the entire process of energy flexibility marketing [6,11]. Companies often lack appropriate 
IT systems or have historically grown systems that do not allow them to meet the requirements [12,13]. In 
addition, continuous communication in an often-heterogeneous IT system landscape is not possible due to a 
lack of interfaces [6,13]. In the meantime, the market of available platforms has grown considerably, and 
there are a variety of different platforms that promise (partial) solutions to these challenges [14,10,13]. 
However, for companies that intend to implement DSM and need to select suitable platform solutions, it is 
often unclear which aspects and functions of a platform are relevant for them. The evaluation of available 
platforms is time-consuming, and tools and assistance such as a pre-classification of platforms and their 
characteristics do not exist. This study, therefore, aims to address this pertinent gap in research and practice. 

Therefore, we develop a multi-layer taxonomy of digital platforms for DSM applications in industry that 
includes a general, as well as a more specific data-centric and transaction-centric perspective. For this 
purpose, we develop, revise, and evaluate our taxonomy following the iterative multi-step method of Berger 
et al. [15]. We use insights from literature and analysis of 46 commercially available platforms or platforms 
developed through research projects. Based on our taxonomy, we derive implications for research and 
practice contributing to the descriptive knowledge of digital platforms in DSM applications. Our taxonomy 
enables users to classify such platforms and make informed decisions about their deployment. 

2. Background

2.1 Demand-Side Management 

The aim of demand-side management (DSM) is the management of demand for grid-based services among 
consumers in industry, commerce, or private households [16]. DSM generally adjusts the energy demand 
without having to increase or decrease the energy supply and can therefore be a sufficient solution for the 
energy transition to decentralized and highly volatile electricity generation [17]. Especially the energy-
intensive industries such as metal production, chemicals, or the paper industry offer high potential for 
industrial DSM since they are responsible for approximately two-thirds of the industrial electricity 
consumption in Germany [18]. Studies showed that the potential for DSM in energy-intensive processes, 
e.g., aluminum electrolysis, is remarkable [19]. In addition to reducing energy procurement costs, e.g., by
minimizing peak loads or shifting electricity consumption to times with lower electricity prices, the use of
flexibility can generate additional benefits and potential revenue streams, such as by offering ancillary
services [6]. When operationalizing industrial DSM, the impact of flexibility measures and flexible processes
on energy demand and the resulting influences on production systems and schedules must be considered in
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order to avoid a negative impact on logistical production goals [8]. Flexibility measures can be used at 
different production system levels and address different business areas and operating resources of a 
production company. The control of complex processes and flexibility measures therefore requires suitable 
IT systems that ensure transparency and enable the automation of DSM [6,11]. 

2.2 Energy Platforms 

In recent years, digital platforms have emerged in many business areas to bring customers and providers 
together and offer innovative services [14]. The term platform is used very frequently, but its meaning is not 
clear and uniform [20]. IT platforms are already being used today for the digitization and optimization of 
production. Digital services such as predictive maintenance or the optimization of production planning are 
used [21]. However, most existing and commercially available IT platforms are tailored to the products and 
services offered by the respective provider. They tend to use proprietary rather than open interfaces and 
protocols, forming a closed ecosystem [22]. As a result, neither interactions with external systems nor 
interoperability with other platform providers are possible. In addition to traditional digital platforms for 
optimizing production processes regarding logistical targets, many providers offer software products in the 
area of energy management. These products optimize the energy flow in production processes [23]. Energy 
management platforms are mostly used for capturing, processing, and monitoring energy flows within a 
company. Also, decision support systems for energy procurement and optimization are established in the 
market. The offered services range from electricity market forecasts to solutions for production scheduling 
optimization considering electricity market prices [24]. To sum up, there are established platforms and IT 
systems with a strong focus on production (systems) and infrastructure, offering a wide range of possible 
solutions for companies [13]. Even though there is research on architectural features of industrial Internet of 
Things platforms [25], on taxonomies of products and platforms for energy feedback technologies [26], or 
energy-efficient resource management technique taxonomies in platforms as service clouds [27], there is to 
the best of the authors¶ knowledge no taxonomy or structuring element in literature that focuses on digital 
platforms and IT systems for DSM applications in production companies. This study, therefore, aims to 
contribute to this research vacuum and support companies in practice. 

3. Methodological $SSURDFK

To address the elaborated gap in research and practice, and to structure the complex and heterogeneous field 
of digital energy management platforms, the development of a taxonomy is the adequate method. 
Taxonomies, also referred to as frameworks or typologies, serve to classify objects according to their 
characteristics and help to better understand, analyze, and structure knowledge and objects [15]. A taxonomy 
contains various dimensions, which in turn consist of at least two (mutually exclusive) characteristics 
allowing objects to be classified according to their characteristics. Nickerson et al. [28] proposed a method 
for developing taxonomies in an iterative process that is now well established, frequently used, and further 
developed in business information systems research.  

For our work, we apply the iterative multi-step method of Berger et al. [15], who extended the method of 
Nickerson et al. [28] to include validation after taxonomy development. We, therefore, determine the meta-
characteristic as well as objective and subjective ending conditions, which serve as an orientation and basis 
for the taxonomy development, in a first step. In accordance with our research goal, we define the meta-
characteristic as ³NH\� GLVWLnguishing features of energy platforms in terms of their structure and main 
functions�´�We adopt the conditions given by Nickerson et al. [28] and Berger et al. [15] as objective ending 
conditions that must be checked for fulfillment after each iteration of taxonomy development: (1) each 
characteristic is unique within its dimension, (2) each dimension is unique and not repeated within the 
taxonomy, and (3) each object has been studied, (4) at least one object must be identified per characteristic 
and dimension, (5) the characteristics of a dimension are mutually exclusive, (6) no new dimensions or 
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features have been added or changed in the last iteration. For the subjective final conditions, we also followed 
previous research and decided that the taxonomy must be assumed by all authors to be concise, robust, 
comprehensive, extendible, and explanatory [28]. In a second step, we develop our taxonomy in four iterative 
rounds of conceptual-to-empirical and empirical-to-conceptual approaches until all ending conditions are 
met. Nickerson et al. [28] allow for an iterative combination of conceptual-to-empirical and empirical-to-
conceptual approaches during taxonomy creation. Within the conceptual-empirical approach, we elaborate 
dimensions and their characteristics incorporating findings extracted from a literature review on existing 
platform research. We thereby test the dimensions and characteristics identified by assigning digital energy 
platforms to them. For the empirical-conceptual approach, we build on existing commercially available 
platforms and those available within research projects. First, we group the platforms. Second, we inductively 
derive the taxonomies dimensions and characteristics. To do so, we conducted online research and identified 
163 platforms as a first selection. These include IoT platforms and energy management platforms, as well 
as aggregators and platforms for trading energy and flexibility. Since it was not possible to include all 163 
platforms during the taxonomy creation process, but all platform types still had to be considered equally. A 
stratified sample selection was performed according to Quatember [29]. In doing so, 46 different platforms 
were identified, which are listed in Table 1. In our work, we alternate between a conceptual-empirical and 
an empirical-conceptual approach until in the fourth iteration all ending conditions were met. While 
conducting the iterations, we found that mutual exclusion of the characteristics is not possible for some 
dimensions without having to forego relevant information. Therefore, we tried to keep this condition as far 
as possible and to omit it only for dimensions that absolutely require it. Similar findings have already been 
made in other works on taxonomy development [30,31]. 

Table 1: Considered platforms during taxonomy development 

Platform type Platforms 
Trading platforms Cordinet Project, Cornwall Local Energy Market, Electron Platform, ETPA, 

Flexible Power, FutureFlow, GoFlex, Nextra, Nodes Market, Piclo Flexibility 
Marketplace, wepower 

IoT platforms AWS IoT Core, Bosch IoT Suite, CELOS, Cloud der Dinge, Connected Factories, 
Connected Factories 2, Enterprise IoT Platform, FIWARE, Google IoT Core, 
IBM Watson, ITAC.MES.Suite, LITMUS, OpenIoTFog, Productive 4.0, PTC 
Thingworx, Siemens Mindsphere, tapio, Virtual FortKnox 

Energy management 
platforms 

Bosch Energy Platform, DEXMA Platform, EMPURON EVE, EnCoMOS, ennex 
OS, ITC Power Commerce EnMS, KMUPlus - Energy Intelligence, opti.node, 
PHI-Factory, SIMATIC Energy Suite, Smart Energy Hub 

Aggregators Balance Power, BayWa r.e. CLENS, Centrica Business Solutions, e2m, Entelios, 
Next-Kraftwerke 

In a third step, after all, end conditions were met, we validated the developed taxonomy by conducting 
interviews with eleven collaborators from the Connected Factories, DEXMA, CELOS, Internet of Things, 
Litmus IoT, Nodes Market, PHI-Factory, Thingworx, SIMATIC Energy Suite, Smart Energy Hub, and tapio 
platforms and had them categorize their platforms into the taxonomy. No problems occurred during the 
validation, and all persons were able to fully classify their platforms into the taxonomies. Therefore, the 
taxonomy could finally be approved, and the creation process completed. We then discussed and derived 
implications for research and practice in the last step. 

4. Results

Using this three-step approach, we identified 15 dimensions with their specific characteristics for digital 
energy platforms and subdivided them into general, data-centric, and transaction-centric dimensions. 
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4.1 General Dimension of Energy Platforms 

The platforms examined are operated either by an independent company, by a consortium consisting of 
several companies and institutions, or by an aggregator (platform operator). An aggregator administrates a 
virtual power plant with energy flexibilities of several companies, thereby acts as a third party compared to 
the first two options. Access to the platforms is possible via a web app using any internet browser, a native 
app installed on hardware, or via specific programming interfaces, via which data can be imported, exported, 
and exchanged with other systems. Depending on the access design, stronger or weaker lock-in effects may 
occur. There are various options for the operational concept. In on-premise operation, the platform is 
operated by the customers on their own IT infrastructure. In this case, the control and management of all 
data lie entirely with the customers, and the platform can be operated and maintained independently of the 
providers once it is up and running [32]. Alternatively, the platform can be operated in the cloud, which 
includes private clouds and public clouds. The on-premises and cloud operating modes can also be combined 
into a mixed form, which is called hybrid. Customers can decide for themselves which data should be 
processed in the private sphere and which can be uploaded to the cloud [33]. If the platform offers free 
access, clients can register without restrictions. Often, however, certain criteria must be met. These are 
checked by the platform providers as part of a prequalification. Some platforms require the use of certain 
devices, e.g., specific hardware for data collection (access requirements). The platform structure also shows 
different characteristics. It is either fixed by the operator, modular without external interfaces, whereby 
customers can freely choose additional functions or extensions but are bound to the operator's offer, or 
modular with external interfaces, whereby the platform can be supplemented with external offers in addition 
to those of the operator.  

4.2 Data-Centric Dimensions of Energy Platforms 

Platforms can correspond to two basic models (platform type) [34,32]. Software-as-a-Service (SaaS) refers 
to applications that can be used directly by the customers. In contrast, Platform-as-a-Service (PaaS) offers 
an environment in which applications can either be provided or developed. By definition, both models are 
offered via the cloud, whereby the required infrastructure is also provided by the service providers. However, 
since in practice, the on-premises operation is often also possible, and the operators themselves refer to their 
platforms as SaaS or PaaS, we use these terms in our characteristics. Communication via the platform may 
proceed either as one-to-many or many-to-many, depending on how the individual participants communicate 
with each other. Participants are the users or devices (systems, machines) connected to the platform. If 
several participants communicate exclusively with the platform, this is called one-to-many. In many-to-many 
communication, the platform not only communicates with several partners, but these also communicate with 
each other [35]. The data flow is also characterized by two different features. Either the data only flows in 
one direction, for example, from the devices to the platform (unidirectional), or the data flow takes place in 
more than one direction (bidirectional), for example, from the devices to the platform and vice versa. This 
also includes data flow between individual devices. Data processing can be either transactional or analytical. 
If the data is processed transactionally, data from transactions or interactions is used to trigger certain 
processes. Analytical data processing is divided into two different characteristics, namely visual analysis and 
data-driven analysis [31]. The former contains descriptive analyses, which mainly aim at preparing the data. 
The feature data-driven analysis, on the other hand, contains more in-depth forms of data analysis, where 
the data is used for further calculations, such as in machine learning applications [36,37]. The processed data 
is gained from different sources (data sources). Many platforms offer the possibility to connect devices to it 
to process their data. However, data can also be obtained from the cloud, where data either comes from 
external sources (e.g., energy price forecasts) or from the company itself (e.g., from enterprise-resource-
planning systems). 
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4.3 Transaction-centric Dimensions of Energy Platforms 

The dimension main function addresses the fact that platforms can pursue a different central objective. In 
the case of transaction-centric energy platforms, we found that this is either electricity trading, where 
producers and consumers can sell or buy electricity (via over-the-counter (OTC) trading or exchange access), 
energy flexibility trading, which enables generators or consumers to market energy flexibility directly to grid 
operators or, virtual power plants, that bundle (decentralized) electricity consumers and electricity producers, 
market their generated electricity and offer system services. Stock exchanges (e.g., EPEX SPOT), markets 
for system services, or OTC trading can serve as a trading venue on these platforms. Different flexibility 
types are traded on these trading venues. Market flexibility can be used to respond to market signals such as 
volatile prices on short-term markets to reduce energy costs. System flexibility serves to maintain electricity 
grid stability and is therefore used by the transmission system operator, whereas grid flexibility is intended 
to avoid critical situations in the local electricity grid [38]. If the market design of a platform is closed, the 
platform users are bound to a specific buyer, an aggregator, a fixed trading venue, or to the platform itself, 
and parallel use of several solutions is not possible. In an open market design, there is no lock-in, and 
customers can use additional solutions. According to [39], energy platforms use three different mechanisms 
to set prices (pricing) (for marketing energy flexibility). In free pricing, prices are formed without 
restrictions. In the case of free pricing with regulatory elements, there are restrictions imposed by the 
platform operators, for example, by imposing surcharges on freely formed prices or by setting price caps. In 
regulated pricing, prices are formed according to set procedures, or there are fixed prices. However, some 
platforms do not allow for their own price formation but only pass on prices from certain trading venues. 

4.4 A Multi-Layer Taxonomy for Digital Energy Platforms 

 
Figure 1: Combined use of the developed taxonomies with general, data-centric, and transaction-centric dimensions 

Energy platforms are often characterized by either a strong data-centric or a transaction-centric focus. The 
main function of transaction-centric platforms is to serve as a marketplace. Data-centric platforms focus on 
processing data [40]. Since transaction-centric and data-centric platforms differ significantly in some 
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respects, we developed two different taxonomies for digital energy platforms. Thus, all platforms can be 
classified exactly and according to the requirements of a taxonomy. The taxonomy consists of the general 
combined with the data- or transaction-centered dimensions, regarding the analyzed platform. Among the 
energy platforms, there are some that, based on their main functions, can be classified as transaction- or data-
centered platforms, but at the same time also have individual functions of the other category such as the 
platform solution illustrated in [6]. To classify holistic platforms by using our taxonomies the transaction- 
and data centric taxonomies can be united to a combined taxonomy as shown in Figure 1figure 1. The 
individual characteristics are indicated for each dimension in the corresponding row. The item exclusivity 
also indicates whether the characteristics are mutually exclusive (E) or non-exclusive (NE).  

5. Implications and Conclusion 

This paper addressed the lack of methodology to characterize digital energy platforms. Following Berger et 
al. [15], we developed a taxonomy for digital energy platforms. Our result, the developed and validated 
taxonomy, has several implications for practice and research. First, the taxonomy serves as a structuring 
element and allows companies to determine the status quo of existing platforms and IT systems. Therefore, 
the taxonomy can be used for "auditing purposes" to examine which functions and features are already 
covered by existing IT systems. Second, in addition to the status quo, the taxonomy can also sharpen a target 
image for functionalities and characteristics of IT systems and platforms and elicit requirements. Third, using 
a fit-gap analysis [41] and our taxonomy, companies can easily compare existing digital energy platforms 
and select the platform that best meets their needs. The selected platform can then be implemented to 
accelerate the adoption of DSM. Fourth, the results and the comparison of the platforms used during 
development show that most of the platforms focus on the data-centric or transaction-centric dimensions and 
cover these functionalities. Consequently, it can be concluded that for the best possible digitalization and 
automation of flexibility marketing, a mix of different IT systems and platforms is evident in most cases. 
Considering existing IT systems and platforms, attention must therefore be paid to integration interfaces 
during implementation to ensure communication without media discontinuity. Only in this way can systems 
be operated in an interoperable manner. Fifth, researchers can classify their work using our taxonomy and 
clearly distinguish it from existing studies. Consequently, the taxonomy can serve to structure research and 
identify future research fields. Sixth, to sum up, our taxonomy provides researchers and practitioners with 
an easy-to-use methodology to classify digital energy platforms and make informed decisions about which 
platform best fits the needs of the business. This enables researchers to strengthen the focus of their research 
and helps companies leverage the potentials of DSM. 

Naturally, our work has some limitations as any research endeavors but likewise gives prospects for further 
research. First, the taxonomy was developed with platforms known today and consequently with their 
characteristics. Against the background of the rapid development of platforms of various types, the 
developed taxonomy may only be used for a limited time, and further development will be necessary for the 
future. In this way, not yet considered functions and features can be considered to provide a valid taxonomy. 
Second, the taxonomy was built upon the analysis of a subset of all available energy platforms. In total we 
identified 163 digital energy platforms. Using the method of Quatember [29] we built a subset of 46 
platforms to create our taxonomy. This reduction of the set might affect the completness of the taxonomy. 
Third, in addition to the pure classification of platforms, the taxonomy might be used in further research to 
derive platform archetypes allowing to group platforms with similar characteristics. Third, the taxonomy 
dimensions are at a relatively high level and do not, for example, take into account details regarding the 
exact interfaces of platforms. Consequently, our taxonomy is suitable for an initial platform selection. Future 
studies might build on our work and develop a more detailed taxonomy. A focus on technical details might 
thereby enhance readability and simplify its use. Despite these limitations, we hope to provide a viable 
solution to structure digital energy platforms for production companies and support researchers and practice. 
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Abstract 

Companies operate in an increasingly volatile environment where different developments like shorter 
product lifecycles, the demand for customized products and globalization increase the complexity and 
interconnectivity in supply chains. Current events like Brexit, the COVID-19 pandemic or the blockade of 
the Suez canal have caused major disruptions in supply chains. This demonstrates that many companies are 
insufficiently prepared for disruptions. As disruptions in supply chains are expected to occur even more 
frequently in the future, the need for sufficient preparation increases. Increasing resilience provides one way 
of dealing with disruptions. Resilience can be understood as the ability of a system to cope with disruptions 
and to ensure the competitiveness of a company. In particular, it enables the preparation for unexpected 
disruptions. The level of resilience is thereby significantly influenced by actions initiated prior to a 
disruption. Although companies recognize the need to increase their resilience, it is not systematically 
implemented. One major challenge is the multidimensionality and complexity of the resilience construct. To 
systematically design resilience an understanding of the components of resilience is required. However, a 
common understanding of constituent parts of resilience is currently lacking. This paper, therefore, proposes 
a general framework for structuring resilience by decomposing the multidimensional concept into its 
individual components. The framework contributes to an understanding of the interrelationships between the 
individual components and identifies resilience principles as target directions for the design of resilience. It 
thus sets the basis for a qualitative assessment of resilience and enables the analysis of resilience-building 
measures in terms of their impact on resilience. Moreover, an approach for applying the framework to 
different contexts is presented and then used to detail the framework for the context of procurement. 

Keywords 

Resilience; Framework; Disruptions; Resilience Principles; Procurement 

1. Introduction

Companies and their supply chains have frequently experienced different kinds of disruptions. Especially 
the COVID-19 pandemic as a recent example of a global crisis has caused major challenges in supply chains. 
According to a study by GYA ET AL. 80 % of the companies surveyed were affected and the pandemic 
resulted for example in shortages of critical materials, delayed deliveries and longer lead times, and 
difficulties in planning and adjusting production capacity to meet fluctuating demand occurred [1]. 
Disruptions are especially critical when they affect the procurement side [2]. A study by BVL demonstrated 
that disruptions impacts on the supply side have been considered worse [3]. Despite the frequency of 
disruptions, several developments lead to increasing complexity in supply chains making it more difficult to 
create transparency [4]. In this volatile environment, companies are not sufficiently prepared for disruptions. 
One way of dealing with disruptions is increasing resilience. Resilience enables a system to cope with even 
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unexpected disruptions and to ensure competitiveness. [5,6] Building resilience is largely dependent on 
measures taken before a disruption occurs [7]. However, currently many companies do not systematically 
increase their resilience even though the importance of resilience is widely acknowledged [8]. As resilience 
is a multidimensional and complex construct, implementing resilience requires an understanding of its 
constituent parts. However, a common understanding is currently lacking. [9,10] It is thus necessary to 
decompose the multidimensional concept into its individual parts and understand the relationships between 
them. This paper aims at structuring resilience by developing a framework that strengthens the understanding 
of resilience. It, therefore, supports the analysis and design of resilience. Additionally, the proposed 
framework is applied to the context of procurement. The framework serves as a basis for a qualitative 
resilience assessment which is a prerequisite for systematically designing resilience. The remainder of this 
paper is organized as follows: Section 2 reviews the literature regarding resilience and existing frameworks 
for analyzing it. Section 3 presents the developed framework and section 4 summarizes the application of 
the framework to the context of procurement. Section 5 gives an outlook on the use of the framework. 

2. State of the art 

In this section, the term resilience in the context of supply chains and procurement is defined first, before 
existing frameworks for analyzing resilience are summarized and the research need is presented. 

2.1 Definition of resilience 

As stated before, resilience is a multidimensional concept that is used in various contexts like ecology, 
psychology, supply chain and economy. Currently, there is no common definition of resilience in the fields 
of supply chains and organisational resilience. [6] ANNARELLI AND NONINO distinguish between static and 
dynamic organisational resilience. While static resilience focuses on preventive actions to decrease the 
impact of disruptions, dynamic resilience aims at reactions and fast recovery [11]. According to ALI ET AL. 
supply chain resilience definitions differ in terms of the phases considered, the strategies covered and the 
abilities addressed. Phases of resilience include the periods before, during and after a disruption. Strategies 
that are covered in the definitions are proactive, reactive and concurrent. To distinguish between the abilities 
that are considered within the definitions ALI ET AL. identify the abilities to anticipate, to adapt, to respond, 
to recover and to learn. Based on these constructs, supply chain resilience definitions can be divided into 
narrower definitions that include only individual aspects of the phases, strategies and abilities and wider 
definitions that imply all phases and strategies. [9] This work chooses a comprehensive view and understands 
resilience as the ability of a company to prepare for potential disruptions, react and adapt to disruptions as 
well as the ability to return to the original state or achieve a better state after the disruption. The aim is to 
minimize the impact of disruptions through preventive measures and return to the original state as quickly 
and cost-effectively as possible. A disruption in this context is a temporary impact on the performance 
caused by the occurrence of a disruption event [12]. 

2.2 Resilience frameworks 

The frameworks reviewed in this section can be divided into different categories: frameworks related to the 
resilience triangle, the disruption profile or both and frameworks related to resilience capabilities. The 
resilience triangle by BRUNEAU ET AL. is a quantitative measurement tool for the seismic resilience of 
communities. For measuring resilience the authors examine the performance development over time after a 
disruption and identify the time needed for recovery, the severity of the disruption measured as the drop in 
performance and the area between the original and the actual performance as resilience dimensions. [13] 
MELNYK ET AL. analyze the transient response of a system and build on a profile similar to the resilience 
triangle. The authors identify the time between the occurrence of the disruptive event and the disruptive 
effect, the time at which recovery sets in, the comparison between the original performance level and the 
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performance level after recovery, and the area between the original and the actual performance level as 
relevant resilience dimensions. [14] SHEFFI AND RICE propose a disruption profile that describes the 
development of the performance over time and identify eight phases that characterize this profile [15]. 
MUNOZ AND DUNBAR apply the resilience triangle and refer to the disruption profile to observe the response 
behavior of actors in a supply chain. In addition to the original dimensions of the resilience triangle, they 
identify the profile length and the weighted sum as two dimensions that explicitly take into account the curve 
progression. [16] BEVILACQUA ET AL. combine the resilience triangle and the disruption profile to categorize 
the eight phases of the disruption profile for the supply chain context [17]. Frameworks that refer to 
capabilities qualitatively analyze resilience. PETTIT ET AL. distinguish between vulnerabilities and 
capabilities when analyzing resilience. While vulnerabilities decrease resilience, capabilities enhance 
resilience. [18] ALI ET AL. develop a framework that contains five capabilities and 13 corresponding 
elements. Additionally, the elements are detailed in practices that support building resilience. [9] DUCHEK 
focuses on organizational resilience and proposes a framework containing anticipation, coping and adaption 
capabilities. [10] The framework developed by GIANCOTTI AND MAURO includes five resilience phases and 
corresponding capabilities [19]. 

2.3 Research needs and requirements for the resilience structuring framework 

The various definitions and different frameworks underline that there is no common understanding of 
resilience. Starting from the definitions, different authors set various focal points and thus include different 
aspects in their definitions. Additionally, existing frameworks take different perspectives. In the cases where 
authors identify specific components of resilience in their frameworks, these components differ across the 
analyzed frameworks. The frameworks considered are not sufficiently detailed to analyze the contribution 
of concrete resilience increasing measures. Moreover, the frameworks are not applied to the context of 
procurement. Overall, the analysis of existing approaches illustrates the lack of understanding of the building 
blocks of resilience. Thus, the remainder of this paper focuses on developing a framework that captures the 
different aspects of resilience. The framework needs to identify specific components which constitute 
resilience and especially take into account the different phases of resilience. Additionally, the components 
need to be structured to incorporate their interrelationships. For each component, the target direction for 
increasing resilience must be identified. This is especially important as the framework sets the basis for 
analyzing resilience increasing measures regarding their contribution to resilience. The developed 
framework should be generic and applicable to different contexts for example to procurement.  

3. Development of a framework for structuring resilience 

The proposed framework builds on the existing frameworks and contains different components that 
characterize resilience. First, a structure for the framework is proposed based on existing definitions of 
resilience that contains three main component groups. Then, the individual components for each group are 
identified by analyzing the existing approaches. Lastly, resilience principles which are understood as target 
directions for the systematic design of resilience are derived based on the identified components.  

3.1 Structure of the framework 

The analysis of existing definitions and frameworks demonstrates the dynamic aspect of resilience. When 
analyzing resilience different phases are of importance. In general, resilience influences the time before, 
during and after a disruption. [9] The first category of components, therefore, are time-related components. 
Additionally, resilience is defined through an intensity aspect [20]. Resilience focuses on the impact of 
disruptions on performance. Thus, the second category comprises performance-related components. These 
dimensions are also the basis of the above-described IUDPHZRUN�JURXSV�³UHVLOLHQFH�WULDQJOH´�DQG�³GLVUXSWLRQ�
SURILOH´��$V�WKH�GLVUXSWLRQ�SURILOH�characterizes the time-related aspects and considers the performance, it 
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will serve as a basis for identifying and framing the resilience components. Following the resilience triangle, 
the area between the original performance and the actual performance after a disruption can be used to 
characterize the resilience of the system considered. The smaller the area, the more resilient the system is. 
This area is not only influenced by the time and performance amounts but also by the progression of 
performance over time which is represented by the curve trajectory. The third category thus describes curve-
related components. The structure of the framework is presented in Figure 1.  

 
Figure 1: Framework structure 

Time-related aspects specify the x-axis, whereby performance-related aspects define the y-axis and curve-
related aspects characterize the curve progression. The analysis of the area in terms of opportunities for its 
reduction serves as a basis for identifying resilience principles. They indicate how the resilience 
components need to be modified to achieve higher resilience. Thereby, two overarching goals of resilience 
can be distinguished. On one hand, passive resilience aims at increasing the robustness of a system. A high 
robustness results in the least possible impact in the case of a disruption. On the other hand, active resilience 
aims at fast adaption and recovery when a disruption impact occurs. [21,22] The specific components and 
the corresponding resilience principles are described in the following. 

3.2 Time-related components and resilience principles 

For describing resilience the time before, during and after a disruption are important. Within this framework, 
time-related components refer to periods in the disruption profile which are defined by a start and endpoint. 
Before characterizing the time-related components it is, therefore, necessary to identify the relevant points 
in time. HEIL has characterized disruptions in terms of their time aspect and has identified several points in 
time that can be distinguished when analyzing a disruption [23]. A major point in time is the occurrence of 
the disruption event (t0). For the considered system the start of the disruption impact (t1), which can be 
observed through a decrease in performance, as well as the end of the disruption (t4) are further relevant 
points. [23] Depending on the system state the occurrence of the disruption event and the start of the 
disruption can be separated points in time. The end of the disruption is characterized by reaching the original 
performance level in case of a full recovery or through reaching a new state of equilibrium in case of a partial 
recovery. For analyzing resilience components the point in time where it is known that the disruption event 
has occurred (knowledge of the disruption event (t2)) is important as well. The last important point in time 
is the lowest point of the performance curve (t3) as it marks the beginning of the recovery. 

The first resilience component is defined as buffer time. A main aspect of resilience is concerned with 
minimizing the impact a disruption has on a system and ideally staying on the original performance level 
[21,16]. This component relates to the latent disruption phase as it is described by HEIL. It starts when the 
disruption event occurs and ends with the beginning of the disruption impact. [23] The existing system 
structure prevents a negative influence of the disruption. These structures are already present before the 
disruption occurs. Thus, the buffer time directly relates to robustness. The buffer time reflects the absorptive 
capacity of a system which ensures that the performance does not decrease even after a disruption event has 

Pe
rfo

rm
an

ce

Time

Time-related components

Performance-
related 

components
Curve-related components

higher resilience
lower resilience

55



 

 

happened. To increase the resilience this time should be as long as possible. The corresponding resilience 
principle is thus the buffer time extension. 

Resilience is significantly characterized through the reaction in case of a disruption. In this context, the 
period that passes before recovery starts is an important feature of resilience. [6,14] The second component 
is thus called response time. In this framework, the response time includes the time that is needed to choose 
and implement specific actions. As a distinction to the buffer time, this component is linked to a concrete 
interference in the system. The response time begins with the knowledge of the disruption event. It ends 
when the measures take effect and the performance increases (the lowest point of the performance curve). 
The point in time when knowledge of the occurrence of the disruption event exists can be detailed when it 
is set in relation to other points in time. When looking at one system, the earliest point where the disruption 
can be known is the occurrence of the disruption event. However, it depends on the system characteristics if 
the disruption event is discovered right away. It is known at the latest when the disruption impact takes place. 
Depending on when the disruption event is discovered, the response time and the buffer time can overlap. 
The length of the response time is influenced by different latencies that can occur between an event and the 
effectiveness of countermeasure. These latencies contain the time that is needed to discover the event, 
analyze it, decide on the measures taken and the time for the measures to be effective [24]. Moreover, the 
response time depends on the available resources within the system. [6] 

The response time corresponds to two resilience principles. First, the response time helps to increase the 
resilience when it is as short as possible. The shorter the response, the faster the lowest performance level is 
reached and recovery starts. Thus, the first resilience principle is response time reduction. Additionally, 
the start of the response time influences resilience. As the response time includes the time needed to choose 
measures and the time needed for these measures to become effective, an early start of the response results 
in earlier effective measures. The second resilience principle corresponding to the response time is therefore 
response start shortening. 

The last time-related component refers to the recovery which occurs after measures take effect. This is also 
one of the two central aspects of the resilience triangle [13]. Recovery time is therefore proposed as the 
third component. The recovery time starts when the performance curve starts increasing. The end of the 
recovery time depends on whether a full or a partial recovery occurs. As described above, in the case of a 
full recovery the end is characterized by the fact that the original performance level is reached. For partial 
recovery, the end is determined by reaching a new equilibrium state of performance. The recovery time is 
characterized by an increase in performance caused by effective measures that have been taken. Like the 
response time, the recovery time leads to an increase in resilience when it is as low as possible. The 
corresponding resilience principle is thus called recovery time reduction. 

3.3 Performance-related components and resilience principles 

As described above, performance-related components refer to changes in performance that occur due to a 
disruption. They demonstrate the intensity of the disruption impact. Within the proposed framework, 
performance-related components are characterized through the difference between the original and the actual 
performance level during the disruption at a certain point in time. To identify relevant components, the 
extreme values in the curve are analyzed. 

One important aspect is the maximum impact a disruption has on a system. This characterizes the severity 
of a disruption [13,16]. Following the resilience triangle and the disruption profile, the maximum 
performance reduction is defined as the first component. A high resilience is reached if the maximum 
performance reduction is as low as possible. This target dimension can be directly derived from the resilience 
triangle. Thus, this component relates to the resilience principle damping of the maximum performance 
reduction. 
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Additionally, the long-term performance level after the recovery has taken place is important [14]. As 
described above, either a full recovery or a partial recovery is possible. In the case of a partial recovery, the 
performance level after the recovery time has reached a new equilibrium state that is below the original level. 
Thus, the second component is defined as the long-term performance reduction. This aspect is also 
considered within the disruption profile [15]. This component characterizes the recovery capacity of a 
system. Similar to the above-described resilience principle, the target direction for the long-term 
performance reduction is its decrease. The optimum is reached if no long-term performance reduction exists. 
The corresponding resilience principle is therefore called the damping of the long-term performance 
reduction. 

3.4 Curve-related components and resilience principles 

The curve progression influences the area between the original and the actual performance level both during 
the reaction and the recovery time. To take into account different kinds of curve progressions, MUNOZ AND 
DUNBAR define the weighted sum and the length of the profile as two factors for measuring resilience. [16] 
Both factors are significantly influenced by the gradient of the curve. This corresponds with the approach of 
CIMELLARO ET AL. who describe different recovery functions like linear, exponential and trigonometric to 
distinguish between different kinds of recoveries [25]. For the curve-related components of the proposed 
framework, the focus thus lies on the gradient of the curve. 

The first curve-related component is defined as the performance loss rate. It refers to the gradient of the 
curve during the response time when the performance decreases. A high performance loss rate results in a 
high performance decrease in a short amount of time. This component is both influenced by the 
characteristics of the disruption as well as by the response behavior of the system. A low performance loss 
rate results in a slow and possible controlled reduction of performance. High resilience is thus reached if the 
performance loss rate is as low as possible. This results in the resilience principle performance loss rate 
reduction. 

Despite the time required for recovery and the performance level reached after the recovery, the recovery of 
a system is characterized through the rate at which recovery takes place. The second component is thus 
defined as the recovery rate. The recovery rate is influenced by the effectiveness of the measures taken. In 
contrast to the performance loss rate, the recovery rate should be high to ensure a high resilience. This 
component thus corresponds to the resilience principle recovery rate increase. 

Figure 2 shows the developed framework with the identified resilience components.  

 
Figure 2: Resilience framework with components 
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Resilience can be characterized through seven components in the dimensions of time, impact and curve 
progression and the eight corresponding resilience principles. By using the disruption profile as the 
underlying structure, the framework takes into account the relationship between the identified factors. 
Additionally, the consideration of the area in combination with the described resilience principles details the 
multidimensional construct of resilience and points out various targets for systematically configuring 
resilience. 

4. Application of the framework to procurement 

The developed framework is generic and thus applicable for different contexts. In the following, an approach 
for applying the framework to different contexts is presented and illustrated for the area of procurement 

The disruption profile is significantly influenced through the disruption, its impact and the different points 
in time. These aspects depend on the system under consideration. Therefore, the proposed framework applies 
to a specific object where a disruption impact can occur. For each object, a separate disruption profile has to 
be considered. However, often there are interactions between different objects. This is enhanced as 
disruptions are often complex and characterized by cause-effect chains that result in multiple level 
disruptions. Thus, a disruption impact happening at one object can cause a disruption impact at a linked 
object. In the framework, this is represented by looking at several disruption profiles that are linked by 
transition times. The link can concern both a physical material flow and an information flow. A link that 
concerns the material flow can lead to cascading disruption impacts if the system does not recover in time. 
A link that affects the information flow between two objects can influence the start of the response time. As 
described above, when looking at one object the response time starts between the occurrence of the disruption 
event and the start of the disruption impact. When taking into account several objects, the response time can 
already start when knowledge about a disruption occurs in a linked object if it is known that the disruption 
in the earlier stage will also affect the considered object at a later stage. For this to be effective, the 
information needs to be passed on between the objects. 

To apply the framework to a specific context, a three-step approach is proposed: First, the relevant 
performance values must be characterized. The performance values specify the parameters whose changes 
in the disruption course are considered. Then, the objects under consideration need to be identified by 
analyzing the existing resources and possible disruption impacts. Lastly, when looking at several objects the 
transition times need to be specified.  

For the context of procurement, the relevant performance values are identified in the following. The overall 
goal of resilience is to minimize the negative aspect a disruption has on the performance. Thus, the focus 
lies on the disruption impacts rather than on the disruption event or the disruption source. This is especially 
suitable as a large number of disruption sources leads to a limited number of impacts [26]. For the application 
of the framework to the context of procurement potential disruption impacts as well as overall goals of 
procurement are analyzed. Potential disruption impacts in procurement that are mentioned in the literature 
are a lack of material [26], business interruptions [27], deviations from the expected quality, planned 
quantity, planned delivery date or planned price [28], supply at the wrong time or supply of the wrong 
products [29] and differences between the desired and the actually supplied quantity [30]. Looking at these 
impacts it becomes apparent that when considering the physical material flow the impacts relate to missing 
material. Thus, material availability is chosen as the performance value. Material availability is the supply 
of the right material, at the right time, in the right quality, in the right quantity, at the right place [31]. This 
performance value corresponds with the overall goal of procurement. Namely, to ensure the long-term supply 
security of the enterprise for the production of goods [32]. 

The objects for which a disruption profile needs to be considered and their interdependencies are derived 
from the structure and resources in procurement. The procurement function links manufacturers and 
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suppliers. Typical actors within a procurement chain include suppliers, manufacturers, logistical service 
providers and distributors [33]. The application of the framework in the context of procurement focuses on 
manufacturers. As the goods receipt is the direct interface to the suppliers or the logistical service providers, 
it serves as the central object that is considered. Material availability is influenced if the material is not 
supplied at the planned delivery date. The production is the internal demand source of the goods receipt. It 
is thus defined as the second object. A deviation in material availability occurs when input material for the 
production is not available at the planned date. To display the information linkage between the goods receipt 
and the external supply market, a third object is considered. This object comprises suppliers and logistical 
service providers as they both execute deliveries to the manufacturer. This object is called external input 
actor. Material availability at this object influences the ability to deliver. Goods receipt and external input 
actors are linked by procurement logistics while intralogistics links goods receipt and production. The 
transition times are the time needed for the transport respectively the time needed for the provision of 
material. The resulting resilience model is summarized in Figure 3. 

Figure 3: Resulting resilience model for the context of procurement 

Each of these objects can experience deviations in material availability as a disruption impact. Additionally, 
an object can act as a disruption source for a subsequent object. For example, if a supplier is unable to deliver 
due to a production machine failure, the performance in the disruption profile of the external input actor 
decreases. Depending on the time needed for recovery, this can cause a performance decrease in the 
disruption profile of the goods receipt, if the material is not supplied at the planned delivery. Contingent on 
what resilience measures are in place at the goods receipt, a disruption impact can occur at the production. 

5. Summary and outlook

Resilience is a multidimensional construct where understanding of its constituent parts is currently lacking. 
Such an understanding is the necessary foundation for analyzing and designing resilience. Therefore, a 
framework for structuring resilience has been developed. The framework builds on the disruption profile and 
the resilience triangle and contains seven resilience components. Additionally, it proposes eight resilience 
principles as target dimensions for building resilience. The generic framework can be applied to different 
contexts by defining the relevant performance values and the objects that need to be considered. This has 
been demonstrated for procurement. The framework thus sets the basis for systematically analyzing 
resilience improving measures regarding their specific contribution to resilience. Based on these results 
resilience can be configurated systematically. The paper contributes to an understanding of resilience, 
especially in the context of procurement. Further research is needed to identify concrete measures that 
increase resilience in procurement and analyze their contribution to the identified resilience principles. 
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Abstract 

Prediction of human activity and detection of subsequent actions is crucial for improving the interaction 
between humans and robots during collaborative operations. Deep-learning techniques are being applied to 
recognize human activities, including industrial applications. However, the lack of sufficient dataset in the 
industrial domain and complexities of some industrial activities such as screw driving, assembling small 
parts, and others affect the model development and testing of human activities. The InHard dataset (Industrial 
Human Activity Recognition Dataset) was recently published to facilitate industrial human activity 
recognition for better human-robot collaboration, which still lacks extended evaluation. We propose an 
activity recognition method using a combined convolutional neural network (CNN) and long short-term 
memory (LSTM) techniques to evaluate the InHard dataset and compare it with a new dataset captured in a 
lab environment. This method improves the success rate of activity recognition by processing temporal and 
spatial information. Accordingly, the accuracy of the dataset is tested using labeled lists of activities from 
IMU and video data. A model is trained and tested for nine low-level activity classes with approximately 
400 samples per class. The test result shows 88% accuracy for IMU-based skeleton data, 77% for RGB 
spatial video, and 63% for RGB video-based skeleton. The result has been verified using a previously 
published region-based activity recognition. The proposed approach can be extended to push the cognition 
capability of robots in human-centric workplaces.  
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1. Introduction

7RGD\�KXPDQ�URERW�FROODERUDWLRQ��+5&��LV�EHFRPLQJ�DQ�HVVHQWLDO�SDUW�RI�WKH�LQGXVWU\�IRU�DFKLHYLQJ�EHWWHU�
TXDOLW\�SURGXFWV�LQ�OHVV�WLPH��,Q�WKLV�UHJDUG��URERWV
�FRJQLWLRQ�FDSDELOLWLHV�DUH�H[SHFWHG�WR�EH�HQULFKHG�ZLWK�
WKH�SUHGLFWLRQ�DQG�GHWHFWLRQ�RI�KXPDQ�DFWLYLWLHV�>�@��6XFK�DQ�DSSURDFK�WKDW�KHOSV�UHFRJQL]H�KXPDQ�DFWLRQV�
DQG�DFWLYLWLHV�PD\�HQDEOH�URERWV�WR�FRPSOHPHQW�KXPDQ�PRWLRQV�DQG�DFWLYLWLHV�LQ�VKDUHG�VPDUW�ZRUNSODFHV�
>���@��/LVWV�RI�KXPDQ�DFWLYLWLHV�LQ�+5&�PD\�UHTXLUH�VHPDQWLFDO�GHVFULSWLRQV�DQG�GHILQLWLRQV��ZKLFK�FDQ�EH�
GHVFULEHG�HLWKHU�DW�D�KLJKHU� OHYHO�ZLWK�JHQHUDOL]HG�DFWLRQV�RU� DW�D� ORZHU� OHYHO�ZLWK�GHWDLOHG�GHVFULSWLRQV��
*HQHUDOL]HG�DFWLRQV�UHIHU�WR��H�J���UHDFK��SLFN��SXW��WXUQ��DQG�DVVHPEOH��,Q�FRQWUDVW��ORZ�OHYHO�DFWLRQV�GHVFULEH�
GHWDLOV�VXFK�DV�UHDFKLQJ�ZLWK�WKH�OHIW�KDQG�WR�REMHFW�$��WDNLQJ�D�W\SH�%�VFUHZGULYHU��DQG�WLJKWHQLQJ�WKH�VFUHZ��
3UHGLFWLRQ�DQG�GHWHFWLRQ�RI�KXPDQ�DFWLRQ�DQG�VHTXHQFH�RI�DFWLYLWLHV��HLWKHU� KLJKHU�RU� ORZHU�� LV�VWLOO�EDVLF�
UHVHDUFK�UHTXLULQJ�IXUWKHU�LQYHVWLJDWLRQ� 
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7KH�FODVVLFDO�DSSURDFK�LQ�+5&�WDVN�SODQQLQJ�PRVW�RIWHQ�FRQVLVWV�RI�SUH�SURJUDPPHG�ORJLF�WKDW�UHPDLQV�IL[HG�
IRU�WKH�JLYHQ�F\FOH�RSHUDWLRQV��,Q�D�W\SLFDO�DVVHPEO\��WKH�URERW�H[HFXWHV�WKH�GHVLUHG�WDVN�LQ�FROODERUDWLRQ�ZLWK�
WKH�KXPDQ�RSHUDWRU�LQ�D�SURJUDPPHG�VHTXHQFH��,W�KDUGO\�UHVSRQGV�WR�FKDQJHV�LQ�KXPDQ�SHUIRUPDQFH�ZKLFK�
LV�RQH�RI�WKH�PDLQ�EDUULHUV�WR�+5&��0RVW�UHFHQWO\��LQGXVWULHV�KDYH�EHHQ�IRFXVLQJ�RQ�LPSURYLQJ�KXPDQ�DQG�
URERW�LQWHUDFWLRQ�LQ�D�VKDUHG�ZRUNSODFH�WR�FRPSOHWH�D�WDVN�HIILFLHQWO\�DQG�VDIHO\�ZLWK�IOH[LELOLW\�LQ�SURGXFWLRQ�
SURFHVVHV��+RZHYHU��VXFK�D�OHYHO�RI�+5&�LV�FKDOOHQJLQJ�DV�LW�LQYROYHV�PDQ\�XQSUHGLFWDEOH�HYHQWV�DQG�DFWLRQV��
ZKLFK�DUH�GLIILFXOW� IRU�URERWV� WR�XQGHUVWDQG�DQG�DFW�DFFRUGLQJO\�� ,Q� WKLV�DVSHFW�� WKH� URERW�PXVW�SRVVHVV�D�
FRJQLWLYH�FDSDELOLW\�DQG�DELOLW\�WR�XQGHUVWDQG�YDULRXV�DFWLRQV�SHUIRUPHG�E\�WKH�KXPDQ�RSHUDWRU�WR�SUHGLFW�
WKH�VXEVHTXHQW�SRVVLEOH�DFWLRQ�LQ�RUGHU�WR�FDUU\�RXW�WKH�WDVN� 

7KLV�ZRUN�DLPV�WR�SUHVHQW� WKH�DFWLYLW\�UHFRJQLWLRQ�PHWKRG�XVLQJ�FRPELQHG�FRQYROXWLRQDO�QHXUDO�QHWZRUN�
�&11��DQG�ORQJ�VKRUW�WHUP�PHPRU\��/670��WHFKQLTXHV�WR�HYDOXDWH WKH�,Q+DUG GDWDVHW�FRPSDUHG�WR�D�QHZO\�
FDSWXUHG�GDWDVHW�LQ�D�ODE�HQYLURQPHQW�� 

2. Related Works 

The current research that focuses on human activity recognition for HRC can be discussed from the aspects 
of types of human activities in industrial environments, methods employed for recognizing human actions, 
and generated datasets for human activity recognition (HAR).  

2.1 Human activity types for HRC.  

In today's industry 4.0 era, many researchers have brought humans and robots closer to the industrial 
environment. In [4], a detailed overview of HRC in industry 4.0 regarding various levels of humans and 
robots working together is given by solving safety issues using a particular collaborative robot (cobots). 
Furthermore, how the HRC can improve the efficiency of the industrial process by eliminating the 
uncomfortable, repetitive work of human operators is discussed. Similarly, [5] has conducted a survey to test 
the HRC process by measuring trust between humans and robots in an open workspace executing pick and 
place tasks. Work has to detail discussion about various safety factors and trust factors of HRC that can 
affect the productivity and efficiency of the process. Further, [6] has presented an HRC from a technical 
point of view. Various methods for human intention estimation through machine learning algorithms, robot 
action planning, and human-robot joint action planning are discussed and compared. A more detailed 
scenario of the industry is presented by [7], and it gives detailed information about the various industrial 
activities such as assembly activities, tool handling activities, and non-deterministic activities which are non-
reparative, such as repairing activity or inspection, and also demonstrate that fusion of inertial measuring 
unit (IMU) sensors and video-based tracking system can be used to capture these activities with high 
precision. Similarly, [8] has also presented a work which includes modeling of industrial activities using a 
fusion of various motion capture sensors. It provides the detailed information of small industrial activities 
such as handling of nuts and bolts for assembly of the product and also to model various hand gestures 
movements to control the robot action. A visual sensor-based approach e.g., red-green-blue-depth (RGB+D) 
cameras have been also employed to capture various human activities in the industrial environments. Some 
of these activities include entering, leaving a work cell (movement), pointing to an object, waving (gesture), 
picking, and moving parts (object handling), applying pressure, reach to an object [8±10].  

2.2 Methods for human activity recognition  

Methods that have been employed for HAR can be considered into two big categories. The first is a statistical 
model, and the second is a deep learning-based model for activity prediction and detection. 
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Statistical models are known for their data-intensive requirement in order to generate high-quality motions 
[8]. Common approaches utilizing statistical models include Gaussian Mixture Models (GMM) or space 
partitioning (e.g., using k-means or principal component analysis (PCA) based linear mapping). GMM is a 
probabilistic model that maximizes expectation by fitting mixtures of Gaussian models to samples in high 
dimensional spaces. Deep learning-based models have been implemented for modeling human activities 
[11±13] based on video or skeleton. Open pose for two-dimensional pose estimation presented in [14] has 
employed a multi-stage CNN for extracting spatial features for human action recognition. Deep 
convolutional generative adversarial networks (GAN) have also been used to classify human activities even 
for fewer training datasets [15]. Further investigations for human motion generation or synthesis for enabling 
human interaction with smart machine systems that may involve higher-level human intention prediction 
and detection and lower-level details of actions have been shown in [16,17]. 

2.3 Human activity recognition datasets.  

Dataset for HAR that publicly available includes HMDB51 [18], UCF50 [19], NTU RGB+D dataset [20], 
MSR-Action3D [21], and InHARD [10]. HMDB51 was introduced by [18], consisting of approximately 
seven thousand realistic video clips from sources such as movies and web series. The dataset consists of 51 
classes of general day-to-day life activities such as jumping, laughing, kissing, and others, with 100 samples 
in each category. Another dataset in a similar category is UCF50 [19], which has offered 50 activity classes 
collected from online platforms like YouTube. The activities offered in the dataset include horse riding, pull-
ups, diving, running, skipping, etc. Later, the activities are extended into 101 classes with the same human 
activity category, which is called UCF101. Both datasets offer only RGB data at a resolution of 320 x 240 
with a fixed frame rate of 25 frames per second (fps). 

The kinetics dataset introduced by [22] consists of a significant dataset for HAR with 700 activity classes 
with more than 700 video par classes. Each video is captured from YouTube videos lasting for ten seconds. 
Types of activities included in the data set are human-to-human or human-to-object interactions such as 
shaking hands, hugging, steering the car, and brushing the floor. NTU RGB+D dataset presented by [20] 
offers a diverse range of activity classes. Types of action are divided into three categories: eleven mutual 
activities like pushing, kicking, etc., nine health-related activities such as sneezing, staggering, etc., and 40 
daily activities like drinking, reading, etc. It consists of approximately fifty-seven thousand samples in RGB 
+ Depth and in skeleton format. In addition, MSR-Action3D presented by [21] has been a choice for 
skeleton-based activity recognition. Dataset offers 567 depth map sequences with 20 different hand gesture 
activity class-like horizontal arm waves, drawing a circle with an arm. Depth maps are captured using a 
depth camera sensor and are available in 640 x 240 resolution of recorded sequences 

Though many datasets offer a diverse range of activity classes to facilitate HAR processes, most of them are 
related to daily life or health-related activities. From an industrial HAR point of view, there is a lack of a 
dataset that offers industrial activities, which is further addressed by [10] and presented InHard dataset 
(Industrial Human Activity Recognition Dataset). InHard demonstrates the actual industrial activity in an 
industrial environment, and the dataset is publicly released to facilitate the research progress in the field. The 
dataset provides various industrial assembly activities in the skeleton and RGB video format to facilitate 
HAR in the industrial environment. Moreover, it has not been well evaluated by the scientific community. 

3. Methodology  

A Panasonic 4K camcorder was employed in our experiment to obtain the video from the right side at 45 
degrees. Similarly, the Xsens Awinda IMU system is used to capture the joint motions for comparison to the 
InHard (c. [10])  dataset. However, both datasets comprise different settings such as frame rate, skeleton 
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joint numbers, and motion capturing systems. Therefore, we must resample the time to make a consistent 
frame rate, re-arrange the data structure and retarget the skeleton before comparing.  

The InHard dataset has offered an actual use case of industrial activities such as assembly of a part, picking 
components, measuring components, and representing actual industrial setup. The dataset comprises RGB 
video and IMU data for different participants (person) and in an adequate quantity. The participant's task in 
the InHard dataset is to assemble a component following instruction sets with the help of the UR10 robotic 
arm, using screws and hooks and a tool such as a screwdriver (c. [10,23]). The same activity with a different 
job (e.g., assembly of gear components) is proposed to reproduce InHard activities. The RGB video from 
the top view is used to analyze the spatial activities, while the RGB camera from the side helps to acquire 
(c. Figure 1)  

 
           (a)                            (b)                             (c)                          (d)                               (e)  

Figure 1 Validation and comparison of the InHard and newly captured datasets in the lab environment for similar 
activities but different sensing systems; InHard dataset (a) IMU skeleton, (b) Open pose overlay, (c. [7]), New dataset 

(c) IMU skeleton, (d) Open pose overlay, (e) RGB spatial. 

The methods for HAR based on video and skeleton dataset is described in three categories in subsection 3.1, 
and 3.2. 

3.1 Human activity definition and dataset curation 

Before the pre-processing task, it is necessary to explore the dataset to remove any unwanted data. Only an 
adequate and equal number of samples are provided for the deep learning method for training. Following is 
the list of nine low-level activity classes of both skeleton and RGB data with several samples in each class. 

Table 1 Number of samples in each activities class. 

Activity 
Classes 

A
ss

em
bl

e 
Sy

st
em

 

N
o 

A
ct

io
n 

Pi
ck

in
g 

Fr
on

t 

Pi
ck

in
g 

Le
ft 

Pu
t D

ow
n 

C
om

po
ne

nt
 

Pu
t D

ow
n 

Sc
re

w
dr

iv
er

 

Ta
ke

 
C

om
po

ne
nt

 

Ta
ke

 
Sc

re
w

dr
iv

er
 

Tu
rn

 S
he

et
s 

No. of 
samples 1378 500 456 641 385 461 485 420 224 

It is essential to provide equal training data for each activity class to ensure proper learning of the network 
and the overall accuracy of the network. As deep learning algorithms require a large amount of data for good 
performance, we have only considered more than 200 samples classes. To facilitate HRC in the industry, the 
InHard dataset community has generalized assembly activities and presented activities that are used in many 
industrial assembly processes. Activities are divided into low-level activities, consisting of nine action 
classes (see Table 1), and high-level activities, which comprise 72 detailed action classes for more accurate 
activity detection.  
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3.2 HAR modeling based on sequential and temporal memory networks 

$�IXVLRQ�RI�&11�DQG�/670��VHH�)LJXUH����LV�SURSRVHG�WR�WDNH�DGYDQWDJH�RI�ERWK�QHWZRUNV�DV�&11�KDQGOHV�
VSDWLDO�LQIRUPDWLRQ�DQG�/670�WDNHV�FDUH�RI�WHPSRUDO�GDWD�LQIRUPDWLRQ��9LGHR�IUDPHV�DUH�JLYHQ�DV�LQSXW�WR�
&11�XVLQJ� D� SUH�WUDLQHG� QHWZRUN� LQFHSWLRQ�9���7KH� LQFHSWLRQ�9��PRGHO� LV� RQH� RI� WKH�FRPPRQO\� XVHG�
FRPSXWHU� YLVLRQ� WHFKQLTXHV� IRU� WDVNV� VXFK� DV� REMHFW� GHWHFWLRQ�� ,W� LV� SUH�WUDLQHG� RQ� WKH� ,PDJH1HW� GDWDVHW�
FRQVLVWLQJ�RI�RQH�WKRXVDQG�FDWHJRULHV��,QFHSWLRQ�9��DUFKLWHFWXUH�LV�EXLOW�ZLWK�V\PPHWULF�DQG�DV\PPHWULF�
EORFNV��7KH�EORFN�LQFOXGHV�D�VHULHV�RI�VPDOOHU�FRQYROXWLRQV��DYHUDJH�SRROLQJ�� DQG�PD[�SRROLQJ�IRU�IDVWHU�
WUDLQLQJ�DQG�SURFHVVLQJ�RI�LPDJH�GDWD�>��@��7KH�ODVW�RXWSXW�OD\HU�RI�WKH�&11�QHWZRUN�LV�UHPRYHG�WR�REWDLQ�
WKH�IHDWXUH�YHFWRU��7KHQ�WKLV�IHDWXUH�YHFWRU�EHFRPHV�DQ�LQSXW�WR�WKH�/670�WR�OHDUQ�WHPSRUDO�GHSHQGHQF\�DQG�
JLYH�WKH�ILQDO�FODVVLILFDWLRQ� 

 
Figure 2 Fusion of CNN and LSTM architecture for action recognition and model evaluation using InHard and new 

dataset. 

Table 2 System configuration for deep learning model 

Feature Description 

Hardware 
configuration 

All the deep learning model pre-processing and training are done using a high-performance 
computing (HPC) cluster, which has a specification of AMD 3.35 GHz CPU, NVIDIA 
Tesla V100 GPU, and 128 GB of RAM. 

Data 
preparation 

A model is trained for 14 low-level activity classes with approx. 400 samples per class. 
77% of data is used for training, 3% for training validation and the remaining 20% of data 
is used to evaluate the trained model. 

Optimizer Adamax 

Performance of the InHard dataset is tested using a deep learning model: Long Short-Term Memory (LSTM) 
and Convolution Neural Network (CNN). The accuracy of the dataset is tested using segmented activity 
recognition using both Skeleton and RGB data. The system configuration details are shown in Table 2. The 
implementation comprises IMU-based joint data and RGB-based skeleton pose data to further predict and 
detect human activity in the same time domain. Pose detection and LSTM technique are applied to RGB 
video data to extract the skeleton pose from video using an open pose library [14]. LSTM processes the 
extracted skeleton pose data and classifies the activity. LSTM is used to process the temporal dependency 
of extracted features and classify the activity at the end. We have used a single LSTM model to train skeleton 
data (BVH files); for RGB data (.mp4 files) training, CNN and LSTM are fused in which CNN is used to 
extract the spatial feature (resolution) of video frames. 
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As we are dealing with activity recognition tasks that may include different lengths, we have employed an 
LSTM model as a final output model for all cases. It is necessary to note that LSTM takes temporal features 
as an input in which the time-stamp indicates the length of the activities. Some of the InHard dataset 
activities are of different lengths, and this required us to perform training of the model using two different 
lengths of activity for each method. Accordingly, the activity length is categorized as short and long length 
activity in which for short length activity, the first 30 seconds of data is considered, and for prolonged length 
activity, the first 60 seconds of data is considered for each case. 

Before starting the training of deep learning models, it is necessary to clean and pre-process the training and 
test data. The cleaning and pre-processing of the InHard dataset include dividing the data frame into smaller 
batches, extracting skeleton data, and labeling its class. The training process is similar for both Skeleton 
(BVH) and video-skeleton cases. In both, hierarchical skeleton data is converted into vectors along with its 
class label. Besides, the data frame is divided into smaller batches depending on the length of the activity 
(short and long). Then these batches are used to train the LSTM model. The human activity recognition 
network code is publicly available [25]. The Tensorflow and Keras framework has been implemented for 
the training deep-learning model. Tensorflow is an open-source platform that provides various machine 
learning libraries, and Keras is a user-friendly high-level API that runs on top of Tensorflow [26].  

4. Result 

Based on systematically selected Tensorflow and Keras framework parameters, the early patience is to 4, 
and the learning rate is set to 0.02. The loss function is set to categorical cross-entropy as it is the default 
choice for classification.  

 
Figure 3 Comparison of model parameters for short activity (SA) or long activity (LA) for training (T) and validation 

(V) phase. 

For tuning the models, we have altered different parameters such as optimizer, size of input batches, and the 
number of hidden layers to obtain optimal parameters. The tuning parameters are epoch: 100, optimizer: 
'Adam' and 'Adamax', number of hidden layers: 1, 2, and 3, number of batches: 4, 8, and 16, and the same 
training process is repeated for two activities length data, i.e., short and long (see Figure 3).  

Training result is presented for skeleton (BVH) and video-skeleton data. For skeleton (BVH) and video-
skeleton data, the LSTM model is used and trained using a different model structure and parameters for short 
and long activity length types. The same training procedure is applied for RGB video data on CNN and 
LSTM network fusion. Training and validation accuracy for each model structure, parameters, and activity 
length is compared in Figure 3. The result shows the percentage of accuracy for RGB-based skeleton short 
activity and prolonged activity (RGB-SA and RGB-LA), RGB-based spatial video for short and long activity 
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(RGB-SP-SA and RGB-SP-LA), and IMU-based skeleton for short and long activity (IMU-SA and IMU-
LA) data for different numbers of hidden layers and batch sizes (4, 8, and 16). 

 
 (a) Short activity from IMU skeleton (IMU-SA)             (b) Long activity from IMU skeleton (IMU-LA) 

 
 (c) Short activity from RGB skeleton (RGB-SA)          (d) Long activity from RGB skeleton (RGB-LA) 

 
 (e) Short activity from RGB spatial (RGB-SP-SA)       (f) Long activity from RGB spatial (RGB-SP-LA)  

Figure 4 Confusion matrix representing the comparison of the predicted and detected actions. 
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The quantitative results based on Figure 3 show that short-activity recognition based on RGB video skeleton 
has achieved model training accuracy of 89% and validation accuracy of 75%. The training accuracy remains 
89% for the long-activity, while the validation accuracy drops to 65%. Using the model for evaluation on a 
test dataset yields 62% and 63% accuracy for short and long activity, respectively. Considering the IMU 
skeleton, the highest training accuracy and validation accuracy of short-activity are 94% and 72%, 
respectively. The long-activity is 98% for training accuracy and 76% for validation. Using the training 
weights of the model with the highest training accuracy and validation accuracy, the evaluation with test 
data yields evaluation accuracy of 85% for short-length activity and 88% for long-activity. For RGB video, 
a fusion of CNN and LSTM achieved 81% and 78% training and validation accuracy for short activity length 
and 80% and 72% training and validation accuracy for long activity length. Fusion of model has shown a 
77% and 74% evaluation accuracy on test data. 

A confusion matrix, which has a size of n x n, where n is the number of activities, is used to evaluate how 
accurately the model can classify the activities (c.[27]). The matrix compares the actual activities with the 
predicted activities (see Figure 4). 

5. Discussion  

To facilitate HRC, we have tested the InHARD dataset for industrial activity recognition using deep learning 
techniques for two modes of data: IMU skeleton data, and video-skeleton data, among which skeleton 
activity recognition has shown 88% evaluation accuracy, RGB video model gave 77%, and video-skeleton 
data is with 63% of evaluation accuracy on InHard dataset. 

The model's prediction is better when activity length is long because it has acquired more data frame (i.e., 
the batch size consists of 60 seconds of activity) than in short-length activity where the duration is 30 
seconds. Skeleton data provides detailed information about each human pose, more training data, and 
improved accuracy. Thus, it has been possible to distinguish the classification of activities having slight 
differences, such as putting down the screwdriver and picking up the screwdriver accurately.  

The video-skeleton method using open pose techniques shows poor results compared to the IMU methods. 
It classifies the activities; however, it gets confused between similar activities such as Take the screwdriver 
and Put Down Screwdriver. As the open pose technique highly depends on the person's view for detecting 
key points on the body for mapping to the skeleton, considering a camera position in a proper orientation 
with minimum occlusion possibility is crucial for obtaining better results. With the implemented open pose 
technique, only the required region of interest is considered from the RGB video to avoid noise that may 
affect the model accuracy. The comparison results with different datasets captured in the lab environment 
shows less than fifty percent success ratio from the captured twenty operations, while the IMU skeleton 
accuracy is 67%. On the other hand, the RGB video model (CNN+LSTM) has shown 60% accurate detection 
for some activities captured in the lab with Panasonic 4K camera. The accuracy evaluation of the proposed 
methods is still below the accuracy of the human activity recognition that has been published in [17], which 
employs region-based joint configuration. Reproducible workplace setup does not necessarily yield the same 
output for reasons such as motion capturing systems, body size variation, and implementation complexities. 

Overall results show that human activity recognition for industrial setup is still challenging to detect activities 
when robots are considered in the loop accurately. Due to the skeleton, body size, capturing system, and 
model parameters, repeated activities performed in different workplace settings are not straightforward to 
reproduce. Open source datasets such as InHard are helpful to investigate optimal settings for motion 
capturing and modeling, allowing to exploit the opportunities and identify the inherent challenges regarding 
activity prediction and detection techniques. However, more datasets must be employed before generalizing 
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human activities and actions detections. This may facilitate the path toward sustainable human and robot 
collaboration. 

6. Conclusion and future outlooks 

Human activity recognition in the cognitive production system may change the way humans and machines 
interact and cooperate for completing tasks. Gathering sufficient data that helps to extensively evaluate the 
performance and limitations of existing methods is still challenging. The main reasons discussed are model 
accuracy, data validity, and activity duration. Employing multi-systems for human motion data acquisition 
such as IMU and Optical cameras, methods such as CNN+LSTM approaches are evaluated for their 
accuracy. The overall result shows open research questions regarding motion capturing methods, feature 
mapping, and labeling. Nevertheless, the proposed approach has the potential to improve the way robots 
learn human motion behavior as co-partners. Future works will address real-time activity recognition with 
an extended cognitive capability in human-centric workplaces.  
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R[LGDQW�>�@��7KH�IXHO�LV�K\GURJHQ��DQG�WKH�R[LGDQW�LV�DWPRVSKHULF�R[\JHQ��7KH�PHPEUDQH�HOHFWURGH�DVVHPEO\�
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,Q�DGGLWLRQ�WR�WKH�3(0)&��WKHUH�DUH�RWKHU�W\SHV�RI�IXHO�FHOOV��7KHVH�GLIIHU�LQ�WKH�HOHFWURO\WHV�XVHG��WKH�IXHO�
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WHQVLRQ�URGV��6XEVHTXHQWO\��DQ�LQLWLDO�OHDN�WHVW�WDNHV�SODFH��VXFK�DV�SUHVVXUH�GURS�DQG�IORZ�WHVWV��%HIRUH�WKH�
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VR�FDOOHG�UXQQLQJ�LQ�RQ�WKH�WHVW�EHQFK�IROORZV��ZKHUH�DOO�PHGLXPV��K\GURJHQ�DQG�R[\JHQ��DUH�FRQQHFWHG��
7KURXJK�WKLV�SURFHVV��WKH�VWDFN
V�SHUIRUPDQFH�FDQ�EH�GHWHUPLQHG��)LQDOO\��DQRWKHU�OHDN�WHVW�PD\�EH�FDUULHG�
RXW��DIWHU�ZKLFK�WKH�IXHO�FHOO�LV�LQVWDOOHG�ZLWK�RWKHU�V\VWHP�FRPSRQHQWV�DQG�LV�UHDG\�IRU�XVH�>��@��

����+LJK�UDWH�SURGXFWLRQ�

7KH�VWDFNLQJ�SURFHVV�GHVFULEHG�LQ�WKH�SUHYLRXV�VHFWLRQ�FDQ�EH�FDUULHG�RXW�LQ�YDULRXV�ZD\V��:KLOH�WKH�VWDFNV�
DUH�VWLOO�SDUWO\�VWDFNHG�E\�KDQG��SDUWLDOO\�RU�IXOO\�DXWRPDWHG�SURFHVVHV�KDYH�EHHQ�GHYHORSHG�LQ�WKH�PHDQWLPH��
$XWRPDWHG�SURFHVVHV�XVH�FDURXVHO�GHYLFHV�RU�FRQYH\RU�DQG�IHHG�V\VWHPV��DOWKRXJK�PDQXDO�ZRUN�VWHSV�DUH�
VWLOO�QHFHVVDU\�LQ�VRPH�FDVHV��3LFN�DQG�SODFH�URERWV�FRXOG�DXWRPDWH�WKHVH�SURFHVVHV�>��@��7KH�H[WHQGHG�XVH�
RI�URERWV�ZRXOG�EH�D�ILUVW�VWHS�LQ�WKH�GLUHFWLRQ�RI�KLJK�UDWH�SURGXFWLRQ��$�FUXFLDO�GHYHORSPHQW��HVSHFLDOO\�
UHJDUGLQJ�WKH�FDSDFLWLHV��LV�UHTXLUHG�LQ�WKH�IXWXUH�>��@��

,Q�WKH�FRQWH[W�RI�WKLV�SDSHU��WKH�WHUP��KLJK�UDWH�SURGXFWLRQ��FRQFHUQLQJ�WKH�IXHO�FHOO�PHDQV�DQ�DSSUR[LPDWLRQ�
WR�WKH�SURGXFWLRQ�ILJXUHV�IURP�WKH�DXWRPRWLYH�LQGXVWU\��7KH�F\FOH�WLPH�IRU�D�YHKLFOH�LV����VHFRQGV�RQ�DYHUDJH��
,Q�RUGHU�WR�DGDSW�WKH�IXHO�FHOO�VWDFN�SURGXFWLRQ�WR�WKLV��WHQ�FHOOV�PXVW�EH�VWDFNHG�LQ�RQH�VHFRQG��EDVHG�RQ�D�
VWDFN�ZLWK�����WR�����FHOOV��7KDW�VLWXDWLRQ��KRZHYHU��DVVXPHV�WKDW������RI�FDUV�SODQW¶V�SURGXFWLRQ�QHHG�D�
IXHO�FHOO�VWDFN�DQG�LV�WKHUHIRUH�UHOHYDQW�IRU�KLJKO\�VSHFLDOLVHG�IXHO�FHOO�SURGXFWLRQ�SODQWV��,I�D�VXSSOLHU�ZDQWHG�
WR�SURGXFH��IRU�LQVWDQFH���������IXHO�FHOO�VWDFNV�D�\HDU�ZLWK�����FHOOV�SHU�VWDFN�� WKH�F\FOH�WLPH�ZRXOG�EH�
URXJKO\�DERXW����V�SHU�IXHO�FHOO��DVVXPSWLRQV������GD\V�DQG���K�RI�ZRUN����
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1HYHUWKHOHVV�� WKH� F\FOH� WLPHV� DUH� VWLOO� LQVXIILFLHQW� IRU� WKH� HQYLVDJHG� GHPDQG�� VR� SDUDOOHOLVDWLRQ� DQG�
PRGXODULVDWLRQ�RI�WKH�SURGXFWLRQ�FDSDFLWLHV�DUH�QHFHVVDU\��$�PRGXODU�DSSURDFK�PLJKW�DOORZ�WR�DGDSW�VWHDGLO\�
WR�LQFUHDVLQJ�GHPDQGV��,UUHVSHFWLYH�RI�WKLV��SURGXFWLRQ�YROXPHV�PXVW�EH�LQFUHDVHG�WR�PHHW�WKH�SODQQHG�IXWXUH�
VDOHV�YROXPHV�RI�IXHO�FHOO�HOHFWULF�YHKLFOHV��)&(9V���DQG�QHZ�DQG�IDVWHU�SURGXFWLRQ�IDFLOLWLHV�PXVW�EH�IRXQG�
DV�D�UHVXOW��7KH�QHFHVVDU\�SURGXFWLRQ�FDSDFLWLHV�HQWDLO�VHYHUDO�SUHUHTXLVLWHV�WKDW�QHHG�FRQVLGHUDWLRQ�DV�HDUO\�
DV�WKH�SODQQLQJ�VWDJH�RI�WKH�SODQWV��7KH�TXDOLW\�DQG�WKH�VDIHW\�RI�WKH�IXHO�FHOO�PXVW�QRW�EH�UHGXFHG�E\�VKRUWHU�
F\FOH�WLPHV��3UHFLVLRQ�DQG�UHSHDWDELOLW\�DUH�HVVHQWLDO��DQG�WKH�KDQGOLQJ�RI�VHQVLWLYH�FRPSRQHQWV�PXVW�DOVR�EH�
JXDUDQWHHG�LQ�WHUPV�RI�TXDOLW\��HYHQ�LQ�DXWRPDWHG�SURGXFWLRQ��6RPH�RI�WKH�FRPSRQHQWV��VXFK�DV�WKH�0($�
DQG�JDVNHWV��DUH�IOH[LEOH�DQG�WKLQ��FRPSOLFDWLQJ�WKH�DXWRPDWHG�KDQGOLQJ�HYHQ�IXUWKHU�>��@��6LQFH�WKH�VDPH�
FRPSRQHQWV�IURP�GLIIHUHQW�VXSSOLHUV�FDQ�GLIIHU�LQ�VKDSH��VL]H�DQG�WROHUDQFHV��PDFKLQHV�PXVW�EH�DGDSWDEOH��
7KH�VDPH�DSSOLHV�WR�WKH�SURGXFHG�VWDFNV��ZKLFK�KDYH�GLIIHUHQW�GLPHQVLRQV�GHSHQGLQJ�RQ�SHUIRUPDQFH��$V�D�
UHVXOW�� LW� LV� DGYDQWDJHRXV� LI� PDFKLQHV� DOUHDG\� KDYH� D� KLJK� GHJUHH� RI� DGDSWDELOLW\�� ZKLFK� SUHYHQWV� ORQJ�
FRQYHUVLRQ�WLPHV�RU�HYHQ�EUHDNGRZQV��)RU�D�VPRRWK�SURGXFWLRQ�SURFHVV��ERWWOHQHFNV�LQ�WKH�FRPSRQHQWV�PXVW�
EH� WDNHQ� LQWR� DFFRXQW� DQG�FDOFXODWHG� LQ�DGYDQFH��6XEVHTXHQWO\�� WKH� F\FOH� DQG� WKURXJKSXW� WLPHV�PXVW�EH�
DGDSWDEOH�>��@���

,Q� SULQFLSOH�� KRZHYHU�� PDNLQJ� RQO\� WKH� VWDFNLQJ� SURFHVV� IDVWHU� GRHV� QRW� VXIILFH� WR� UHDFK� WKH� GHVLUHG�
SURGXFWLRQ�FDSDFLWLHV��7KH�LQGLYLGXDO�FRPSRQHQW�SURGXFWLRQ�PXVW�EH�LPSURYHG��WRR��7KH�SURGXFWLRQ�RI�%33V�
DQG�0($V�DQG�WKH�FRQQHFWLRQ�RI�WKH�WZR�FRPSRQHQWV�KDV�JUHDW�SRWHQWLDO��7KH�FRPSRQHQWV�FRXOG�EH�SURGXFHG�
LQ�WKH�UROO�WR�UROO�SURFHVV�LQ�WKH�IXWXUH��,Q�WKLV�SURFHVV��WKH�PDWHULDO�LV�XQZRXQG�IURP�D�UROO��SURFHVVHG��DQG�
WKHQ�UROOHG�XS�DJDLQ��ZKLFK�VSHHGV�XS�IXUWKHU�SURFHVVLQJ�DQG�PDNHV�LW�SRVVLEOH�WR�SURGXFH�FRPSOHWH�FHOOV�LQ�
D�VKRUW�WLPH�DQG�VHSDUDWH�WKHP��+HQFH��WKH\�DUH�GLUHFWO\�DYDLODEOH�IRU�WKH�SURGXFWLRQ�RI�VWDFNV�>��@��+RZHYHU��
HYHQ�LI�WKH�LQGLYLGXDO�FRPSRQHQWV�DUH�PRGLILHG��LW�LV�QHFHVVDU\�WR�REVHUYH�VHYHUDO�FULWHULD�WR�HQVXUH�WKDW�WKH�
IXHO�FHOO�PHHWV�DOO�UHTXLUHPHQWV��7KHVH�UHTXLUHPHQWV�DUH�PDLQO\�UHJDUGLQJ�WKH�SHUIRUPDQFH�RI�WKH�IXHO�FHOO�
VWDFN�DQG�V\VWHP��ZKHUH��DPRQJ�RWKHU�WKLQJV��WKHUPDO�DQG�HOHFWULFDO�UHVLVWDQFH�PXVW�EH�PLQLPLVHG��EXW�WKH�
FRQGXFWLYLWLHV�PXVW�EH�HTXDOO\�PD[LPLVHG��0HGLXPV�VXFK�DV�K\GURJHQ�DQG�R[\JHQ�PXVW�DOVR�EH�VXSSOLHG�
DQG�GLVFKDUJHG�ZLWKRXW�OHDNDJH��SDUWLFXODUO\�ZKHQ�DPELHQW�WHPSHUDWXUHV�FKDQJH���

)XUWKHUPRUH�� ORZ�PDVVHV� DQG� GLPHQVLRQV� DUH�DGYDQWDJHRXV�� ,Q� DGGLWLRQ� WR� WKHVH� DVSHFWV��PDQXIDFWXULQJ�
SURSHUWLHV� DQG� HQYLURQPHQWDO� LQIOXHQFHV� DUH� DOVR� UHOHYDQW�� LQ� FRQQHFWLRQ�ZLWK�ZKLFK�PDWHULDO� VHOHFWLRQ��
PDQXIDFWXULQJ�SURFHVVHV��DQG�UHF\FOLQJ�SRVVLELOLWLHV�DUH�WR�EH�PHQWLRQHG�>��@��7KHVH�FULWHULD�DUH�GHVFULEHG�
LQ�PRUH�GHWDLO�LQ�VHFWLRQ����&XUUHQWO\��WKHUH�DUH�VWLOO�VRPH�KXUGOHV�WR�RYHUFRPH�WR�IXOO\�DXWRPDWHG�SURGXFWLRQ��
1HZ�SURFHVVHV�ZLWK�D�GLUHFW�FRDWLQJ�RI�WKH�HOHFWURGH�RQWR�WKH�PHPEUDQH�RU�JDV�GLIIXVLRQ�OD\HU�DUH�QHFHVVDU\��
7KH�SURGXFWLRQ�WLPH�FDQ�EH�VLJQLILFDQWO\�UHGXFHG�ZLWK�D�FRQWLQXRXV�ODPLQDWLRQ�SURFHVV��)DVWHU�DQG��DERYH�
DOO��GHIHFW�IUHH�SURGXFWLRQ�PHWKRGV�PXVW�DOVR�EH�SODQQHG�IRU�%33��UHJDUGOHVV�RI�WKH�PDWHULDO��,Q�JHQHUDO��WKH�
TXDOLW\�IDFWRU�SOD\V�DQ�HVVHQWLDO�UROH�LQ�ERWK�WKH�FRPSRQHQWV�DQG�WKH�ILQDO�SURGXFWV��ZKLFK�LV�ZK\�WKH�ILQDO�
FRQWUROV�RU�WKH�PHWKRGV�IRU�FKHFNLQJ�WKHP�PXVW�DOVR�EH�LPSURYHG�DQG�DFFHOHUDWHG�>��@��

$FDGHPLD�DQG� LQGXVWU\� DUH�DZDUH�RI� WKH�QHFHVVLW\� WR� LQFUHDVH� VWDFNLQJ�YHORFLW\�DQG� VWDFNLQJ� VFDODELOLW\��
5HVHDUFK�LV�SHUIRUPHG�RQ�URERWLVHG�KLJK�VSHHG�VWDFNLQJ�SURFHVVHV�WKDW�DLP�WR�LQFUHDVH�VWDFNLQJ�UDWHV�WKURXJK�
JULSSLQJ�VHYHUDO�OD\HUV�RI�FHOOV�DW�RQFH�RU�WKURXJK�WKH�LQFOXVLRQ�RI�LQ�OLQH�TXDOLW\�FRQWURO�WR�IXUWKHU�UHGXFH�
F\FOH�WLPHV�>�����@��5HVHDUFKHU�GHVLJQHG�DQ�DXWRPDWHG�ZRUNVWDWLRQ�OD\RXW�IRU�IXHO�FHOO�VWDFNLQJ�WKURXJK�WKH�
SDUDOOHOLVDWLRQ�DQG�GHFRXSOLQJ�RI�SURFHVV�VWHSV�>��@��6WDFNLQJ�YHORFLWLHV�RI�DSSUR[���V�SHU�VWDFN�ZDV�UHDFKHG��
$Q�RXWORRN�ZDV�JLYHQ�WKDW�F\FOH�WLPHV�EHORZ��V�DUH�SRVVLEOH�EXW�ZRXOG�UHTXLUH�KLJK�GHYHORSPHQW�FRVWV��$Q�
LQFUHDVH�LQ�SURGXFWLRQ�FDSDFLWLHV�DOVR�KDV�D�SRVLWLYH�HIIHFW�RQ�WKH�SURGXFWLRQ�FRVWV��DV�H[SODLQHG�LQ�PRUH�
GHWDLO�LQ�WKH�QH[W�VHFWLRQ��

����&RVW�IDFWRUV�

(YHQ�WKRXJK�WKH�FRVWV�IRU�3(0)&�V\VWHPV�KDYH�IDOOHQ�E\�DERXW�����LQ�WKH�ODVW����\HDUV��WKH\�DUH�VWLOO�WRR�
KLJK�WR�DFKLHYH�D�EUHDNWKURXJK�IRU�WKH�3(0)&�DV�DQ�DOWHUQDWLYH�RQ�WKH�YHKLFOH�PDUNHW�DORQJVLGH�EDWWHU\�
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SRZHUHG�HOHFWULF�YHKLFOHV��7KH�KLJK�FRVWV�DUH�H[SHFWHG�WR�GHFUHDVH�LQ�WKH�IXWXUH�GXH�WR�LQFUHDVHG�GHPDQG�DQG�
WKH�DVVRFLDWHG�KLJKHU�SURGXFWLRQ�YROXPHV�>��@���

,Q�SULQFLSOH��WKH�FRVWV�IRU�WKH�FRPSOHWH�IXHO�FHOO�V\VWHP�FRQVLVW�RI�WKH�IXHO�FHOO�VWDFN�FRVWV�DQG�WKH�FRVWV�RI�
WKH�V\VWHP�FRPSRQHQWV��IRU�LQVWDQFH��DLU�FRPSUHVVRU��ZDWHU�VHSDUDWRU��DQG�K\GURJHQ�ILOWHU���7KH�IRFXV�LQ�WKLV�
ZRUN�LV�RQ�WKH�VWDFN�DQG�LWV�FRPSRQHQWV�VLQFH�LQ�WKLV�DUHD��PRUH�FRPSRQHQWV�DUH�KLJKO\�GHSHQGHQW�RQ�WKH�
DEVROXWH� SURGXFWLRQ� QXPEHU�� )RU� VPDOO� SURGXFWLRQ� QXPEHUV� ������� VWDFNV�\HDU��� ILYH� FRPSRQHQWV� DUH�
UHVSRQVLEOH�IRU�RYHU�����RI�WKH�FRVWV��,I�WKH�SURMHFWHG�SURGXFWLRQ�ILJXUHV�RI���������VWDFNV�\HDU�DUH�UHDFKHG��
RQO\�WZR�FRPSRQHQWV��%33�DQG�FDWDO\VW��DUH�UHVSRQVLEOH�IRU�����RI�WKH�FRVWV��7KHUHIRUH��WKH�WRWDO�SULFH�FDQ�
EH�UHGXFHG�PRVW�HIIHFWLYHO\�E\�VDYLQJ�FRVWV�WKURXJK�DQ�LQFUHDVHG�SURGXFWLRQ�YROXPH�>��@��$FFRUGLQJ�WR�D�
UHSRUW�E\�WKH�8�6��'HSDUWPHQW�RI�(QHUJ\��'2(��IURP�������WKH�SULFH�RI�D�IXHO�FHOO�V\VWHP�SHU�NLORZDWW�QHW�
SRZHU� �N:QHW�� VKRXOG� EH� UHGXFHG� WR� ���� LQ� WKH� IXWXUH� �EDVHG� RQ� DQ� ��� N:QHW�3(0)&� DQG�SURGXFWLRQ�
TXDQWLWLHV� RI� �������� VWDFNV�\HDU��� $V� DQ� RYHUYLHZ�� WKH� '2(V� ILQGLQJV� RQ� WKH� FRVWV� RI� WKH� LQGLYLGXDO�
FRPSRQHQWV��GHSHQGLQJ�RQ�WKH�DQQXDO�SURGXFWLRQ�YROXPH��DUH�VKRZQ�LQ�7DEOH����

7DEOH����,QIOXHQFH�RI�SURGXFWLRQ�YROXPH�RQ�WKH�FRVWV�RI�FRPSRQHQWV�DQG�WKH�HQWLUH�VWDFN�>��@��

<HDUO\�SURGXFWLRQ�UDWH�RI�� ������VWDFNV� �������VWDFNV� ��������VWDFNV� ��������VWDFNV�
%33V� ������� ����� ����� �����
0($V� ������� ������� ������� �����
2WKHU�FRPSRQHQWV� ������� ����� ����� �����
&RVW�FRPSOHWH�VWDFN� �������� ������� ������� �������
&RVW�FRPSOHWH�VWDFN��SHU�N:QHW�� �������� ������ ������� �������
�

+RZHYHU��WKHVH�SULFHV�FDQQRW�EH�DFKLHYHG�E\�LQFUHDVLQJ�FDSDFLW\�DORQH��ZKLFK�LV�ZK\�WKH�SURGXFWLRQ�PHWKRGV�
DQG�WKH�PDWHULDOV�XVHG�PXVW�EH�FKDQJHG�>��@��)RU�%33��YDULRXV�PDWHULDOV�DQG�WKH�SURGXFWLRQ�YDULDQWV�UHTXLUHG�
ZHUH� LQYHVWLJDWHG� LQ� WHUPV� RI� WKH� SURGXFWLRQ� QXPEHUV� DQG� FRVWV� UHTXLUHG��+\GURIRUPLQJ� �LQWHUQDO� KLJK�
SUHVVXUH�IRUPLQJ��LV�PRUH�FRVW�HIIHFWLYH�WKDQ�SURJUHVVLYH�VWDPSLQJ�IRU�ODUJH�SURGXFWLRQ�YROXPHV�ZKHQ�XVLQJ�
VWDLQOHVV� VWHHO�� ,I� VHYHUDO� SDQHOV� DUH� SURGXFHG� VLPXOWDQHRXVO\�� IHZHU� DVVHPEO\� OLQHV� DUH� UHTXLUHG��ZKLFK�
GLUHFWO\�LPSDFWV�FRVWV�DQG�SURFHVVLQJ�WLPH��$QRWKHU�ZD\�WR�GHFUHDVH�FRVW�E\�FKDQJLQJ�WKH�PDWHULDO�LV�XVLQJ�
DQ�DOWHUQDWLYH�VWDLQOHVV�VWHHO�DOOR\��$�FRVW�UHGXFWLRQ�RI�������WR�������SHU�N:�QHW�FRXOG�EH�UHDFKHG��ZKLOH�
WKHUH�DUH�QR�GLVDGYDQWDJHV�LQ�XVH��

)XUWKHU�VDYLQJV�DUH�DOVR�SRVVLEOH�E\�XVLQJ�D�GLIIHUHQW�SODWLQJ�SURFHVV��(YHQ�LI�FRVW�UHGXFWLRQV�DUH�SRVVLEOH�E\�
UHGXFLQJ�WKH�SODWLQXP�FRQWHQW�DQG�LQFUHDVLQJ�WKH�SRZHU�GHQVLW\��SULFHV�VWLOO�GHSHQG�RQ�WKH�PDWHULDO�FRVWV�
>��@��(VSHFLDOO\�UHJDUGLQJ�SUHFLRXV�PHWDOV�VXFK�DV�SODWLQXP��WKH�PDWHULDO�SULFH�PXVW�EH�SDLG�UHJDUGOHVV�RI�
KLJKHU�SURGXFWLRQ�QXPEHUV��)RU�WKLV�UHDVRQ��IOXFWXDWLRQV�PXVW�DOZD\V�EH�WDNHQ�LQWR�DFFRXQW��DQG�WKH�XVH�RI�
RWKHU�PDWHULDOV�VKRXOG�DOVR�EH�FRQVLGHUHG�LI�QHFHVVDU\��

��� 'LVDVVHPEO\�

$IWHU�D�GHIHFW��FDXVHG��IRU�H[DPSOH��E\�LPSXULWLHV�LQ�WKH�0($��GLVDVVHPEO\�RI�WKH�3(0)&�LV�D�SUHUHTXLVLWH�
IRU� UHXVH�RU� IXUWKHU� XVH�� ,Q� SULQFLSOH�� WKH� SURFHVV� RFFXUV� LQ� UHYHUVH�RUGHU� WR� DVVHPEO\� VR� WKDW� SHULSKHUDO�
FRPSRQHQWV�RQ�WKH�VWDFN�DUH�UHPRYHG�ILUVW��H�J���FHOO�YROWDJH�PRQLWRULQJ�XQLW�DQG�FRROLQJ�IDQ���,Q�WKH�QH[W�
VWHS��WKH�EUDFLQJ�LV�ORRVHQHG��7KHQ�WKH�HQGSODWHV�DQG�WKH�FXUUHQW�FROOHFWRUV�FDQ�EH�GLVPDQWOHG�WR�UHDFK�WKH�
LQGLYLGXDO� FHOOV�� 7KH� FHOOV� DUH� OLIWHG� RII� RQH� DIWHU� WKH� RWKHU� DQG� FDQ� WKHQ� EH� GLVDVVHPEOHG� LQWR� WKHLU�
FRPSRQHQWV��%33��JDVNHW��JDV�GLIIXVLRQ�OD\HU�DQG�0($��>��@��+RZHYHU��VHSDUDWLQJ�WKH�VHQVLWLYH�SDUWV�EHDUV�
WKH�ULVN�RI�GDPDJLQJ�WKH�FRPSRQHQWV�DQG�PDNLQJ�WKHP�XQXVDEOH���
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6LPLODUO\�� LW� LV� KDUGO\� SRVVLEOH� WR� UHSODFH� LQGLYLGXDO� FHOOV�� DQG� LQDFFXUDWH� FRQWDFW� VXUIDFHV� FDQ� OHDG� WR�
VLJQLILFDQW�SHUIRUPDQFH�ORVVHV��)RU�WKLV�UHDVRQ��WKH�LQWURGXFWLRQ�RI�D�FRQGXFWLYH�LQWHUPHGLDWH�OD\HU�EHWZHHQ�
WKH�%33V�ZDV�FRQVLGHUHG��ZKLFK�ZRXOG�DOVR�PDNH�LW�HDVLHU�WR�GHWDFK�WKHP�IURP�HDFK�RWKHU��)OH[LEOH�JUDSKLWH�
FRXOG�EH�XVHG�IRU�WKLV�SXUSRVH��,W�DOVR�FRPSHQVDWHV�IRU�WKH�SRRUHU�VXUIDFH�TXDOLW\�RI� WKH�SODWHV�GXH�WR�LWV�
GHIRUPDELOLW\��WKXV�UHGXFLQJ�SURGXFWLRQ�FRVWV�DQG�HQVXULQJ�EHWWHU�FXUUHQW�WUDQVPLVVLRQ��$W�WKH�VDPH�WLPH��
GLIIHUHQW�ORDGV�FDQ�EH�EHWWHU�FRPSHQVDWHG��ZKLFK�KDV�D�SRVLWLYH�HIIHFW�RQ�WKH�OLIHWLPH�RI�WKH�HQWLUH�VWDFN�>��@��
$�VLPLODU�SDWHQW�IURP�WKH�7R\RWD�FRPSDQ\�LQYROYHV�WKH�XVH�RI�DQ�DGKHVLYH�LQWHUPHGLDWH�OD\HU�RI�IOXRURSODVWLF�
RU�VLOLFRQH�UHVLQ�WKDW�FDQ�EH�GHWDFKHG�E\�KHDW�DQG�VHUYHV�DV�D�VHDO��7KLV�PHWKRG�FDQ�DOVR�EH�XVHG�IRU�RWKHU�
W\SHV�RI�IXHO�FHOOV�DQG�LV�DOVR�LQWHQGHG�WR�IDFLOLWDWH�WKH�GLVPDQWOLQJ�SURFHVV��)RU�WKLV�SXUSRVH��KHDW�LV�DSSOLHG�
WR�WKH�DGKHVLYH�OD\HU�DQG�SUHVVHG�DSDUW�ZLWK�WKH�KHOS�RI�D�ZHGJH��ZKLFK�PDNHV�LW�HDVLHU�WR�DSSO\�WKH�KHDW��,Q�
RUGHU� WR�EH�DEOH� WR� UHPRYH�UHVLGXHV�RI� WKH�DGKHVLYH�EHWWHU�DQG�DFFHOHUDWH� WKH� VHSDUDWLRQ�SURFHVV�� D�KHDW�
GLVVLSDWLQJ�DJHQW�LV�DSSOLHG�DORQJ�ZLWK�WKH�DGKHVLYH�OD\HU��ZKLFK�FDXVHV�WKH�GLVVROYHG�DGKHVLYH�WR�FRQWUDFW�
DJDLQ�>��@��

:LWK�WKH�KHOS�RI�WKHVH�LGHDV��D�UHGXFWLRQ�RI�WKH�GLVDVVHPEO\�WLPH�LV�SRVVLEOH��ZKLFK�SURYHV�WR�EH�HVSHFLDOO\�
LPSRUWDQW�ZLWK� LQFUHDVLQJ�QXPEHUV�RI�)&(9V� LQ� WKH� IXWXUH�� ,W� EHFRPHV� FOHDU� WKDW� WKHVH� DVSHFWV�PXVW�EH�
FRQVLGHUHG�EHIRUH�DVVHPEO\�GXULQJ�WKH�SODQQLQJ�SKDVH�RI�WKH�VWDFN��+HQFH��QHZ�GHVLJQ�JXLGHOLQHV�PXVW�EH�
FRQVLGHUHG�DQG�XVHG���'HVLJQ�IRU�GLVDVVHPEO\���'I'��LV�DQ�DSSURDFK�WKDW�DLPV�WR�VLPSOLI\�DV�ZHOO�DV�VSHHG�
XS�WKH�GLVDVVHPEO\�SURFHVV��PDNH�LW�PRUH�FRVW�HIIHFWLYH��DQG�UHF\FOH�DV�PDQ\�PDWHULDOV�DQG�FRPSRQHQWV�DV�
SRVVLEOH��7KH�ULJKW�FKRLFH�RI�PDWHULDOV��FRQQHFWLQJ�HOHPHQWV��DQG�WKH�SURGXFW¶V�GHVLJQ�DUH�IXQGDPHQWDO�VWHSV�
LQ�WKH�GHYHORSPHQW��7KH�GLVDVVHPEO\�SURFHVV�FDQ�RQO\�EH�LPSURYHG�ZLWK�VXIILFLHQW�NQRZOHGJH�DERXW� WKH�
GHYHORSHG�REMHFW¶V�VWUXFWXUH��LWV�XVH��DQG�WKH�SK\VLFDO�DQG�WHFKQLFDO�OLPLWV�RI�WKH�GLVDVVHPEO\�SURFHVV�>��@��
$QRWKHU�DSSURDFK�LV�WKH�VR�FDOOHG�'HVLJQ�IRU�5HPDQXIDFWXULQJ��'I5HP���ZKHUH�VHYHUDO�GHVLJQ�JXLGHOLQHV�
IRU�SURGXFWV�DUH�IROORZHG�WR�IDFLOLWDWH�WKH�(2/�SKDVH�>��±��@��7KHVH�JXLGHOLQHV�LQFOXGH�HQDEOLQJ�HDV\��QRQ�
GHVWUXFWLYH� GLVDVVHPEO\� WKURXJK� DFFHVVLELOLW\��PRGXODULW\�� HDVH� RI� FOHDQLQJ� DQG� KDQGOLQJ�� GHVLJQLQJ� IRU�
PXOWLSOH�OLIH�F\FOHV��UHVLVWDQFH�WR�ZHDU�DQG�WHDU��DQG�FRQVLGHULQJ�WKH�(2/�SKDVH�DOUHDG\�GXULQJ�WKH�SURGXFW�
GHYHORSPHQW�SURFHVV�>�����������@��7KH�'I5HP�PHWKRG�LV�SULPDULO\�XVHG�WR�LPSURYH�WKH�SRVVLELOLWLHV�IRU�
FORVHG�ORRS�FDSDELOLW\��ZKLFK�ZLOO�EH�GHILQHG�LQ�PRUH�GHWDLO�LQ�WKH�QH[W�FKDSWHU��

��� (QG�RI�OLIH�RSWLRQV�

����3URWRQ�H[FKDQJH�PHPEUDQH�IXHO�FHOO�UHPDQXIDFWXULQJ�

)RU�WKH�3(0)&�WR�EH�MXVWLILDEO\�GHVFULEHG�DV�D�VXVWDLQDEOH�WHFKQRORJ\��LW�LV�QHFHVVDU\�DOVR�WR�FRQVLGHU�WKH�
HQG�RI�WKH�SURGXFW�OLIH�F\FOH��,W�FDQ�RQO\�EH�XVHG�LQ�D�JHQXLQHO\�VXVWDLQDEOH�PDQQHU�LI�D�FLUFXODU�HFRQRP\�
H[LVWV�LQ�DGGLWLRQ�WR�WKH�XVH�RI�JUHHQ�K\GURJHQ��$IWHU�IRFXVLQJ�RQ�GLVPDQWOLQJ�DV�D�SUHUHTXLVLWH�IRU�UHF\FOLQJ�
WKH�3(0)&�LQ�WKH�ODVW�FKDSWHU�� WKH� IROORZLQJ�VHFWLRQ�ORRNV�DW�YDULRXV�(2/�RSWLRQV�� L�H���SRVVLELOLWLHV� IRU�
UHWXUQLQJ�WKH�3(0)&�WR�WKH�SURGXFW�F\FOH�DW�WKH�HQG�RI�LWV�OLIH�F\FOH���

7KH�YDULRXV�(2/�RSWLRQV�GLIIHU�LQ�VHYHUDO�DVSHFWV��$�GLVWLQFWLRQ�LV�PDGH�ZKHWKHU�D�SURGXFW�LV�UHXVHG�LQ�WKH�
VDPH�DSSOLFDWLRQ�RU�ZLWK�D�GLIIHUHQW�SXUSRVH�>�����@��)XUWKHUPRUH��WKHUH�LV�D�GLIIHUHQFH�LQ�WKH�SRLQW�DW�ZKLFK�
WKH�SURGXFW�LV�UHLQWURGXFHG�LQWR�WKH�OLIH�F\FOH�>��@��7KH�UH�HQWUDQFH�SRLQW�LQIOXHQFHV�WKH�DPRXQW�RI�ORVW�HQHUJ\�
DQG� PDWHULDOV� >��@�� (2/� RSWLRQV� LQ� DVFHQGLQJ� RUGHU� RI� ORVW� PDWHULDOV� DQG� HQHUJ\� DUH� 5HXVH�UHSDLU��
UHPDQXIDFWXULQJ��SURGXFW�UHF\FOLQJ���UHF\FOLQJ��PDWHULDO�UHF\FOLQJ���HQHUJ\�UHFRYHU\�DQG�ODQGILOO�GLVSRVDO��
*LYHQ�WKH�FUDGOH�WR�FUDGOH�DSSURDFK�QR�ZDVWH�VKRXOG�EH�SURGXFHG��7KXV��WKH�ILUVW�RSWLRQV�PHQWLRQHG�VKRXOG�
EH�SUHIHUUHG��DQG�WKH�ODWWHU�DYRLGHG��1H[W��UHPDQXIDFWXULQJ�DV�D�SRVVLEOH�(2/�RSWLRQ�IRU�WKH�3(0)&�ZLOO�EH�
GLVFXVVHG�LQ�PRUH�GHWDLO���

5HPDQXIDFWXULQJ��RU�SURGXFW�UHF\FOLQJ��LV�WKH�UHSURFHVVLQJ�RI�D�SURGXFW�DIWHU�LWV�XVH�SKDVH�WR�WKH�TXDOLW\�OHYHO�
RI�D�QHZ�SURGXFW�>��@��7KH�H[DFW�SURFHVV�VWHSV�RI�UHPDQXIDFWXULQJ�DUH�YDULDEOH�GHSHQGLQJ�RQ�WKH�DSSOLFDWLRQ�
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EXW�FDQ�EH�GHVFULEHG�DV�IROORZV��2OG�SDUW�SURFXUHPHQW��WHVWLQJ�VRUWLQJ��FOHDQLQJ��UHIXUELVKPHQW��UHDVVHPEO\�
DQG�D�ILQDO�WHVW�>��������@��9DULRXV�VWXGLHV�RI�XVH�FDVHV�VKRZ�WKDW�UHPDQXIDFWXULQJ�LQIOXHQFHV�FRVWV�SRVLWLYHO\�
DQG��LQ�SDUWLFXODU��GHFUHDVHV�HQYLURQPHQWDO�LPSDFWV�FRPSDUHG�WR�QHZ�SURGXFWLRQ�>�����@��5HPDQXIDFWXULQJ�
UHVXOWV�LQ�OHVV�GHSHQGHQFH�RQ�FULWLFDO�UDZ�PDWHULDOV��DGYDQWDJHV�IRU�WKH�XVHU�GXH�WR�ORZHU�SULFHV�DQG�VWUDWHJLF�
DGYDQWDJHV�IRU�WKH�PDQXIDFWXUHU�>��@��([DPSOHV�RI�UHPDQXIDFWXULQJ�DSSOLFDWLRQV�LQ�WKH�DXWRPRWLYH�VHFWRU�
LQFOXGH�HQJLQHV��JHDUER[HV��VWDUWHUV�DQG�WXUERFKDUJHUV�>��@��)URP�WKH�ILHOG�RI�EXVLQHVV�PDWKHPDWLFV��WKHUH�
DUH�PDQ\�SXEOLFDWLRQV�RQ�UHPDQXIDFWXULQJ�>�����@��+RZHYHU�� WKHUH�LV�D�ODFN�RI�D�GHHSHU�FRQVLGHUDWLRQ�RI�
UHPDQXIDFWXULQJ�IRU�3(0)&�IURP�D�SURGXFWLRQ�HQJLQHHULQJ�SHUVSHFWLYH��,Q�WKLV�FRQVLGHUDWLRQ��LW�LV�FUXFLDO�
WR� WDNH� D� KROLVWLF� DSSURDFK� ZKHUH� HFRQRPLF�� HQYLURQPHQWDO�� DQG� WHFKQRORJLFDO� IDFWRUV� DUH� FRQVLGHUHG�
VLPXOWDQHRXVO\�WR�GHYHORS�WKH�RSWLPDO�SURFHVV��0DQ\�REVWDFOHV�H[LVW�WKDW�JLYH�WKH�UHPDQXIDFWXULQJ�SURFHVV�
LWV� FRPSOH[LW\�� 7KHVH� LQFOXGH� ORZ� YROXPHV�� XQFHUWDLQW\� DERXW� WKH� QXPEHU� DQG� FRQGLWLRQ� RI� (2/� SDUWV��
LQFUHDVLQJ�SURGXFW�FRPSOH[LW\�DQG�GLVDVVHPEO\�DV�D�FRVW�GULYHU�GXH�WR�PDQXDO�SURFHVVHV�DQG�ORZ�SURGXFW�
NQRZ�KRZ�>��������������@��

����&RPSRQHQW�UHF\FOLQJ�

:KLOH� SURGXFW� UHF\FOLQJ� IRU� WKH� 3(0)&�KDV� KDUGO\� EHHQ� SUDFWLVHG� VR� IDU�� WKHUH� DUH� DOUHDG\� HVWDEOLVKHG�
SURFHVVHV�IRU�UHF\FOLQJ�DW�WKH�PDWHULDO�OHYHO��ZLWK�ZKLFK�GLIIHUHQW�PDWHULDOV�RI�WKH�3(0)&�FDQ�EH�UHFRYHUHG��
)RU�WKLV�SXUSRVH��WKH�VWDFN�PXVW�EH�EURNHQ�GRZQ�LQWR�LWV�FRPSRQHQWV��3HULSKHUDO�FRPSRQHQWV��VXFK�DV�FRQWURO�
HOHFWURQLFV��FDQ�EH�UHF\FOHG�YLD�FRQYHQWLRQDO�H�ZDVWH�>��@��3XUHO\�PHWDOOLF�FRPSRQHQWV�VXFK�DV�WHQVLRQ�URGV��
FXUUHQW�FROOHFWRU�SODWHV�DQG�HQG�SODWHV�DUH�IXUWKHU�SURFHVVHG�YLD�PHWDO�VFUDS�>��@��2WKHU�VSHFLILF�SURFHVVHV�
H[LVW�IRU�WKH�LQGLYLGXDO�FRPSRQHQWV�RI�WKH�IXHO�FHOO��ZKLFK�ZLOO�EH�GLVFXVVHG�LQ�PRUH�GHWDLO�EHORZ���

7KHUH�LV�D�VWURQJ�IRFXV�RQ�WKH�UHF\FOLQJ�RI�0($�>��@��2QH�UHDVRQ�LV�WKDW�IXHO�FHOO�GHIHFWV�FDQ�RIWHQ�EH�WUDFHG�
EDFN�WR�WKH�0($��'XULQJ�WKH�IXHO�FHOO�RSHUDWLRQ��WKH�IRUPDWLRQ�RI�SRUHV�RU�WKH�DFFXPXODWLRQ�RI�LPSXULWLHV�
IURP�WKH�IXHO�PLJKW�GDPDJH�WKH�PHPEUDQH�LQ�WKH�0($�>��@��$QRWKHU�UHDVRQ�LV�WKH�PDWHULDO�FRVW��$ERXW���J�
RI�SODWLQXP�LV�LQVWDOOHG�SHU�VWDFN��ZKLFK�LV�ZK\�WKH�UHFRYHU\�RI�WKH�PDWHULDOV�KDV�D�KLJK�ILQDQFLDO�LQFHQWLYH�
>��@��)XUWKHUPRUH��WKH�GLVVHPLQDWLRQ�RI�)&(9V�ZLOO�OHDG�WR�D�VKDUS�LQFUHDVH�LQ�SODWLQXP�FRQVXPSWLRQ��DV�WKH�
QHHGHG�DPRXQW�RI�SODWLQXP�LV�WHQ�WLPHV�KLJKHU�WKDQ�LQ�YHKLFOHV�ZLWK�LQWHUQDO�FRPEXVWLRQ�HQJLQHV�>��@���

3URFHVVHV�IRU�UHFRYHULQJ�SUHFLRXV�PHWDOV�IURP�YHKLFOH�FDWDO\WLF�FRQYHUWHUV�RI�LQWHUQDO�FRPEXVWLRQ�HQJLQHV�
FDQQRW�EH�XVHG� IRU� WKH�3(0)&�� DV� WR[LF�K\GURJHQ� IOXRULGHV� DUH�SURGXFHG�GXULQJ� WKH� FRPEXVWLRQ�RI� WKH�
HOHFWURGH�>��@��7KHUHIRUH��WKH�FDWDO\VW�LV�UHFRYHUHG�E\�FKHPLFDO�H[WUDFWLRQ�>��@��&RPSDUHG�WR�WKH�FDWDO\VW��
WKH� UHFRYHU\� RI� WKH�PHPEUDQH�KDV� QRW� EHHQ� LQ� IRFXV� VR� IDU�EXW� LV� EHFRPLQJ� VLJQLILFDQWO\�PRUH� UHOHYDQW�
EHFDXVH�RI�LQFUHDVLQJ�SURGXFWLRQ�QXPEHUV��7KH�UHFRYHU\�RI�WKH�PHPEUDQH�LV�FRPSOLFDWHG�EHFDXVH�LW�PHUJHV�
ZLWK�WKH�JDV�GLIIXVLRQ�OD\HU�DQG�WKH�FDWDO\VW�OD\HU�GXULQJ�WKH�RSHUDWLRQ�RI� WKH�3(0)&��ZKLFK�LV�ZK\�WKH�
HFRQRPLF�EHQHILW�RI�UHFRYHU\�VWLOO�QHHGV�WR�EH�H[DPLQHG�LQ�GHWDLO�>��@���

5HF\FOLQJ�RI�%33�GHSHQGV�RQ� WKH�PDWHULDO�XVHG��0HWDOOLF�%33�FDQ�EH� UHF\FOHG�YLD�RUGLQDU\�PHWDO�VFUDS�
>�����@��*UDSKLF�%33�PDGH� IURP� WKHUPRSODVWLFV� FDQ�EH� FOHDQHG�DQG� UHSURFHVVHG� LQWR�JUDQXODWH� IRU�%33�
SURGXFWLRQ�E\�LQMHFWLRQ�PRXOGLQJ��,Q�WKH�FDVH�RI�%33�PDGH�IURP�WKHUPRVHWV��UH�PHOWLQJ�LV�QRW�SRVVLEOH��VR�
RQO\�IXUWKHU�XVH�DV��H�J��ILOOLQJ�PDWHULDO�LV�SRVVLEOH�>��@��

��� &RQFOXVLRQ�

7KH� SURGXFWLRQ� RI� 3(0)&V� LV� H[SHFWHG� WR� JURZ�� DV� WKH\� UHSUHVHQW� D� VXVWDLQDEOH� DOWHUQDWLYH� WR� H[LVWLQJ�
WHFKQRORJLHV� LQ� VHYHUDO� DSSOLFDWLRQ� DUHDV�� 9DULRXV� GHYHORSPHQWV� DUH� VWLOO� QHFHVVDU\� WR� HQVXUH� WKDW� WKH�
GLIIXVLRQ�RI�3(0)&V�LV�VXFFHVVIXO�LQ�WKH�IXWXUH��

7KH�FXUUHQW�SURGXFWLRQ�UDWH�RI�3(0)&� LV�QRW� VXIILFLHQW� WR�PHHW� IXWXUH�GHPDQG��6WHSV� WRZDUGV�KLJK�UDWH�
PDQXIDFWXULQJ�KDYH�DOUHDG\�EHHQ�WDNHQ�XVLQJ�SLFN�DQG�SODFH�URERWV��FDURXVHO�GHYLFHV��IHHGLQJ�V\VWHPV��DQG�
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GLUHFW�FRDWLQJ�RI�WKH�HOHFWURGH�E\�WKH�UROO�WR�UROO�SURFHVV��7KH�PHQWLRQHG�PHDVXUHV��KRZHYHU��DUH�FXUUHQWO\�
QRW�\HW�VXIILFLHQW��7KHUH�LV�VWLOO�SRWHQWLDO�IRU�RSWLPLVDWLRQ�LQ�WKH�SURGXFWLRQ�RI�WKH�LQGLYLGXDO�FRPSRQHQWV�DQG�
WKH� QHFHVVDU\� IXQFWLRQ� WHVWV�� 3DUDOOHOLVDWLRQ� DQG� GHFRXSOLQJ� RI� SURFHVV� VWHSV� DUH� QHFHVVDU\� WR� LQFUHDVH�
SURGXFWLRQ�UDWHV��)XUWKHUPRUH��SURGXFWLRQ�FRVWV�PXVW�EH�UHGXFHG�LQ�WKH�IXWXUH��SDUWO\�EHFDXVH�WKH�IXHO�FHOO�
FRVWV� PDNH� XS� WRR� ODUJH� D� SURSRUWLRQ� RI� )&(9V�� $V� SURGXFWLRQ� QXPEHUV� LQFUHDVH��PRUH� FRVW�HIIHFWLYH�
PDQXIDFWXULQJ� SURFHVVHV� FDQ� EH� DSSOLHG�� DPRQJ� RWKHU� WKLQJV�� ([LVWLQJ� (2/� RSWLRQV� DQG� GLVPDQWOLQJ�
SURFHVVHV� DOVR� QHHG� WR� EH� LPSURYHG� WR� LQFUHDVH� WKH� UHF\FODELOLW\� RI� 3(0)&V�� ,QDGHTXDWH� GLVPDQWOLQJ�
SURFHVVHV�KDPSHU�UHPDQXIDFWXULQJ��7KHVH�SURFHVVHV�FRQVWLWXWH�D�VLJQLILFDQW�FRVW�IDFWRU�LQ�UHPDQXIDFWXULQJ�
GXH�WR�PDLQO\�QRQ�XQLIRUP�DQG�PDQXDO�SURFHVVHV��,I�GLVPDQWOLQJ�LV�FRQVLGHUHG�LQ�HDUOLHU�OLIH�F\FOH�SKDVHV��
WKURXJK� 'I'� DQG� 'I5HP�� SURFHVV� FRVWV� ZLOO� GHFUHDVH�� ,QFUHDVHG� UHF\FODELOLW\� UHGXFHV� HQYLURQPHQWDO�
SROOXWLRQ�DQG�GHSHQGHQFH�RQ�FULWLFDO�UDZ�PDWHULDOV��

)UDXQKRIHU�,:8
V�UHVHDUFK�HIIRUWV�ZLOO�DGGUHVV�VHYHUDO�RI�WKH�SUREOHPV�PHQWLRQHG��)RU�H[DPSOH��WKHUH�DUH�
DOUHDG\� FRQFHSWV� FRQFHUQLQJ� WKH� FRPSRQHQW� GHVLJQ� RI� LQGLYLGXDO� FRPSRQHQWV� DQG� DERXW� KLJK�UDWH�
WHFKQRORJLHV�DQG�PDQXIDFWXULQJ�SURFHVVHV�IRU�SURGXFLQJ�WKHVH�FRPSRQHQWV��7KH�GHJUHH�RI�DXWRPDWLRQ�FDQ�
EH� LQFUHDVHG�ZLWK� URERW�EDVHG�PDQXIDFWXULQJ� SURFHVVHV�� +RZHYHU�� DOWHUQDWLYH� WHFKQRORJLHV� DUH� UHTXLUHG�
FRQFHUQLQJ� WKH� GHVLUHG� F\FOH� WLPHV� RI� VHYHUDO� FHOOV� SHU� VHFRQG�� ,Q� WKLV� UHJDUG�� WKHUH� DUH� DOUHDG\� LQLWLDO�
LQGXVWU\�RULHQWHG�VROXWLRQV� WKDW� HQDEOH�VXFK�SURGXFWLRQ� UDWHV� WKURXJK�FRQWLQXRXV� IORZ�SURFHVVHV��)RU� WKH�
IXUWKHU�TXDOLILFDWLRQ�RI�WKHVH�SURFHVVHV��LW�LV�QHFHVVDU\�WR�LPSOHPHQW�FRUUHVSRQGLQJ�WHVW�IDFLOLWLHV�WR�FDUU\�RXW�
TXDOLW\�UHOHYDQW�DQG�F\FOH�WLPH�VSHFLILF�RSWLPLVDWLRQV�XVLQJ�WKH�GHPDQGLQJ�FRPSRQHQWV�RI� WKH�IXHO�FHOOV��
2WKHU� LQQRYDWLYH�FRQFHSWV�DERXW� IXHO�FHOO�GHVLJQ�ZLWK�DGDSWLYH�DVVHPEO\�HOHPHQWV� LQWHQG�WR� LQFUHDVH� WKH�
HIILFLHQF\�RI�WKH�IXHO�FHOO�LQ�RSHUDWLRQ��HVSHFLDOO\�ZLWK�IOXFWXDWLQJ�DPELHQW�WHPSHUDWXUHV��7KHVH�DOVR�QHHG�WR�
EH�IXUWKHU�TXDOLILHG�UHJDUGLQJ�DQ�DXWRPDWHG�KLJK�UDWH�SURGXFWLRQ��

)XUWKHUPRUH��WKH�HFRQRPLF�DGYDQWDJHV�RI�UHPDQXIDFWXULQJ�WKH�3(0)&�DV�DQ�(2/�RSWLRQ�DUH�LQYHVWLJDWHG��
7KH�QHFHVVDU\�VWHSV�WR�LPSURYH�WKH�(2/�SURFHVVHV�DQG�F\FOH�FDSDELOLW\�RI�WKH�3(0)&�ZLOO�EH�DQDO\VHG��
$QRWKHU�UHVHDUFK�WRSLF�LV�WKH�VWDQGDUGLVDWLRQ�DQG�DXWRPDWLRQ�RI�WKH�3(0)&�GLVDVVHPEO\�SURFHVV��
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Abstract 

Fibre-reinforced composites are one promising material class to provide a response to the increasing 
environmental awareness within society. Due to their excellent lightweight potential, fibre-reinforced 
composites are preferably employed in safety-critical applications, requiring extensive quality control (QC). 
However, commercially available QC systems are only able to measure fibre deviations, not directly 
detecting the error itself. In consequence, a worker is required to perform a manual inspection.  

Artificial intelligence and especially convolutional neural networks (CNN) offer the opportunity to directly 
detect and classify defects. However, to train the corresponding algorithms large amounts of data are 
required, which are often inaccessible in production. Artificial augmentation of the available data is a popular 
approach to tackle this problem, yet, resulting most of the time in undesired overfitting of the CNN. 

Therefore, in this contribution we examine the transfer of human learning behaviour elements to algorithms 
in form of transfer learning (TL) and curriculum learning (CL). The overall aim is to research, whether CL 
and TL are appropriate approaches to address data scarcity in e.g. production environments. Therefore, we 
perform our research on the error detection of three-dimensional shaped fibre-reinforced textiles. 

Keywords 

Machine Learning; Quality Control; Data Scarcity; Composites; Curriculum 

1. Introduction

In light of increasing environmental awareness and a growing resource responsibility within society, 
lightweight construction solutions are becoming increasingly important. Besides in sports, these 
constructions are especially used in transportation or engineering to reduce moved masses and hence lower 
the pollution caused by emissions. Fibre-reinforced composites in particular are preferably employed in 
safety-critical lightweight applications due to their excellent mechanical properties in relation to their low 
weight [1]. As a result, many lives depend on the proper function and reliability of fibre-reinforced 
composites. To prevent fatal component failure, the quality of the manufactured parts is thoroughly tested 
during and after the production process. Various automated quality control (QC) systems already exist for 
this purpose. Yet, commercially available systems only measure deviations in fibre orientations [2]. 
Subsequently, a worker must determine the specific defect in a manual visual inspection. The inspection 

83



process requires a high level of concentration, is repetitive and exhausting for the worker, potentially 
resulting in errors the longer an inspection takes [3].  

Convolutional neural networks (CNN) are a promising approach to directly detect varying defects without 
signs of fatigue. However, a large amount of training data is required for each material and defect. Especially 
for fibre-reinforced composites, many reinforcing textiles are available. Subsequently, this results in a vast 
amount of defect-material combinations. In industrial environments, data is often only available to a limited 
extent or not at all due to a lack of integrated sensors [4]. For this purpose, data augmentation techniques 
such as mirroring or rotating image data have already been developed but can quickly result in an overfitting 
of a CNN due to lacking data diversity [5]. As a consequence, there is a demand for a machine learning 
concept that allows the development of an adaptive QC system that uses limited amounts of data in an 
efficient way.  

Therefore, in this contribution we investigate to what extent concepts comparable to the human learning 
behaviour (e.g. curricula with increasing complexity) can be transferred to algorithm-based learning. In this 
context, transfer learning (TL) as well as curriculum learning (CL) are examined for defect detection during 
three-dimensional shaping of reinforcing textiles. The overall aim is to research, whether CL and TL are 
appropriate approaches to tackle data scarcity in e.g. production environments. Different CNN architectures 
are evaluated during hyperparameter optimisation and thereafter the results of TL and CL are compared to a 
regular (vanilla) training approach. In conclusion, design recommendations and further research activities 
are derived. 

2. Materials & Methods

The TL and CL approaches are strategies of machine learning (ML), which in turn is a subdomain of artificial 
intelligence. The aim of ML is to enable machines to recognize patterns and develop appropriate solutions 
[6]. In the field of image recognition, especially convolutional neural networks (CNN) are employed. With 
these, for instance, defects in textiles can be detected, yet a lot of image data is required. Currently, simple 
data augmentation operations (e.g., flipping or rotating) are commonly pursued to artificially increase the 
amount of data. Complimentary to data augmentation, the intention of TL and CL is to utilize the existing 
data more efficiently and thus enable the CNN to achieve faster learning success [7]. The dataset used and 
the two ML approaches are explained in more detail below. 

2.1 Dataset 

The used dataset includes 3,653 image captures of biaxial ±45° glass non-crimp fabrics (fringe) with 
320 g/m² grammage. The captured images have a resolution of 2,048 x 1,536 pixels and were acquired during 
three-dimensional forming of the textiles with an Apodius HP-C-V3D vision sensor, mounted on a Hexagon 
ROMER Absolute Arm. The forming was performed on the shape shown in Figure 1 as it favours multiple 
defects due to its complex corners and varying curvatures.  

Figure 1: Geometry used for dataset generation 
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The raw images were segmented into 12 overlapping images with a resolution of 512 x 512 pixels each 
(Figure 2) and were then assigned to exactly one of the defect classes fold, flawless, gap, undulation, sling 
and distortion. Exemplary embodiments of each class are depicted in Figure 3. As some classes occur more 
frequently than others, data augmentation is used to create a balanced dataset. An unbalanced dataset could 
result in learning biased correlations and thus leading to erroneous classifications. Data augmentation is 
performed using the operations rescale, flip, brightness adjustment, rotation and zooming to create three 
distinct datasets with 500, 2,000 and 3,000 images for each class. All three datasets are used during a 
hyperparameter optimisation to determine a fitting network architecture as well as the best performing 
dataset. Hyperparameters are parameters that are not influenced by the dataset during training and therefore 
KDYH�WR�EH�VSHFLILHG�EHIRUH�WKH�QHWZRUN¶V�WUDLQLQJ��7KH�QHWZRUN¶V�DUFKLWHFWXUH�LV�SULPDULO\�GHWHUPLQHG�E\�
these hyperparameters, which are iteratively identified in a so-called hyperparameter optimisation. During 
our hyperparameter optimisation (HPO) we alter epochs, dropouts, learning rate, number of layers, number 
of neurons and batch size. After HPO, a validation dataset unknown to the network is applied to evaluate the 
generalisation capability (validation accuracy) of the network. The best performing augmented dataset is 
used for transfer and curriculum learning. 

 
Figure 2: Segmentation of raw images into 12 parts 

 

 

Figure 3: Examples for each defect class 

2.2 Transfer Learning 

In transfer learning, the applied neural network is not designed from scratch, but a pre-trained network is 
used as a starting point. In the pre-trained network, the weights between the individual neurons are already 
preset. Starting from this, the weights can be adjusted more quickly and thus high validation accuracies can 
be achieved in fewer epochs [8].  

In this contribution, the Xception [9] and VGG16 [10] networks are used for transfer learning because they 
exhibit high top 5 accuracy while having widely varying depth, data size, and parameter specification. A 
version of each network pretrained with the ImageNet dataset is used, a hyperparameter optimization is 
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performed and the existing network architecture is specifically adapted. Based on this, design guidelines for 
transfer learning are derived and the validation results are compared with those of the regular (vanilla) 
network. 

2.3 Curriculum Learning 

Curriculum learning is a learning concept for neural networks in which content is processed in increasing 
complexity analogous to human teaching. In the context of neural networks, this means that during training 
not all data is fed to the network at once, but that the training dataset is gradually extended in increasing 
complexity until all data is included. Bengio et al. were able to demonstrate a performance improvement of 
a network by applying curriculum learning in different use cases [11]. However, this has not yet been done 
in the context of defect detection within the fibre-reinforced composite domain. 

For CL, the regular trained vanilla network is used. Based on this, three different curricula are investigated 
in three variants each and then an HPO is performed for each curriculum. In Curriculum 1, the number of 
classes to be learned is gradually increased from 3 to 6 in four stages during training (Table 1). In Curriculum 
2, six classes are introduced and differentiated from the beginning. Initially, this curriculum uses only images 
with horizontal fibres. In the course of the curriculum the diversity of the fibre trajectories increases. In 
addition, the defect characteristics of folds and loops are subjectively divided into four difficulty levels. A 
third variation of Curriculum 2 has an increased amount of steps (eight) in which the data is fed gradually 
GXULQJ�WKH�QHWZRUN¶V�WUDLQLQJ��The third curriculum is partitioned based on the illumination intensities of the 
images. In the first stage, bright images are fed, in the second stage dark images are added and in the third 
stage images with bright and dark areas are additionally provided, which have so-called shadow edges. In 
the last stage, the remaining images are fed. The three variants of each curriculum change the order in which 
classes, illumination intensities, or fibre orientations are fed to the training. These are randomized as well as 
descending and ascending according to their brightness (Curriculum 3), fibre orientation (Curriculum 2) or 
precision of each class of the vanilla mesh (Curriculum 1). Precision of a class is defined as the number of 
correctly labelled images of a class divided by the sum of correctly labelled images and the falsely allocated 
images to this class. 

Table 1: Overview of examined curriculum strategies 

 

3. Results 

Following, the results of the vanilla network¶V as well as the transfer and curriculum learning netwoUNV¶�+32�
and validation are described. 

3.1 Vanilla Approach 

In the course of the vanilla approach, a CNN architecture is determined and all data is fed to the vanilla 
network at once during training. The HPO provides the highest validation accuracy and lowest loss function 
with the dataset consisting of 3,000 images. This dataset is subsequently used for curriculum and transfer 
learning. The HPO of the vanilla network results in a validation accuracy of 90.3 % and a loss value of 0.314. 

First stage of training Changes for following stages

Curriculum 1 Starting with three classes Adding one class every stage

Curriculum 2
Six classes, starting with horizonzal
fibres only, subjective difficulty for
loops and folds

Increasing deviation of fibre
trajectories, increasing difficulty for
loops and folds

Curriculum 3 Only bright images are used Decreasing illumination within pictures

86



 

 

The network consists of five convolution and one flattening layer, each followed by a dropout layer to avoid 
overfitting. The hyperparameters are 64-128-128-256-512 neurons per layer, 25 training epochs, a dropout 
value of 0.2, a learning rate of 0.0002 and a batch size of 20. The YDQLOOD�QHWZRUN¶V validation accuracy of 
90.3 % is used as reference value. 

3.2 Transfer Learning Approach 

An HPO is performed with the Xception ImageNet. Analogous to the vanilla training, epochs, batch size, 
dropout, learning rate, number of layers and number of neurons per layer are varied. None of the 142 trained 
networks shows comparable convergence or accuracy as the vanilla network. Either the training and 
validation accuracies are lower than 75 % or a difference between validation and training functions is evident 
(overfitting). Since none of the trained networks has a sufficiently high accuracy, the approach with the 
Xception network is not investigated further. 

Analogously, an HPO with the same parameters is also performed with the VGG16-ImageNet [10]. The 
highest validation accuracy of 93.06% with a loss of 0.5147 provides 15 epochs, a batch size of 5, a 0.3 
dropout and a learning rate of 0.0002 (Figure 4). The number of layers and neurons per layer from [10] can 
be confirmed during the HPO, resulting in only adding one dropout layer at the end of the model and 
adjusting the output layer accordingly. 

 
Figure 4: Training and 9DOLGDWLRQ�IRU�9**���¶V�7UDQVIHU�/HDUQLQJ 

Since the VGG16 is a very deep network with 13 convolutional layers, we omitted and added individual 
layers to investigate how this affected training. In total, we removed 2, 4, 6, and 9 layers and trained the 
network. For all networks with a reduced number of layers, a significant difference between training and 
validation data is evident, suggesting overfitting. The more layers removed, the larger the difference. In 
contrast, adding 2, 4, 6, and 9 layers shows an increase in the generalisation ability of the network. The 
difference between validation and training data decreases as the number of layers increases. From 6 
additional layers onwards, the effect reverses and a reduction in validation accuracies and an increase in loss 
occurs. 

3.3 Curriculum Learning Approach 

The HPO results in the same hyperparameters being applied for Curriculum 1 as in the vanilla network. The 
three variants achieve a validation accuracy of 87.15 %, 91.07 % and 95.25 %. The highest validation 
accuracy (95.25 %) with a loss of 0.2202 is achieved by the curriculum in which the classes are gradually 
added to the training with increasing precision. Compared to the vanilla approach, the curriculum increases 
the precision of the class flawless from 74.17 % to 96.14 % during training and 90.39 % during validation. 
All other classes also show values above 90 %. In total, fewer images are misclassified. (Figure 5). 

1.0

0.8

0.6

0.4

0.2

0.0
0 2 4 6 8 10 12 14A

cc
ur

ac
y

(tr
ai

ni
ng

an
d 

va
lid

at
io

n)

Epochs

87



 

 

 
Figure 5: Confusion Matrices during Training of Vanilla Approach (Vanilla, left) and Curriculum 1 Variant 3 

(C1-V3, right) 

For Curriculum 2, which is structured according to fibre orientations and defect characteristics, 25 training 
epochs, a learning rate of 0.0002, a dropout of 0.2 and a batch size of 20 are derived from HPO. With these 
parameters, validation accuracies of 95.00 % (random order), 93.06 % (decreasing fibre orientation and 
precision) and 90.79 % (increasing fibre orientation and precision, 8 stages) are achieved (Figure 6). The 
class flawless together with the class distortion shows the most classification errors and thus the lowest 
precision. However, the curriculum can increase the precisions to 89.46 % (distortion) and 93.17 % 
(flawless). Especially in the first stages of the curriculum, many images are misclassified as flawless or 
distortion during training, while other classes show less or hardly any classification errors. Accordingly, the 
precision values of flawless and distortion are below 60 % during the early stages. 

 
Figure 6: Accuracies of Training aQG�9DOLGDWLRQ�RI�&XUULFXOXP��¶V��&���WKUHH�YDULDQWV��9�-V3, left to right) 

Analogous to the other two curricula, an HPO is also performed for the brightness-based Curriculum 3. The 
resulting hyperparameters are 50 training epochs, a learning rate of 0.0002, a dropout of 0.2 and a batch size 
of 20. All three variants achieve comparable validation accuracies, differences are in the per mil range 
(V1: 94.59 %, V2: 94.71 %, V3: 95.34 %).  

Compared to the other two curricula, Curriculum 3 achieves the highest validation accuracy overall, but the 
precision of the class flawless with 84.38 % is lower than for Curriculum 1 (90.39 %) and Curriculum 2 
(93.17 %). Consequently, the classification errors in Curriculum 1 and Curriculum 2 are distributed more 
evenly across all classes, while in Curriculum 3 the class flawless is the most frequently specified class for 
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classification errors. Overall, higher validation accuracies are achieved with all three curricula 
(AccVanilla = 90.3 %; AccCurricula > 94.59 %). The precision values for the frequently incorrectly specified class 
flawless are increased as well due to the curricula (PrecVanilla = 74.17 %; PrecCurricula > 84.38 %). 

4. Discussion & Conclusion 

The results of transfer and curriculum learning indicate that both strategies can improve the generalisation 
ability of a convolutional neural network. Overall, fewer classification errors occur when one of the two 
approaches is employed. However, especially the defect class flawless seems to be difficult to distinguish 
from the other classes and contains the most incorrect classifications. In our opinion, the difficulty of 
differentiation is due to the great similarity to images of the class gaps. Images of the class flawless often 
have small spaces that can be misinterpreted as gaps. We assume that this is why gaps are most often 
incorrectly categorised as flawless. Interestingly, flawless images are not or hardly ever assigned to the class 
gaps. A similar observation can be made for the class distortion, where we attribute the incorrect 
classifications to superpositions of several defects that may additionally arise due to the distortion, thus 
posing further challenges to the network. Nevertheless, due to transfer and curriculum learning, the networks 
exhibit accuracies, precision and recalls of over 90 %. 

In the context of the TL, pretrained networks (with ImageNet) can in some cases be adopted one-to-one for 
the reinforcement textile defects dataset. Whether this is possible depends strongly on the use case and the 
respective network structure. The more convolutional layers a pre-trained network has, the more data is 
needed to adapt all weights to the new use case in the course of training. Therefore, if the goal is to achieve 
maximum training success of the network with as little data as possible, lean networks with few 
convolutional layers should be selected. However, the results of the TL suggest that additional layers enable 
better feature recognition and thus contribute to higher classification accuracies. At this point, further 
research is needed to investigate causal relationships between network depth, further hyperparameters and 
validation accuracies. Based on these yet to be gained insights, elaborated design recommendations for TL 
in production related context can be derived in the future. 

In curriculum learning, the results show that the derivation of a semantically designed learning plan has a 
beneficial effect on the network's performance indicators (accuracies, precision, recall). However, it is not 
only the semantic, stage-by-stage division into a curriculum that is important, but also the order in which the 
stages are presented to the network. The analysis of the three curricula shows that, for example, the 
arrangement according to precision or the arrangement according to the subjective perception of difficulty 
apparently has no immediate correlation on an improvement. These approaches are therefore not suitable as 
general design recommendations for a curriculum. In this context, the ethically and morally motivated 
question arises whether a machine learns in the same way as a human being and is able to perform a nuanced 
differentiation? Based on this question, we propose to develop metrics for the perception of difficulty or 
relatedness of data units. We see initial starting points for this in the use of confidence scores as well as 
density-based clustering approaches to measure difficulty and identify semantically related data points. 

In conclusion, we observe that both learning strategies achieve higher accuracies in training and validation 
as well as higher discriminatory power in classification. The observed learning effect is comparable to an 
increase in the amount of data in the vanilla approach. As a result, both CL and TL contribute to making big 
data approaches accessible for applications with few data available. Thus, the further investigation and 
successful enhancement of both approaches represents an essential milestone in making artificial intelligence 
accessible in data scarce environments. 
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Abstract 

Electronic appliance manufacturers are facing the challenge of frequent product orders. Based on each 
product order, the assembly process and workstations need to be planned. An essential part of the assembly 
planning is defining the assembly sequence, conVLGHULQJ�WKH�PHFKDQLFDO�SURGXFW¶V�GHVLJQ��DQG�KDQGOLQJ�RI�
WKH�SURGXFW¶V�FRPSRQHQWV��7KH�DVVHPEO\�VHTXHQFH�GHWHUPLQHV�WKH�RUGHU�RI�SURFHVVHV�IRU�HDFK�ZRUNVWDWLRQ��
the overall layout, and thereby time and cost. Currently, the assembly sequence is decided by industrial 
engineers through a manual approach that is time-consuming, complex, and requires technical expertise. To 
UHGXFH�WKH�LQGXVWULDO�HQJLQHHUV¶�PDQXDO�HIIRUW��D�&RPSXWHU-Aided Assembly Sequence Planning (CAASP) 
system is proposed in this paper. It compromises the components for a comprehensive system that aims to 
be applied practically. The system uses Computer-Aided Design (CAD) files to derive Liaison and 
Interference Matrices that represent a mathematical relationship between parts. Subsequently, an adapted 
Ant Colony Optimization Algorithm generates an optimized assembly sequence based on these relationships. 
Through a web browser-based application, the user can upload files and interact with the system. The system 
is conceptualized and validated using the CAD file of an electric motor example product. The results are 
discussed, and future work is outlined. 

Keywords 

Assembly sequence; production planning; computer-aided assembly planning; industry 4.0; High-Mix Low-
Volume 

1. Introduction

Assembly planning describes the planning of bringing individually machined parts into a final product of 
higher complexity [1]. It incorporates the planning of the assembly tasks and required tools, the sequence, 
the layout, and resources [2]. Due to the market demands for product versions and models, smaller batch 
runs, and shorter concept-to-market lead times, the effort of assembly planning is rising [3±5]. The 
importance of assembly planning is high as assembly accounts for up to 70% of the production costs [1]. 
The assembly sequence planning (ASP) is a fundamental step of the assembly planning process. It has a 
significant impact on the assembly process, such as the assembly line layout and the operations at each 
workstation, and thereby production efficiency and cost [6]. It is complicated to find the optimal assembly 
sequence out of the vast number of possibilities [7]. ASP remains a manual task due to complexity reasons 
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and the impact on the assembly process. The automatization of ASP has been examined in research as one 
of the main drivers for assembly optimization [8].  

It can be observed that especially electronic appliances contract manufacturers with a high-mix low-volume 
production strategy can profit from an automated ASP solution because of the high need and feasibility. The 
need to automate ASP arises on the one side due to the increasing assembly planning effort. Electronics 
contract manufacturers apply the high-mix low-volume production method as a reaction to market demands, 
wide client base and a need to increase profitability [9]. High-mix low-volume is characterized by low unit 
volumes and high diversity, resulting in increased assembly planning effort [10]. Besides, contract 
manufacturers are under constant pressure to reduce costs [9]. Finally, the ASP for contract manufacturers 
is complicated by the limited connection between product design and assembly planning [11]. On the other 
side, the feasibility of an automated ASP is high. ASP can be automated more easily because of the increasing 
uniformity of products due to digitization, that help contract manufacturers serve various customers while 
still achieving economies of scale. This is especially relevant for electronic products, as the parts are 
primarily standard parts like resistors, capacitors, memory chips, which are assembled in many different 
product configurations [12,13]. Also, it can be derived that the high share of manual assembly operations 
supports the feasibility. Electronic appliance assembly mainly consists of the final product assembly which 
is dominated by manual operations [14]. The planning complexity and resulting costs of manual assembly 
are lower in contrast to automated assembly systems [15]. 

Whilst theoretical approaches have been outlined in scientific literature, practical industry solutions for an 
automated ASP remain limited [16,17]. For instance, common CAD software offer minimal support in 
determining the assembly sequence [18]. The paper describes an approach, named Computer-Aided 
Assembly Sequence Planning (CAASP), for high-mix low-volume products in the electrical appliances 
contract manufacturers industry. An overview of related work in assembly sequence planning is given 
(section 2). The solution approach is presented (section 3), and the solution is validated by an electric motor 
assembly example (section 4). Finally, a conclusion is derived, and future work is outlined (section 5). 

2. Related work 

The related work on ASP can be structured regarding practical and theoretical approaches [19], which are 
described in more detail in the following sections. 

2.1 Practical approaches 

There are different practical approaches for assembly sequence planning. Such technological solutions must 
be applicable in the industry and pursue the goal of facilitating assembly sequence planning for the industrial 
engineer. Existing practical approaches are explained below. Based on the necessary information for the 
assembly sequence planning, precedence rules and graphs can be generated [20,21]. These approaches are 
further developed, for example by Hao et al. [22] using a genetic algorithm combined with the simulated 
annealing algorithm to search for the disassembly sequence planning. However, these approaches have in 
common that they require the intervention of assembly planners to gather further information such as 
additional precedence relations of subassemblies. [19] Due to the increasing use of CAD systems, the 
extraction of information from CAD files to generate an assembly sequence emerged as a field of research. 
However, such approaches as those of Mathew et al. [23] are still characterized by manual efforts, e.g., in 
the form of manual labelling or quality problems of the results. To further reduce manual efforts Hadj et al. 
[24] developed an add-in for the CAD-software SolidWorks that is used in the design phase to increase the 
efficiency of product development processes by exclusively considering feasible assembly sequences. 
However, applicability in terms of consideration of other CAD software and convenience for users are not 
the focus of these approaches. Gulivindala et al. [25] concludes that the information distribution of assembly 

92



sequences and the practical feasibility is not given. Based on these findings, a cloud-based solution for 
automatic disassembly planning with a genetic algorithm is developed, which results can be efficiently 
distributed to Internet of Things devices. However, since this research does not focus on the assembly 
sequence problem during the product development phase and the corresponding use for assembly planners, 
the previously mentioned problems of using different CAD software and the usability for assembly planners 
remain. It appears that so far no sufficiently practicable approach has been found that meets today's 
requirements for user-centeredness and system independence. To achieve practicability, the CAASP is based 
on a system-independent architecture without installation effort and an intuitive user interface.  

2.2 Theoretical approaches 

Currently, methods for generating assembly sequences can be mainly divided into two categories ± 
mathematically based and artificial intelligence (AI) based. Mathematically based methods use diagrams, 
graphs, or matrices to generate assembly sequences, while AI methods are used to generate optimal assembly 
sequences. On the one hand, precedence diagrams [26,27]  and liaison diagrams [28,29] were originally used 
to describe part relationship in generating assembly sequences. However, those diagrams need to be 
generated manually. The manual work of creating the matrices was automatized. This was supported by use 
of CAD software, where part and assembly information is available in digitized data format. This provides 
foundation to automatically generate mathematical models and opens new era for assembly sequence 
planning. Gu and Yan present an approach that automatically disassembly sequences based on connectivity 
diagrams using CAD data from a feature-based data base [30].  Hadj et al. used mating data extraction and 
collision analysis to generate assembly sequences automatically, directly integrated in CAD software by 
using its application programming interface [19]. Although the manual effort could be reduced 
tremendously, mathematical methods can only generate feasible assembly sequences, it cannot generate 
RSWLPDO�DVVHPEO\�VHTXHQFHV�DQG�ODFNV�SUDFWLFDO�XVDJH�ZKLFK�KDVQ¶W�EHHQ�WHVWHG�RQ�FRPSOH[�SURGXFWV�� 

On the other hand, AI methods, e.g., genetic algorithm [22], neural networks [31], particle swarm 
optimization [32], artificial immune systems [33] have been used for automatic assembly sequence planning. 
Lu and Yang [34] used ant colony algorithm for ASP, but it needs human intervention as assembly task 
priority diagram needs to be generated manually. Huang and Xu  [6] combined mathematical methods with 
AI methods to use integrated disassembly interference matrix, connection matrix, integrated support matrix 
and Ant Colony Optimization (ACO) to solve assembly sequence problems. However, the matrices are 
generated manually and require human intervention. Pan et. al proposed an automatic way for assembly 
sequence planning which firstly introduced input as STEP CAD files [35]. The method extracts geometrical 
information for interference-free matrices which represents interference relationships between assembly 
components and then automatically generate assembly sequences with minimum number of assembly 
direction reorientations. However, it has only been tested for products with less than 5 components and for 
complex products with large number of components, the performance cannot be guaranteed.  

Although new ear of automatic assembly sequence planning method opens, fully automatic assembly 
sequence planning system with user interface which can be applied to complex products still needs to be 
developed. Therefore, in this paper, a fully automatic assembly sequence planning system ZKLFK�GRHVQ¶W�
need human intervention together with user interface is proposed to show the advance. It combines and 
adapts existing methods. The automatic assembly sequence planning system shall reduce manual work in 
assembly sequence planning, and the generated assembly sequence shall provide vast support to the 
industrial engineers for assembly planning work which in the end can save time and improve efficiency in a 
production environment.  
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3. Computer aided-assembly sequence planning (CAASP) system 

In the following, the CAASP system is described. It handles the flow of information starting from the user 
upload, see Figure 1. The relevant product data is extracted (phase 1), described in section 3.1. The 
geometrical constraints are modelled (phase 2) the optimal assembly sequence is generated (phase 3), 
described in section 3.2. Finally, the results are visualized to the user.  

 
Figure 1: CAASP system flow of information 

3.1 CAASP software system description 

The ASP methodology is embedded in the ASP algorithm in the CAASP system to facilitate the usage by 
the user, e.g. an industrial engineer. The process is shown in a system diagram in Figure 2, modelled in the 
Unified Modelling Language (UML) [36]. The user uploads a CAD file in a web-based and user-centred 
application. This file is stored in a database with file management capabilities, along with additional 
information such as the date the file was uploaded. The database assigns a task ID to this file which is used 
as a unique identification number for the backend. The middleware is a backend component which 
communicates between database and CAD software. The middleware automatically extracts additional data 
necessary for assembly sequence planning from the CAD file by connecting to CAD software using 
application programming interfaces (APIs). Hence, manual effort to collect necessary data for assembly 
sequence planning can be significantly reduced. The data extraction was developed for the common STEP 
format, the Standard for the Exchange of Product model data [37]. The STEP format opens the opportunity 
to use various CAD software for the data extraction purpose and thus realize an agnostic and vendor 
independent approach. After extraction the data is validated and stored in the database. The ASP algorithm 
accesses this data and generates an assembly sequence, see section 3.2. The results are stored in the database 
so that the optimal assembly sequence results can be accessed by continuous pull requests from the frontend 
and displayed in a practical way for the user, referred to as the component name. 

3.2 Assembly sequence planning methodology 

The detailed methodology, consisting of two phase is presented in Figure 3. The first phase is the modelling 
of the geometric constraints as input for the optimization. The CAD input data is enriched to derive 
geometrical constraints like spatial data, part relationships, and collision information. In the CAASP system, 
the liaison matrix is applied to analyse the connections (step 2.1), while the interference matrices are utilized 
to analyse the collisions between the parts CAD file (step 2.2), see Figure 3. The liaison matrix represents 
contact information between two parts in an assembly and is produced by examining the connections 
between every part in a file [23]. The connected parts have a value of '1', while '0' indicates no connection 
between two parts. An interference matrix is also produced from the assembly file using collision analysis 
[19]. The assembly parts that interfere with other parts along the +x, -x, +y, -y, +z, and -z axes are identified. 
7KH�LQIRUPDWLRQ�DORQJ�WKH�VL[�D[HV�LV�VWRUHG�LQ�VL[�GLIIHUHQW�ELQDU\�PDWULFHV�ZLWK�YDOXHV�µ�¶ DQG�µ�¶�where '0' 
indicates that there is no FROOLVLRQ�DQG�µ�¶�LQGLFDWHV�FROOLVLRQ [38]. Step 3.1 follows, which is the generation 
of assembly sequences. These are produced by generating a disassembly sequence, which is then reversed 
to produce an optimal assembly sequence. For more complex assemblies with sub-assemblies, optimal 
sequences are generated for each of the subassemblies, after which a sequence is generated for the entire 
assembly. 
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Figure 2: Frontend and backend of CAASP system 

The ASP problem is first converted into a graph with nodes and edges as mentioned in Figure 3, step 3.1. 
The nodes are created by combining a part number and potential orientations along the six axes. For example, 
SDUW���ZRXOG�KDYH�WKH�QRGHV�����µ�[¶�������µ-[¶�������µ�\¶�������µ-\¶�������µ�]¶���DQG�����µ-]¶� [39]. For the purpose 
of this research, minimal orientation change between parts has been identified as the primary requirement of 
an optimal assembly sequence. Each edge is initialized with a weight based on orientation change between 
two nodes that connect the edge. Angular changes of 0°, 90°, and 180° will results in a weight initialization 
of 1, 5, and 10 respectively. For example, an edge connecting (���µ�[¶) and (4��µ�[¶) has a weight of 1, (1, 
µ�[¶) and (4��µ-\¶) has a weight of 5, and (���µ�[¶) and (4��µ-[¶) has a weight of 10. Since the ASP problem 
can be represented as a graph with nodes and edges, the ACO method can be utilized to obtain a solution. 
Based on the logic of the algorithm, pheromone levels between all nodes are initialized with a concentration 
level The potential starting points for a sequence are identified by searching for rows with all zeroes in the 
interference matrix (step 3.1). All zeroes in a row of a part implies that the part is not blocked by other parts 
during disassembly. The number of ants is initialized to the number of starting points, and the ants are 
randomly placed at these points.  

The following step is to identify the next feasible disassembly node for the ant. Out of the remaining 
components to be disassembled, parts that are not blocked by any of remaining components are selected 
using the interference matrix. The liaison matrix is then used to isolate parts from the selection that are in 
contact with the remaining components. If no parts are in contact, then the components chosen based on the 
interference matrix are directly utilized. Node selection from these potential nodes is done using the ACO 
probability formula as in [40]. The heuristic component in the algorithm becomes the weights, which are 
based on orientation initialized in the graph. Once the next part is selected based on the probability function, 
the algorithm checks if all the parts have been visited by each ant. If there are parts that still need to be visited 
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by each ant, the node selection process is repeated. When all the parts have been visited, the pheromone 
levels for each path is incremented using the pheromone updating formula [40]. Once all the ants have 
completed an iteration, the best sequence of the iteration is selected based on the least number of 
reorientations (step 3.2). Subsequently, the pheromone evaporation is performed on all the edges using the 
evaporation formula in [40]. If iterations are still to be completed, the entire process is repeated. The optimal 
sequence is selected based on the global pheromone levels after all the iterations have been completed.  

 
Figure 3: Detailed view of ASP methodology 

4. Validation 

The CAASP system is currently set up to automate the data processing between the user upload and the 
presentation of the result. To verify the practicability and accuracy of the methodology discussed, a 3D STEP 
file motor consisting of 15 components was chosen for validation [41] of the ASP methodology described 
in section 3.2. Figure 4 shows the CAD model, which represents a typical product in the Electronics 
Appliance Industry produced by contract manufacturers. The model contains 15 components that each have 
various contacts in the liaison matrix and multiple collisions along axes in the interference matrices. This 
model should ideally be assembled by dividing its components into two groups that are assembled along two 
different axes. Therefore, this motor model provides a relevant opportunity for the ASP methodology to 
optimize the assembly sequence by considering the minimization of component orientation changes during 
the assembly process. 

 
Figure 4: Labelled assembly sequence with directional axes (example) 
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The integrated system has been utilized to process a STEP file as input for the analysis. After the file is read, 
the system automatically calculates the liaison matrix, six collision matrices, and generates an optimal 
assembly sequence. The liaison matrix and collision matrix results are shown in Figure 5. Although there is 
one matrix for each of the 6 axes produced in the collision analysis results, only the +Z axis matrix is shown 
below for reference. The values in the first row and column ranging from 1 to 15 represent the components 
RI� WKH� PRWRU� DVVHPEO\�� ZKLFK� FDQ� EH� UHIHUHQFHG� LQ� WKH� ³&RPSRQHQW� 1XPEHU´� URZ� RI Table 1. The 
Component Number is used in this section for convenience of associating the values in the matrices with 
component numbers in the generated assembly sequence. 

 
Figure 5: Liaison matrix and one interference matrix in the +Z axis 

It should be mentioned that although every assembly sequence generated by CAASP system is mechanically 
feasible, a minor number of generated sequences is not practical since bolts or screws are chosen as the first 
component of the sequence. The focus of the following is on most sequences that are both feasible and 
practical. A noteworthy aspect to discuss is how the CAASP system created one group of components to be 
sequentially assembled in the +Z direction and one group of components to be sequentially assembled in the 
+Y direction, as shown in Table 1. Figure 4 provides a visual representation for the labelled assembly 
sequence of each component along the assembly axes (example result). The results shown represent one 
variation out of many similar, potential optimal assembly sequences. Since the ASP algorithm attempts to 
optimize the assembly sequence by minimizing assembly axis orientation changes, the assembly sequence 
first consists of components from the +Z group, followed by components from the +Y group, thus resulting 
in an assembly sequence with minimum orientation changes. Based on the optimization criteria, when 
comparing the algorithm-generated assembly sequence to the known optimum assembly sequence, it can be 
shown that both sequences achieve the same level of optimization from a feasibility and assembly orientation 
perspective. 

Table 1: Assembly Sequence Result (example) 

Category Output 

Assembly Sequence 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 

Component Number 9 8 4 6 7 10 5 13 15 3 12 1 2 14 11 

Assembly Axis +Z +Z +Z +Z +Z +Z +Z +Z +Z +Z +Y +Y +Y +Y +Y 
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The total runtime for the entire calculation takes 5.3 minutes on average. It should be noted that the liaison 
matrix calculation and optimized assembly sequence planning only require 15 seconds in total to complete, 
while the remaining 95% of runtime is spent on collision analysis for calculation of the liaison matrices. This 
highlights the need for further optimizations in the collision analysis method in future works. 

5. Discussion and future work

The research work outlines a feasible solution for contract manufacturers to VXSSRUW�WKH�LQGXVWULDO�HQJLQHHUV¶�
planning of assembly sequences. The solution fulfils user-centeredness by a web-based frontend. System 
dependencies are reduced by a backend architecture that can be deployed company-internally or cloud-based. 
CAASP supports STEP format to build a vendor-agnostic solution. The methodology automates the ASP of 
contract manufacturers with minimal human intervention. The validation of the methodology shows the 
feasibility of the approach exemplified in the ASP of an electronic motor. Presently, the limitations are seen 
in the execution of CAASP as a high amount of computation time is needed for analysing part collisions. In 
the electronic motor example, this leads to a calculation time of 5.3 minutes for 15 parts in the liaison 
matrices. The industrial applicability of the approach is restrained by using the minimal orientation change 
between parts as a solemn optimization criterion. In the electronic motor assembly, this can result in 
proposing feasible but impractical sequences (minor cases). For example, the plastic clip precedes the wire 
assembly ± although feasible, it is not practicable in an actual industrial setting. Future research aims at 
increasing the practicability of CAASP. It shall handle various optimization criteria and algorithmic 
constraints common in the electronic appliance industry. The CAASP system will be applied to several 
product types, models, and variants to adjust the system for wide usage in the industry. Furthermore, 
application engineering shall be conducted for seamless integration into business processes and high 
compatibility with state-of-the-art software vendors. 
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Abstract 

Advancing digitalization and high computing power are drivers for the progressive use of machine learning 
(ML) methods on manufacturing data. Using ML for predictive quality control of product characteristics
contributes to preventing defects and streamlining future manufacturing processes. Challenging decisions
must be made before implementing ML applications. Production environments are dynamic systems whose
boundary conditions change continuously. Accordingly, it requires extensive feature engineering of the
volatile database to guarantee high generalizability of the prediction model. Thus, all following sections of
the ML pipeline can be optimized based on a cleaned database. Various ML methods such gradient boosting
methods have achieved promising results in industrial hydraulic use cases so far. For every prediction model
task, there is the challenge of making the right choice of which method is most appropriate and which
hyperparameters achieve the best predictions. The goal of this work is to develop a method for selecting the
best feature engineering methods and hyperparameter combination of a predictive model for a dataset with
temporal variability that treats both as equivalent parameters and optimizes them simultaneously. The
optimization is done via a workflow including a random search. By applying this method, a structured
procedure for achieving significant leaps in performance metrics in the prediction of hydraulic test steps of
directional valves is achieved.

Keywords 

Predictive Quality; Machine Learning; Quality Control; Feature Engineering; Decision Support Method 

1. Introduction

Rising computer capacities and increasing data availability are expanding the horizon for knowledge 
generation in production [1]. Politically and socially, increased requirements for sustainability and resource 
consumption are moving into the focus of companies [2]. More and more companies are perceiving 
digitization as an opportunity [3,4]. Advancing digitalization and high computing power are drivers for the 
progressive use of ML methods on production data. [5] One solution strategy for improving existing 
production systems is knowledge extraction from production data using ML [6]. Predictive quality describes 
the ability to make data-driven predictions of product- and process-related quality in the manufacture and 
use of physical products [7,8]. The use of ML for predictive quality control of product characteristics 
contributes to increasing the efficiency and sustainability of future manufacturing processes. [9] However, 
a success factor for a ML project is sufficient pre-sampling of production data concerning dynamically 
deviating boundary conditions during data generation and optimization of data quality. [10] The further 
sections of the ML pipeline can be optimized based on a cleaned database [11]. Various ML methods such 
as gradient boosting methods have so far achieved promising results in industrial hydraulic use cases [12]. 
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For each prediction model task, there is the challenge of making the right choice of which algorithm with 
corresponding hyperparameters (HP) and which method of feature engineering (FE) is most appropriate to 
achieve the best predictions. FE is essential to the ML pipeline, as the overall performance of the model is 
highly dependent on the available features and enables the incorporation of domain knowledge into the ML 
pipeline [13]. By generating high-quality features, the effectiveness of an ML pipeline can be increased 
many times over an identical pipeline without dedicated FE and increases the interpretability of the trained 
model [14].  

This work focuses on supervised learning, a subtype of ML in which the target values, so-called labels, of 
given data�ऎ ൌ ሼሺݔǡ ሻݕ א Թௗ ൈ Թሽ are known [15]. A ML model is fed with a training data set �ऎ௧ and
evaluated against the validation data set ऎ௩ௗ, where ݔ is respectively the input with dimension d and ݕ
is the target [16]. For the given dataset ऎ, the goal is to find the algorithm �M א  ऋ from hypothesis space ࣛ 
with HP combination ɉ�  that achieves the highest accuracy under the premise of highest ר from HP space ר�א
possible generalizability. The dataset ऎ is only an extract from the population, thus the model attempts to 
achieve the most accurate representation of the output for a given input by approximating a transfer 
function [16,17]. 

In this paper, a decision-support method is developed for selecting appropriate FE techniques while choosing 
the best HP combination of a predictive model for a dataset with temporal variability and validated on a real 
industrial value stream of directional control valves at Bosch Rexroth. By applying this method, structured 
guidance is given and the automation of manual efforts for achieving significant leaps in the performance 
metrics of an extreme gradient boosting (XGB) classifier is achieved. The method provides a qualitative 
evaluation of different FE techniques in hydraulic directional valve manufacturing and achieves significantly 
more accurate predictions than sequential pipeline optimization as shown in the experiment section. 

2. Related Work

The ML pipeline and the simultaneous selection of the prediction algorithm and HP are explained. The 
importance of Fs application in various hydraulic applications will be addressed. 

2.1 Combined Algorithm Selection and HP optimization problem 

Within the ML pipeline, the task blocks of data preparation, the FE, model generation and evaluation are run 
through sequentially [18]. HÜTTER ET AL. describe the problem of automatic optimization of ML pipelines, 
where the choice is made between the correct ML algorithms and corresponding categorical HP, as the 
combined algorithm selection and HP optimization problem (CASH), see equation (1). The loss function is 
minimized against all folds k of the cross-validation (CV) for the training data set ऎ௧ with
ऎ௧
ሺሻ ൌ  ऎȀऎ௩ௗ

ሺሻ from all models considered to limit the effect of overfitting and increasing the 
generalizability [11]. 

כఒ
כ א ������

ࣛ�א��ǡ���ఒר�א��

ଵ

σ ࣦሺఒ

ሺሻǡऎ௧
ሺሻ ǡऎ௩ௗ

ሺሻ
ୀଵ ሻ (1) 

ZÖLLER ET AL. extend the CASH problem to optimize the pipeline � א ࣪�with the pipeline structure ݃ א ࣡�
from a set of valid pipeline structures�࣡��where ȁ݃ȁ is the length of the pipeline, see (2)�[14].� 

ሺ݃ǡ ǡ ૃሻכ א ������
ࣛ�א��ȁȁǡ���ఒר�א��

ଵ

σ ࣦሺܲǡǡࣅ�ǡऎೝೌ

ሺೕሻ ǡ ऎ௩ௗ
ሺሻ

ୀଵ ሻ  (2)
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2.2 Feature Engineering & CASH Optimization Methods for Hydraulic Use Cases 

FE is about generating and selecting features from a given data set for the subsequent modelling step. FE 
can be split into three sub-tasks: feature extraction (FEX), feature construction (FC) and feature 
selection (FS) [19]. FS defines a subset of the feature set to speed up subsequent ML model training and 
improve its performance by removing redundant or misleading features. Simple domain-agnostic filtering 
approaches for FS are based on information theory and statistics. Methods such as univariate selection, 
variance threshold, feature importance, correlation matrices, or stability selection are integrated components 
of modern automated ML frameworks and are selected using standard CASH methods such as XGB 
algorithms [14]. Effective optimization approaches use random search or test the performance set 
exhaustively in a grid search also known as full factor design [16,20]. Advantages of random over grid search 
include easier parallelization and flexible resource allocation, since aborted iterations do not cause data holes 
and the combinations can be calculated independently [11]. Moreover, commonly used optimization 
methods contain reinforcement learning, evolution-based algorithm, and gradient descent, surrogate model-
based optimization [18,21].  

FS are using wrapper functions searches for the best feature subset by testing its performance on a given ML 
algorithm [19]. In heuristic approaches, individual features are added iteratively. Both forward and backward 
selection, as well as a combination of both, can be performed to select a subset of features. [18] In embedded 
methods, FS is directly integrated into the training process of an ML model. Many ML models, such as the 
Random Forest, provide some form of feature ranking that can be used. Similarly, embedded methods can 
be used in combination with FEX and FC [14]. Another optimization alternative is to use genetic 
programming in combination with prediction algorithms to identify a functioning feature subset [22]. TRAN 
ET AL. also used genetic programming to artificially construct novel features. In addition, information about 
how many times each feature was used during FC is reused to obtain feature importance [23]. KATZ ET AL. 
propose to compute meta-features for each novel feature, such as the diversity of values or the mutual 
information with the other features. Using a pre-trained classifier, the influence of a single feature can be 
predicted to select only promising features [24].  

The prediction of internal leakage using discrete quality data has not yet been considered in science. The 
following are similar hydraulic industrial use cases whose approach has been considered in this work. LEI 
ET AL. recommend the combined use of principal component analysis (PCA) for dimensionality reduction 
of timeseries data with the classification and regression trees, random forests, and XGB, respectively, for 
the fault diagnosis model of the hydraulic valve [25]. KLUSCH ET AL. propose various statistical signal 
preprocessing steps such as correlation analysis and exploit this statistical characteristic in the form of 
features in a linear discriminant analysis and a k-nearest neighbor classifier for timeseries fault 
prediction [26]. HELWIG ET AL. identify times of equal boundary conditions in the prediction of hydraulic 
leakage flows and consider them during cross-validation and vary the weighting of the data within different 
time intervals in timeseries data [27,28]. 

3. Use Case: Internal Leakage Flow of Directional Control Valves 

In this industrial use case at Bosch Rexroth, quality prediction of customer characteristics of directional 
control valves manufactured in Homburg is realized based on geometric gauge blocks from machining, 
mating data from assembly and hydraulic sensor data from end-of-line testing, shown in Figure 1. The target 
variable of this use case is the physically unavoidable internal leakage volume flow between spool and 
housing bore of a directional control valve [29]. The objective is subject to some uncertainty due to non-
measurable variables and manufacturing tolerances. Previous work has attempted to understand the variables 
affecting leakage primarily through CFD simulations [30]. 
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Figure 1: 9DOXH�&KDLQ�RI�³'LUHFWLRQDO�Control 9DOYH´�LQ�+RPEXUJ. 

An increased leakage volume flow leads to an unintentionally faster lowering of the load and involves 
dangers for people and property, see Figure 2a. The upper limit of leakage is secured in one of over 60 test 
steps as a safety-critical product characteristic within the scope of the final hydraulic inspection. In Figure 
2b the 2-D view of the relevant valve area of the directional control valve is displayed. For the directional 
valve to function, the spool with different shoulders must be able to move within the housing bore, so that a 
ring gap between the bore and the spool, which is smaller than 20 micrometres, is inherent in the system, see 
Figure 2b [33]. The leakage measurement is carried out indirectly in the form of a pressure drop measurement 
at the pressure chamber of customer port A, which is reduced due to the leakage volume flow through the 
ring gap into the tank. 

 
Figure 2: (a) safety-critical customer characteristic; (b) leakage volume flow as a pressure drop measurement. 

4. Proposed Methodology & Experiments 

The decision support method for selecting appropriate FE techniques is presented, applied to the hydraulic 
use case and finally the output is compared to a default as well as a tuned baseline model. 

4.1 Decision Support Method for Selection of FE techniques & Pipeline Optimization 

The proposed method for optimizing the ML pipeline and selecting the best fitting FE techniques builds on 
the CASH problem description of ZÖLLER ET AL [14]. The model matrix ࣧ forms the hypothesis space for 
the model candidates solving a prediction problem and consists of the three vectors each one for FE space ࣟ, 
algorithm space ࣛ and HP space ר, see Figure 3 and (4). The HP selection ɉ� and partially the FE selection 
݁� is determined by the selection of the algorithm��� since some algorithms will not run without appropriate 
FE. Thus, different types of algorithms require different numbers of FEs, so the matrix is the column 
dimension from the maximum of u, v, and w with u, v, w א {1, ���«� n}. The matrix is used to produce 
different combinations from the three vectors. Empty matrix cells contain a zero and are not considered as a 
combination. 
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Figure 3: Model Matrix of the Proposed Method for FE & Model Optimization. 

The workflow of the method provides guidance on the structured approach to pipeline optimization and a 
qualitative trade-off of different FE techniques, see Figure 4.  

 
Figure 4: Flow Chart of the Proposed Method for FE & Model Optimization. 

Various iteration loops illustrate the high combinability of the parameters. The random search is optimized 
with the given number of iterations. Based on a cleaned database, a random search is used to treat the FE 
techniques and the HP as equivalent optimization parameters. For the FE technique, this is partly achieved 
by providing a grid with Boolean data type. The inherent parameters of the FE techniques are treated as HP 
of the algorithms in the hypothesis space and are optimized according to the given grid. The procedure allows 
CV with k folds with different size as well for all combinations Mࣧ�א. For optimization, the loss function 
from equation (4) is minimized against the validation data ऎ௩ௗ
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4.2 FE Space: Derivation of used FE Techniques 

Two core problems exist in the present production dataset: high dimensionality and high volatility over time. 
The production dataset consists of 11,652 data series with 1,052 features, which is a relatively unfavourable 
row-column ratio. The input features consist of geometric characteristics from machining, pairing 
information from assembly and sensor information from previous inspection steps. For this problem in a 
volatile high dimensional production data set, the XBG is a reasonable candidate of an algorithm [34]. The 
first task to be solved is the dimensionality reduction, see Figure 7. Preliminary studies have shown that 
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PCA is far superior to linear discriminant analysis just as forward selection is much better suited than 
backward selection for this data set. The final test data is composed as a matrix of the test steps (row-wise 
called PCA-A) and the sensors (column-wise called PCA-B). Second, the challenge of the changing 
boundary conditions of the production system manifest itself in value jumps in the data, as illustrated in 
Figure 5 for the scatter plots of two features. It is critical to recognize that the data jumps occur at different 
times for different feature columns. It is necessary to prevent the creation of new models each time the 
boundary condition changes, otherwise the amount of available data decreases drastically. Therefore, the 
change must be incorporated into the model by adjusting the same-sized fold CV. In future studies, 
identification with change point detection will be explored more intensively. 

 
Figure 5: Exemplary scatter plots of two features with significant value jumps. 

The 11 intervals with the same boundary conditions are indicated with the number of instances per interval, 
as shown in Figure 6. In this work, the interval-dependant timeseries 10-fold CV for each interval can be 
included in the presented workflow in Figure 4.  

 
Figure 6: Timeseries-10-Fold-CV for folds for each time interval of equal systemic boundary conditions. 

For the first interval, an 80/20 train-test split is performed. The following splits contain the previous splits 
and additionally the first half of the current split. The second half of the considered split is used as test data 
set. Within each interval, a 10-fold CV is performed and ऎ௩ௗ

ሺሻ  is created. To account for the temporal 
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variability of the data set, further weighting and consideration of different subsets are also applied using a 
window-based approach. More recent data points are weighted stronger within the loss function, applying 
exponential smoothing familiar from time series analysis and devaluing data points from earlier periods by 
a factor, using ߚ ൌ� ሺͳ െ ߚ������ሻߚ א  ሼͲǡͳሽ�and ݇ = 0 for the current interval and ݇ = 1 for the following 
and so on, see Figure 7d. For the window-based approach, only the number n most recent data series 
backward to the prediction time are considered in the model to predict the state at the current prediction time, 
see Figure 7b. In addition, the data per interval are each transformed with centering and scaling, see 
Figure 7c. 

All in all, in the proposed method a forward selection, a PCA depending on each test step (PCA-A) or sensor 
(PCA-B) are given as input for a dimensionality reduction and further compared to no application of 
dimensionality reduction at all. To evaluate the predictive power of data in the near and distant past of the 
prediction state, different amounts of data are utilized as input and a pre-optimized weighting function is 
applied. This weighting function is randomly activated and deactivated in the method, see Figure 7d. In 
addition, the data for all intervals is transformed to a comparable level via scaling and centering, see 
Figure 7d. 

Figure 7: Qualitative Comparison of the FE techniques by Violin Plots. 

4.3 Application and Evaluation of the Decision Support Method 

A major strength of the presented method is the possibility of comparing several FE techniques while 
simultaneously applying and simultaneously optimizing the HP. Another advantage is the parallel 
calculation of the iterations within the method since the iterations are calculated independently. A suitable 
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plot to compare the FE methods is the violin plot including frequencies and boxplot of AUC for different FE 
techniques, see Figure 7. 

Thereby it turns out that the PCA-A with an AUC of 80 % produces the best candidate for the dimensionality 
reduction technique. Centering is the most effective technique for correcting the shift for this data set, as the 
best model shows the maximum AUC value of 80 % and averages 3 percentage points better than the variant 
with scaling. The weighting function should preferably be disabled in combination with listed FE techniques. 
Interesting to mention that the consideration of the last 3000 data series from the prediction time is not so 
much worse than the combination with consideration of the complete data set. 

The proposed decision support method for FE techniques is applied to the hydraulic use case and compared 
with two baseline approaches to evaluate the suitability of the method, see Table 1. Many binary 
classification algorithms calculate the classification boundary and classify according to whether the value is 
above a certain threshold or not. The AUC is the trade-off between true-positive rate and false-positive rate 
that applies to all possible thresholds, not just the threshold chosen by the modelling technique. Different 
classification goals may result in one point on the curve being better suited for one task than another for 
different task. Hence, looking at the AUC is one way to evaluate the model regardless of the choice of a 
threshold. The F1-score brings precision and recall harmonized and is therefore very suitable as an evaluation 
of unbalanced data sets. The first base model (A) was applied to the data set with standard HP and without 
FE techniques. The second base model (B) consists of matched HP and preselected FE techniques, each of 
which produced the best results when applied individually. The application of centering, a weighting 
function with beta ߚ ൌ �ͲǤͺ and a PCA-B is performed for all data in model (B). The optimized model 
�� ǡ � ǡ ࡹ

௧  is the best candidate of the proposed method after 5000 iterations with described FE input in 4.2, 
tuned HP of an XGB classifier and classifier itself. Sequential pipeline optimization and combination of 
preselected methods show a large effect on F1-score and AUC for unseen data. However, the application of 
the proposed method shows a significant jump in terms of F1-score by 10.4 percentage points and on the 
AUC of 8.3 percentage points for the unseen data compared to the sequential optimization. 

Table 1: Comparison of different models for validation of the proposed method. 

Model type FE HP AUC 
Train 

AUC 
Test 

F1-Score 
Train 

F1-Score 
Test 

baseline model (A) no methods default 60,6 % 55,8 % 6.28 % 3.33 % 

baseline model with FE (B) pre-choice tuned 68,7 % 71,9 % 11.3 % 12.96 % 

optimized model ࡹ� ǡ � ǡ �
௧  tuned tuned 99,9 % 80,2 % 24.78 % 23.36 % 

5. Conclusions and Future Work 

The proposed decision support method produces the best combination of FE techniques and tuned HP for 
the XGB classifier on the time volatile production data of the industrial use case for predicting the leakage 
volume flow of directional control valves and outperforms the sequential optimization by about 
10 percentage points in F1-score. From the qualitative review of various combinations of FE techniques, the 
combination of PCA-A, a data centring and a maximum window width with deactivated weighting emerged 
as the best FE combination. 

Future work will validate a generalized suitability of the decision support method by applying it to additional 
algorithms and data sets. In addition, the optimization of the developed model and its implementation in 
production will be investigated. Feature construction approaches will be pursued to improve the usefulness 
of the model for series implementation by incorporating more predictive information into designed features. 
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Abstract 

Key performance indicators (KPIs) are crucial for measuring and managing the performance of industrial 
processes. They are used to detect deviations in processes, enabling opportunities to improve manufacturing 
processes within the three dimensions time, quality, and cost.  

In this context, the timeliness of information plays a decisive role in the success of measures since delayed 
information availability can leave decision makers with no time to react. With the introduction of digitization 
and industry 4.0, increasing amounts of data become available. They can be used to accelerate problem 
detection and shortening reaction times to define appropriate actions.  

This paper presents a data-driven performance management approach integrated in digital shop floor 
management (dSFM). If a deviation is detected in one process, KPIs of subsequent processes (horizontal 
level) as well as subordinate levels (vertical level) are checked for correlations and, if present, the associated 
team is notified by an automatic warning through the dSFM system. Based on the identified correlations, the 
team discusses the deviations and defines suitable countermeasures. The aim of this approach is to identify 
deviations more quickly and to quantify their impacts, thus giving shop floor managers the ability to react in 
time.  

Keywords 

Shop floor management; Performance management; Key performance indicators; Data Mining; Machine 
Learning 

1. Introduction

Recent advances in digitization offer a high potential for companies operating in the manufacturing domain 
to reduce reaction time on business-relevant events like unplanned downtimes and quality issues [1]. 
Providing the right information to the right people at the right time in an efficient manner to empower them 
to make the right decisions and take the right course of actions is a significant difficulty for many producing 
organisations [2,3]. If this can be done in a timely fashion, the negative effects of deviations can be reduced 
and impacts on internal or even worse on external customers can be prevented [1].  

The methods of shop floor management (SFM) are widely used in industry to control and improve production 
processes on a daily basis [4]. One of the most important elements of SFM is performance management. To 
manage process performance, goals are set by the management and translated into trackable key performance 
indicators (KPIs) to identify deviations in processes [5]. These are then analysed in shop floor meetings and 
a problem-solving process is initiated if necessary. Improvements developed in the problem-solving process 
are stabilized and standardized to reach a continuous improvement of the production processes [6,7]. 
However, there are several shortcomings of performance management and its application in industry. 
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Hellebrandt et al. state that performance management is mainly used in middle and top management and 
KPIs on the shop floor are not connected to these higher levels [8,9]. Furthermore, KPIs on the lowest level 
are not connected to the individual worker, making it difficult to achieve a sense of responsibility by the 
employee towards the KPIs [10]. Moreover, due to the large number of KPIs often used, the complex 
interrelationships can no longer be intuitively understood and anticipated, resulting in a great demand for 
system-based decision support [11]. 

Therefore, this paper will present a new data-driven performance management approach in digital SFM 
(dSFM). The remainder of the paper is structured as follows: Chapter 2 provides the state of the art on SFM, 
performance management as well as recent advances. Chapter 3 introduces the model of latency to business-
relevant events and derives the goals and opportunities of a data-driven performance management approach. 
Following up, the data-driven approach is described in chapter 4. Finally, the paper closes with a conclusion 
and outlook for the next steps in the development. 

2. State of the art 

2.1 Shop floor management and performance management 

Hertle et al developed a model to describe the daily routine for a successful SFM (see Figure 1). Based on 
standardised processes, production goals are set by management. In step one, deviations from the set goals 
are identified with the help of target-actual comparisons of KPIs, andon or gemba walks. In step two, the 
deviations are discussed in daily shop floor meetings. The impact of the deviation is evaluated, and short-
term countermeasures are initiated. A decision is also made as to whether a systematic problem-solving 
process (SPSP) should be started. The SPSP is not part of the daily routine and runs separately. A PDCA 
cycle is used to track the progress of implementation. Step three of the SFM loop comprises the first two 
phases (Plan & Do) of the PDCA cycle. In the final step, the measures introduced are checked and tested for 
suitability so that they can be transferred to the standard in the event of a positive vote [5]. 

 
Figure 1: Shop floor management model [5] 

To implement KPIs there are two main prerequisites. Firstly, management must define targets for the 
production processes and, secondly, ensure multidimensional measurement of production performance 
(performance measurement) in order to be able to visualize the degree of target achievement [3,12]. If every 
target is linked to an improvement activity which supports the achievement of the long-term vision of the 
company, the approach is called Hoshin Kanri [13]. In this context a performance pyramid is often used for 
visualization (see Figure 2). Based on the corporate vision, strategic goals are derived for the three 
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performance levels of strategical management, tactical management, and operational level in the sense of a 
top-down approach. The achievement of the goals in the respective levels is determined by KPIs. The 
indicators are aggregated in a bottom-up approach so that causal relationships exist between the indicators 
of the different levels. [12,13] 

 

Figure 2: Performance pyramid for production, adapted from [14] 

2.2 Recent advances in shop floor management, performance management and problem solving 

With the introduction of digitization and industry 4.0, increasing amounts of data become available for 
processing and use in smart manufacturing systems [15]. Meissner et. al developed a target state for dSFM. 
They suggest using KPI data to forecast KPIs and predict trend impacts of upstream or downstream 
processes.. Then the information is visualized and managers of the process as well as downstream processes 
are warned. [16] By integrating machine and manufacturing data into the performance pyramid, KPI 
calculation can be automated [17] and generated real-time data enable further insights [18].  

The new possibilities in dSFM are not only viable for performance management but also translate to problem 
management. In classic problem management, the deviations in KPIs are presented to the 
employees/managers where they must make the decision how to handle the deviation. This can be 
categorized into three different levels of reaction: If the deviation is not impactful or even a false alarm it 
can be ignored. If the deviation has an impact on production performance and the root cause is clear 
immediate action should be taken to prevent further losses. Finally, if the deviation has an significant impact 
on target fulfilment and cause is unknown a systematic problem-solving process (SPSP) is used to find the 
right countermeasure. [19] 

However, classic detection mechanisms like KPIs are often only able to detect the symptoms of underlying 
problems. Remedying those symptoms is not sufficient to resolve the underlying problem and to find a 
sustainable solution [20]. Without a systematic approach to problem-solving, employees are tempted to 
hastily identify causes and introduce immediate measures. These are usually based on experience and 
feelings, but not on a sound analysis of the root cause of the problem at hand. German studies have shown 
that up to 60% of emerging problems are recurring [21], which indicates that it is rare that lessons are learned 
from past mistakes and the root cause of problems is sustainably eliminated [22]. Meissner et al. put in 
perspective that digitalization can enrich the information available for root-cause analysis. Furthermore, 
through algorithms root-causes as well as solutions for the problems can be proposed by the system to the 
employee. [23] To comprehend these complex relationships, data mining (DM) can be used as an analysis 
support [24]. In their literature review, Longard et. al show the potentials of using DM in SPSP. As problem 
solving requires a lot of experience and creativity, humans are superior to machines and computers in this 
field. Data can especially support hypothesis formulation and problem delimitation as well as analysis. In 
particular, correlation analyses between miscellaneous process parameters can provide valuable insights to 
support the interpretation of the results and prepare the creative work in finding solutions. [25] 
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3. Goals of a data-driven performance management 

Hackarthon developed a model for business intelligence that considers the different time elements between 
the occurrence of a business-relevant event and the initiation of remedial action (reaction time) that can be 
transferred to the domain of SFM. According to the model, the reaction time can be decomposed into data, 
analysis, and decision latency [26]. The longer the process takes from the occurrence of a business-relevant 
event, through detection and analysis, to the initiation and implementation of countermeasures, the more 
business value is lost (see Figure 3 - left). 

 
Figure 3: Deviation management in SFM ± initial state versus target state, adapted from [1,26]  

The data or detection latency describes the delay between the occurrence of a fault and its capturing. In the 
classical sense, this is recognized in SFM by means of Gemba walks, the target-actual comparison of KPI or 
Andon signals triggered by employees as well as machines [5]. These simple methods are able to identify 
many process or product deviations in order to restore the desired condition. Nevertheless, valuable time is 
lost since these measures only have a delayed effect on the actual cause and are therefore considered reactive 
measures. Even though the automated calculation of KPIs is an important step towards reducing detection 
latency, the gap between the occurrence and detection of a business-relevant event can only be closed by 
connecting sensors that measure as close as possible to the actual root cause. The described relationships are 
shown in Figure 3. The use of automatically calculated KPIs and sensor data can lead to a reduction in the 
detection latency (shift upwards along the curve).  

Reducing detection latency to a minimum only has a positive effect if the decision-makers receive the 
relevant information in time [27]. Zur Mühlen et al. define the analysis latency as ³>«@�the delay between 
the storage of event information in a repository and the subsequent transformation of this event information 
into an analysable format, such as a notification, report, or indicator value.´�[1]. This is where traditional 
SFM systems with their fixed communication cycles [7] and rudimental information (e.g. visualization of 
KPIs) [8] reach their limits and therefore have to be adjusted. It is particularly important to quantify impacts 
of deviations on subsequent processes as well as subordinate levels. Moreover, to exploit the full potential 
of the data, decision-makers must receive information on relevant events as quickly as possible and in a form 
that is easy to understand. Especially, when dealing with sensor data, without contextual information, it is 
almost impossible to evaluate a situation and draw the right conclusions [28]. In addition, the right amount 
of information has to be determined to not cause an information overload [3].  

After detecting (e.g. through anomaly detection on sensor data) and transforming the information into an 
analysable format, adequate remedial actions have to be initiated. Decisions must be made quickly, and the 
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decision latency must be kept as low as possible to minimize the impact on business value (see Figure 3). In 
contrast, the root cause of a problem and not just its symptoms should be addressed through SPSP to benefit 
in the long run. The use of immediate measures should therefore only be used for damage limitation and 
should not replace a SPSP. Both the selection of an immediate measure and the root cause analysis with the 
underlying cause-effect relationships require in-depth knowledge.  

In summary, to reduce the reaction time to business-critical events and minimize resulting value losses, a 
data-driven performance management approach in dSFM must address the following shortcomings of 
current approaches: 

� Goal 1: To be able to recognize deviations earlier, information must be available as quickly as 
possible. Data (especially from sensors) should be used to shorten the gap between occurrence and 
detection of business-relevant events.  

� Goal 2: Decision-makers should receive information on relevant events as quickly as possible in the 
right amount and quality.  

� Goal 3: To enable prioritization, the impact of deviations on subsequent processes or higher levels 
should be quantified.  

� Goal 4: Data should assist problem solvers in finding the root causes faster, thus shortening the 
decision latency. 

4. A data-driven performance management approach 

The developed approach aims to quantify the potential impact of business-critical deviations at the horizontal 
and vertical level, alert the associated operations managers, and give them time and information to define 
appropriate countermeasures. Here, the horizontal level refers to the value stream and attempts to quantify 
the effects of deviations on subsequent process steps. This is to enable the subsequent processes to react to 
the impending effects and to take appropriate measures. If a deviation is detected in one process, KPIs of 
subsequent processes are checked for (time-lagged) correlations and, if present, the associated team is 
notified by an automatic warning through the dSFM system. Based on the warnings, the team discusses the 
deviations and defines suitable countermeasures (see Figure 4 - left). In contrast, the vertical level describes 
the effects of a deviation in a process along the company hierarchy. If again a deviation is detected in one 
process, KPIs of higher-levels are checked for correlations and, if present, the ones responsible are notified 
(see Figure 4 - right). The objective is to quantify the impact of sub-areas at aggregate levels to inform 
higher-level managers when production goals are in jeopardy. This is intended to simplify the escalation 
process and give quantitative reference.  

 
Figure 4: A data-driven performance management approach 
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In comparison to traditional performance management approaches, which focus primarily on the vertical 
consistency of business goals using KPIs, this new approach is intended to form a KPI network that also 
considers horizontal dependencies to promote value-stream-wide collaboration. The fact that these KPIs 
represent all 3 dimensions - time, quality and costs - means that a targeted focus for improvement can be 
established. To implement this data-driven performance management approach, the three latencies (data, 
analysis & decision) are addressed in a targeted manner through the three phases of deviation detection, 
impact quantification as well as warning & impact assessment (see Figure 5). These will be discussed in the 
following. 

4.1 Deviation detection 

The starting point of the SFM control loop is the detection of deviations [16,23]. As described in Chapter 3, 
current approaches are not able to fulfil the requirement of using data to bridge the gap between the 
occurrence and detection of business-relevant events (Goal 1 + 4). For this reason, a three-level approach 
was defined that starts at a high level with anomalies in KPIs and gradually gets finer by incorporating their 
measurement elements up to machine/sensor level data (see Figure 5 ± Deviation detection). From a technical 
point of view, the detection of deviations requires different methods and algorithms for each level. On the 
KPI-level a simple target-actual comparison realized by a corridor with upper and lower limit is sufficient 
to capture most of the relevant deviations. Since KPIs are often calculated from a large number of so-called 
measurement elements (e.g. good quantity, part quantity, actual unit processing times), a deviation detection 
only at KPI level would lead to a certain lack of clarity and make root cause analyses more difficult. 
Therefore, the next step is to look at this level. The time series of the measurement elements have similar 
properties to the KPIs with the difference that higher measurement frequencies are often available. This is 
due to the fact that KPIs are often formed only once per shift or day, but the underlying measurement 
elements are recorded more frequently and are thus available for analysis. In contrast to detecting KPI 
deviations, applying target-actual comparisons on the measuring elements is not applicable, since there are 
usually no specified targets for those. One way to solve this problem is to define dynamic target values (e.g. 
dependence on time and product). In addition, statistical process control and trend analysis, could provide 
valuable results.  

 

Figure 5: Model pipeline of data-driven performance management approach in dSFM 

With the integration of the sensor and machine data, the goal is to measure as close as possible to the root 
cause of a problem or deviation. The integration of new measuring points provides the possibility to get even 
closer to the process, which is not yet done today. To find anomalies in the high-frequency data of sensors 
or machines, it is recommended to use more sophisticated methods and algorithms. The rapid developments 
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in this direction in recent years have produced many such methods and algorithms. These include machine 
learning (ML) and artificial intelligence (AI) approaches like support vector machines [29] and neural 
networks [30] but also statistical approaches like ARMA or ARIMA [31] to name a few.  

4.2 Impact quantification 

The knowledge of the quantitative impact of deviations can only be generated from long-term data. This data 
must be pre-processed and transformed into stationary variables, to reduce the probability of encountering 
spurious correlations. In the next step, the relationships between the different KPIs are quantified via (time-
lagged) correlation analyses. The focus on time-lagged KPIs is due to the fact that it is precisely those 
impacts that are interesting from a management perspective, which have a time-lagged reaction and can thus 
be counteracted by an action (Goal 2 + 3). In addition, the direction of the correlation must be determined to 
be able to make a statement about positive or negative impact of the leading KPI on the lagging KPI. 
Thereby, the model must also reflect domain knowledge, since different KPIs have different optimization 
goals (e.g., maximizing OEE as opposed to minimizing scrap rates). In order to be able to capture the 
multitude of different correlations (e.g. linear, quadratic) between KPIs, more advanced methods must be 
used in addition to the standard correlation methods Pearson, Spearman, Kendall (only able to capture linear 
correlations). In the recent past, the Maximum Information Coefficient has stood out and will be taken into 
account in future studies [32]. After the maximum lagged correlation has been determined for each pair of 
KPIs, the determined offset must be checked for plausibility. For example, from a practical point of view, it 
may not make sense if the detected offset is larger than the lead time between the processes belonging to the 
KPIs. Afterwards, all detected correlations and their corresponding offsets are saved in a database.  

The final step of the impact quantification phase is to match detected anomalies with the detected 
correlations. If an anomaly is detected in a KPI, the database is searched and correlations belonging to the 
KPI are returned. If an anomaly is detected at the measuring element or sensor level, it is first checked (e.g. 
by correlation or regression analyses) whether this has an impact on the KPIs of the associated process (see 
Figure 5 ± Deviation detection). If this can be confirmed, the procedure is the same as described above. 

4.3 Warning and impact assessment 

The next step is to notify those managers whose KPIs correlate with the anomalous KPI. To keep the latency 
as low as possible, it is advisable to send the warnings via mobile devices, emails or push messages in the 
dSFM. The criticality of the deviation should be used when choosing the communication medium. This can 
be determined by an interaction of the correlation coefficient, the temporal offset, possible effects on higher 
levels, and employee-defined intervention limits and assessments of past cases. To make the information 
processable for the employees, it must be prepared in a suitable form (Goal 2). This can be achieved both by 
the form of visualization and by context provided for the information [33]. This includes information on 
when the impact is likely to occur, which of the team´s own KPIs are affected, and which KPI (which team) 
is the cause of the deviation. In addition, context is also given to similar warnings that have occurred in the 
past. After that, the employees evaluate the warning based on the available information. In doing so, they 
are given the opportunity to evaluate the correlations recognized by the algorithm, for example, to hide 
spurious correlations for future warnings. In this way, the underlying model is continuously improved by the 
employee (active learning). Finally, a decision is made as to whether an action or SPSP should be initiated 
or whether the information should merely be noted and communicated to employees in the dSFM. 

5. Conclusion and outlook 

In this publication, a data-driven performance management approach for dSFM is presented, focusing on the 
three steps deviation detection, impact quantification and warning & impact assessment. The goal of the 
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approach is to significantly reduce the time between the occurrence of a business-relevant event and the 
initiation of remedial action to prevent the loss of business value. To achieve this, the concept of three 
latencies, data latency, analysis latency and decision latency was introduced and countermeasures for 
reduction were developed. At the core of the approach is anomaly detection at the KPI, measurement 
element, and sensor/machine level using ML and AI algorithms and quantifying the impact of these 
anomalies on downstream processes as well as higher hierarchical levels through correlation analyses.  

After the data-driven performance management approach in dSFM has been developed in this paper, a 
practical evaluation of the individual phases will be carried out in the future. To achieve this, a dSFM system 
available on the market will be further developed around the data-driven performance management approach 
and put into real use at a company from the process industry. In particular, it will be investigated which 
different correlation methods are suitable for quantifying the effects and how these correlations can be 
prefiltered automatically (e.g., from spurious correlations). To not only uncover that a relationship exists 
(correlation), but also to quantify the magnitude of that relationship, regression models for KPIs will be built 
in the future. Furthermore, from a research point of view, it will be interesting to see whether the described 
approach can increase production performance and what factor the integration of sensor and machine data 
plays. 
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Abstract 

Manufacturing companies tend to use standardized delivery times. The actual delivery times requested by 
the customers and the current capacity utilization of the production are often not taken into account. 
Therefore, such a simplification likely results in a reduction of the efficiency of the production. For example, 
it can lead to an obligation to use rush orders, an unrealistic calculation of inventories or an unnecessary 
exclusion of a Make-to-Order production. In the worst case, this results not only in an economically 
inadequate production, but also in a low achievement of logistic objectives and therefore in customer 
complaints. To avoid this, the delivery dates proposed to the customer must be realistic. Given the large 
number of customer orders, a wide range of products, varying order quantities and times, as well as various 
delivery times requested by customers, it is not economical to determine individual delivery dates manually. 
The ongoing digitalization and technological innovations offer new opportunities to support this task. In the 
literature, various approaches using machine learning methods for specific production planning and control 
tasks exist. As these methods are in general applicable for different tasks involving predictions, they can also 
assist during the determination of delivery dates. Therefore, this paper provides a comprehensive review of 
the state of the art regarding the use of machine learning approaches for the prediction of delivery dates. To 
identify research gaps the analyzed publications were differentiated according to several criteria, such as the 
overall objective and the applied methods. The majority of scientific publications addresses delivery dates 
only as a subordinate aspect while focusing on production planning and control tasks. Therefore, the 
interrelationships with several production planning and control tasks were considered during the analysis. 

Keywords 

Delivery Date; Production Planning And Control; Prediction; Machine Learning; Literature Review 

1. Introduction

The level of customer expectations regarding the logistic performance has strongly increased in the last 
decades. Nowadays, customers expect not only individual products with a high quality for low prices, but 
also short and especially reliable delivery times [1]. This results in major challenges for manufacturing 
companies. From an economical point of view, operating a finished goods store might not be beneficial due 
to the large number of products and product variants. Therefore, companies tend to use standard delivery 
times within an Assemble-to-Order or a Make-to-Order production [2]. This leads to a strong fluctuation of 
the capacity utilization and requires a high amount of effort for continuously adjusting the capacity. In 
addition, the requirements of customers can vary greatly. While in some cases the delivery should just be as 
fast as possible, others demand a specific time window for the delivery or even a just-in-time delivery.  
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Customers tend to buy more and in some cases are willing to pay a significantly higher price in case of short 
and reliable delivery times [3]. Therefore, in practice concepts such as rush orders or delivery time classes 
with corresponding price differences exist. In the literature, the focus lies on the design of the products and 
production processes. Even though many approaches such as product platforms exist [4], authors also 
highlight the importance of the negotiation process in supply chains [5]. As the price and the delivery date 
are stated to be the two most critical factors in various industries [6], the assignment of delivery dates has 
been addressed by some authors [7]. However, the majority of these approaches is based on numerous 
assumptions and has been published several decades ago. Therefore, they do not reflect the high dynamics 
of today's markets. To compete successfully, manufacturing companies need to predict their delivery dates 
continuously, quickly, and realistically. In this context customer heterogeneity provides a challenge but also 
offers opportunities [8]. Customers expect a fast estimation of the delivery date, especially if the delivery 
time and the price per unit can be negotiated [9] or if they need to be present in person to receive the delivery 
[10]. Looking at the large amount of customer orders and products combined with varying order quantities 
and times, predicting delivery dates manually is impossible from an economic point of view. The need of 
assistance can also be seen in the development of numerous decision support systems [11].  

Machine learning (ML) methods provide the possibility to process the necessary high amount of data and 
are generally suitable for applications involving predictions [12]. As data availability, consistency and 
integrity increase, the use of these methods to solve production planning and control (PPC) tasks is becoming 
increasingly popular [13] [14]. The aim is commonly to optimize a system with predefined delivery dates. 
This includes tasks like the order acceptance [15], order release [16], or sequencing [17]. All these tasks 
relate at least indirectly to the prediction of delivery dates. The throughput time is not only a main part of 
the delivery time, it also interacts with upstream decisions such as the selection of the order processing 
strategy [18]. Although many researchers have already addressed this topic and the use of ML in PPC in 
general, the need for research in this area remains. A recent study shows that about 75% of the possible 
research domains for ML in PPC have been examined only to a minor extent or not at all [19]. 

In this paper, a systematic literature review of ML approaches for the prediction of delivery dates is 
presented. The subsequent section outlines the applied procedure. This includes the research questions, the 
selection criteria, the quality assessment and the data analysis of the systematic literature review. The 
selected publications were differentiated and examined according to several criteria. The results of the 
analysis are presented and discussed in section three. Lastly, in section four a summary is given and research 
gaps are highlighted. 

2. Method and data 

The study aims for a comprehensive overview of the state of the art regarding the prediction of delivery dates 
and the identification of research gaps. A systematic literature research was conducted following the 
guidelines of Kitchenham [20]. In the following, the individual steps are outlined. 

2.1 Research questions 

The following research questions (RQ) were raised: 

� RQ1: What research topics are being addressed? 
� RQ2: Which use cases are being addressed? 
� RQ3: Which methods have been used? 
� RQ4: Do ML models outperform non-ML models? 
� RQ5: Which trends are recognizable? 
� RQ6: What are the limitations of current research? 
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RQ1 aims to identify interrelationships between the prediction of delivery dates and PPC tasks as well as 
upstream decisions and general aspects of production management. RQ2 focuses on how suitable the 
theoretical research results are for industrial practice and to what extent they have already been implemented. 
Answering RQ3 and RQ4 provides insights on the methods and helps to identify research gaps. Based on 
the results gained through RQ1 to RQ4, specific aspects are selected for a detailed analysis. To pinpoint the 
trends mentioned in RQ5, the timeline is examined with regards to certain innovations and changes, such as 
the introduction of the term industry 4.0 in 2011. RQ6 is directly related to all other research questions and 
thus calls for a critical review of the previous results. 

2.2 Search process and selection criteria 

The search was carried out using the databases Scopus and Web of Science. As these databases are known 
for their scientific relevance, they are widely used for literature reviews [21]. Regarding the disciplines of 
economics and engineering, they have numerous overlaps, but are not completely identical [22]. Figure 1 
gives an overview of the selection process for the systematic literature review containing the selection criteria 
as well as the results returned from the databases. 

Figure 1: Selection process during the systematic literature review 

The initial step was to search the term ³GHOLYHU\�GDWH´�DQG�LWs synonyms in the title, abstracts and keywords 
of the years 2002 to 2021. As stated above the delivery date and the throughput time are strongly related. 
Therefore, EHVLGHV�³GXH�GDWH´�DQG�³GHOLYHU\�WLPH´��WKH�WHUPV�³WKURXJKSXW�WLPH´�DQG�³OHDG�WLPH´�ZHUH�DOVR�
considered to be synonyms. PPC tasks not directly related to the prediction of delivery dates, such as order 
acceptance, order release and scheduling, were not considered at this point as their interrelations were taken 
into account during the examination of the selected papers. A previously conducted study revealed a 
noticeable growth in scientific publications regarding the use of ML methods in PPC starting in 2007 [23]. 
To ensure the identification and evaluation of trends and at the same time enable a detailed and efficient 
analysis of the current state of the research on the prediction of delivery dates the final time horizon was set 
to be 20 years. As the term PPC as well as its current understanding were established around 40 years ago, 
e.g. by the PPC model of Hackstein in 1984 [24], analyzing a longer period does not seem to be suitable.
This is strengthened by authors suggesting the use of intelligent systems for planning production processes,
such as Mill and Spraggett in 1984 [25] or Yang et al. in 1992 [26].
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In the basic literature at this time the determination of due dates was focused on internal due dates as part of 
production scheduling [7] [27]. The delivery date was classified as an external factor as it is decided by the 
customer or by the sales department. 

The next step was to link the terms referring to prediction using ML methods. The Boolean AND as well as 
the Boolean OR were used to incorporate synonyms and alternative spellings. This resulted in the terms 
³PDFKLQH�OHDUQLQJ´��³deep OHDUQLQJ´��³QHXUDO�QHWZRUN´��³DUWLILFLDO�LQWHOOLJHQFH´��³GDWD�DQDO\WLFV´�DQG�³GDWD�
PLQLQJ´��Although these terms have different meanings, they are often used synonymously in practice [28]. 
To obtain high-quality publications and at the same time avoid the repetition of content the sources should 
be limited. It is common to select only articles from scholarly journals [29] and conference proceedings [30] 
as the majority of these have been peer-reviewed prior to publication [31]. To provide the basis for a detailed 
evaluation of the full papers the results were limited to papers written in English. Afterwards, all topics not 
related to production management were excluded as they may use the same terms in a different context. This 
was followed by the evaluation of the titles and abstracts regarding the content alignment. The databases 
were compared and duplicates as well as papers with no full text available were removed. Lastly, the full 
papers were evaluated regarding the content alignment and the quality assessment. Papers with a quality 
score of less than 5 were excluded from the study. 

2.3 Quality assessment and data analysis 

To ensure a high quality the relevance, credibility and rigorousness of the selected studies need to be checked 
[32]. The following ten quality assessment questions (QAQ) were applied [32] [33]:  

� QAQ1: Does the study report empirical research or is it a report based on the opinion of an expert? 
� QAQ2: Are the aims and the motivation of the research clearly defined? 
� QAQ3: Is the estimation context adequately described? 
� QAQ4: Are the methods well defined and deliberate? 
� QAQ5: Is the research design appropriate and justifiable? 
� QAQ6: Does the study contain a sufficient project data set? 
� QAQ7: Is the proposed method compared to other methods? 
� QAQ8: Are the findings of the study clearly stated and supported by reporting results? 
� QAQ9: Are the limitations of the study analyzed explicitly? 
� QAQ10: Does the study provide value for academia or industrial practice? 

The answers were scored as ³1R³� ����³3DUWLDO³� �����DQG�³<HV´� ����For each selected paper, data regarding 
the topic, e.g. title, key words, main area and related topics mentioned, the authors, the source, the study 
type, the methods used as well as the quality evaluation were extracted.  

3. Results 

The literature research resulted in 62 papers addressing the use of ML methods in the context of the 
prediction of delivery dates. 33 (53%) papers appeared in scientific journals, while 29 papers (47%) were 
published in conference proceedings. The papers were classified based on the five main categories:  

� negation processes  
� time periods 
� methods 
� data 
� PPC tasks 

Each paper could be assigned to several main and sub categories. 
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3.1 Topics and methods 

$V� KLJK� ORJLVWLF� SHUIRUPDQFH� LV� D� UHOHYDQW� SXUFKDVLQJ� FULWHULD� IRU� WRGD\¶V� FXVWRPHUV�� WKH� DGKHUHQFH� WR�
delivery dates is a highly discussed topic in the literature. The complexity of related topics such as scheduling 
and routing is enhanced by the uncertainties in sales forecasting, production problems and delays in delivery 
existing in industrial practice. The delivery date is strongly influenced by these uncertainties. Nevertheless, 
the delivery date prediction is mainly considered to be a subordinate aspect of the logistic performance. 
Therefore, papers calculating due dates while mainly focusing on the optimization of a system, e.g. order 
release, scheduling or inventory management to minimize costs, were excluded from this study. In case the 
determination of specific time periods of orders was conducted to negotiate the delivery date with the 
customer the papers were considered relevant for the topic. Figure 2 shows the distribution of the papers 
regarding addressed time periods and PPC tasks (RQ1). 

Sorting the papers by the time period addressed revealed that the delivery time is mainly an important feature 
regarding last mile delivery, such as package delivery or shipment processes, and the negotiation processes 
between manufacturers, suppliers and customers. The prediction of the throughput time and its components 
processing time and inter-operation time are the main topic focused within the context of delivery dates. In 
addition, a few authors highlight unexpected delays, for example due to machine breakdowns and the related 
determination of safety times. The highly varying interest in time periods also reflects in considered 
interrelationships with related PPC tasks. The acceptance or rejection of an order depends on the negotiation 
process and its features such as the price per unit und the delivery time. Therefore the amount of papers 
dealing with the order acceptance is similar to the ones focusing directly on the delivery time. In a standard 
Make-to-Order production the lot size is equal to the size of the customer order and there is no semi-finished 
or finished goods store. Therefore, the PPC tasks lot sizing and inventory planning are not directly relevant 
for the determination of the delivery time. Nevertheless, they are a few times addressed in the context of the 
dispatch time as well as an influencing factor during scheduling. As the throughput time and its components 
are the mostly investigated topic, the directly related PPC tasks scheduling and capacity planning occur in 
various studies.  

 
Figure 2: Papers assigned by the addressed time period and the related production planning and control tasks 

The applied methods are as broad as the addressed time periods and PPC tasks (RQ3). They range from 
fundamental mathematical models to concepts based on a combination of different ML methods. Neural 
networks are the most used method as various versions of them appear in 45% of the papers. However, this 
high percentage can be explained by the fact that most of the authors present a comparison of several methods 
for a specific problem (79%) rather than a new universal approach (21%). In cases where ML methods were 
compared with conventional methods, they generally performed better (RQ4). However, most of the 
approaches considered only a few or even just one objective. 
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This can also be seen in the data sets (RQ2). Only one paper described a concept without proving it by a 
numerical example. About a third of the authors referred to simple virtual data sets for their proof of concept, 
while the rest used a case study showing the applicability of their approach in industrial practice (65%). 
Various industries are covered through logistic companies and suppliers, typical manufacturing companies, 
such as automotive manufacturers, shipyards or semiconductor manufacturers, and e-commerce platforms. 

3.2 Trends 

Figure 3 shows the annual number of publications for the years 2002 to 2021 using a bar chart (RQ5). 
Although some variations are evident, there is an overall increase in the number of publications during the 
examined period. Starting from 2014 a continuous growth is visible. This could be related to the introduction 
RI�WKH�WHUP�³,QGXVWU\����´�DW�WKH�+DQQRYHU�)DLU�LQ������DQG�ZLWK�WKH�LQFUHDVHG�XVH�RI�0/�PHWKRGV�VXFK�DV�
"deep learning". 

Figure 3: Distribution of papers from 2002 to 2021 

The examination of the geographical distribution revealed that publications originated from a total of 24 
different countries. The five countries with the highest amount of papers are Taiwan (11 papers), China (10 
papers), Germany (9 papers), the United States (8 papers) and Austria (7 papers). This slight imbalance can 
be explained by authors presenting extensions of their own approaches and using the same data sets. 

The keywords were analyzed using the software VOSviewer [34]. The so-called visualization of similarities 
(VOS) maps can be used to represent relationships between objects in various ways. The strength of the 
linkage determines the location of the keywords within the VOS maps. The size of the points assigned to the 
keywords correlates with the number of occurrences of the respective keyword. A keyword was considered 
relevant to the topic if it appeared at least two times. This assumption resulted in one group containing 133 
connected keywords (Figure 4). The multiple cross-linking of the individual keywords highlights the strong 
connection between PPC, ML methods and the delivery time.  

Arranging the keywords by year, reveals a minor change in the terms over the time. Mathematical models 
and decision-making based on conventional rules tends to be replaced by ML methods. The focus seems to 
start shifting from the throughput time to a more universal view including smaller time periods like 
transitions times and travel times. As the increasing customer requirements regarding the logistic 
performance require the accurate prediction of delivery dates, forecasting delivery times draws attention 
towards the handling and the quality of data. 
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Figure 4: Results of the keyword analysis using VOSviewer 

4. Conclusions and outlook 

The increasing number of publications related to the prediction of delivery dates with ML methods in the 
last 20 years reflects the importance of this topic and the growing interest of academia and industry in it. In 
terms of content, the publications primarily focus on the throughput time. Nevertheless, a reorientation 
towards previously neglected time components of the delivery time is recognizable. This can be explained 
by the large number of already existing approaches concerning the determination of the throughput time and 
its optimization by scheduling as well as the progress made in the area of ML, and thus the simplified 
application to more complex problems.  

In summary, a strong interrelation between the determination of delivery dates, ML methods and PPC tasks 
is visible. There are various fields of application and the number of publications in this area will probably 
keep increasing in the next years as there is still a strong imbalance leaving a research gap. Detailed analysis 
of the different time periods related to the delivery time as well as a holistic model for the prediction of 
delivery dates is required. As an initial step towards such a model, various case studies are required. There 
is ongoing research with partners from industrial practice on process quality, pricing, sales planning and 
storage dimensioning. In addition, examining the various existing interrelations with PPC tasks as well as 
upstream strategic decisions such as the selection of the order processing strategy or the location of 
production sites and warehouses could provide interesting insights. To benefit the prediction of delivery 
dates appropriately additional research is required in the area of forecasting customer demand and behavior 
as well as regarding the options offered to customers upfront like rush orders. 
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Abstract 

The operation of CNC milling is expensive because of the cost-intensive use of cutting tools. The wear and 
WHDU�RI�&1&�WRROV�LQIOXHQFH�WKH�WRRO�OLIHWLPH��7RGD\¶V�PDFKLnes are not capable of accurately estimating the 
tool abrasion during the machining process. Therefore, manufacturers rely on reactive maintenance, a tool 
change after breakage, or a preventive maintenance approach, a tool change according to predefined tool 
specifications. In either case, maintenance costs are high due to a loss of machine utilization or premature 
tool change. To find the optimal point of tool change, it is necessary to monitor CNC process parameters 
during machining and use advanced data analytics to predict the tool abrasion. However, data science 
expertise is limited in small-medium sized manufacturing companies. The long operating life of machines 
often does not justify investments in new machines before the end of operating life. The publication describes 
a cost-efficient approach to upgrade legacy CNC machines with a Tool Wear Prediction Upgrade Kit. A 
practical solution is presented with a holistic hardware/software setup, including edge device, and multiple 
sensors. The prediction of tool wear is based on machine learning. The user interface visualizes the machine 
condition for the maintenance personnel in the shop floor. The approach is conceptualized and discussed 
based on industry requirements. Future work is outlined. 

Keywords 

CNC milling; predictive maintenance; condition monitoring; Tool Condition Monitoring (TCM); tool wear 
prediction; industry 4.0 

1. Introduction

Milling is one of the most widespread manufacturing processes in the industry. A spindle motor rotates a 
multitooth tool to produce a variety of workpiece surfaces through Computerized Numerical Control (CNC) 
movements [1,2]. Forces and friction at the cutting tool are caused by high-power machining and the process-
related interruption of the cut for each cutting edge [1]. To control the overall product quality and operate at 
high performance, it is necessary to change tools frequently [3]. Tool maintenance accounts for 20% of 
machine downtime and 25% of total machining costs [4]. An unexpected one-day stoppage of a milling 
machine caused by a tool breakage could lead to costs of about 100,000 ± 200,000 EUR [5]. Due to the 
necessity to operate at maximum yield, finding the optimal point of time for tool change is technically 
challenging [5], but critical for Overall Equipment Effectiveness. On one side, premature tool change leads 
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to efficiency losses. On the other side, tool wear leads to product quality loss, tool breakage and potential 
machine stoppage [6]. Tool condition monitoring promises to provide the necessary maintenance 
information by diagnosing the tool condition in real-time and thereby enabling the prediction and scheduling 
of tool changes [7,3]. In contrast to time-based maintenance strategies, the assessment is based on real-time 
collected sensor data in the process, instead of rigid intervals from tool suppliers or experience from 
maintenance technicians or operators [5]. Condition-based maintenance has been a topic in research for many 
years, but practical solutions are limited, as most approaches are theoretical, and implementations are 
conducted in laboratory environments [2]. Small and medium-sized enterprises (SME) especially struggle 
with the applicability because they often have deficits of experience, competence, and capital [8]. 
Commercially available off-the-shelve condition monitoring solutions are technically limited due to 
integration barriers, proprietary interfaces, software performance, flexibility issues, and high capital costs 
[2]. The machine park of SMEs is characterized by a variety of machines from different vendors which do 
not have appropriate sensing technologies for tool wear prediction and network connectivity available [9,10]. 
Required expertise in data science is rare [11]. Hence, practical approaches need to be developed that can be 
installed at various legacy machines. They shall be integrated into shop floor IT infrastructures and have an 
intuitive user interface. This research work conceptualizes a Tool Wear Prediction Upgrade Kit that can be 
applied to legacy CNC milling machines. Related work in tool wear measurement systems, tool wear 
prediction architectures, and Machine Learning (ML) is outlined (section 2). The system architecture and 
application methodology are described (section 3). The concept is discussed (section 4) and future work is 
concluded (section 5). 

2. Related work  

2.1 Tool wear measurement systems 

Tool wear occurs at the flank and chip side of cutting tools. On the flank side, friction between the tool and 
the surface of the workpiece results in tool flank wear. On the chip side, crater wear is caused by the 
movement of the chip on the tool. Among the two types, flank wear is considered the predominant evaluation 
index because of the effects on the workpiece quality and process reliability. [12] Tool wear can be measured 
using direct and indirect methods. Direct methods measure the tool wear using imaging devices, such as a 
microscope or a machine vision system [2]. This achieves high accuracy but causes machine downtime due 
to the measurement [13]. Indirect methods rely on sensor data of machining processes to estimate tool wear 
conditions. Signals relevant to tool wear in milling processes include cutting forces, acoustic emissions, 
vibrations, power consumption, temperature, and sounds [2]. A dynamometer can measure the tangential 
and axial cutting forces applied to the workpiece, which is highly relevant to tool wear, as the decrease of 
tool sharpness causes the increase of cutting forces [13]. However, the dynamometer has direct contact with 
the workpiece. Electric current sensors can be an alternative to dynamometers, as the increase of cutting 
forces causes an increase of motor current [14]. Acoustic emission sensors measure the strain wave inside 
the workpiece. Recent studies show that it provides the most effective information for tool flank wear 
prediction [13]. Accelerometers can measure the vibration of the spindle and the workpiece, as the decrease 
of tool sharpness causes an increase of vibrational energy [15]. Temperature sensors measure the heat 
generated during milling. On the one side, the milling process generates high temperatures. On the other 
side, high temperatures cause tool wear. It is shown that temperature and tool wear have a positive correlation 
[16]. However, temperature measurement is affected by lubrication [17], and thus is ineffective for practical 
application during machining. Microphones measure the sound generated during milling. Studies show that 
an increase of tool wear causes an increase of sound intensity [18]. Sound signals may face interference from 
other machine noises; thus, they have limited applicability in noisy shop floors. Besides the relevance of 
sensor signals, the installation of sensors should also be considered. The sensors should be close to the 
milling surface without interfering with the milling process. Spindle housing and workpiece fixtures are 
feasible positions for sensor installation [2]. Direct measurements are time-consuming, often requiring an 
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additional manual step and cannot run in parallel to machining processes [13]. Thus, the research work 
concentrates on indirect measurements instead of direct measurements. From literature, it can be derived 
that the indirect measurement of acoustic emissions, vibration sensors and electric motor current provide 
effective information for tool flank wear. The sensors can be mounted at CNC machines by a simple 
installation procedure and can be equipped on various machine types and vendors. Therefore, the Tool Wear 
Prediction Kit¶V� VHQVRU� V\VWHP� consists of acoustic emission, vibration, and electric motor current. An 
increase in accuracy is expected due to the combination of multiple sensor types for the tool wear estimation. 

2.2 IT architectures for tool wear prediction 

Two approaches of system architectures for estimating the tool wear of CNC milling machines are 
identified. The first approach includes data pre-processing, feature engineering, modeling, and evaluation 
of the ML algorithms [19±22]. It considers the development of algorithms but excludes the data acquisition, 
storage, implementation, and productive operation. Thus, it is only applicable in corporate practice if the 
associated infrastructure for data acquisition, storage, and result visualization is already in place. The second 
approach additionally includes data acquisition, storage, and visualization of predicted results. Based on 
Rastegari et al. [23], vibration sensors are mounted on the &1&�PDFKLQH¶V�VSLQGOH�WR�PHDVXUH�LWV�YLEUDWLRQ�
when the spindle moves horizontally. The sensors are connected by cable to a measurement system unit and 
transformed into a digital signal. From the measurement system unit, the digitized sensor data is transferred 
to a database via 3G-Network. The stored data is collected and used for the training of the algorithms. 
Subsequently, the prediction results are visualized. Gouarir et al. [24] present an architecture based on an 
in-process prediction approach. A dynamometer is mounted to measure the cutting forces. The signal is 
amplified and sent to a data acquisition system via a cable. The data is stored in an experience database, 
which is used to train the prediction algorithms. The prediction results are then visualized in a human-
machine interface. The architectures of the second approach are based on individual and experimental setups 
and do not include the productive operation and scaling of the algorithms in corporate practice. Thus, tool 
wear prediction is still hardly used in corporate practice, although researchers constantly improve the 
required ML algorithms. Therefore, this paper describes a scalable, holistic architecture that takes the 
productive operation for multiple machines in corporate practice into account. An edge device running 
relevant software is used to facilitate applicability. The software design supports the scalability by using 
lightweight IoT protocols, databases, and device management. 

2.3 Machine learning algorithms for tool wear prediction 

The ML algorithms need to consider two aspects in predicting tool wear. The first aspect is data pre-
processing. Data pre-processing aims to extract representative features from the raw sensor data. Therefore, 
different sensor data may require different data pre-processing methods. The second aspect is modeling. 
Modeling aims to build a mathematical model to predict tool wear based on the input features. Thus, different 
input features may require differentmodeling methods. The recorded sensor data are time-series signals, and 
thus time-domain features can be extracted from the raw sensor data. Widely used time-domain features 
include the average value, the standard deviation value, the root mean square value, the kurtosis, and the 
skewness. For fast-fluctuating sensor data, such as vibration signals, there exists frequency information, and 
thus frequency-domain features can be extracted using Fourier transformation, such as the power spectrum 
and the spectral entropy. For non-stationary signals, the frequency spectrum may change over time. In this 
situation, it is suitable to extract time-frequency features from the raw sensor data, such as the wavelet 
transform features. [12] Besides extracting features from a single sensor, it is helpful to extract different 
features from multiple sensors [14]. Feature selection methods can be applied to keep the most useful features 
and remove useless features, such as principal component analysis, Pearson correlation analysis, and the 
monotonicity of the features [25,26]. After extracting representative features from the raw sensor data, a 
prediction model is trained to predict the tool wear. Widely used prediction models include support vector 
regression, fuzzy inference system, extreme learning machine, and artificial neural networks [13,27]. By 
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extracting the frequency spectrum of the raw sensor data, convolutional neural networks can be applied, and 
multiple sensor data can be fused into different channels of the convolutional neural network [28]. In order 
to extract the sequential information from the sensor data, recurrent neural networks with the long short-
term memory unit have been proven to outperform many traditional features for tool wear prediction [29]. 
In addition, 1D convolutional neural network can also extract sequential information [30].  

The prediction models are data-driven models, and thus highly depend on the quality of the collected data. 
Simple models, such as linear regression and support vector regression require fewer data but have lower 
fitting capability. Complex models, such as neural networks, have higher fitting capability but require more 
data. Particularly, determining the optimized network structure, e.g., the number of hidden neurons and 
hidden layers in a neural network, is challenging. The interpretability of data-driven models still need 
improvement. Thus, it is promising to combine data-driven models with traditional physical models to 
improve the reliability. [11] A variety of ML models for tool wear prediction have been investigated in 
research. It can be observed that the selection of the most accurate model with the best performance depends 
on the conditions of the environment-specific milling process. There exists no one common analysis 
framework [12]. Therefore, a methodology to select and set the ML model for the application of the system 
is required. 

2.4 Requirements 

Related publications investigate tool wear monitoring systems only partially. Despite reasonable 
advancements in literature, state-of-the-art solutions mostly focus on experimental machine setups and lack 
an application in industry. A holistic industry-oriented system is yet missing. Therefore, a Tool Wear 
Prediction Upgrade Kit for legacy CNC milling machines in an industrial setting is developed within this 
publication. The research work has the following requirements: 

a) Independence of CNC machine vendor: 
The Upgrade Kit shall reach a high degree of sovereignty from CNC vendors; among others, it must 
avoid using closed protocols or non-standard interfaces to legacy machines.  

b) Adaptability to company-specific CNC machines:  
The Upgrade Kit shall be adjustable to the various CNC machine environments in the industry.  

c) Practical deployment and system scalability: 
The hardware and software framework shall be established as a platform and can be deployed to multiple 
machines with minor adjustments in system settings or configurations. Practical and easy deployment 
shall reduce setup time and underline a wide use of the Upgrade Kit.  

d) Stable and industrial-grade system design:  
The Upgrade Kit shall be capable of operating continuously 24 hours daily without supervision. The 
hardware follows industrial standards for deploying in a factory environment. 

e) Easy usage by maintenance team: 
The Upgrade Kit shall be used easily by the maintenance team in order to improve daily operations. 
Remote monitoring capabilities shall reduce visual check-ins at CNC machines or with operators on-site.  

3. Tool Wear Prediction Upgrade Kit 

3.1 System description 

The architecture consists of WKH�PRGXOHV�³User IQWHUIDFH´��³Software HXE´�DQG�³Machine Learning Model 
Tool Wear Prediction´, see Figure 1. The solution is executed on an edge device which enables low latency 
and fast data processing. The PRGXOH�³8ser Interface´ provides components to depict live data and results 
from the tool wear prediction. The PRGXOH�³6oftware Hub´ provides data collection, storage, processing, 
and device management components. 7KH�PRGXOH�³Machine Learning Model Tool Wear Prediction´ can be 

134



divided into the productive use of the model and the training of the model. It provides components to pre-
process the data, train algorithms and implement them for productive operation. 

 
Figure 1: System architecture 

As shown in Figure 2, an acoustic emission sensor, a vibration sensor, and a current sensor are used to enable 
data collection. Acoustic emission and vibration are measured for the spindle of a CNC machine. To process 
the VHQVRU¶V� analogue signal, a data acquisition system (DAQ) is connected to the sensors. After the 
transformation of the analog signal, the data is sent to the edge device for temporary storage and potential 
pre-processing. Raw data or pre-processed data are further transmitted to a central server via Message 
Queuing Telemetry Transport protocol (MQTT). The communication is organized by an MQTT broker. 
Utilizing MQTT ensures flexibility, modularity, and ease of implementation. [31] To realize an efficient 
communication, Sensor Markup Language (SenML) data format is used [32]. The edge device is used for 
providing computational capabilities for pre-processing as well as model training and data storage. 
Therefore, the edge device provides an InfluxDB time-series database as well as a PostgreSQL relational 
database. The time-series database is utilized to store the measurements and tool wear prediction results. The 
relational database is utilized to store metadata about the machine and its attached sensors and data streams. 
Furthermore, a device management backend interface is used to expose an application programming 
interface (API) for managing machine metadata and logically associating sensors and data streams. The 
device management manipulates the relational database mentioned above. Containerizing the software 
modules via Docker enables flexibility, e. g., for running the pre-processing for multiple machines on one 
edge device per machine while running model inference on the core infrastructure and running device 
management and machine frontends in the cloud. Conversely, if there is only one machine connected to the 
system, all modules can run in a containerized architecture. 

 
Figure 2: Data flow for the tool wear prediction 

7KH�PRGXOH�³0DFKLQH�/HDUQLQJ�0RGHO�7RRO�:HDU�3UHGLFWLRQ´�FRQVLVWV�RI ML data pre-processing and ML 
PRGHOV¶�WUDLQLQJ�DQG�LQIHUHQFH��6LQFH�WKH�WLPH-domain sensor signal (acoustic emission, vibration, electric 
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motor current) can be well analyzed in the frequency domain and the frequency characteristic changes along 
time, time-frequency features can be extracted from the raw sensor signal during pre-processing. The 
extracted features are used as the input to the ML model for prediction purposes. Given the input sensor data, 
the ML model outputs the tool flank wear which is displayed on the user interface. The application of ML 
models to a CNC milling machine follows a parent-child methodology. The parent models are pre-trained 
models based on existing datasets or physical laws. The child models are obtained by further adjusting the 
parameters of the parent models using the sensor data collected from real-environment CNC machines. 
Therefore, the child models can be machine and environment-specific, which provide performance 
improvement over parent models.  

The adoption of the parent-child methodology requires two major steps. The first step is offline pre-training, 
and the second step is online fine-tuning. During the offline pre-training, state-of-the-art ML models are 
trained using existing data, such as public datasets. Suitable features and suitable models are selected based 
on their prediction accuracy. These pre-trained models are parent models. Recommended features are time-
frequency features, such as those based on wavelet transform and short-time Fourier transform. 
Recommended models include neural networks, such as multilayer perceptron, 1D convolutional neural 
network, and recurrent neural network. The parameters of a parent ML model are initialized randomly. Then, 
given the sensor data from existing datasets, the model outputs a predicted tool flank wear value. A loss 
function is used to measure the difference between the predicted value and the ground-truth value, to ensure 
the model parameters are updated towards the direction of minimizing such difference. After installing 
retrofitting sensors to CNC milling machines, real-time sensor data can be collected, and the online fine-
tuning starts. During the online fine-tuning, the parameters of the parent models are adjusted using the sensor 
data, yielding the child models. The child models require fewer training data as compared to the parent 
models. Nevertheless, when the system continuously collects sensor data, the child models can be 
continuously updated to improve performance. 

The prediction results are displayed on a dashboard, which enables remote monitoring of multiple machines. 
To handle large volumes of data and reduce network traffic, the mean data values are calculated and 
displayed. Figure 3 shows the design of the frontend for one machine (RN-C541). It comprises a dashboard 
to monitor the cutting tool of the machine connected to the edge device as well as the machine¶s condition. 
Both real-time sensor data and real-time predicted tool flank wear are displayed. 

 
Figure 3: Design of the user interface 

3.2 System hardware  

Considering the effectiveness of different sensors for tool wear prediction, three types of sensors are selected: 
the AC current sensor, the vibration sensor, and the acoustic emission sensor. To collect the data accordingly, 
the current sensor should cover a range of 0 ± 100 A. A frequency range of 0 ± 20 kHz for the vibration 
sensor and 50 ± 200 kHz for the acoustic emission sensor is required. The vibration sensor and acoustic 
emission sensor should be waterproof (Ingress Protection IP 68), as they are installed near the spindle and 
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the workpiece, where coolant exists. Based on these requirements, for vibration sensor, the PCB Piezotronics 
622B01 accelerometer has been selected, with a sensitivity of 100mV/g and a frequency range of 0.2Hz-
15kHz. The vibration sensor can be connected to the edge device through a USB signal conditioner. For 
acoustic emission sensor, Fujicera AE204SW has been selected, with a sensitivity of 66dB and a frequency 
range up to 200kHz. A DAQ board is needed to do signal amplification and A/D conversion. The current 
sensor is a 100A AC current probe. It shares the same DAQ board with the acoustic emission sensor. For 
edge device, Compulab Tensor-I20 Multi-IoT is selected, with Intel Xeon E-2276ML CPU, 16GB memory, 
and 1TB storage. It runs Linux operating system, supports RS232/RS485, CANBUS, GPIO, and USB3.1, 
which should be sufficient for on-site real-time data collection, processing, storage, and transmission. 

3.3 Upgrade Kit application methodology 

 
Figure 4: Upgrade Kit application methodology 

The application methodology of the Upgrade Kit to real-environment CNC milling machines includes 4 
steps. The first step is the deployment of the software on edge devices. The second step is the installation of 
retrofitting sensors on CNC machines and the communication between sensors and edge device. The third 
step is the selection of suitable feature extraction algorithms and suitable pre-trained ML models (i.e., parent 
models). The last step is the validation of the whole system and the continuous collection of data. An 
overview is given in Figure 4. In the first step, the designed software is deployed as Docker containers to the 
edge device for a specific CNC machine. Usually, one CNC machine is covered by one edge device, for on-
site data collection, storage, processing, and transmission. Nonetheless, adjacent CNC machines may also 
share the same edge device depending on the specific situation in the shopfloor. In the second step, selected 
retrofitting sensors, such as current sensor, vibration sensor, and acoustic emission sensor, are installed on 
the CNC machine. The current probe is clamped on the spindle motor current cable; the acoustic emission 
sensor is installed on the spindle using a magnetic holder; the vibration sensor requires a screw mounting 
pad and a clamping fixture. Sensor data are transmitted to the edge device via cables. Data is stored locally 
and transmitted to the frontend for remote monitoring. The sensor data can be stored on a remote server for 
long-term recording purposes. In the third step, a default set of features and pre-trained parent ML models 
are selected. It is optional that the operator selects suitable features and models manually. After determining 
the features and parent models, real-time data collection can be started. The pre-trained parent models can 
be directly used to predict tool flank wear values. If newly collected sensor data are paired up with measured 
tool flank wear values, they can be used to adjust the parameters of the parent model, yielding a child model. 
In the last step, the whole system is tested for robustness and functionality in a long-term run, such as the 
integrity of data, the transmission efficiency of data, the proper functioning of the backend (e.g., database) 
and the frontend (e.g., dashboard). A feedback mechanism is adopted, through which the operator can 
manually correct the prediction by changing some parameters, such as the offset value. 
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4. Discussion of the solution

The solution is evaluated in regards to the requirements in section 2.4. The independence of CNC machine 
vendors (req. a) is achieved by the indirect sensor measurement of the tool wear. Thereby, no interface or 
API to machine-specific hardware or software is necessary. All hardware and software components are part 
of the system; thus, a vendor-agnostic approach is realized. The adaptability to company-specific CNC 
machines (req. b) is achieved by the flexibility of retrofitting sensors and the adaptability of ML models. On 
the one hand, suitable sensors can be chosen according to specific requirements or necessities of different 
CNC machines. On the other hand, the parent-child methodology enables further adjusting the parameters 
of pre-trained parent models to produce the machine-specific child models, using real-time collected 
machine-specific sensor data. The child models shall provide performance improvements. 

The easy deployment (req. c) is realized by the containerized deployment strategy, which avoids 
cumbersome environment settings on different operating systems and enables easy transferring to multiple 
machines. The high scalability is achieved by using lightweight IoT protocols, such as MQTT. IoT setups at 
scale are mainly limited by the available data transmission rate of the utilized network as well as the 
computational power and storage capacity of the IoT devices. On using MQTT, a publish-subscribe 
architecture is established, which requires fewer resources for data transmission and makes better use of the 
network bandwidth.   

The system is designed for industrial usage (req. d), by the adoption of industrial-grade sensors and edge 
device, which support 24-hour continuous operation. It is also designed to be operator-friendly (req. e), by 
the adoption of remote monitoring. A dashboard continuously displays real-time sensor data and the 
predicted tool wear. Data are stored locally in the edge device, which can be retrieved for further analysis. 

5. Conclusion and future work

The research work outlines a tool wear prediction Upgrade Kit for CNC machines. The system architecture 
is independent of machine type and vendor. The industrial applicability of the system is reached by 
industrial-grade edge devices that can be deployed as an addon to legacy machines on the shop floor. The 
combination of multiple sensors, e.g., electric current, vibration, and acoustic emission for monitoring the 
machining process, increases prediction accuracy. The scalability of the approach is supported by lightweight 
IoT protocols and a containerized IT framework, including a backend for data storage and a frontend for 
data visualization. The adaptability of the approach is achieved by the flexibility in sensor selection and the 
adjustability of pre-trained ML models. An application methodology is outlined, which enables the 
application of the Upgrade Kit in diverse industry environments. In the next step, the system will be validated 
in an industrial environment. Preliminary experiments using an open-source data set [33] show that 
combining features from multiple sensors outperforms single-sensor features. Therefore, a multi-sensor 
setup is recommended. In addition, neural networks give better performance than traditional models, such 
as linear regression and support vector regression. A variety of neural architectures will be included. A 
feedback mechanism will also be enabled, allowing manual correction on unsatisfactory predictions and 
manual adjustment on ML model parameters. Data augmentation techniques shall be investigated to reduce 
the required amount of machine-specific training data.  
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Abstract 

Trust in all processes on the shopfloor is crucial for the success of a production process, especially in cross-
company scenarios such as shared manufacturing, in which independent parties interact with each other. A 
cyber-physical production system (CPPS) contributes to the vision of a decentralized, self-configuring and 
flexible production. Digital twins (DTs) can visualize the material, information and financial flows in real-
time and improve the process transparency of such production systems. The efficiency of digital twins 
depends on the integrity of the provided data, especially if data is shared across company borders. Due to its 
characteristics such as immutability and transparency, blockchain technology (BCT) provides a basis for 
establishing the desired trust in the systems on the shopfloor. This paper proposes the design of a BCT-based 
DT in CPPS. The design is demonstrated by a prototype including smart contracts attached to a CPPS 
simulation model visualizing the information and material flow. Tasks are decentrally allocated, deployed 
and safely documented via blockchain. The demonstrator is revealing supplementary benefits in terms of 
transparency provided by the BCT. This paper further examines whether BCT can enrich existing solutions 
and provide a reliable information basis for profound data and process analysis.  

Keywords 

Cyber-Physical Production System; Blockchain; Negotiation; Digital Twin; Manufacturing; Transaction 

1. Introduction

Cyber-physical systems (CPS) are the result of merging virtual and physical entities, whose interplay is 
enabled by embedded hard- and software attached to its respective physical counterpart [1]. Transferred to 
the shopfloor, cyber-physical production systems (CPPS) are a promising approach to fulfill the vision of a 
smart factory [1], which is realized through the interplay of CPS and so-called digital twins (DTs) [2]. 
However, the visibility enabled by DTs is impeded by restricted data accessibility or lack of data collections 
[3]. 

'XH�WR�LWV�SRWHQWLDO�RI�µprovid[ing] validated, immutable transactions, i.e. database updates >«@¶�[4, p.1546], 
blockchain technology (BCT) is herein considered. The interplay of its inherent consensus mechanism, 
cryptographic protocol and distributed storage lays the ground for an immutable and transparent data storage 
to achieve data and process integrity [4±7]��%ORFNFKDLQ�LWVHOI�FDQ�EH�DGRSWHG�IRU�µredesign[ing] informational 
and financial flows, both of which supplement physical flows in a supply chain¶�[8, p.10]. 
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A BCT-based DT promises a reliable real-time visualization of these flows for CPPS. Against that backdrop, 
the underlying research question is how to design a BCT-based DT for CPPS. For doing this, a methodology 
for conducting and carrying out Design Science Research (DSR) proposed by [9] is applied here. Our 
contribution is structured as follows: 

� Introducing the addressed problem and objectives (chapter 1)
� Deriving the state of the art of DT, BCT, CPPS and its intersections (chapter 2)
� Designing a BCT-based DT for CPPS (chapter 3)
� Demonstrating and evaluating the prototype (chapter 4)
� Communicating design implications (chapter 5)

2. State of The Art: Conjunction of CPPS, Digital Twin and Blockchain Technology

The starting point for the design process is the derivation of design knowledge about the three investigation 
units CPPS, DT and BCT. In each subsection, the investigation unit is introduced, followed by a summary 
of previous research dealing with the intersection with the other two units. The findings form the design 
knowledge for the subsequent designing process (chapter 3). 

Cyber-Physical Production System (CPPS) 

Increasing product variety and new technological developments have inpired the idea of CPPS that allow for 
automated, flexible and self-configuring production [10]. However, autonomous, decentrally organized 
CPPS have to deal with high levels of complexity and much uncertainty regarding cross-company 
interactions as well as issues with data security and robustness against failures [11]. 

In a CPPS, heterogeneous entities such as mobile robots, smart bins and machines interact with each other. 
These entities do not necessarily belong to the manufacturer, but can be provided by several independent 
parties such as vendors or lessors [12]. Transparency with regard to process data (e.g. usage data) is 
mandatory for a smooth collaboration and reduced coordination effort in terms of payment. Furthermore, as 
the entities utilize different software, universal interfaces are necessary to ensure a comprehensive and 
transparent overview across all processes [13]. However, conversing between different interfaces is prone 
to errors, which could cause loss of information. Besides, unauthorized devices with reading and writing 
rights could manipulate data such as order data. Without precise, secure and tamper-proof documentation 
these failures and manipulations affect the transparency of the CPPS for the involved parties [14]. 

Additionally, third parties such as customers and suppliers call for transparency about the progress of an 
order or the status of the warehouse for procurement. Trust in the manufacturing process determined by 
correct and sufficient quality control and punctual delivery is important for a successful customer loyalty 
[15]. Thus, a lack of transparency can result in inefficient procurement processes and dissatisfied customers 
[16]. It leads to a higher amount of overhead as costs of robots or smart bins cannot be assigned to the 
causative principle. Non-transparent process documentations and overheads affect the reduction of process 
costs and the precise determination of prices and profits of single products [17]. 

Digital Twin (DT) 

To cope with some of these challenges, a DT can be used in a CPPS. The term DT was introduced by [18] 
in 2003 and describes the precise representation of a physical object or system in the digital (cyber) world 
[18]. Physical and digital systems can affect each other [18,19], which leads to a merge of the physical 
system and its digital representation [20]. Further distinctions of DT have been made by [21], in which the 
DT consists of a bilateral information flow between a physical object and its digital representation [21]. 
Extensive research of applying DTs into the production field on shop floor level can be traced back to the 
elaborations of [22,23]. The authors propose a five-dimensional DT structure, which consists of the physical 
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entity, its virtual pendant, services between both entities, data of the DT and the connection of different parts 
of a DT [23]. Following [24], two starting scenarios for DT development can be distinguished. In the first 
scenario, neither a physical object nor a DT of such an object exists, whereas the second scenario 
concentrates on extending an existing physical object that does not have a DT yet. Each scenario passes the 
design, development, operational and dismissal phase [24]. 

DTs can be applied for data analysis and simulation to reduce costs, predict failures and prepare for 
unexpected events. Simulating specific states of the system or adding new components is also possible with 
the DT without changing the physical system. This saves costs and time, for example when developing a 
prototype or testing different production scenarios. The DT is also used for 2D or 3D visualisation of 
production processes [25]. Despite the potential of using a DT in CPPS, several aspects remain critical in a 
combined system. The DT might not display the physical part of the CPPS correctly due to a lack of 
transparency and documentation. Besides, as explained above security such as device authorization is a 
critical issue in a CPPS. Manipulated data of the physical system influences the DT due to the interplay 
between the physical and digital system such as the use of sensors [25]. Therefore, the DT is highly 
dependent on reliable data from the physical world, whereas the physical system is dependent on the correct 
input from the digital world. 

Blockchain-Technology (BCT) 

One approach to the solution is BCT. According to DIN SPEC 16597, the term blockchain can be described 
DV�D�µdistributed database that is practically immutable by being maintained by a decentralized P2P [peer-
to-peer] network using a consensus mechanism, cryptography and back-referencing blocks to order and 
validate transactions¶�[26, p.8]. BCT can be subordinated to the Distributed Ledger Technology (DLT) as a 
DLT concept [27]. A condensed overview of the most mentionable challenges and benefits related to 
blockchain is proposed by [28]. Following [29], BCT is characterized by its permanence, immutability, 
disintermediation and transparency and receives closer consideration due to these trust-inherent 
characteristics enabled by the interplay of consensus mechanism, decentralization and cryptography [4,7]. 
An emphasis in terms of establishing trust in intercompany networks enabled by BCT is proposed by [30]. 

A proposal for a BCT-based engineering framework is described in [5], which consists of technological 
components on an infrastructure layer, enriched by an environment layer, an application layer, an agent layer, 
a behavior layer and the trust frontier, which separates the latter ones and addresses the trust issues between 
the physical system and its virtual model. The interplay of immutability and transparency forms the basis for 
process and data integrity on the application layer, in which the data integrity consists of the degree of 
completeness and immutability of data and the process-integrity encompasses the rule-compliant execution 
of processes [7]. In trust-relating literature, the term integrity dHVFULEHV� WKH� µperception that the trustee 
adheres to a set of principles that the trustor finds acceptable¶�[31, p.719]. In conjunction with the ability 
DQG�EHQHYROHQFH��LW�UHSUHVHQWV�RQH�RI�WKH�µIDFWRUV�RI�WUXVWZRUWKLQHVV¶�[31, p.717]. The authors of [32] assume 
that an increase in integrity can be enabled by smart contracts as long as they limit the scope and expectation 
RI�RSSRUWXQLVWLF�EHKDYLRU��6PDUW�FRQWUDFWV�FDQ�EH�VHHQ�DV�µautonomous interacting pieces of code >«@¶�[4, 
p.1543], whose execution is based on predefined rules and which allow the omission of intermediary
instances, that, in turn, saves transaction costs [4,33].

Referring to [29]�� µWKH�SURFHVV�RI�FUHDWLQJ�D� µGLJLWDO� WZLQ¶�RI�D�SK\VLFDO�JRRG�RQ�D�EORFNFKDLQ� LV� FDOOHG�
tokenization [in which] [...] Users can exchange the ownership of these digital representations, or tokens 
>«@¶�[29, p. 3]. DLT allows the virtual representation of the properties or behavior of the reference object, 
which can be either a person or an object [34]. An example, how a DT can be connected to the Ethereum 
blockchain is shown in [35], where a three-layered concept is proposed, in which non-fungible (ERC721) 
(WKHUHXP�WRNHQV�DUH�FRQQHFWHG�WR�'7V�DQG�HQULFKHG�E\�VPDUW�FRQWUDFWV��ZKLFK�µallow automatic material 
flow decisions in the manufacturing system¶�[35, p. 253].  
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Towards a DLT-based DT for CPPS 

In a previous elaboration on CPPS and DLT, a literature research led to the assumption that DLT enriches 
previous (de-)centralized infrastructures in terms of security and processing [36]. Furthermore, integrating a 
BCT-based DT in a CPPS provides a solution for the challenges in such production systems [37,38]. It can 
be used to interact with the system and carry out payment or replenishment orders. Besides, it does not only 
present the current state of information in the system, but also offers a complete and tamper-proof history of 
all states the system has been in so far. Thus, it serves as the basis for sound decision-making and profound 
process analysis [39] and provides reliable data for AI approaches such as the prediction of failures or peak 
loads [40]. Furthermore, via BCT and a DT, data exchange within the CPPS and between external 
stakeholders such as customers and suppliers can be standardized and simplified [41]. 

The potential of combining CPPS with BCT has been recognized in literature: Smart contracts can provide 
a distributed and immutable record of transactions [42] by checking for fulfilled requirements and 
automatically reacting to that. Based on this, pay-per-use models can be realized [43,44]. Several 
publications either propose theoretical concepts for a BCT-controlled CPPS [38,45,46] or present small-
scale implementations of single components of a CPPS [37,47]. These also include, for example, blockchain-
based auctions usable for task allocation [48,49]. It is evident from the researched literature that BCT 
provides transparency in CPPS due to its inherent characteristics. However, the triad of CPPS, BCT and DT 
has only been researched in few publications on a conceptual level [40,50]. As of now, it remains unclear 
how to design and implement the BCT-based DT to realize such potential. 

3. Designing the BCT-based DT of a CPPS

For designing and implementing a DT, the prerequisites under which the DT is developed and its lifecycle 
have to be considered. Referring to [24], we focus on the second scenario as our DT extends an existing 
CPPS in our research hall. The focus is set on the design phase with regard to the DT of an excerpt of a 
physical production system and its connection to a blockchain. Our design of the DT is based on the five 
dimensions of a DT proposed by [23]. We combine these dimensions with the blockchain engineering 
framework proposed by [5] with intention to overcome the challenges of process and data integrity. The 
merged model, transferred to CPPS, is shown in Figure 1. 

The behavioral layer consists of a tangible CPPS with its entities such as machines and mobile robots and 
represents the DT dimension of the Physical Entity. This tangible CPPS is represented on the agent layer 
by one or several DTs (virtual entity) enabled by simulation tools [51]. The trust issues between the agent 
layer and the behavioral layer can be described by the lack of process and data integrity as trust-inherent 
characteristics [7]. Blockchain can be attached to the DT of the CPPS and supports the visibility of the state 
conditions enabled by smart contracts on the application layer [4,5]. The interplay and connection of the 
physical and virtual entity as well as the blockchain represents the dimension of the connected digital twin, 
in which information are exchanged in a bidirectional way between the layers.  

The application layer itself ensures the interoperability between the blockchain framework and the agents, 
which can be either a human frontend interaction or a machine-API-interaction of a cyber-physical entity 
acting as an agent. Transferred to the scenario of a CPPS, smart contracts can be foreseen for executing the 
transactions inside the negotiation scenario on the shop floor. This drives the automatizing process forward 
and allows agents to act autonomously. These interactions are part of the DT dimension called services, 
which also includes the interoperability between the physical and virtual entity by synchronizing them in 
real-time. The physical entity can report its initial states of the system to the virtual entity and the virtual 
entity can in turn influence the physical entity, for example by returning a determined resource allocation. 
Other services, for instance, can be provided for monitoring of energy consumption in the physical entity or 
testing of certain functions in the virtual model. 
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On the environmental layer, the policies of the whole framework can be defined, which can be for example 
rules for task allocation, the definition of roles with certain access rights and restrictions, transaction relevant 
tokens and the determination of data captured and stored within the transaction log. This is part of the digital 
twin data, which comprises all data from the physical and virtual entities and services and, thus, includes 
information from every layer. For the CPPS, data from the information, material and financial flows can be 
part of the DT data. Especially the financial transactions extend the data of the physical system and its virtual 
counterpart. These include, for example, tenders, bids, order placements and payments. 

Figure 1: Framework for designing a BCT-based DT for CPPS (based on [5,23]) 

4. Demonstration and Evaluation

The BCT-based DT of a CPPS to be demonstrated in this contribution is located in the manufacturing context 
as described by [52,45,53]. In this tangible CPPS, individually configurable drones are manufactured in a 
decentrally organized matrix production system [54]. The system consists of several entities such as 
workstations, mobile robots, smart bins and workers that solve task allocation by negotiation. The prototype 
comprises an excerpt of this production system. The prototype illustrated in Figure 2 focuses on the task 
allocation between a workstation and several mobile robots, which provide material for the workstation. 

In the following, the prototype considers the agent and application layer with regard to the virtual entity, 
services, DT data and the connection between the layers. The agent layer of the prototype is replicated with 
the game engine Unity1, which also serves as the virtual entity. For visualization purposes, the DT is created 
and animated in 3D. Inside the Unity scene, an additional 2D dashboard depicts system information such as 
the current state of a mobile robot in real-time. The virtual entity is supplemented by a blockchain testnet 
based on the Ethereum framework2. The transaction data is stored inside a blockchain and shown in a 

1 https://unity.com/  
2 https://ethereum.org/en/ 
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frontend layer, which is provided by a Web3-React interface3. Unity and Ethereum are merged via 
Nethereum4, an open-source API for integrating the Ethereum blockchain into .NET applications. 

Figure 2: Sketch of the prototype of the merged visualization with unity (left) and blockchain (right) 

The prototype is embedded in a scenario comprising the request of material, followed by settlement and task 
allocation, task fulfillment and payment. The decentralized task allocation follows the principle of rule-based 
bidding with a reverse first-price-sealed-bid auction (FPSB), in which multiple sellers compete for a single 
buyer without knowing the bids of the competitors [49]. In this context, robots are offering their 
transportation services, which are requested by a workstation. For simplicity, the bid of each robot is 
determined by its distance to the workstation. The workstation chooses the lowest bid, which is the closest 
robot. Smart contracts are based on the programming language Solidity5. As Table 1 shows they provide 
call- and send-functionalities for the control of the CPPS. 

This prototype shows the relevance of the DT in CPPS with integration of BCT. In our system, the DT based 
on a virtual entity in Unity allows an extensive visualization of the production system as well as its material 
and information flows. A real-time environment provides the user with an overview of the whole system at 
any time to make well-founded decisions. Furthermore, the visual interface allows a human-machine-
interaction with the virtual entity. This is a decisive step for successive testing and understanding the cause-
effect relationships of DT during the development phase and it is also a mandatory part for the basic DT 
archetype [51]. 7KXV�� WKH�SURWRW\SH�FDQ�EH�FODVVLILHG�DV�DQ� µEnriched Digital Twin¶��ZKLFK� µenriches its 
database by preprocessed data from supplementary systems >«@¶�>����S���@�� 

Additionally, the Unity model allows an analysis in time-lapse without the need of validating transactions in 
a blockchain. Physical behavior can be replicated and negotiation-relevant data such as the bids of the robots 
can be calculated faster. The virtual entity enabled by the Ethereum framework provides the requested 
transparency and process as well as data integrity. As it would not be efficient to store all data on a blockchain 
due to the necessary computing power and storage, only data with high need of integrity has to be stored on 
the blockchain [46]. Thus, the blockchain does not replicate the holistic DT in Unity. It rather enriches it by 
providing several functions to ensure compliance and transparency and promotes the virtual entity to the 
next level of an enriched DT archetype [51]. 

The Web3-frontend and the blockchain allow for selective control of access rights in the CPPS. Only verified 
entities can enter the system and add auctions or bid on auctions, which means that they have to belong to 
the requested group of entities or that they have to have a certain amount of Ether to be able to pay for a 
tender. These features are considered in the provided smart contracts, for example the addBid function. 

3 https://betterprogramming.pub/blockchain-introduction-using-real-world-dapp-react-solidity-web3-js-546471419955 
4 http://docs.nethereum.com/en/latest/ 
5 https://docs.soliditylang.org/ 
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Requirement statements embedded in the functions prevent entities from bidding on their own auctions and 
check if the entities fulfil the requirements such as necessary rights to call these functions. Hence, rule 
compliant negotiation mechanisms within the CPPS can be ensured and process integrity can be guaranteed. 
As all transactions are recorded safely and completely, they can be used to automatically assign costs 
according to the causative principle and to ensure that the respective payments are completed. If an auction 
is completed and the winner is selected, the owner of the auction will deposit the amount of the bid in Ether 
in the smart contract. The winner is informed and fulfils its task. Once the task has been fulfilled, the smart 
contract automatically releases the stored amount of Ether as payment for the winner. This measure creates 
trust for both entities, as the winner has certainty about the fulfilled payment, whereas the owner has 
confidence that it will get its Ether back in case of failure. The blockchain keeps a complete and tamper-
proof history of transactions including bidding information, owners of auctions, selected winners and 
deposits, which persists over the limited runtime of the Unity model. 

Table 1: Overview of functionalities

No. Function Input Parameters for Smart Contracts Supported by virtual entity 
(I) insertNewTask - Unity 
(II) addAuction (privateKey) Ethereum 
(III) calculateBid - Unity 
(IV) addBid (privateKey, auctionNumber, bid) Ethereum 
(V) readAuction (privateKey, auctionNumber, bid) Ethereum 
(VI) completeAuction (privateKey, auctionNumber) Ethereum 
(VII) payPrice (privateKey, auctionNumber) Ethereum 
(VIII) startTask - Unity 
(XI) serviceProvided (privateKey, auctionNumber) Ethereum 

5. Conclusion and outlook

This contribution focuses on the triad of CPPS, BCT and DT to enhance transparency, and process and data 
integrity in CPPS. A concept of a BCT-based DT for CPPS is designed and demonstrated. Based on reusable 
design knowledge about each component, a consolidated framework for designing BCT-based DT for CPPS 
is proposed. The demonstration of a prototype of a BCT-based DT for CPPS in the manufacturing scenario 
confirms that the transparency and integrity within the system can be increased. However, the elaboration 
underlies certain limitations. More profound research of additional challenges concerned with BCT such as 
security, privacy or scalability is required [28], especially with CPPS and DT. The methodology followed 
allows further revisions during the build and evaluate cycle [9]. In future, we will extend the presented 
prototype to the whole system in terms of the scope and variety of agents and corresponding transactions. 
This includes a more resilient quantitative analysis regarding validation time and transaction costs as well as 
scalability. Other open aspects are the integration of the physical entity in the development phase and the 
elevation of the DT to a higher level of archetype by integrating autonomous BCT-based control of the 
extensive CPPS [51]. The broadly accepted value propositions of BCT and DLT as for example 
trustworthiness, credibility, immutability, data sovereignty or decentralization pave the way for a next 
evolution level adding a Financial DT component to the concepts of DTs of CPPS on the shopfloor. Financial 
DTs acting as agents of a company´s Finance Department and interacting with their digital counterparts on 
the shopfloors might have a huge potential to trigger innovative and highly efficient working capital and 
asset finance solutions. We encourage researchers and practitioners in the fields of Information Systems and 
Logistics to adapt the proposed concept to derive design implications in the fields of BCT, DT and CPPS. 
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Abstract 

The application of Industry 4.0 in lithium-ion battery cell production enables companies to achieve increased 
product quality and global competitiveness, since the majority of value creation takes place in this process. 
Studies have shown, that improving production performance is the most effective way for battery cell 
manufacturers to become competitive in the increasingly globalized market. To achieve operational 
excellence, battery manufacturers must adopt the concepts of networked and digitized production. However, 
holistically introducing digitalization, data systems and Industry 4.0 methods in all sectors of lithium-ion 
battery cell production currently poses a major challenge as comprehensive approaches are not available. 
Therefore, a tailored methodology for the evaluation of suitability and introduction of digitalization and 
Industry 4.0 is presented. The approach addresses all production-related sectors from logistics to plant 
engineering to quality management via so called application areas. Multiple development stages divide these 
into the maturity levels in terms of Industry 4.0. To design each application area and stage, Industry 4.0 use 
cases from battery cell producers, plant manufacturers, and battery-related research projects are clustered 
and abstracted for general accessibility. It is shown, that abstracted application areas may be assigned either 
to all production sectors such as communication or to specific fields such as quality methods. Based on the 
application areas, corresponding toolboxes are established forming the core of a digitalization guide. To 
increase the level of maturity with regard to Industry 4.0, the presented paper aims at enabling companies to 
apply appropriate tools from the toolbox to their production. The systematic and efficient development and 
implementation of digitalization as well as the holistic assessment of a company's maturity are enabled and 
provide an essential tool towards increased competitiveness.  
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Lithium-ion Battery Cell Production; Competitiveness; Digitalization; Industry 4.0; Production Planning 
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1. Introduction and state of the art

Developing energy storage systems to meet the growing global demand for storage capabilities sustainably 
providing electrical energy is one of the key challenges of our time. The development of a variety of storage 
technologies is driven forward, among which the lithium-ion battery cell plays a key role. Its wide range of 
advantageous properties has resulted in its application in a wide range of products, among which the electric 
vehicle is the most prominent representative. Despite the rapid development of the lithium-ion battery, it is 
still facing technological challenges ranging from the improvement of key characteristics such as energy 
density and safety, elaborating possibilities for recycling and especially establishing cost-effective mass 
production [1]. The latter in particular plays an important role concerning market penetration. To overcome 
this challenge, the holistic digitalization of factories and implementation of Industry 4.0 methods can 
assist [2]. In various industries, a significant increase in competitiveness through improvements such as 
reduced downtime, increase in throughput, and lower energy consumption have already been shown. In 
addition, companies are enabled to collect process and product data along the entire value chain and evaluate 
it using intelligent algorithms enabling product and process development [3,4].  

The European lithium-ion battery production capacity is expected to increase to a 16.8 % share of global 
production capacity in the next decade [5]. Battery cell producers are relying on the introduction of 
digitalization and Industry 4.0 methods to sustainably increase their productivity and compete in the highly 
contested market. In Germany, Varta AG, and Daimler AG are increasing their efficiency and flexibility 
[6,7], Switzerland-based iQ Power Licensing is aiming at shorter throughput time and lower energy 
consumption, Northvolt is holistically implementing Industry 4.0 approaches in Sweden [8], Freyr Battery 
introduced digitals twins of all processes in Norway [9], Tesla, Inc. uses holistic digitalization paired with 
automation in the USA [10], and Contemporary Amperex Technology Co. Limited is doing the same in 
China [11]. However, since the implementation is a complex interdisciplinary problem, companies face 
several challenges ranging from the selection of suitable sensors, their networking to the establishment of 
automated communication and autonomous process control [12,13]. In addition, the maturity determination 
regarding Industry 4.0 cannot be performed and a clear vision does not exist. Therefore, the efficient 
introduction of digitalization and Industry 4.0 requires a systematic, holistic and intuitive approach [2]. 

Since the topic of digitalization and Industry 4.0 in battery cell production is still new to the field of research, 
only a few approaches identifying and addressing the arising challenges exist. Data acquisition and 
evaluation, as well as cyber-physical systems in cell production, were analysed [14,15,16], and a holistic, 
data-driven approach to battery cell manufacturing was demonstrated [17]. In addition, data mining methods 
were applied to battery cell manufacturing [18] and digitalization conceptually addressed regarding 
traceability, digital twins, and end-of-life prediction [19]. It can thus be concluded that there is currently no 
guide for supporting companies in the holistic introduction of digitalization and Industry 4.0 in battery cell 
production. Consequently, the potential of the next level of industrialization cannot be accessed efficiently 
and intuitively to competitively manufacture lithium-ion battery cells.  

Thereby, all production-related aspects such as process technology of the individual manufacturing 
processes, the associated machine and plant technology, and quality management to ensure the required 
quality must be addressed. Furthermore, organizational aspects of production planning, control and logistics 
must also be included for a holistic view of Industry 4.0 in battery cell production. Although there are 
extensive studies and guidelines on battery cell production [20,21] and digitalization [22,23], there is no 
known combination of the two with a holistic view of all aspects of production technology. Digitalization 
and Industry 4.0 in battery cell production have been named as a necessary technology breakthrough ("Red 
Brick Wall") [20]. Therefore, the development of the framework and corresponding toolboxes for the 
digitalization of battery cell production is the goal of this paper and is intended to make a fundamental and 
sustainable contribution to competitive battery cell production in Germany. So-called toolkits represent one 
component of the digitalization guide. New functions in the sense of Industry 4.0 and the Maturity Index 
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according to SCHUH ET AL. are to be derived from the toolkits for Industry 4.0 and successfully implemented 
[24,25]. How this can be achieved is explained in this contribution.  

2. Methodology for the development of toolboxes for digitization

This chapter refers to the development of the toolboxes, which form the fundamental basis of the 
digitalization guide. The framework of the toolboxes is presented at the beginning and their characteristics 
are explained. The toolboxes are linked to the existing Industry 4.0 Maturity Index according to SCHUH ET 
AL. [25]. This index, postulated by SCHUH ET AL., describes different degrees of digitalization with the help 
of levels that build on one another and is already established in the industry. Finally, the procedure for 
developing the toolboxes is shown and explained.  

2.1 Framework of toolboxes 

In order to enable industrial companies to access Industry 4.0 in a transparent and comprehensive way, the 
entire production is divided into the following production areas: production planning and control and 
logistics, machine and plant engineering, quality management, and process technology (Fig. 1). Due to the 
fact that certain areas within battery cell production cannot be assigned to any specific area alone, an 
overarching area is added. For example, part of the overarching area relates to data. Since all production 
areas have to access it, no clear allocation can happen. The specific production areas in combination with 
the overarching area are the basis for the toolboxes. Each area is assigned its own toolboxes. All toolboxes 
provide content and methods that define development stages. These development stages represent different 
levels or stages of digitalization and Industry 4.0 and are based on the development stages from the Industry 
4.0 Maturity Index according to SCHUH ET AL. [25]. The main terminologies used in this paper are 
summarized in figure 1. 

Figure 1: Overview of the framework toolboxes 

The six stages represent the forms of digitalization and Industry 4.0 from computerization to adaptability. 
For the purpose of completeness, another stage 0 is added to represent the case of no digitalization. Stages 1 
and 2 can be taken from the existing Maturity Index. Since the Maturity Index generally aims at the entire 
corporate structure, the definitions of levels 3 to 6 must be adapted to production. To achieve stage 3 sensors 
must be integrated into a process in order to capture product and process data. For example, in a calender, 
distance sensors could be integrated to continuously determine the existing layer thickness after the 
calendering process. In subsequent stage 4, the process-product-effect relationship is determined. At this 
stage, an interpretation is made of the influence of an input parameter on the output parameter. With the help 
of this understanding, a digital twin of the equipment or process can also be built and linked to the sensor 
data. In relation to the calendering process e.g. a correlation between roll gap and layer thickness could be 
determined. At the same time, the digital twin of the calendering process is built up and could visualize the 
effects of gap adjustment on layer thickness.  
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At the next higher level 5, the digital twin is used to predict the output parameters on the basis of the available 
input parameters. There is no direct link to the machine. In the case of calendering, the required roll gap can 
thus be predicted for a desired layer thickness, but only for a given material. The roll gap must then be set 
manually on the machine. The final stage adaptability is achieved when the system can not only predict the 
output, but also simultaneously adjust the system parameters accordingly. In the calendering process 
described above, manual adjustment of the roll gap is no longer necessary, since the system carries out the 
adjustment autonomously. 

The framework of the toolboxes enables the user to classify his production quickly, comprehensively and 
clearly differentiated with regard to digitalization. Different areas can be targeted, as certain users or 
companies have different focal points. For example, a cell manufacturer might focus on the digitalization of 
its logistics, whereas a machine manufacturer of a calender might focus on process monitoring. Besides the 
stage analysis, a target stage to be achieved can also be defined, visualized and continuously tracked. In 
addition, the necessary steps to achieve the target stage can be taken from the toolbox. The toolboxes thus 
provide the decisive tool for a guided and comprehensive implementation of Industry 4.0 in battery cell 
production. 

2.2 Toolbox development 

The fundamental approach for developing each toolbox is shown in Fig. 2. 

Figure 2: Procedure for the development of the toolboxes 

The starting point for developing the toolboxes is a comprehensive basic analysis of the addressed production 
areas. To determine the status quo in battery cell production, the first step was to analyze pouch cell 
production by determining and summarizing all necessary input and output data along with established 
process and digitalization technologies. In addition, a project screening of 20 publicly-funded projects 
concerning battery cell production was carried out. Due to the currently running "Dachkonzept 
Forschungsfabrik Batterie" (meaning umbrella concept battery research factory) and various battery cluster 
initiatives of the Federal Ministry of Education and Research (BMBF) in Germany, there is intensive 
cooperation between all battery institutes operating in Germany. Based on the cooperation in the cluster 
"Intelligent Cell Production", there is close contact to parallel projects, which are regularly screened and 
surveyed within the framework of this project. 

With the help of this project screening, the projects were classified according to the contents of the four 
production areas and their degree of digitalization. Furthermore, specific use cases of digitalization in battery 
cell production were developed from the individual projects. Alongside this screening, interviews were 
conducted with 15 industrial companies that currently support the BMBF Cluster Initiatives with a focus on 
battery cell production. The companies were e.g. cell manufacturers, equipment manufacturers, or specialists 
for sensor technology in the battery field. The interviews were conducted over a period of six months using 
a standardized questionnaire (multiple choice and open-ended questions) so that the results of all interviews 
could be compared. 

Production planning and
control & logistics

Process technology

Qualitymanagement

Machine and plant
technology

Toolbox
20 Publicly funded projects, 15 Companies

Basic Analysis Definition of development stagesDefinition of application areas

Overarching
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With the help of the interviews, it was thus possible to identify the current status quo of the implementation 
of Industry 4.0 and challenges in dealing with Industry 4.0. The main purpose of the interviews was to collect 
the various advances made by different players (material manufacturers, equipment manufacturers, cell 
manufacturers etc.) and to identify deficits. Based on the process analysis, the interviews, and the project 
screening, it is apparent that the specific production areas, but also the overarching area, need to be divided 
into different categories FDOOHG�³DSSOLFDWLRQ�DUHDV´. The application areas were determined based on a large 
number of interviews and the contents discussed. An attempt was made to aggregate and cluster the different 
topics. The application areas are not to be considered singular, as there are also interfaces between the 
different areas. For reasons of complexity, the interfaces are omitted at this point, so that they are not 
considered further for the time being.  

The application areas are unique and customized according to the corresponding topic. Additionally, they 
describe applications within this area. Due to the application references, these are referred to as application 
stages in the following. In addition to the application area, the application stages form an area-specific basis 
for the integration of suitable Industry 4.0 methods. To build up the content of the development stages the 
identified use cases of digitalization in battery cell production are abstracted and used to assign specific 
Industry 4.0 content and methods. The resulting toolboxes of the different areas can be viewed in the further 
course as one large toolbox that provides all important information, content and methods. 

3. Results and discussion

With the presented framework and procedure for the creation of the so-called toolboxes, 12 application areas 
were identified in total (see fig. 3). Multiple Industry 4.0 use cases from battery cell producers, plant 
manufacturers, and battery-related research projects were analyzed, clustered, and abstracted for general 
accessibility. The analysis concludes, that the toolboxes for the application areas can be divided into different 
sections. The first, general section can be applied to all production or company sectors.  

)RU� H[DPSOH�� WKH� DSSOLFDWLRQ� DUHD� ³'DWD´� FDQ� EH� DVVLJQHG� WR� WKH� overarching toolbox since it accrues 
LUUHVSHFWLYH�RI�WKH�FRPSDQ\¶V�GHSDUWPHQW��'DWD�JHQHUDWLRQ�DQG�DQalysis can occur at both the planning level 
and shop floor level. Other than the overarching application area, the following additional application areas 
can be identified: 1) Logistics, production planning and control, 2) Machine and plant engineering, 3) 
Quality and 4) Process management (see fig. 3). For each of these, toolboxes with defined characteristics 
based on the maturity index development stages are developed. These toolboxes, with their characteristics 
and methods, form the core element of a digitalization guide in battery cell production.  
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Figure 3: Application areas for digitalization in battery cell production 

To identify or increase the level of maturity in regards to Industry 4.0, an analysis of the different toolboxes 
has to be conducted. Each application toolbox consists of relevant methods and tools to implement Industry 
4.0 from a scale from zero to six in regards to the maturity index. To establish or increase the maturity level 
in the enterprise networks different approaches can be considered.  

The application area ³(QWHUSULVH�1HWZRUN´��VHH�ILJ��4) is presented in detail as an example toolbox and the 
process methodology to be used is shown. An enterprise network defines a company wide network as a form 
of coordinated cooperation and collaboration between several departments and locations. This toolbox 
focuses on approaches in the context of enterprise-wide networking. The starting point for the considerations 
is the question of how networking and collaboration can be optimized and costs reduced with the help of 
Industry 4.0. Improving the networking and communication of companies opens up synergies and avoids 
duplication of work. Networking production with other areas of the company, e.g. communication between 
the lithium-ion battery production facility and separator or anode material production facility results in 
unified IT solutions, standardized workflows, and consistent file formats that benefit the entire company. 
When improving the enterprise network up to the highest development stage six, whereas all data from the 
different production sites is continuously exchanged, an autonomous order distribution and plant adjustment 
in the global production in real time can be expected. To achieve this stage (six) of Industry 4.0, all previous 
stages from zero to five have to be achieved and implemented successfully in order to obtain this new 
development stage within the enterprise network.  

The toolbox ³(nterprise Network´ provides detailed specifications of the development stages and therefore 
encourages company specific solution finding: the next development stages towards Industry 4.0 are always 
considered by the user(s) in the context of their company specific use case. This means, that the ideal or right 
target stage for the different production areas, can be an individual decision made by a company. This can 
UHVXOW�LQ�GLIIHUHQW�³LGHDO´�WDUJHW�VWDJHV��depending on the current company orientation, but in the long term 
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a high development level should be aimed for to ensure increased efficiency and quality in lithium-ion 
battery production. 

,Q�DGGLWLRQ�WR�WKH�³(QWHUSULVH�1HWZRUN´, the other toolboxes enable companies to apply appropriate tools 
from the toolbox to their production in order to increase their level of maturity with regard to Industry 4.0. 
The other eleven toolboxes are structured and developed according to the same system and provide 
information on how to digitalize the warehouse, production processes, quality management, or how to 
implement predictive maintenance in production. The systematic and efficient development and 
implementation of digitalization, as well as the holistic assessment of a company's maturity with the 
toolboxes are enabled and provide an essential tool towards increased competitiveness. With the toolboxes, 
a more efficient Industry 4.0 development process can be achieved due to the strategic framework and the 
laid-out use case examples and best practices generated over the course of the interviews mentioned earlier. 
The existing application areas and development stages can be used and adapted according to the company's 
own needs, so that process development does not start from zero. The subsequent implementation of 
Industry 4.0 methods or applications in the company is also facilitated with the toolkits, as the contents of 
the toolkits build on each other and complement each other. The methodical overview can be a relief and 
increase in efficiency for an inexperienced user. 

Figure 4: Digitalization application and toolbox for industry 4.0 methods within an enterprise network 

4. Conclusion and outlook

This paper presents a framework consisting of toolboxes for different application areas and stages for 
measuring and improving the maturity of Industry 4.0 in lithium-ion battery cell production. For this purpose, 
so-called toolboxes are used to determine the different stages of Industry 4.0 in different areas of battery cell 
production. Furthermore, actions that are needed to implement or increase Industry 4.0 in the different areas 
can be derived from the toolboxes. The main limitation and question remaining is concerning the right target 
stage for the different production areas, and how companies can define their target stages. These questions 
have to be analyzed and answered according to the companyV¶ specific strategy and mission. In summary, 
the toolboxes and the framework provide an overview and descriptions of tools or stages, but no guidance 
on how (e.g., how to implement or how to define a target state). 

In the further course of the project, the methodology will be tested with the partners from lithium-ion battery 
industry and research. A workshop concept will be used for this purpose. To demonstrate the applicability 
of the methodology, the workshops will be validated in a broad field of industrial sectors in the area of 
battery cell production. In order for the toolboxes to be used, the terms Industry 4.0 and digitalization are 
defined at the beginning of each workshop. This is followed by an as-is analysis of the workshop participant 
using the toolboxes. Based on this, company-specific target states or wishes are defined, which signifies a 
higher development stage in the different application areas. When defining the target state, however, the 
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cost-benefit ratio needs be considered and analysed by the individual company in question in order to ensure 
feasibility. The necessary analysis tools and methods will be developed in the next project phase as part of 
the overall methodology. Following the cost-benefit ratio, individual recommendations and/or projects are 
then derived from the target specification using creative methods. The defined measures or projects are 
prioritized and then implemented in the company. The aim of the validation workshops is to iteratively adapt 
the methodology to enable optimal measurability and further development of Industry 4.0 in battery cell 
production. The results will be summarised in a detailed guideline, which is intended to provide industrial 
companies with a transparent and holistic approach to Industry 4.0 in the field of battery cell production. 
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Microservices are a special type of service-oriented architecture that promises flexibility through the 
encapsulation of functionality and loose coupling. With a growing need for responsiveness of manufacturing 
systems driven by customer expectation, competition, and regulatory changes, the microservices architecture 
is highly attractive for Manufacturing Operations Management (MOM) solutions. Manufacturing enterprises 
that have a traditional MOM solution as a monolithic system in place can transition to microservices 
architecture through reverse engineering their existing solution. This is not possible in a greenfield 
environment where the entire manufacturing system is built from scratch. In this paper, we present an 
approach for designing and developing a microservices-enabled MOM solution for greenfield environments. 
The approach is based on industry standards and incorporates a parallel design and development of the 
microservices addressing the functional needs of the MOM solution and equipment emulators, enabling early 
solution testing before the actual equipment is delivered. We evaluate the approach through a case study in 
which we developed a microservices-enabled MOM solution for a small-scale battery manufacturing line. 
We report that the ISA95 standard provides a good guideline for microservice MOM solutions, though the 
underlying data model needed to be modified to cover our case. The developed instantiation also shows that 
a microservices-enabled MOM can flexibly address new requirements. However, this does not come without 
a cost, as their integration and management require additional effort compared to monolithic architectures.  
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Manufacturing Operations Management; Microservices; Manufacturing Execution System, MES; MOM; 
IIoT; Battery Cell Manufacturing 
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The need for flexibility of manufacturing companies to adapt their operations to changes in the environment 
has become apparent in current crises such as COVID19 or the Ukraine crisis, in which the supply chains 
have been heavily disrupted. However, if even these crises would not exist, manufacturers need to be 
responsive to adapt to external changes [1]: Customers expect new product releases in a shorter timeframe, 
there is increasing global manufacturing competition, and governments impose new regulations to act on 
climate change. To deal with the challenges manufacturing companies must embrace flexibility throughout 
their manufacturing system, from the material over machinery to IT-Systems. With the increasing 
importance of data in manufacturing processes, the flexibility of the manufacturing IT-Systems that support 
the management of manufacturing operations (MOM) is crucial [2,3]. MOM solutions support through their 
underlying model a certain degree of flexibility to address changes in the manufacturing system, such as the 
addition of new products or production steps [4]. However, not all changes that occur later in practice can 
be foreseen. To dissolve this limitation, the adoption of microservices architecture, in which the MOM 
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solution consists of several microservices, was proposed [5]. Microservices architectures will not necessarily 
avoid source code changes, but they should at least reduce these changes due to loose coupling. This 
capability makes a microservices-enabled MOM highly interesting for both established and new 
manufacturing sites. However, the methodology for designing and developing such a system substantially 
differs. Established manufacturers can reverse engineer their existing MOM solutions and gradually 
transition to the new architecture paradigm [6] [7]. New manufacturing sites are planned from scratch, and 
thus guidance for the MOM design and development endeavour is required. This paper presents an approach 
for designing and developing a microservices-enabled MOM that we evaluate by implementing a MOM 
solution in a case study. The remainder of the paper is structured as follows. In section 2, we discuss related 
work on MOM solutions and highlight the gap in research. Section 3 presents our approach for designing 
and developing a microservice MOM solution. We apply this approach in section 4 in a case study for a new 
small-scale battery manufacturing line. We evaluate our approach and our MOM solution in section 5. 
Finally, we conclude our paper with the key points in section 6. 

2. Related work 

For this section, we conduct a literature review on the design of MOM solutions. We searched Google 
Scholar with a focus on the last five years and extended our retrievals through cross-reference search. Among 
the literature, we identified three common themes in our review: the importance of standards for MOM 
solution development, the requirements of MES in the context of Industry 4.0, and the potential of 
microservices for increasing the flexibility of MOM solutions. Considering standards for MOM 
development, ISA95 is a well-known standard. [8] uses ISA95 as a guideline for developing an MES based 
on the open-source enterprise software platform odoo. [9] leverage the data model of ISA95 to implement 
an IIoT connected MOM system. Interestingly the model seems not to be applied in practice for system 
development, at least in some industries. A comparative study of different MES vendors [10] reports that 
only very few systems comply with the ISA95 standard. Other studies highlight integrating MES with IIoT 
platforms to align with Industry 4.0. [11] review relevant standards and ontologies of MES in the context of 
Industry 4.0. They highlight that an MES needs to be seamlessly integrated with all cyber-physical system 
components to enable highly automated solutions. Formal ontologies and models play an essential role in 
ensuring interoperability. [9] combine a quality function deployment and case studies to identify MOM's 
main requirements in smart factories. They also identify interoperability as the key requirement for MOM 
in a smart factory. This is also supported by [12], who identify interconnectedness as a crucial feature of 
system architectures for Industry 4.0. Several authors point out modularity as a desirable characteristic of 
next-generation MOM solutions. In particular, the microservices architecture is suggested as a suitable 
solution to address modularity [9,12, 5]. [13] point out that the functional scope of the service has an impact 
on the communication infrastructure and should be considered in the design of a solution but also argues that 
the benefits of flexibility are highly suitable for smart manufacturing. Aligned with this claim is a slowly 
growing interest in MOM solutions based on microservices. There is a small number of implementation 
attempts. These attempts are compared in table 1. Our literature review analysed the available approaches 
concerning the other two common themes. The available implementations do not follow any standard for 
their implementation but instead, seem to be built from intuition. In addition, with exception of [14], the 
connectedness to other systems as part of a smart factory was not considered. We further identify a gap in a 
missing methodology or approach for designing and developing a MOM solution in a greenfield 
environment. In our work, we aim to address this gap.  

Table 1: Comparison with related work on MOM microservice architectures  

Table  Li et al. 2019 Zhou et al. 
2019 

Wunck & 
Jonas 2019  

Jin et al. 2021 Yi et al. 2019 
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Target Greenfield Greenfield Brownfield Conceptual Conceptual 
Model Not specified Not specified Not specified Not specified Not specified 
IIoT Integration Yes No No No No 
Case Domain Production 

network 
Not specified Laser-

Cutting 
Tobacco 
manufacturing 

None 

Case Environment Demonstrator Not specified CPS testbed Conceptual None 

3. Approach for designing microservice-enabled MOM in a greenfield environment 

This section presents our approach to designing a microservice MOM solution in a greenfield environment. 
The approach is visualised in Figure 1 including several steps and the associated vital roles involved. In 
contrast to the brownfield design of MOM solutions in which the design can orient on the existing 
boundaries, such as the equipment and software in place, the design for a greenfield does not have such strict 
constraints in place [15]. However, it is also evident that there must be a goal in place in which the principal 
purpose and scope of the manufacturing line are defined. There is a substantial difference in the design of 
the entire manufacturing line if the purpose of the manufacturing line is the production of high-volume goods 
compared to a manufacturing line for a small number of individualised products. For high-volume 
production, throughput is the key, and by contrast, flexibility is vital for the production of individualised 
products. The purpose impacts the entire manufacturing system, from equipment over processes to the MOM 
solution. For this reason, the first step in our approach is the definition of the manufacturing line goal and 
scope (0). This is the task of the executives overseeing the entire manufacturing site project. This definition 
serves as an input for the following steps concerned with the MOM solution's design. Our approach includes 
a parallel line to the steps for the actual MOM solution, which are targeted at creating equipment emulators. 
This is necessary in a greenfield environment where equipment is typically not present from the beginning. 
This defers gaining experience with the MOM solution, which could lead to severe flaws in the design. These 
are harder to fix the latter they are discovered [16]. The line for MOM solution design starts with the 
definition of operational procedures (1a). This step defines how operators on the shop floor interact with a 
MOM solution and the equipment of the shop floor. ISA95 part 1 defines a function model of manufacturing 
enterprises. Based on the defined goal and scope definition, the relevant functions can be selected and guide 
the characterization and modelling of the procedures. The result serves as the input for the segmentation of 
microservices of the MOM solution (2a). In this step, the functionalities of the microservices are determined, 
which defines the scope of each microservice. ISA95 part 3 provides activity models for operations 
management, production, maintenance, quality, and inventory. Each model activity is well-defined with 
clear boundaries and relationships to other activities. This property renders these models a viable template 
for segmenting a MOM solution in microservices. Each MOM microservice should have a clear functional 
scope [5]. Therefore, activities in the operational definition need to be mapped on these activity models. In 
the following step, the detailed design of the individual microservices takes place (3a). This involves 
designing the underlying semantics that determine the interactions of the microservices. ISA95 part 2 defines 
several common object models for all major entities involved on the shop floor, including personal, material, 
and equipment on which the data model design can be based. The parallel line of design of the equipment 
emulators begins with the manufacturing process characteristics (1b). The VDI 3682 standard provides a 
concept for describing processes in a standardized format. The format is solution neutral and allows the 
description of a process as the desired behaviour of a system by inputs and outputs in terms of product, 
energy, and information of the system. The latter is the most important for the emulator design. 
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Figure 1: Approach for designing and developing a microservices-enabled MOM in a greenfield environment 

Production engineers who design the manufacturing good's physical transformation process are the source 
of this information. Based on this specification, the information interface of the equipment can be defined in 
the following (2b). OPC-UA has been becoming a de-facto standard for the interoperability of equipment 
with MOM solutions in smart factories [17]. The IEC62541 standard specifies the protocol and provides the 
elements for constructing the information model from an IT perspective. These include different nodes such 
as objects, variables, and methods. An Automation Engineer needs to structure the IT interface based on the 
information inputs and outputs from the formal process description of the previous step. 7KH�HPXODWRU¶V�
behaviour must be specified in the last step of the equipment emulator design (3c). The behaviour model can 
be implemented through simulation. VDI 3663 describes guidelines for the construction simulation models 
for material flow and production systems. Based on this standard and process, the automation engineer must 
specify the behaviour of the underlying model. After completing the design for the MOM microservices and 
the equipment emulators, the development begins [4]. Given the distributed nature and required interaction 
of microservices architectures [5] we propose an iterative approach that aims at an early end-to-end 
integration of all solution components to identify defects in design or implementation as soon as possible. 
State of the art microservices architectures are hosted on IoT platforms. For this reason, the development 
requires the collaboration between Production IT Software Engineers who possess the expertise to 
implement the functionality and IIoT Engineers who provide the know-how of integration and deploying the 
software. Automation and Production Engineers need to be involved in testing to provide recommendations 
for improvements to the MOM solution. The development iterations continue with the equipment emulators 
as long as the actual equipment is unavailable. As the implementation of the equipment interface might be 
itself subject to development defects on the side of the equipment supplier, it is essential to replace the 
equipment emulator during testing as soon as possible with the actual item of equipment (5). Testing with 
the actual equipment allows the development of a mature MOM solution that can be used early in the ramp-
up to accelerate the final go-live of the manufacturing line (6).  
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4. Case Study: Small scale battery manufacturing line 

Aligned with the Design Science Research Methodology [18] we applied the previously presented approach 
in a case study for designing a real microservices-enabled MOM solution to evaluate its utility. The battery 
manufacturing pilot line within the Center for Battery Manufacturing (ZDB) at Fraunhofer IPA served as 
the application environment. In 2019 the project for establishing a small-scale manufacturing line was 
initiated with the goal to produce small quantities of round li-ion cells, enabling research on new battery 
materials and manufacturing technologies. The entire manufacturing line was planned to cover all battery 
manufacturing steps, from slurry mixing over electrode coating to cell assembly and formation. The project 
focused on establishing the battery cell process steps from scratch in the past two years. This involved 
provisioning equipment for ten sub-processes. In the following, we report on our experience applying the 
previously described approach for designing and developing a microservice-enabled MOM in this specific 
greenfield case and present our developed artefact.   

4.1 Application of the approach 

For our MOM solution endeavour, the definition of goal and scope (step 0) was given through the ZDB 
SURMHFW¶V� SUHYLRXVO\� GHVFULEHG� JRDO. Our work started with defining the operational procedures and the 
battery cell assembly processes that should be part of ZDB. We conducted these steps in collaboration with 
production engineers responsible for the battery cell assembly. To define the scope of the operational 
procedures, we analysed the functional model of ISA95 part 1 (step 1a). This includes ten functions for 
enterprise control of a manufacturing organization. Considering the goal of our manufacturing line, we 
identified that only order processing, production scheduling, production control, quality assurance, and 
product inventory control were relevant for our project. These are the core functions that are required to 
produce battery cells. At this stage and scale of the ZDB, the other functions are not (yet) relevant as the 
ZDB does not aim at manufacturing goods for commercial purposes. These functions themed the frame for 
the procedures we needed to consider in the operational procedure definition. The Production Engineers 
defined ten sub-processes for the battery cell assembly (Figure 2).  

 
Figure 2: Battery Cell Assembly sub-processes 

We jointly modelled the details of the planned operating procedures with UML activity diagrams for each 
of these sub-processes. These include swimlanes for the human actor (engineer or worker), the 
manufacturing equipment, and the MOM solution. For each item of equipment in the sub-processes P1 to 
P10, we conducted a specification of the process information inputs and outputs (step 1b), including units 
and measurement frequency. We sub-categorized thereby outputs to information available at the end of each 
sub-process, such as the result of the process or a particular measurement (e.g. height of groove) and 
information that characterizes the physical process during its execution (e.g. forces or temperatures). Based 
on the results from step 1a, we started the segmentation of the microservices (step 2a) by mapping the 
activities of the MOM solution in the UML activity diagrams to the activity model of production operations 
management in ISA95 part 3. Except for the detailed production scheduling activity and product resource 
management, which we decided should not be covered by the MOM solution due to the small production 
quantities, all activities were relevant. The activities related to production dispatching, product definition 
management, and production data collection determined the scope of single microservices. Due to the 
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relatedness of production tracking and production execution, we decided to combine these activities in a 
single microservice. We also identified that most subprocesses (see Figure 2) required manual interaction of 
the worker. Therefore, there needed to be a way to convey recipe information. For this reason, we introduced 
another microservice, the operator guide that should cover this functionality. We specified the equipment 
interfaces (step 2b) using the results from step 1b as input. We used essential elements from the IEC62541 
to construct a lightweight information model in cooperation with the Automation Engineer. This lightweight 
information model consisted of four central nodes: machine state, machine input, machine output, and 
process measurements. The latter directly reflects the categories of the process specification in step 1b. We 
introduced the respective variables in each corresponding node. For the detailed design of the microservices, 
we analyzed the production operations information model of ISA95 part 2 with a focus on the requirements 
of our case. We identified that the model itself has the most relevant entities, such as product definitions. 
However, it does not provide the flexibility for deriving product definition quickly from existing variants. 
Therefore we designed a new semantic model as a development foundation (see Figure 3).  

 
Figure 3: Semantic Data Model 

We concluded the detailed design of the emulators (step 3b) by defining the behaviour of the equipment 
emulators. The VDI 3663 standard describes a detailed description of how simulations can be developed. 
Due to cost-benefit reasons, we decided against implementing a detailed physical simulation. Instead, we 
defined a range of reasonable values for each of the variables in the OPC-UA interface and a distribution 
function for statistically controlling value occurrences. We started the development activities by identifying 
artefacts that we already had available from previous projects and could be re-used to develop the MOM 
solution. These were the IIoT platform Virtual Fort Knox [19] including the integration middleware 
Manufacturing Service Bus (MSB) [20], a platform for creating emulators with OPC-UA and a lightweight 
MES from a partner organization. The MES could not cover all the required functionality for the defined 
operational procedures, particularly the management of experiments for single cells. However, it provides 
an API for controlling the functionalities for tracking and executing products through a manufacturing 
process which is why we used it as the solution for this microservice. We implemented the equipment 
emulators by transferring the equipment IT interface specification to an OPC-UA model using the SiOME 
modelling editor. The formal specification is the basis for instantiating an instance in the equipment 
emulation platform. The behaviour for each node was then specified by a separate configuration that includes 
the range, the distribution function, and the refresh rate. For the implementation of the MOM solution, we 
used an agile methodology defining a product backlog. We prioritized the implementation of a stub for each 
microservice that was able to be deployed on VFK. These stubs could communicate the most relevant 
information of the entities described in the semantic model via the MSB and were able to interact 
fundamentally with the equipment emulators. All microservices were further refined based on the feedback 
from the Production Engineers. As soon as an item of equipment arrived, we verified the integration of the 
equipment with the MOM solution. Apart from minor fixes, such as the OPC-UA security levels, we did not 
encounter issues. As one of the last steps, we integrated the workpiece carrier, for which we conducted three 
development sprints until no problems could be identified any longer. The final go-live of the battery cell 
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assembly line is still pending at the date of writing due to the safety certification of the line, which was 
affected by the COVID pandemic. 

4.2 Instantiation of the microservice-enabled MOM solution 

The instantiation that resulted from applying the proposed approach is presented in Figure 4.  

 
Figure 4: Overview of the MOM architecture 

The VFK platform provides the provisioning of computing in the form of virtual machines. In our case, we 
include an additional layer of virtualization by embodying each artefact in a separate docker container to 
simplify the deployment. In addition, the platform provides the basic VHUYLFH�RI�PDQDJLQJ�XVHUV¶�DFFRXQWV�
for all microservices (identity management) and the MSB enabling the integration of microservices and shop 
floor equipment. The MSB also provides important security features. Only communication of registered and 
authorized microservices and equipment that passes over a secured connection channel is allowed. MOM is 
supported in our architecture through six microservices. The tracking and execution microservice allows the 
management of the process plans for battery cells. It tracks the progress of the cells through the individual 
manufacturing steps. The recipe management enables the definition of parameter variants for all individual 
process steps. Existing experiment setups can be used as templates. The battery cell dispatcher decides which 
cells are processed next. This is important as single cells can be extracted manually from the workpiece 
carrier. The carrier manager enables the placement of individual cells on the workpiece carrier. It allows the 
assignment of recipes to the single cells in the carrier. The operator guide conveys recipe information for 
processing the following cells to the worker. In addition, it allows the indication of process stops and starts. 
Data collection records all measurements during process execution (e.g. forces) with the context of the 
individual cell and recipe parameters. Our overall architecture also includes data storage and process analysis 
services, which are realized through pre-configured virtual machines for Grafana and InfluxDB provided by 
the VFK platform. Figure 5 presents the basic interaction sequence of our microservices-enabled MOM. 
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Figure 5: Interaction of microservices for experiment execution 

5. Evaluation 

In the following, we evaluate our approach and our instantiation by reflecting on our design and development 
experiences. 

5.1 Approach 

As our approach leads to an instantiation that, according to the feedback from the tests of our Production 
Engineers are covering the procedures adequately, we conclude that our approach can deliver effective MOM 
solutions on microservices. We see the merit of our approach on the one hand in the practical guidance by 
the incorporation of standards. ISA95 provided good advice for eliciting the functional requirements. On the 
other hand, the parallel use of emulators proved very valuable. Due to the global demand for battery 
manufacturing equipment, the delivery of our equipment was severely delayed. However, our emulators 
allowed us to verify our solution early. This showed during the integration of the workpiece carrier, for 
which we did not have an emulator but only interface specifications. In contrast to the actual manufacturing 
equipment in which only minor fixes were necessary, we needed three full days to integrate the workpiece 
carrier without any remaining issues. However, we also see the potential for improving our approach. The 
specification of the interface could benefit from OPC-UA companion specifications [21]. This would 
streamline the interface definition process and reduce the probability of issues even further.  

5.2 Instantiation 

Although the battery cell assembly line is not yet operational, we can already report from our experience 
regarding a necessary change for the MOM solution. In our design of the carrier management and the cell 
dispatcher microservice, the specification that we worked on with the Production Engineers only foresaw 
those stations would process the entire workpiece carrier as a whole or single cell. However, later during the 
project, it became clear that the workpiece carrier could not be placed in harsh environments like the washing 
machine or the oven. For this reason, trays on the workpiece carrier were introduced. The necessary change 
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could be implemented by the carrier manager and cell dispatcher without affecting any other services. With 
a monolithic solution, this would have had a high probability of breaking changes affecting other modules. 
However, we also experienced drawbacks from the microservices architecture. Testing is far simpler for 
monolithic architectures as the test setup does not have to spawn multiple hosts and technologies, as it is the 
case for a microservices architecture. Another related issue is changes that might be necessary due to security 
vulnerabilities. When the log4j flaw [22] was discovered earlier this year, this meant investigating all 
microservices and their dependencies. In a monolithic architecture, such investigations are easier to handle. 

6. Conclusion

Promising increased flexibility, microservice architectures are an attractive architecture style for MOM 
solutions. There are some attempts at implementing microservices production management solutions. 
Covering the lack of guidance for designing and developing such solutions for greenfield environments, we 
presented an approach building on industry standards. The approach incorporates a parallel design of 
equipment emulators and MOM microservices to be able to verify the solution as soon as possible, even 
when the equipment is not yet delivered. The ISA95 provides a valuable baseline for defining the operating 
procedures necessary for eliciting the functional requirements and segmenting the microservices. In a case 
study on a MOM solution for battery cell assembly, we could successfully develop a solution that covers the 
needs of the Production Engineers. Our experience with our instantiation indicates that flexibility can be 
achieved through a microservices-enabled MOM solution. However, there are also costs in managing 
complexity and testing that need to be addressed in future research.  
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Abstract 

The transformation of current business models towards offering product service systems (PSS) provides 
manufacturing companies numerous opportunities to consolidate or even expand their competitive position. 
Companies are confronted with the challenge of successfully designing this transformation process 
simultaneously. In order to approach the development of new business models and the transformation 
process, business model patterns and best practices provide a good first orientation for companies. However, 
these are designed to be industry-neutral and rather abstract when considering the actual processes. Thus, 
they do not offer any individual support to companies in the specific development of a business model and 
its required service delivery processes. Service delivery processes are part of a business model and describe 
activities that take place to provide services. Small and medium-sized enterprises (SMEs) in particular do 
not have the necessary time, technical and methodological resources to manage a transfer from abstract 
business model examples to an individual business model. This barrier often leads SME to remain with their 
traditional business model. 

Therefore, this paper presents a methodology for the detailed planning of service delivery processes. The 
designed methodology supports the phases design and implementation, which are part of the business model 
development. The methodology describes a structured procedure, in which relevant services first have to be 
identified. These services are then broken down into individual process modules on a second level. The 
modules are elements that can get combined to services. On a third level there are explicit process models. 
The process models are assigned to the modules and define the respective process steps and the requirements 
for the implementation. The approach is designed to support companies successfully transform to new 
business models for PSS by applying the detailed planning for services with specific modules that contain 
detailed process models and requirements. 

Keywords 

product service systems; business model transformation; process modeling; detailed planning; SME 

1. Introduction

Manufacturing companies, especially small and medium-sized enterprises (SMEs), face the challenge of 
consolidating or even expanding their competitive position in the increasing global market [1]. Ongoing 
digitalization and the development towards industry 4.0 drives and enables the transformation of current 
business models towards offering product service systems (PSS) and at the same time help companies to 
cope with the mentioned challenges [2,3]. A PSS is an integrated offer of one or more goods and services 
[4]. Companies are therefore increasingly concerned with the development of innovative business models 
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for PSS that include the actual product combined with integrated services as individual product solutions. 
This creates greater added value for customers through more customized products, while companies also 
benefit through, for example, closer customer ties and continuous contact during the service delivery phase 
[5]. However, regardless of the advantages PSS offer, e.g. in terms of competitive position, customer loyalty 
and customized product solutions, a large number of SMEs remain operating as traditional producers who 
sell the physical product as the main sales object and only in some cases offer individual services like repair 
and spare parts delivery upon request. One of the reasons for remaining with the traditional business model 
is the lack of time and the lack of technical and methodological resources which are required to overcome 
the barriers that are linked with the servitization [6,7]. Existing process models and business model patterns 
that can be used to develop business models for PSS provide a good framework for the development of the 
integrated services and offer methods for implementation. Yet, the existing process models do not provide a 
detailed support, especially for SMEs, as they are often designed to be industry-neutral and application 
neutral, thus rather abstract [8]. Therefore, this paper examines the research question "How does a 
methodical approach for detailed planning of service delivery processes to offer a PSS has to be designed so 
that SMEs can independently manage the business model transformation to offer a product solution 
consisting of the product and integrated services"´. For this purpose, chapter two first deals with a general 
overview of business model development and implementation, existing models, phases and methods and a 
summarized evaluation with regard to suitability for SME support. The actual methodical approach for 
detailed planning of service processes for manufacturing companies in business model transformation and 
its considered development procedure are presented in chapter three. Chapter four then summarizes the 
methodical approach, considering the research question, and provides an outlook on how it can be expanded 
and used further. 

2. Business model development and implementation ± initial situation 

A business model generally represents the framework for all entrepreneurial business processes on an 
abstract level and serves as a management tool with the help of which the business activities can be described, 
analyzed and designed holistically [9,10]. It describes in an abstract way the architecture of value creation 
by mapping how a company creates, provides and protects value [11,12]. This can be seen on the middle 
level of the pyramid, which represents the levels of business model differentiation according to Osterwalder 
and Pigneur (see Figure 1). The strategy at the planning level determines the direction and scope for business 
models. The company-specific implementation includes the design of the business processes, which is 
executed on the implementation level [13,14]. 

 
Figure 1: Business model differentiation according to levels and characteristics based on [14] 

In order to achieve the strategic goals and taking into account the strategy as orientation as well as the scope 
for action, the business model development represents a core element for a successful transformation. More 
and more manufacturing companies are pursuing the goal of developing new business models, thus changing 
into PSS providers. This transformation requires the implementation of change management processes and 
innovation processes, which are initiated by means of the methods and tools specified in the process models. 
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In the literature and in practice, a variety of process models exists to support and guide companies through 
the development and innovation process. Gassmann et al. for example composed a database and procedure 
called the St. Gallen business model navigator which includes 55 innovative business concepts [15] to help 
companies develop new business models. Osterwalder and Pigneur also published a widely known guideline 
[15]. According to Lins et al., who analyzed different process models, 25 process models were selected from 
a literature research according to criteria such as, among others, providing real process models and a 
connection to digitization and industry 4.0 [8]. Within these selected models six general phases (preparation, 
idea generation, design, evaluation and selection, implementation and sustainment) for business model 
development were identified [8], which are fully or at least partially addressed by the various models. The 
start of the transformation process begins in the preparation phase which supports the companies to become 
aware and prepare for the transformation. This is followed by the creative process for new business models, 
their design and evaluation. When a new business model is selected it gets implemented, operated and 
continuously monitored and improved. The whole procedure is an iterative process and needs to be regularly 
run through by the companies in order to remain competitive. Most of the process models for business model 
development suggest practical methods and tools to support a successful realization of each process step. 
Thus, the authors provide tools like the business model canvas from [16] or supporting guiding questions, 
business model patterns (e.g. [17,15]) or software programs as possible methods [8]. Guiding questions can 
be used as reference during the transformation process while the business model patterns serve as input for 
the creative and development phase giving examples on actual business models or samples with abstracted 
models of different business models of different branches. Software-based tools (e.g. the business model 
configurator by [17] or the tool for the business model engineering by [4]) support automated the execution 
of the steps and its methods so that the user can manage the implementation of each of the phases more 
quickly and easily based on the stored databases and software processes. 

The evaluation of the analysis of process models for business model development by [8] shows that the 
detailed steps of the process models and the linked methods help the companies to understand the different 
and necessary steps well and to apply them more easily and correctly. It also underlines that business model 
patterns and best practices are a good orientation for the companies which want to renew their business 
model or want to develop a new one. But one occurring barrier especially for SME is the final and detailed 
planning of the processes for the new business model and its implementation because the existing process 
models are on an abstract level and industry-neutral so that the companies are not able to perform the transfer 
and the individualization on their own. As long as there is a lack of an individual development methodology 
with consideration of the existing internal processes and the strategic orientation of the respective company, 
the process models and its elements that are generally known in science have to be extended accordingly 
[18]. This can also be applied to the software-based tools, which are a good support but, like the underlying 
approaches, are on too abstract level to answer the research question. In addition, the approach must be easily 
and independently implementable by companies and contain solution-patterns that are understandable and 
can be individualized and transferred to the processes of the companies. In order to provide full support to 
companies, the solution-patterns and requirements for the chosen scope must be complete [8]. Therefore, in 
the following a methodical approach for detailed planning of service processes for manufacturing companies 
is presented, that supports the specific individual realization of service delivery processes for new business 
models. 

3. Approach for detailed planning of service delivery processes in PSS 

3.1 Research design and boundary conditions 

The approach for detailed planning of services should support companies by planning their service delivery 
processes in detail and get necessary requirements for the implementation. Therefore, the approach provides 
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a service catalog, which represents the core element. The service catalog includes solution-patterns in form 
of process modules with stored process models. These solution-patterns are created by applying the theory 
of inventive problem solving (TIPS also known as TRIZ) according to [19] as the considered research design 
and are then listed in the catalog. After the catalog got created it can be used by the companies to plan their 
new service delivery processes in detail. The procedure for the detailed planning by companies is 
methodically supported by applying the TIPS method with the new created solution-patterns. TIPS 
originated in Russia and describes a method to solve (technological) problems and innovation tasks. It 
follows the three hypotheses that abstract problems and solutions repeat independent of their field of 
knowledge, that similar patterns are the basis for many technical developments and that reasons for 
innovation are often made from external influences [19]. The theory includes two levels, the concrete and 
the abstract level. First a concrete problem is abstracted before an abstract solution for the abstracted problem 
is sought. In a third step the abstracted solution gets transferred to the concrete level and a concrete solution 
for the origin problem is developed [20]. The abstract description of the problem is carried out by 39 
predefined parameters while the abstract solution is generated from 40 defined principles. The TIPS 
principles and parameters were derived by analyzing several thousand patents and were then summarized in 
patterns which are represented by the principles and parameters. This means that the inventor of TIPS first 
sought concrete solutions (patents) for abstract problems, and then abstracted them. By collecting the many 
solutions and bundling them into patterns, it was then possible by following the known TIPS method to first 
generate abstract solutions for abstract problems and specify them in the final step. 

For the present research question the single parameters and principles are not usable, because they are based 
on technical contradictions and are not suitable for business model development [20]. But in accordance 
with the systematic of Lehner, who used this procedure for the solution-pattern-based development of 
business models for frugal innovation [20], the hypotheses and procedure to solve a problem almost 
automated with standard solution-patterns that are finally individualized are of huge interest and suitable for 
the approach of detailed planning. Therefore, the steps of creating the principles and parameters from 
concrete solutions according to the TIPS inventor will be first used as research design for creating new 
solution-patterns. The solution-patterns of services for the manufacturing companies consist of derived 
standardized and generally applicable process models which are combined and linked to modules and these 
modules to services. The detailed services are then listed in the solution-pattern-based service catalog (see 
Figure 2). And secondly the actual TIPS method is used as a process model for the companies to plan their 
service delivery processes in detail by applying the newly created solution-patterns (see chapter 3.3). 

 
Figure 2: Research design for creating solution-patterns for service delivery processes in adaption to TIPS 

To meet the requirements of specific and detailed process modules and process models, that can be used and 
individualized by companies especially by SME on their own, the methodology considers the following 
boundary conditions. By the fact that specific process models, which are designed to be realistic and detailed, 
are necessary as solution-patterns, which can be easily transferred to the own company, the approach defines 
a clear scope that is considered. In this case the scope is set for companies from the machines and plant 
engineering. Although, the general procedure of the approach to derive specific process models is applicable 
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for all branches and fields where service processes need to be developed, it is so first implemented for SME 
from the machines and plant engineering. This scope is set to have a clear area for analyzing which must be 
completely covered with detailed solution patterns. This focus is also laid of manufacturing companies 
because as mentioned before their need is to develop integrated services to act as a provider of PSS to stay 
competitive and in this branch, machines are often still seen as the actual technical products. The still 
predominantly classical and conservative manufacturing SME particularly need to get support in developing 
new business models for offering PSS to consolidate or even expand their competitive position in a 
globalized and digitalized market [21]. 

3.2 Solution-pattern-based service catalog to offer PSS 

The creation of the service catalog following the presented research design considers the two phases 
identification and derivation of a listing of suitable services �VWHSV�³SUREOHP´�DQG�³SUREOHP�ILHOG´�LQ Figure 
3) and creation of solution-patterns as process modules consisting of process models for the detailed planning 
�VWHSV�³VROXWLRQV´�DQG�VROXWLRQ-SDWWHUQ´�LQ Figure 3). 

 
Figure 3: Process steps for creating a solution-pattern-based service catalog 

Starting from the concrete problem that companies are not able to develop and implement the necessary 
service delivery processes for new business models to offer PSS on their own, suitable services are 
researched and listed. The systematic literature research ZDV�FRQGXFWHG�LQ�WKH�GDWDEDVHV�³:HE�RI�6FLHQFH´�
DQG�³6FRSXV´. It was carried out with terms which contain combinations of relevant search strings from the 
area product-service-system, such as product service system, servitization, industrial product service system, 
sales service or smart services, and from the area production, such as machinery, manufacturing or 
production. Also, WKH�GDWDEDVH�RI�³6SULQJHU´�ZDV�XVHG�ZLWK�german search phrases like after sales service, 
product-service-system or services in combination with the term industry. After removing duplicates and 
reviewing the titles and the abstracts, 27 works are listed and present the basis for the creation of the listing 
of suitable services. The researched services are reviewed and then summarized and clustered. It is checked 
if services have common categories or if they are the same or synonymously used. In a next step the 
summarized list of services that clusters the services in different categories is filtered. To meet the boundary 
conditions, it was filtered by the following underlying criteria: 

- Is the viewed service a real performance (process) in the sense of a value proposition? 
- Is it a performance for which a customer might be willing to pay? 
- Is the service standardizable and transferable or only individually for a single company? 
- Does the service show a relation to production and manufacturing as well as a relevance for 

manufacturing companies? 

All services were evaluated according to these criteria. Finally, an overview in the form of a listing with the 
different selected categories and their subordinated services is derived and visualized. Categories 
corresponding to the criteria are, among others, monitoring, maintenance, operations, spare part 
management, installation, remote services, and trainings. 
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In the following the categorized and listed services get analyzed and broken down into individual process 
modules on a second level and these modules then into process models on a third level with concrete 
solutions (see Figure 4). 

Figure 4: Structure of the service catalog with examples 

Each service is reviewed in which modules it can be divided by using standardized descriptions of the 
services. For this purpose, norms, standards and technical literature (e.g., German Norm DIN, European 
Norm EN, VDI or VDMA norms) that describe the service or parts of the service processes in a standardized 
way are used as references. For example the service category maintenance can be divided, among others, 
into the services servicing, inspection, repair and improvement which can be divided into other modules on 
a more specific level on the basis of the DIN norm 31051 [22]. The subcategory servicing includes the 
process modules cleaning, readjustment, refilling, replacing and lubrication [22] (exemplary see Figure 5). 
In addition, more subdivisions according to the planning ahead and the used database are derived for these 
services and are compatible with the other modules. Following this general procedure, process modules for 
all services are derived. On a third level there are explicit process models which are assigned to the process 
modules. As with the subdivision of the listed services, the process models are created by further breaking 
down the process modules by using standardized descriptions. Each process module can be created by using 
one or combining more than one process model. 

The process models are the core element for the detailed planning. They provide all information about the 
processes step by step. The sequences are modeled and visualized which is done with the help of the method 
business service blueprint modeling (BSBM). The BSBM represents an approach for modelling service 
processes with customer interaction. For this purpose, it combines the standardized and well known notation 
of the business process modeling notation (BPMN) with the structure and layout of the method service 
blueprint (SB) [23]. Based on BSBM an uniform and customized template for describing and visualizing the 
process models is created. Accordingly, all process models are created with a starting point, defined process 
steps with specified order and necessary branching points, level of customer interaction and end point. 
Adapted from the SB and in consideration of services for offering PSS the possible forms of customer 
interaction vary from customer activity over provider activities with customer contact to provider activities 
in the background without customer contact. The process steps are arranged in the respective lanes by their 
level of interaction and are linked with arrows in the correct order. Additionally, special requirements for 
each process step are defined to support the implementation of new service delivery processes for new 
business models in the companies. The focus of the requirements is on the one hand on the competencies 
required to perform the process step and on the other hand on the necessary (technical) data and their 
properties for steps of data-based services. The requirements are noted for each step and are connected to it. 
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For the required competencies for the technicians who need to execute the process steps a literature research 
is carried out. As basis for the overview of possible required competencies the CDIO Syllabus v2.0 by [24] 
is used that defines in detail skills and goals for the engineering education by comparing the first version of 
the Syllabus with the UNESCO four pillars of learning and with national accreditation and evaluation 
standards of several nations [24]. These results are then aligned with the other approaches to competence 
management. The aligned competencies are evaluated against the last criteria that is defined for the 
evaluation of the services. It is checked if they show a relation to technical processes, production, 
manufacturing and (technical) data processing. Competencies for the common interaction with customers 
like e.g., kindness and language, are highly important for a service technician but they are taken for granted 
and are not part of the present approach. The other matching competencies are summarized in a checklist 
that facilitates the assignment of competencies to the process steps. Also, a checklist is given for the second 
group of requirements. Data as well as its correct capture and use are gaining in relevance for all services 
especially for smart services [25]. Therefore, the checklist mentions possible and exemplary data 
requirements. Among others, it should propose the type, origin and intake, the quantity and classification, as 
well as the evaluation of the data as points to be considered for each process step. The checklists for both 
groups of requirements serve as a help that for all steps the requirements are standardized assigned and that 
none are forgotten. Finally, a process model defines in detail the necessary process steps, their level of 
customer interaction and special requirements. 

 
Figure 5: Extract from the modularization of the example "maintenance" 

The solution-patterns of services for the manufacturing companies are created by combining the derived 
process models to modules and these modules to services. With this procedure the detailed and subdivided 
process models can get linked to one or more modules and services, because many of the generalist process 
models are part of different service delivery processes. The services and modules are listed in the service 
catalog as solution-patterns. By the fact that the process models, which contain all information of the required 
process steps and requirements, get combined to services and are linked to these, there are all information 
noted and visualized for each service. In this way the solution-pattern-based service catalog for the detailed 
planning of services to offer PSS includes the model of the ideal-typical process flow composed of the 
different process models and the requirements related to necessary competencies and data. It represents the 
input for the actual detailed planning of the service delivery processes by the companies. The catalog can be 
extended for another scope or other branches by following the steps of the methodology. 

3.3 Procedure for implementing service delivery processes by companies 

Manufacturing companies which want to plan a new business model in detail and implement it, often get 
through the business model development phases until they have to develop their individual processes und 
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structures in the companies. That means they create and evaluate ideas for new business models within the 
scope of the intern strategy and select one or more models for further processing. At that point in many cases 
they miss time, technical and methodological resources to transfer the ideas into real implementation projects 
and remain with their traditional business model. Therefore, the second part of the methodical approach is 
designed to support companies successfully implementing integrated service delivery processes to transform 
to a provider of PSS using the solution-pattern-based service catalog. The approach foresees to apply the 
TIPS method with the newly created solution-patterns to get the individual processes for the companies for 
the chosen service as individual solution (see Figure 6). 

Figure 6: TIPS-based procedure for applying solution-patterns for the detailed planning by companies 

Companies which already got through the creative phase of the business model development or already know 
their desired business model can check out the service catalog for their target service category and target 
services. By choosing the target service they get the deposited information including the ideal-typical process 
flow and the requirements related to necessary competencies and data as results which can be used for the 
next actions by the companies. In a next step they have to individualize and adapt the processes according 
to the own and individual conditions and situation. Simultaneously a matching and an analysis of the required 
competencies and data with those available in the company are carried out. At that point the companies do 
have all information about the required processes with individual process steps that can get implemented and 
it can be decided whether all requirements are met. If a deviation occurs during the matching and the analysis 
of the actual and the target situation the approach with its detailed information serves as a decision support 
e.g., whether to build up missing skills through training or buy them in, whether to outsource the entire
process or revise the idea of the selected business model again. This approach enables companies to
independently plan in detail and develop the existing or generated ideas for a new business model and thus
successfully move from the idea of a business model to its real implementation.

4. Summary and outlook

The transformation and the development of new or adapted business models is a current topic in practice and 
research supported in particular by the ongoing digitization and industry 4.0. Manufacturing companies are 
increasingly trying to transform their business model in terms of offering PSS by combining their physical 
product with integrated services. The business model in general serves at an abstract level as a management 
tool for visualizing, analyzing and developing all business processes required for value creation. Therefore, 
there is a variety of process models that aim at the development of business models and offer methods and 
tools for the transformation process. Although many methods and tools are mentioned there is a lack of 
support for the competence-based detailed planning and individual implementation of the new business 
models developed in the creative phases. This concerns especially SMEs, some of which do not have the 
necessary resources to perform that transfer on their own. This gap is addressed with the present methodical 
approach which is based on the solution-pattern-structure of the theory of inventive problem solving. The 
methodology foresees two procedures. The first describes the creating of the service catalog with process 
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modules and linked process models. The catalog provides information about the ideal-typical process flow 
and requirements for the process steps because each service delivery process is formed by a combination of 
different process modules, which in turn are composed of the derived elementary process models. The second 
procedure addresses the application of the service catalog by the companies to plan their business models in 
detail and implement the corresponding service delivery processes on their own. The approach provides 
relevant services with ideal-typical, detailed process models and required competencies, so that companies 
from the mechanical and plant engineering sector can directly test and independently implement the delivery 
processes of the new PSS. The procedure for creating the solution-pattern-based service catalog is generally 
valid and transparent, so that it can also be transferred and elaborated in further work to areas and service 
processes outside the set boundary conditions. Also, the requirements elaborated here, which are based on 
the boundary conditions, can be extended according to the needs of the target group in terms of the present 
procedure. In this way, the service catalog can be extended and can be used in fields and branches other than 
its original narrow focus. In future work a proof of concept must be further carried out with manufacturing 
companies for the application of the methodical approach for detailed planning of services to offer PSS with 
the specific focus set by the boundary conditions. For user-friendly use, the contents of the service catalog, 
such as categories, modules, process models and requirements as well as dependencies, will be transferred 
into a software-based tool. 
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Abstract 

The production of customized goods is becoming more and more important for industrial companies. The 
large number of variants resulting from this, up to batch size 1 production, requires a high degree of 
flexibility. To meet these requirements, manual production processes are frequently still used. This is 
especially applicable to the area of assembly. Data acquisition is a significant task in manual assembly due 
to volatile secondary activities and alternative handling operations. The process times to be recorded are also 
influenced both consciously and unconsciously by the employees. This paper describes an approach for the 
validation and interpretation of production data of manual assembly systems. Therefore, process data are 
analysed based on the use case of terminal strip assembly in the learning factory of the Chair of Production 
Systems at the Ruhr-University Bochum is presented. Here, the validation of the product data from 2021 is 
carried out by checking the data for normal distribution. This is followed by an analysis of the data with 
regard to the effects of spikes. Furthermore, the influences of a low data basis, different degrees of 
standardization and learning effects in the course of production are analysed. Finally, a discussion on the 
findings and further procedures will take place. 

Keywords 

Process time acquisition; Production planning; Manual assembly; Factors of influence; Validation 

1. Introduction

Industrial production is increasingly subject to the change from a supplier's to a buyer's market. Product life 
cycles are becoming shorter and the number of product variants is increasing. [1, 2] In addition, labour costs 
are rising and demographic developments are leading to a shortage of skilled workers [3]. In connection to 
the increasingly demanded of high flexibility and adaptability, this means a great challenge for manual 
assembly. In the field of manual assembly, there is still no automated acquisition and real-time-capable 
evaluation of production data for dynamic production control [4, 5]. One reason for this is that manual 
operations are often used where tasks change volatilely and a high degree of adaptability is required. In 
addition to these workflows, which are rather difficult to predict, individual approaches of people also 
predominate. Often, a lack of standardization in SME production environments is an additional factor here. 
Finally, data acquisition must not mean any additional work for employees, in order not to increase the 
proportion of secondary activities. Furthermore, the privacy rights of employees must be given priority.  

In this conflict, both the continuous data acquisition and subsequent filtering as well as the interpretation of 
the KPIs do not mean a proper representation of the production system. In addition to the high process 
diversity and changing environmental conditions, the diverse human factors, such as motivation, learning 
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behaviour and fatigue, pose a particular challenge for analysis and conclusions. Especially the acceptance of 
production data acquisition systems in production environments dominated by humans requires accurate data 
and key figures. With regard to the validation and analysis of data, there are approaches in the area of 
automated machines. The data captured automatically by means of sensors can be examined with regard to 
trends and distribution functions. Furthermore, approaches such as the DOE are state of the art in the analysis 
of technical systems. [6] Here, individual parameters of the systems can be varied and examined with regard 
to their model. This is not possible in the real production process of a manual assembly. 

For this reason, in this paper an approach for the validation and interpretation of production data of manual 
assembly systems is presented. Therefore, the state of the art in the field of data acquisition, processing and 
evaluation in manual assembly is discussed first. Then, process data are analysed based on the use case of 
terminal strip assembly. Here, the validation of the product data from 2021 is carried out by checking the 
data for normal distribution. This is followed by an analysis of the data with regard to the effects of spikes. 
Furthermore, the influences of a low data basis, different degrees of standardization and learning effects in 
the course of production are analysed. Finally, a discussion on the findings and further procedures will take 
place. 

2. Process time acquisition in manual assembly systems 

Manual assembly systems are often used where tasks change volatilely and a high adaptability to the 
changing circumstances is required. At the same time, due to this high flexibility, there is a challenge to be 
able to plan and control this type of work process efficiently with regard to productivity targets. [4, 5] In 
contrast to automated production, manual assembly systems are subject to a large number of influencing 
factors which have an impact on the assembly time as an important KPI. As illustrated in Figure 1, in addition 
to product and process properties as well as the design of the supplier network and the assembly system with 
its environmental conditions, primarily human factors influence the actual execution of the assembly task.  

In the context of production planning, an assembly process is initially derived from the existing product 
properties and the design of the manufacturing system. In relation to the product, its complexity should first 
be mentioned as an important factor influencing the process time. The authors Samy/ElMaraghy [8] define 
a significant correlation between increasing product complexity and increased assembly effort. The 
complexity measure described here depends, among other things, on the number and geometries of the 
components. Other important factors are the required tolerances and the type of product structure. [9] The 
process properties are directly dependent on the product properties. One of the most important influencing 
factors is the level of standardization [10, 11]. The manual processes are often found in SMEs. Especially in 
these companies with only a few employees, the workflows are less standardized and the workers often have 
a more diversified range of tasks. The lower the degree of standardization in the assembly system, the greater 
the possibilities for individual operations by the employees. This makes it more difficult to capture operating 
data accurately. Furthermore, the scope of the process and the process complexity are relevant factors [10, 
11]. Within the context of assembly, this complexity results from energetic and informational activities. 
According to Schlick, assembly involves precise movements with low forces and can therefore be classified 
as a rather energetic task with an informational proportion. [12] In particular, the technological and content-
related process diversity as well as the number of assembly operations are major complexity drivers [13]. In 
the category of production system, the number of workstations and their layout have a major influence [1, 
13]. In this context, the differentiation between one-piece flow and batch production is also important [1]. 
Finally, the required equipment and supplies [13], as well as ergonomic aspects, are also significant. 

Subsequently, the environmental effects of the assembly system are also relevant for the work being 
performed. These include first and foremost the fundamentals defined in DIN 6385 "Principles of 
ergonomics for the design of work systems" with regard to the aspects of temperature, light or even air purity. 
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[14] Also, the framework conditions related to scheduling and network aspects have an influence on the 
actual activity carried out. The order volume [10] and the order sequence need to be mentioned as well. 
Furthermore, delivery dates and the delivery reliability of suppliers in particular influence the work of the 
employees. This also includes the number of suppliers and the quality of the components [13].  

In addition to these technical influencing factors, it is primarily the human factors that have an impact on 
the assembly processes actually carried out in manual production systems. In the context of this examination 
these are classified into the categories of qualification, learning, stress, fatigue, motivation and well-being. 
[10, 13] In addition to basic qualification [15], learning in production is a particularly important influencing 
factor [16, 17]. In the production environment, learning usually means a decrease in processing times and 
material consumption over time. This occurs due to repetitive work operations and the increasing experience 
of the employee as a result. This relationship was published by Wright as learning curve theory. Assuming 
unlimited time and a constant learning rate, it can be observed that the average cumulative value per product 
decreases by the same rate when the number of products is doubled. [16, 12] In line with current knowledge, 
this correlation has been adjusted so that an average learning curve for a batch can be characterized by 
processing times which initially decrease steeply and then more slowly as the number of units increases. 
Based on the non-constant learning rate, a level of saturation finally results. Such learning effects occur 
especially at the beginning of a batch, which is why they are of particular importance in the production of 
small batches [18]. Furthermore, the more complex the activity, the steeper the learning rate [19]. In addition 
to the learning effects, the aspects of stress and fatigue [10] as well as motivation and well-being also have 
an influence on the assembly time [20]. These aspects are based on the four levels of Maslow's pyramid of 
needs. This was further developed by Landau according to production-specific issues [20]. Thus, the activity 
should first be theoretically feasible. Based on this, Landau describes the tolerability that can be achieved 
by designing occupational safety according to the state of the art. Finally, an activity that can be performed 
on a permanent basis is expected to be reasonable. This third stage involves a human-oriented work design 
as well as a fulfilment of the employees' expectations. Finally, the goal of the fourth stage is to achieve a 
high level of satisfaction by ensuring the development of personality as well as social acceptance. [20, 21]  

 
Figure 1: Factors of influence in manual assembly systems  

Considering this complex relationship, it is not surprising that it can be seen in practice how the actual 
process deviates in principle from the specifications of the assembly planning. Even if the same target of 
assembly of two or more components is achieved, it is still an individual variation of the specified work 
process.  [7] Therefore, real data from the assembly system are essential for efficient production control in 
terms of production data acquisition. From the diverse constraints in manual assembly, a high level of 
complexity can be derived for the design and implementation of a production data acquisition system (PDA). 
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This must consider the volatile activities as well as the fluctuating environmental conditions and at the same 
time must not disrupt the workflow or lead to increased secondary workloads. Still, it must be observed that 
no supervision of the employees takes place and at the same time an objective data basis is ensured. [4] Here, 
the principles of the data quality requirements defined by Fox, such as accuracy and reliability, must be 
considered [22]. Also due to these aspects, the most commonly used methods for capturing process times 
are the direct conversation with employees and the use of forms and reports by means of simple software 
tools [23]. In addition to self-recordings, multi-moment measurements and, time studies according to REFA 
continue to be the most common time determination methods in the industrial environment [24]. These are 
usually associated with a large initial effort as well as expenses in case of changes. The acquired data must 
then be processed. First, outliers and implausible values must be filtered out, and then a validity check must 
be performed. After Dekena, the box-plot method is suitable for filtering data in a production context [25]. 

In order to examine the validity of random variables with a continuous probability function, different tests 
are suitable. Common methods are the Ȥ�-test, the KS test or the Cramér-von-Mises test. [26] The procedure 
includes first the choice of a suitable model. Furthermore, the parameters of the model are estimated on the 
basis of observations and graphical methods [26]. Thus, certain probability distributions can be inferred. In 
this case, the model of normally distributed random variables is of special importance [27]. The normal 
distribution is usually seen in populations and can be used to describe the random dispersion of measured 
values. Besides determinations in natural sciences and medicine, this unimodal distribution is often strongly 
asymmetric, especially in the context of mechanical engineering. The normal distribution is usually seen in 
populations and can be used to describe the random dispersion of measured values. Besides determinations 
in natural science, this unimodal distribution is often strongly asymmetric, especially in the context of 
mechanical engineering. In the case for positive, right skewed distributed data, the natural lognormal 
distribution is applied.  Here, the higher frequencies are located on the left side. [28, 30] In manual assembly 
systems, many small random influences overlay each other multiplicatively. This leads to the assumption 
that, from a certain amount of data, a normal distribution can be observed in the process times. Furthermore, 
since each assembly task is subject to a strictly physiological limit, a right-skewed distribution is to be 
expected. This corresponds to a logarithmic distribution. Thus, a variable to be examined is log-normally 
distributed exactly when its logarithm is normally distributed [29]. For verifying the log-normal distribution, 
the data values are first logarithmised and then the normal distribution is tested [30].  

In this context, the Kolmogoroff-Smirnoff test is used to examine the normal distribution. With this 
goodness-of-fit test, the empirical distribution function is compared with the theoretical normal distribution. 
The advantage of this test is the lower effort and a good result even in case of a small number of data values 
FRPSDUHG�WR�WKH�Ȥ�-test [31]. This test can be used to check whether a random variable follows a previously 
assumed probability distribution [32]. In order to verify for normal distribution, the maximum perpendicular 
distance of the cumulative values is compared with a critical value. The calculation of the critical value 
depends on the significance level and number of samples [31]. In the literature, the significance level is often 
set between 0.01 and 0.1 [33]. It defines the range of rejection. When the sample is within this range, the 
QXOO� K\SRWKHVLV� RI� QRUPDO� GLVWULEXWLRQ� LV� UHMHFWHG��$FFRUGLQJO\�� WKH� VPDOOHU� Į� LV� FKRVHQ�� WKH� JUHDWHU� WKH�
probability for the result of the investigation to define the data set as normally distributed [34]. 

3. Examination by means of the case study terminal strip assembly 

The approach for validating and interpreting production data of manual assembly systems is explained below 
using the use case of terminal strip assembly of the Chair of Production Systems. First of all, it must be 
determined whether the use of the production data acquisition system has resulted in valid production data. 
This is the basis for using the data for the calculation of KPIs and production control. Furthermore, the data 
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are examined regarding to the influencing factors. In addition to the expected log-normal distribution of the 
process values, this includes, the analysis of learning curves as well as malfunctions and measurement errors. 

 

3.1 Experimental setup and test procedure 

The terminal strip assembly can be assigned to the area of small parts assembly with a high diversity of 
variants. It is exemplary for other manual assembly processes in mechanical engineering. The assembly 
system is operated in cooperation between the Chair of Production Systems and the company Phoenix 
Contact GmbH & Co KG and represents an industrial environment with real orders. [35] The first step in the 
production of terminal strips is to cut the rails to length. These are then transferred to workstation 1, where 
the terminals are mounted on the rails. This is followed by the labelling at workstation 2, where small labels 
are applied. After that, the assembly of circuit bridges takes place at workstation 3. Subsequently, the desired 
functionality of the terminal strip is ensured by quality tests at workstation 4. Workstation 5 is used for pre-
wiring the terminal strips. The final workstation 6 serves to package. [35] The assembly is carried out by 
two experienced employees who are supported by an assistant during peak loads. The process times of the 
assistant are not considered. The product portfolio of the terminal strip production comprises 70 variants, 
each consisting of a unique composition in terms of the number and variation of terminals, labels, circuit 
bridges and other components. In 2021, 31 of these variants were produced between 10 and 1173 times. 

In the scope of this examination, the production period from 07.01.2021 to 03.12.2021 is considered. A total 
of 8799 terminal strips were produced, of which 5740 were recorded by the PDA. This results in an 
acquisition rate of 65.23%. The reasons for the non-recorded values of about one third of the products consist 
in the non-consideration of the process times of the assistant as well as in technical aspects during the 
introduction and smaller revision steps of the PDA. Ultimately, the familiarization of the employees with 
the new system, especially at the beginning, also meant for a lower acquisition rate. The processing times 
were recorded for each assembly part process using a tablet-based app. The processing times for every 
assembly station are recorded for each order and product. In addition to these productive times (operating 
state production), the pause times and non-productive times, such as setup, rework or malfunctions, were 
also recorded. In the period under review, 85% of the data relates to the operating state production, 10% to 
pause times and 3% to setup. The data volumes of the other operating states comprise less than 1%. The 
subsequent validation of the production data focuses on the production times of the terminal assembly, 
labelling and bridge assembly stations, since this is where the assembly activities take place. In this way, a 
total of 63% of the productive times of the assembly system are analysed. 

With regard to the general conditions under which the investigations were carried out, it can be stated that 
the influencing factors shown in Figure 1 with regard to the categories of process properties, production 
system and environmental effects were constant during the period of investigation. The product properties 
are liable to the variance that is defined by the range of parts. In relation to the category order planning and 
network, the factors part quality and number of suppliers are fixed. In the course of real production, changes 
occur continuously with regard to order-specific aspects such as order sequence, order volume, deadlines 
and delivery reliability. The changes in these parameters can be considered in the analysis with the help of 
the PDA and digital order planning. The category of human factors is constant in terms of qualification. The 
parameters learning, stress, fatigue and motivation continue to fluctuate depending on the current boundary 
conditions and individual constitutions of the employees. These cannot be measured directly. However, 
conclusions can be drawn from the collected process data, so that indirect statements can be made about this 
during data analysis. Furthermore, the aspect of well-being cannot be measured with the used PDA system. 
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3.2 Presentation of results 

Consequently, the processing times at the three stations are examined for validity on the basis of the 31 
different terminal strip variants. For this purpose, the entire data set is first filtered using the box-plot method. 
Figure 2 initially shows that the variants were produced in varying numbers and frequencies in 2021. 
Furthermore, there is an data acquisition rate for each variant. The terminal strip variants are sorted in 
ascending order with regard to their assembly complexity. The complexity depends primarily on the number 
of different components, the total number of components and their properties. [36] A more complex variant 
tends to be more complex to assemble, which is also reflected in the processing times. The average 
processing times per station is 201 s for terminal strip assembly (labelling: 202 s, bridge assembly: 114 s). 

 
Figure 2: Evaluation results 

As shown in Figure 2, the procedure for validating process data of manual assembly systems described in 
Chapter 2 results in a normal distribution rate of 90% for the terminal assembly station. Out of the 30 variants 
considered here, the distributions of the recorded assembly times of 27 variants are log-normally distributed. 
A similarly high rate of 93% was obtained for the station labelling. Here, sufficient data were also collected 
for 30 variants to check the normal distribution. Thus, 2 variants are not log-normally distributed. The third 
assembly station, bridge assembly, in contrast, has significantly less data. Here, all recorded production times 
are log-normally distributed.  

 
Figure 3: Processing time histograms of terminal assembly (x - not log-normal distributed) 

3.3 Evaluation and discussion 

When taking a closer look at the individual histograms, a bell-shaped or right-skewed, logarithmic 
distribution can often be seen (see Figure 3). This pattern of the distributions allows the conclusion that it is 
valid process data. Furthermore, conclusions can be drawn about the production process and the data 
acquisition method. The frequently observed right-skewed distributions of the process values are shown as 
an example in Figure 4 using the histogram for the data of variant 8197399-03 of the station labelling. In 
relation to this variant, 529 products were produced in the period under review with an average batch size of 
21 pieces. The acquisition rate is 87% and the median processing time is 234 seconds. The exemplary 
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distribution of the measured values, which is characteristic for the majority of the data, can be distinguished 
on the basis of three different areas. It should be noted that these areas are not subject to a strict separation, 
but rather a flowing transition.  

The first area contains the lowest values up to 200 seconds. Here, a strong increase in frequency can be seen. 
In connection with the median of 234 seconds, this leads to the conclusion that the majority of the values in 
this area must be the result of technical measurement errors or incorrect usage of the PDA, since a processing 
time lower than 200 seconds is not achievable even for a skilled worker. This "physiological limit" can thus 
be seen in the majority of the histograms. In contrast, realistic values can be assumed in the second area. 
This area contains the majority of the recorded values and always includes the median of the processing 
time. Nevertheless, there is also a scattering of values between 200 and 260 seconds. This can be interpreted 
as normal performance fluctuation in manual assembly. In this example, the third area of the histogram 
contains all process values from 260 seconds and includes significantly fewer data values compared to the 
second area. For the majority of the recorded distributions, a staircase-like decrease in the frequencies with 
increasing processing time can be seen here. This is probably due to disruptions in the production process 
and problems with the assembly task. However, data resulting from incorrect operations can also be found 
here. Another reason for increased process times in this area can be learning effects. In the context of this 
variant with a high production frequency, this means a rather small influence.  

 
Figure 4: Histogram of the processing times of the terminal strip variant 8197399-03 at the labelling station 

In contrast to this example, five data records do not correspond to the log-normal distribution. A closer look 
at the measured values shows specific reasons, which will be discussed in the following using the four 
categories incorrect usage of the PDA, average processing time, lack of standardization and low data basis. 

 
Figure 5: Terminal assembly of variant 1021640-03: a) Production order processing times; b) Histogram; c) Log-

normal distribution 

First of all, as with the explanation of the measured values from the first and third area, the incorrect usage 
of the PDA should be mentioned as a source of error. This can be seen particularly in the example of variant 
1021640-03 (see Figure 5). The main reason for the non-existent log-normal distribution here is the process 
data of a few orders. This becomes clear when looking at Figure 5. Here, all 31 completed jobs of this 
terminal strip variant at the terminal assembly station are plotted. As also shown in the histogram, the 
majority of the measured values are in the range of 200 to 400 seconds. The median is 284 seconds. However, 
there are also 2 jobs with many physiologically unrealistic values below 200 seconds and a large number of 
process values above 400 seconds. In total, this means that no log-normal distribution prevails here.  
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The second category is the average processing time of the assembly activity. This is particularly evident in 
the example of the labelling of the terminal strip variant 102640-03 (see Figure 6). Here, the median of the 
processing time amounts 117 seconds. Basically, the histogram shows a similar distribution to the example 
in Figure 5. Nevertheless, the difference here is the significantly shorter processing time, which means that 
disruptions in the operating sequence and operating errors have a greater influence. With long processing 
times of several minutes per product, these are less significant than with such short processing times. 

 
Figure 6: Labelling of 1021640-03: a) Production order processing times; b) Histogram; c) Log-normal distribution 

The third category includes the error source of lack of standardization (see Chapter 2), which can be seen in 
particular in the example of the assembly of terminal strip variant 8195786-03. Figure 7 shows that two out 
of three production orders recorded have a clearly different average processing time. The difference in the 
processing time corresponds approximately to the duration of the processing time for bridge assembly. In 
both cases, no data is given for the bridge assembly, which leads to the conclusion that the employees have 
assembled the bridges already at station 2. This correlation is noticeable because of the few orders with little 
data, so that the box plot filtering does not apply.  

 
Figure 7: Labelling of 8195786-03: a) Production order processing times; b) Histogram; c) Log-normal distribution 

The fourth category includes this context of a low data basis. The terminal assembly of variant 1027086 is 
selected here as the example (see Figure 8). Here there are three different orders with an average batch size 
of 867. The median processing time is 76 seconds. An examination of the histogram shows that the 
malfunctions and failures are much more significant here than in the case of more complex variants. Another 
reason for the larger number of high process values could also be a learning effect, since this variant was 
only ordered three times.  

 
Figure 8: Terminal assembly of variant 1027086: a) Processing times of the individual production orders; b) 

Histogram; c) Log-normal distribution 

For further investigation of possible learning effects, an exponential regression line was calculated for the 
respective data of the production orders. If the algebraic sign of the gradient is negative for these functions, 
it can initially be concluded that there has been an average improvement in processing times in relation to 
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the individual products of a batch. Thus, in 75% of the 465 production orders examined, a reduction in the 
processing time per product can be observed in the course of the work progress. This can be differentiated 
in relation to the individual stations. This shows that 68% of the orders for terminal assembly have a reduced 
assembly time in the course of processing (78% for labelling, 86% for bridge assembly). There may be 
various reasons for this. According to Buck, in addition to the learning effect, changed work processes can 
be mentioned here, for example. Thus, learning effects cannot be proven here, but only disproved. [37] 

4. Conclusion and Outlook

In summary, it can be stated that the data acquired in the field of terminal block assembly can be considered 
as valid. This becomes particularly clear when looking at the distribution of frequencies in detail. This 
finding is an absolute basis for further analysis of the data set with regard to the influencing factors in manual 
assembly described above. This paper already provides important approaches for this. In addition to the 
identification of a physiological limit of the processing time, it could be shown that the influence of 
malfunctions in the operating process as well as incorrect operations increases with decreasing processing 
time. Finally, it was also shown by means of an example that a high degree of standardization is absolutely 
necessary in order to be able to calculate useful key figures on the basis of valid data. Furthermore, a small 
data basis means that the box plot method is less suitable for filtering the process values. When looking at 
the individual assembly orders, it has also become clear that a decreasing processing time per product with 
increasing work progress can be observed for the majority of the assembly lots recorded. This leads to the 
suggestion that there may be some form of learning. Here, a further assumption is that this effect occurs 
more strongly with increasing product complexity as well as with increasing batch size. In addition to this 
aspect, the influence of pause times and the influence of delivery deadlines will be the subject of further 
investigations. However, due to the complex correlations between the influencing factors, often only 
assumptions can be made. For a more precise analysis of the causes of human factors and for the creation of 
effect models, extended PDA systems and systematic experiments are required. The aim is also to vary and 
investigate influencing factors that were still set as fixed in the present use case. These include, among other 
things, the involvement of additional employees, the variation of the order sequence, and the modification 
of the process sequences, for example with regard to batch or piece production. 
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Abstract 

Recent events such as the COVID-19 pandemic or the Ever-Given accident in the Suez Canal, which have 
led to local product shortages and negative social and environmental impacts, highlight the need to build 
resilience in areas that are highly affected by such events: in cities. One aspect of a multidisciplinary concept 
of resilient cities is the local manufacturing of physical products, which currently is mainly based on globally 
complex supply chains. The resilience of a city can be impaired if the supply of consumer goods can no 
longer be guaranteed, e.g., due to the fragility of supply chains. From this perspective, one of several 
pathways to a more resilient city is the emerging movement of open production sites (so called Fab Labs), 
where physical products can be produced or repaired in a distributed way by the consumers themselves. In 
metropolitan areas such as Hamburg, Fab Labs form networks including makerspaces, open workshops and 
educational institutions ± so called Fab Cities. This article highlights the role of Fab Labs with regards to 
urban resilience and displays the capability of the Fab City Hamburg to contribute to the resilience of the 
city. To explore these capabilities in a pilot study, semi-structured interviews were conducted with makers 
and operators, and different Fab Labs were explored via participant observation. This article demonstrates 
that Fab Labs can contribute to a resilient city - especially from the perspective of manufacturing capability 
but also regarding the development of technical education. However, there are clear limitations with regards 
to the vertical range and manufacturing diversity. 

Keywords 

Resilient City; Urban Production; Production Sovereignty; Fab Lab; Fab City 

1. Introduction

The COVID-19 pandemic has affected people around the world and, in some cases, drastically changed local 
living conditions. Contact restrictions and other limitations have been introduced to contain the spread of the 
virus. This has had a major impact on cities and their inhabitants, where, in many places, public life has been 
reduced to an absolute minimum and normal life was disrupted. 

Despite these measures, very high numbers of COVID-19 cases occurred locally, leading to supply shortages 
of consumer goods, personal protective equipment and other devices (e.g., lung ventilators) especially early 
in the pandemic [1]. In the case of personal protective equipment one reason was that countries (specially in 
Asia) which manufacture personal protective equipment needed the equipment for their own needs at the 
start of the pandemic (e.g., China manufactures four-fifths of the world's protective clothing) [2,3]. However, 
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it also became apparent that manufacturers outside the Asian region did not have the needed capacity and/or 
infrastructure to respond adequately to this high and short-term demand [4]. 

A similar lack of resilience through our global supply chains has occurred in the Ever-Given accident in the 
Suez Canal in March 2021, which had blocked the canal for six days. The problem was not so much the 
breakdown caused by the individual ship, but the six-day closure of one of the world's most important 
shipping channels. In total, 422 ships jammed and failed to reach their destination on time, causing delivery 
delays and damage to industry, wholesale and retail. This resulted in an estimated loss of supply of around 
9 billion euros per day [5,6]. 

In both cases, entire countries were caught more or less unprepared due to the short lead time and immense 
and continuous demand for equipment. These problems manifest themselves especially where large crowds 
gather. In cities, there is a lot of contact with people in public spaces, a continuous and high demand for 
physical products, and at the same time, usually little manufacturing activity in the center. On the other hand, 
there are also large supply chains, but as the examples of COVID-19 and the Suez Canal show, they can be 
vulnerable to external impacts. These problems and resulting impacts on cities could even intensify in the 
future, as forecasts indicate that 70% of  the global population will live in cities by 2050 [7]. 

For this reason, governments, scientists, urban planners and other actors have been coming up with concepts 
to make cities more independent (e.g. from global trade networks) and resistant to external influences (e.g. 
climate influences). The main contents of such concepts, which can be summarized under the term urban 
resilience, include new regional cooperations, new neighborhood developments and promoting civil society 
engagement and co-production.  

Such approaches also exist in the Hamburg metropolitan region, where physical products have already been 
developed and manufactured by citizens. This approach, which is practiced in Hamburg and other cities 
globally, is called Fab City. In this paper, we present insights from the Fab City Hamburg and show what 
FRQWULEXWLRQ� )DE� /DEV� FDQ� PDNH� WR� LQFUHDVH� D� FLW\¶V� UHVLOLHQFH� LQ� WHUPV� RI� SURGXFWLRQ�� LQQRYDWLRQ� DQG�
education in order to be less dependent on external influencing factors. 

2. Theoretical Background 

2.1 Resilience and Resilient Cities 

The concept of resilience is not a new notion and has its roots in the Latin word "resilire", which describes 
the ability of an entity or system to elastically restore its form and position after a disturbance or disruption. 
But as clear as its origins seem, as ambiguous seems its current definition. The polysemous concept of 
resilience varies in its meaning depending on the discipline, whereas this work focuses on urban resilience 
or resilient cities. The literature on this is numerous and has grown rapidly, especially in the last few years, 
with just about 40% of the total publications with the keyword "urban resilience" emerging in 2020 and 2021 
[7]. For a detailed look at the definitions, see Merrow 2016 [8]. 

In their review of smart solutions and technologies during the pandemic, Sharifi et al. use the definition of 
the National Academies of Sciences, Engineering, and Medicine as a basis, as it combines different 
approaches and disciplines. According to this, resilience is defined as the capability to prepare and plan for, 
absorb, recover from, and more successfully adapt to actual or potential adverse events [9,7]. Sharifi et al. 
note that resilience is an approach to the management of socio-ecological systems that aims to develop an 
integrated framework to bring together the (often) fragmented, diverse research on disaster risk management 
[7]. In their review, Masnavi et al. [10] studied the exploration of the concept of urban resilience for use in 
urban planning and focused in detail at the conceptualization of a resilient city. As they explain, a common 
aspect of many approaches is the ability to withstand, resist and respond positively to pressure or change. 
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In addition, Patel et al. concluded, that resilience is not only about restoring functionality, but also about 
correcting existing social, political and economic structures that may have increased vulnerability and 
limited the ability to cope with the crisis [11]. It is also essential to note that resilience is not a rigid concept, 
but a dynamic set of conditions and processes [12]. 

The German Institute for Standardization has also published an ISO standard entitled "Sustainable cities and 
communities - Indicators for resilient cities" [13], which describes the concept of a resilient city in detail. 
Thus, by maintaining and restoring essential basic structures and services in a sustainable manner and 
through risk management practices, a resilient city is able to withstand, absorb, manage, adapt, transform 
and recover from the impacts of shocks and stresses [13]. 

In the meantime, numerous policy papers and reportings have been published, providing practical guidelines 
for making a city or region more resilient. Examples of this include the memorandum "Urban Resilience - 
Ways to create Robust, Adaptive and Viable Cities" of the German Federal Ministry of the Interior, for 
Building and the Home Affairs (BMI), which serves as a guideline for contemporary urban policy in 
Germany and Europe. It contains ten recommendations for action to increase a city's resilience, e.g., 
promoting civil society engagement and co-production or utilizing the potential of the neighborhood level 
[14]. Another example is the vision of the German Federal Environment Agency for a "City for Tomorrow", 
in which, for example, higher resource protection and more space for encounters are addressed [15]. 

A commonly shared aspect, when defining the term urban resilience or resilient city is an emphasis on the 
human factor and the contribution of human centered systems towards D�FLW\¶V�UHVLOLHQFH, i.e. its ability and 
performance to anticipate, prepare, react, adapt and recover [16,17,12]. Based on these findings, the 
following working definitions of key terms of urban resilience is used for this paper: 

x Anticipate - A city has the ability to foresee external changes. 
x Prepare - A city has the ability to prepare for upcoming changes of external influences. 
x React - A city has the ability to react at short notice to changes of external influences. 
x Adapt - A city has the ability to adapt to changes of external influences in the long term. 
x Recover - A city has the ability to recover from negative external influences.  

2.2 Maker Movement, Fab City and Fab Labs 

One approach to increase a city's resilience can be fostering technological literacy in conjunction with the 
creation of easy access production opportunities. This idea is part of the so-called Maker movement, 
originating from the USA, which focusses on self-production or community-based production of goods by 
prosumers (production by consumers) [18]. This new way of value creation offers potential in the areas of 
education, innovation and production [19]. In this movement, education (especially technical literacy) is 
fostered by an experimental learning environment, including rapid-prototyping methods of new product 
designs. In open-source communities, socio-technical contexts can be understood and evaluated and 
knowledge can be shared and accessed. This is a creative basis for innovation, as one's own problems can be 
better translated into technical and novel solutions through newly gained and existing knowledge. With this 
bottom-up approach, individual open source physical products (so called Open source hardware) can be 
developed and manufactured by their future users. ³2SHQ�VRXUFH�KDUGZDUH�LV�KDUGZDUH�ZKRVH�GHVLJQ�LV�PDGH�
publicly available so that anyone can study, modify, distribute, make, and sell the design or hardware based 
RQ�WKDW�GHVLJQ´�[20±22]. While the Maker Movement is more about fun, fabrication and community, essential 
content has been incorporated into the Fab City approach [23,24]. 

In the Fab City approach, founded in 2014, production is brought back to the city and carried out in the local 
neighborhood [25]. The goals of this city network (there are already 38 official Fab Cities distributed around 
the world) include greater independence from complicated transport logistics, sharing open (production) data 
in the network, building up or recovering technological literacy and developing new technologies at the point 
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of need. The actual production in the neighborhood takes place in open production sites, so-called Fab Labs, 
with the help of easy-to-use digital production machines (e.g., 3D printers, CNC mills, laser cutters) [26]. 
Fab Labs are places where people can work creatively, innovate and produce physical products [27]. They 
provide access to production infrastructure for the local population through their equipment of hand tools 
and digital production machines. Besides individual products, small batches can also be produced, as 
exemplarily demonstrated by the production of face shields and masks during the COVID-19 pandemic 
outbreak in many places [28,29]. The term Fab Lab was first initiated at the Massachusetts Institute of 
Technology in 2002, and since then the number of such places has been growing rapidly: according to the 
Fab Foundation, a US non-profit organization for supporting the international Fab Lab network, there are 
already over 2000 such places worldwide. 

Fab Cities with Fab Labs should be clearly differentiated from other innovative production approaches, 
which focus on raising the competitiveness on the market, such as frugal production or reconfigurable 
production systems [30,31]. The core strength of Fab Cities with Fab Labs is the triad of education, 
innovation and production as a whole. Fab Cities are more than innovative production approaches. Fab City 
³LV�DERXW�UDGLFDO�WUDQVIRUPDWLRQ��LW�LV�DERXW�UHWKLQNLQJ�DQG�FKDQJLQJ�RXU�UHODWLRQVKLS�ZLWK�WKH�PDWHULDO�ZRUOG��
in order to continue to fORXULVK�RQ�WKLV�SODQHW´ [25]. 

Fab Labs and Fab Cities already provide an infrastructure that allows local innovation, urban production and 
knowledge building by everyone. However, full resilience of a city is clearly beyond the capabilities of a 
Fab Lab or current Fab Cities. But the need for a (more) resilient city is becoming increasingly clear. 
Therefore, the question arises: What contribution in terms of education, innovation and production can Fab 
Labs in Fab Cities make to achieve resilience in a city? In this paper, we present insights and results on the 
analysis of capabilities of the Fab City Hamburg based on selected Fab Labs. 

3. Methodology 

A qualitative and exploratory research approach with mixed-methods using data triangulation of semi-
structured interviews and participant observation has been chosen for answering the research question. This 
approach was chosen since no data on this topic in cities is available in literature, therefore data was 
empirically collected as part of this study. According to R. K. Yin [32], a single context has been chosen. 
This is justified by the unique situation of the COVID-19 pandemic in combination with the Fab City 
approach, which is still not widespread, allowing data to be collected in a state that was previously 
inaccessible to scientists. 

To explore the contribution of Fab Labs to increasing resilience, Hamburg was chosen as the research 
subject. Hamburg is home to more than 15 Fab Labs and other open production sites. Since 2019 the city 
has officially been part of the Fab City network. In the Fab City Hamburg, five universities and research 
institutions, three different authorities and various employees and volunteers are busy building a physical 
and digital infrastructure to be able to produce in the urban space of the city. Combined with the single 
context and the study of a single phenomenon (contribution of Fab Labs to increasing resilience) with 
multiple embedded and independent units of analysis (Fab Labs in Hamburg), this is an embedded single-
case design. 

Data was collected qualitatively in July 2021 by means of semi-structured interviews in nine Fab Labs with 
a total of 18 participants. For this purpose, an interview guideline was created with different questions that 
have an influence on resilience in the areas of education, production and innovation. These include internal 
lab processes, internal and external knowledge management, flexibility and speed of decision-making paths, 
demand messages, cooperation and collaborations, as well as production processes and planning and control 
systems in the respective Fab Labs. 
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The interviews were recorded in audio, anonymized, transcribed and evaluated and compared using 
qualitative content analysis according to P. A. E. Mayring [33]. This type of methodology was chosen in 
order to provide comparability between statements and information on the same topics through the semi-
structured nature. At the same time, the semi-structured nature offers a great deal of freedom for interviewees 
to comment in greater depth on a subject, allowing the interviewer to gain new insights and internal 
knowledge. 

One lab manager and one maker were interviewed per Lab. The group of people was intentionally limited 
and selected this way because we want to explore the influences on resilience and related events on site in a 
Fab Lab (shopfloor). The nine Fab Labs fall into three main categories: government/university Fab Labs, 
community-driven Fab Labs, and corporate Fab Labs. On the one hand this division was made to obtain the 
different views of a Maker or Lab manager for an individual Fab Lab. On the other hand, the categorization 
of the Fab Labs is necessary because significant factors with regards to people, technology and organization 
(e.g. financing, personnel, users, equipment, organizational structure and process organization, aim) differ 
significantly (for overview see figure 1). Since Fab City Hamburg continues to be in the making and only a 
few actors from the Maker Movement have contributed to this area so far, the interview partners from the 
three categories were chosen partly (2 Fab Labs) from the Fab City Hamburg environment, but mostly (7 
Fab Labs) independently. However, the core statements of the interviews contained the same content, and a 
theoretical saturation was recognizable. 

 
Figure 1: Research object 

Additionally, as the second method of our mixed-methods approach, each Fab Lab was observed in a 
participatory (purely physical presence) and open manner. This observation was also conducted in a semi-
structured manner using semi-structured observation guides to ensure comparability but also the possibility 
of deeper insights. The main focus of the observation was on the machines on site, which allowed to draw 
conclusions about the actual production capability. The results were systematized for the individual Fab Labs 
and the three main categories and documented in sub- and main tables. The evaluation was also carried out 
using qualitative content analysis. The mixed-methods approach combined with data triangulation and the 
large number of different Fab Labs and interview partners (in Hamburg) was chosen to best reduce potential 
bias. 

4. Analysis and Results 

In the following analysis, the findings and insights from the interviews and participant observation are used 
to evaluate the contribution of Fab Labs in the areas of innovation, production, and education promoting 
urban resilience. We see innovation, production and education as part of the solution to respond to the five 
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identified fields of resilience. For this purpose, the definition derived in section 2.1 for building a resilient 
city, including the five sequences anticipation, preparation, reaction, adaption and recovering, is used to 
examine the contribution Fab Labs offer to building a resilient city in the dimensions of education, innovation 
and production (see figure 2). The processes behind each dimension are not considered as they are very 
individually dependent on the implementation of these dimensions by the actors. By deriving the dimensions 
through the already existing processes which were observed show the effectiveness and feasibility of the 
processes. 

 
Figure 2: Intersection between resilience and Fab Labs 

4.1 Education support 

As the interviews show, the preparation of upcoming disturbances is supported by the Hamburg Fab Labs 
offering production spaces which are openly accessible, as well as offering openly organized workshops to 
transfer knowledge on how to use these spaces in terms of configuration of available machines and usage of 
computer aided design and development tools. These workshops reach from build workshops all the way to 
soldering, sewing and laser-cutting workshops. They take place at the labs directly and are organized for 
members of the local community as well as externals. 

During the COVID-19 pandemic, it became clear that these workshops are essential to the use of Fab Labs, 
as they can uniformly bring a group of interested parties of six to twelve people to the point of being able to 
independently operate a machine as well as the associated software. For 3D printers, such a workshop lasts 
between two and four hours and can already be conducted with teenagers. Through these workshops as a 
preparatory measure, it was consequently possible to put people in a position to subsequently help as a 
workforce. In addition, participants then have the skills to use the site to develop and try out technical 
solutions, building further knowledge independently. 

In addition to such workshops on the simple use of machines, there are also build workshops that are 
conducted throughout the community and usually rely on the use of open source hardware. The conducted 
build workshops represent the process of local replication of open source hardware designs. This openness 
enables a deeper insight into the technical fundamentals of the hardware as such and provides opportunities 
of re-designing as well as repairing the hardware. The workshop offers are mostly bundled and available on 
one particular day of the week (so-called open lab day). Through these open offers and the collaborative 
organization of these workshops by the community and managers, knowledge is passed on to the civilians, 
technical literacy is built up and promoted, and the resilience of a city is fostered through the possibility of 
self-production of consumer products and machines. 

Interviews with the lab managers, particularly in community-driven fab labs, have shown that the lack of 
professional staff to organize and conduct these workshops and the financing of the activities are the most 
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common issues hereby. This problem is much less prevalent in corporate Fab Labs, where personnel 
capacities for workshops are more limited (due to lack of time). Another problem is the low level of 
cooperation between the Fab Labs. There is no Fab Lab in Hamburg that has a strategic cooperation with 
other Fab Labs, which means that resources (including resources for workshops) can only be used 
inefficiently. 

³8QIRUWXQDWHO\��WKHUH�LV�QR�UHDO�FRRSHUDWLRQ��,W
V�MXVW�D�ELW��ZKHQ�ZH�DUH�RYHUORDGHG��,�VHQG�RXU�VWXGHQWV�
VRPHZKHUH�HOVH�WR�SULQW��%XW�FRRSHUDWLRQV�XQIRUWXQDWHO\�QRW�´�- University Fab Lab manager 

The constant documentation of this knowledge is essential for the use of open knowledge and the (machines 
building) workshops already described. Accompanied by the offer of open educational resources provided 
by Fab Labs in Hamburg, the knowledge is thus digitally available and regardless of location. Lessons 
learned throughout shock periods are accumulated in the described open-ended manner and can be used for 
new learning cycles. Thus, the skills learned are retained and provide a long-term basis for responding to 
new events. Such concepts are essential to form an educational basis to build up preparational and 
recoverable resilient structures in cities. As the interviews have shown, the documentation of this knowledge 
is still a widespread problem, since the existing knowledge is insufficiently processed and summarized for 
posterity, which currently still leads to difficult learning conditions. 

4.2 Innovation support 

Fab Labs offer a significant contribution to fostering innovation, through their open workshop, whereby 
users have the opportunity to develop technical solutions to problems and produce prototypes. This gives 
rise to new products that can subsequently be used in the local area. Users are supported in their innovations 
by innovation consultants or by the lab managers, who are available to answer questions about machines and 
technical solutions during the respective opening hours (open lab days). However, it is also apparent that 
insufficient funding and a lack of knowledge mean that the potential of this advice cannot yet be fully 
exploited. 

Fab labs in conjunction with open source hardware offer great potential for innovation, as the designs of 
these products are available digitally and may be adapted by any user. The knowledge of a larger community 
lead to quick design adjustments and improved products. Fab Labs also offer a way to quickly develop and 
try out new prototypes (similar to the lean startup approach of "build, measure, learn"). According to the 
interviews, in Hamburg this knowledge and opportunity was massively used during the COVID-19 
pandemic, when Face Shields and Face Masks based on an open source hardware design were developed, 
refined, and produced in several Fab Labs (especially base-funded university Fab Labs). This rapid reaction 
enabled the products to be adapted to local (especially climatic and regulatory) constraints and subsequently, 
in conjunction with the manufacturing infrastructure, to supply several hospitals in Hamburg, Schleswig-
Holstein and Madrid. [28,29] 

³$�FROOHDJXH�WKHQ�SUHVHQWHG�WKH�ILUVW�adapted concepts for the face shield, for example. Then we went into 
the first prototype phase, where we tried to see what could be printed and how, and how the whole process 

could be optimized. Then again a bit of try and error. First attempts at how we can stack things for 
maximum effectiveness. And then it worked.´�- University Fab Lab user 

The innovation potential described above can also be found in the area of adaptation and recovering, where 
technical solutions can be (further) developed to meet local needs. An example from an interview with a 
manager of a university Fab Lab shows the potential of local communities in idea competitions, where the 
citizens are invited to contribute to specific topics where new innovative solutions are needed, or existing 
solutions are optimized or redesigned based on local gathered requirements. 

This community-based innovation process operated and curated in Fab Labs supports the city's ability to 
prepare for upcoming events by designing new technical solutions, to react to events by deploying the 
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solutions in a rapid way and to adapt flexible to new states of urban settings. In doing so, the open innovation 
cycle is iterative and always adapts to new circumstances, which can also go beyond a state of shock. 

4.3 Production support 

The creation of a responsive and adaptable city infrastructure is supported by Fab Labs through the provision 
of small open physical production facilities and machines. This production infrastructure provides a lever 
for action to produce needed products locally and as far as possible without dependencies in the global supply 
chain. This allows us to build and maintain a production sovereignty that enables us to manufacture physical 
(simple) everyday objects. The big advantage here is the low variance of the raw materials: for example, the 
single raw material (filament) of the 3D printer can be used to produce a very wide variety of products. 

The machines in a Fab Lab vary but are mostly standardized. The most important machines as well as the 
materials to be machined, typical machining times and typical usage of the machines (based on the 
interviews) are shown in table 1. Fab Labs cover a large scale of plastic processing tools (especially through 
the use of 3D printers). In addition, metal and wood are other materials that can be processed locally. 
However, the interviews show that there are limitations in the processing complexity. The given degrees of 
freedom in processing are typically limited to 3 axes (x, y, z direction) in the examined machines (for 
example 3-axis CNC milling machines). In terms of the value of the machines, it has been shown that 
university and corporate Fab Labs tend to have more financial resources to purchase higher quality and 
multiple machines related to a manufacturing process. In community-driven Fab Labs, on the other hand, 
there are many cheaper machines or self-built solutions (as open source hardware) that are, however, very 
well adapted and appropriate to their area of application. 

Table 1: Machines in Fab Labs 

Digital machines Materials Processing time Dissemination Usage 

3D printers 
Plastics (especially 
PLA, TPU, ABS) 

Hours to days Very high High 

Laser cutters 
Especially wood, 
plastics, metal 

Minutes High 
Very high (most 
used machine) 

CNC mills and 
lathes 

Wood, plastics, 
partly metal 

Minutes, 
partly hours 

Medium Medium 

Vinyl cutters Vinyl, paper Minutes Low Low 

Circuit board 
printer 

Circuit boards Minutes Low Medium 

3D scanners Any Minutes Low Medium 

 

Due to these restrictions, there are clear limitations with regards to the vertical range of manufacture, which 
is additionally restricted by the quality of the machining. However, these machines are perfectly adequate 
for the production of physical products where lower quality requirements are placed on the machining and/or 
only simpler geometries are used. As a current example, the production of officially approved face shields 
in larger quantities (up to 5,000 face shields per week) with 3D printers and laser cutters in a single Fab Lab 
should be mentioned [28,29]. In addition to the manufacturing of physical products, the existing machines 
and tools can also be used for the maintenance and repair of goods which support the FLW\¶V� resilience 
recovery process. 
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With regard to the possible output of a Hamburg Fab Lab network (i.e. Fab City Hamburg) and the ability 
to react to external influences, the potential of a distributed and networked production infrastructure with 
Fab Labs was also analyzed. The interview results show that Fab Labs as locations see themselves as 
independent organizations with mostly no manufacturing organization.  

³7KHUH�LV�DOPRVW�QR�SURGXFWLRQ�RUJDQL]DWLRQ�VWUXFWXUH�DW�DOO��>���@�)RU�H[DPSOH��VRPHRQH�LQ�KLV�WHOHJUDP�
group throws something into the room about what needs to be done or an idea about what we can do, and 

WKHQ�ZH�WDON�DERXW�LW��7KLV�LV�WKHQ�RUJDQL]HG�VRPHKRZ�´�- Community Fab Lab manager 

Fab Lab managers and Makers are also primarily focused on a single Lab. This leads to manufacturing that 
is currently not very efficient, since, as the interviews show, machine capacities are unnecessarily kept on 
hand and/or not used. However, the individual Fab Labs cooperate regionally with actors such as universities, 
schools, SMEs or associations in a cooperation network, but as shown not in a production network. 

In addition to the physical infrastructure, some of the Hamburg Fab Labs (especially university and 
community driven Fab Labs) host and use open-source software tools for design and development of open-
source hardware (e.g., image processing programs or CAD/CAM software) or for operating their 
organization (e.g., open source cloud software and development platforms with built-in version control). 
Through this use, Fab Labs can offer digital infrastructure for production systems which stays digital 
sovereign and flexible used by community members and external partners to create and exchange knowledge. 
In terms of the five resilience sequences, this offers advantages particularly in preparation, reaction and 
adaptation, since the software infrastructure cannot be easily deactivated from the outside, e.g. in a defense 
case. It also ensures that the knowledge (e.g. designs, production data) stored on the local servers and in the 
local software applications is available for the long term. The interviews showed that such a data structure 
is currently under development, especially in the university and community-driven Fab Labs. 

Besides the production capability, the factor of decision-making process in Fab Labs is important for the 
flexible reaction and adaptation in a resilient city. This process depends on the legal and organizational 
structure. The observed community driven Fab Labs in Hamburg are operated as associations. Decisions are 
made by consensus at the board or member level. For larger and strategic decisions, there is usually a two- 
to four week lead time to vote on issues that need to be decided. This circumstance is an obstacle to 
flexibility, though it is a very democratic process. In commercial and university driven labs, decisions are 
made by the responsible lab managers or delegated to corresponding employees. The consistently small-
scale organizational structures of these Fab Labs enable fast and flexible decision-making, which contributes 
to an optimized implementation process when needed (see face shield and face mask production during the 
COVID-19 pandemic in [28,29]. In general the effort of processes is very dependent on the organizational 
structure of the actors. 

After providing an overview of Fab Labs' contributions to resilience enhancement, the following section 
discusses key findings and identifies limitations. On this basis, the authors recommend a research agenda for 
future in-depth investigations 

5. Discussion and Research Agenda 

The aim of this paper was to elaborate in a pilot-study the role and capabilities of Hamburg Fab Labs as a 
contribution to making Hamburg a resilient city. As displayed in the analysis, the production capacity and 
product variety of the Hamburg Fab Labs is still very limited. Currently, only the processing of simple 
geometric products and/or products with lower quality and quantity requirements is possible. Furthermore, 
especially the community driven labs are currently facing the major issue of personnel shortage. This is 
partially due to the difficulty of funding, which is why the work is largely based on volunteer labor. 
University and corporate driven labs do not/less have the problem.  
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Even though their potential is currently greatly reduced e.g., by a lack of cooperation among the individual 
labs, especially the regional cooperations deriving from singular Fab Labs can still have a larger impact on 
strengthening a city as such [34]. As seen in the analysis, the Fab Labs in Hamburg have several ways of 
contributing towards the resilience of the city of Hamburg. Through their flexible adaptation and quick 
reaction, they play a significant role when it comes to Hamburg¶s ability and performance to prepare, react, 
adapt and recover. Anticipating structures, however, are not covered by Fab Labs as they do not have 
capabilities of foreseeing external disturbing events or shocks. Especially within the area of material 
processing, Fabs Labs in generDO�SURYH�DV�JUHDW�VXSSRUW�ZLWK�UHJDUGV�WRZDUGV�D�FLW\¶V�UHsilience. Additionally, 
the innovational and educational contribution of the Fab Labs are important factors when it comes to 
strengthening urban resilience. 

,W�PXVW�EH�NHSW�LQ�PLQG�WKDW�UHVLOLHQFH�LV�D�FRQFHSW�ZKLFK�LV�UDWKHU�DEVWUDFW��7KHUH�FDQ�QHYHU�EH�³WKH�UHVLOient 
FLW\´�[35] and furthermore, a city will never become resilient by the mere existence of Fab Labs and the 
Maker Movement. Nevertheless, it can be noted that Fab Labs in general can contribute to strengthening a 
city's resilience to certain events, such as shortages of certain products or natural disasters, by keeping a 
production infrastructure in the neighborhood, by sharing knowledge, and as places of rapid and adaptive 
innovation. As general key potentials of Fab Labs are the areas of education, innovation and production [19], 
the main findings (both advantages and disadvantages) of this study can be applied to other Fab Labs as well. 
However, since this study only refers to selected Labs in the Hamburg area, it is recommended to take a 
closer look at other facilities. A comparative study that includes additional German and European cities 
would underpin this concept. A focus can be placed on comparing regions with and without a Fab Lab 
network or a strong Maker movement.  

However, this pilot study is also just the start of data collection. To more deeply understand the )DE�/DEV¶�
contribution and potential, we specifically propose the following research agenda, first for the Hamburg area 
(for deeper understanding), and subsequently in further national and international (Fab) cities with a wider 
range of interview partners (both in terms of number and in terms of orientation, e.g. adding municipal 
partners or corporate partners):  

1. Product Design & Production:  
How can easier-to-use and more digitized (open source) machines enable Fab Labs to achieve a 
greater design complexity, greater production depth, and greater output? 
Which effect has an improved strategic collaboration and networked production planning and 
control systems on the output of Fab Labs?  

2. Education and interactions:  
How do Fab Labs influence local neighborhoods and the technological literacy of users?  
What further potential do Fab Labs bring within these areas? 

3. Finance: 
Which new funding models for staff, particularly in community Fab Labs, that support on-the-
ground work, are suggested?  
Which further limitations within the lDEV¶ volunteer work occur?  
Which types of financing models are recommended for Fab Labs, allowing short-term and flexible 
use without membership or other obligations? 

4. Further sectors:  
Which influence do Fab Labs have on further fundamental sectors such as healthcare, waste 
management or food? 
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6. Conclusion 

This paper evaluates and reflects on the role and capability of Fab Labs in the Fab City Hamburg as a 
contribution to a resilient city. In order to investigate this concept in a pilot study, semi-structured interviews 
and participant observations have been conducted in nine different Fab Labs within city. The results of these 
interviews and observations have been compared with the current state of research towards creating a 
resilient city. For this purpose, a working definition of a city's resilience, including the ability and 
performance to anticipate, prepare, react, adapt and recover, was defined and cross-referenced with the 
current contributions of local Fab Labs in the areas of education, innovation, and manufacturing. The data 
DQG�UHVXOWV�SUHVHQWHG�LQ�WKLV�SDSHU�VXJJHVW� WKDW�)DE�/DEV�FDQ�KDYH�D�VWURQJ�FRQWULEXWLRQ�WRZDUGV�D�FLW\¶V�
resilience. In particular, the ability to build technical knowledge locally in the neighborhood, to develop 
technical innovations alone or in groups, and to subsequently manufacture prototypes or physical products 
are main drivers towards forming a resilient city, which are strengthened and enhanced throughout Fab Labs. 
These drivers form the core of the Fab Labs` contribution to support cities in their approach to resilience. 
However, this study also highlights the limitations of Fab Labs for example in the manufacturing context 
with regards to manufacturing depth and diversity. Future work within this area should include studies 
focusing on other (inter-)national cities with a wider range of interview partners and different stakeholders. 
Essential will be further research on production machines and networks, funding for human resources and 
Fab labs, and influences on education and neighborhoods to more deeply understand the contribution of Fab 
Labs to urban resilience. 
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Abstract 

Production systems must be more resilient and adaptive due to mass customization and increasingly external 
disturbances, such as supply chain disruptions or changing policies. As the last chain in the production value 
stream, assembly systems are especially prone to fluctuations, leading to alternative and more flexible 
assembly system designs. Online scheduling is a crucial component for dynamically controlling a flexible 
assembly system. 
This work presents a modular software architecture that interfaces between online scheduling agents and 
control systems. A standardized data model of the assembly system allows for exchanging different 
scheduling agents during the planning or operation phase. Applications are benchmarking competing 
algorithms, validating scheduling results by comparison, and seamlessly substituting or updating scheduling 
algorithms. The standardized data model and interface on the assembly system side facilitate the transition 
between planning and operation. A simulation model can be interchanged with a control system without 
extra effort to integrate the control system's scheduling agents. Additionally, the modular architecture 
enables production-parallel simulation to optimize the running system by evaluating and executing 
alternative scenarios. 
The long-term assembly system performance can profit from the modular architecture by updating the agent 
during production with advances in online scheduling algorithms (e.g., machine learning). Furthermore, the 
modular architecture enables the required resilience and adaptability by fast switching from simulation to 
real control systems and supporting system optimizations during operation. 

Keywords 

Production control; software architecture; adaptive assembly; online scheduling; simulation 

1. Motivation

Various global trends in production technology push producing companies towards being more resilient and 
DGDSWLYH��&XVWRPHU¶V�GHPDQGV�DUH�LQFUHDVLQJO\�YRODWLOH�DQG�LQGLYLGXDOL]DWLRQ�LV�DQ�RQJRLQJ�FKDQJH�GULYHU� 
[1,2] Additionally, the recent pandemic still disrupts globalized supply chains and causes a shortage in 
semiconductors for production systems. [3] As a consequence, production systems and especially assembly 
systems, as the vulnerable last piece in the production chain, need to be adaptive and resilient to changes. 
[4,5] A solution are alternative assembly systems that break with the traditional concept of takt time and 
linear transfer in classical assembly lines. Examples of such concepts are matrix assembly systems [6,7], 
modular assembly systems [8], agile assembly systems [9], or dynamically interconnected assembly systems 
[10]. The break-up of linear transfer in those flexible assembly systems allows job routes that can be 
determined individually for each job. The allocation of processes at work stations for the jobs along the job 
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route can occur dynamically and with short reactions times. A consequence of the greater flexibility with job 
routes and the more dynamical character is a greater complexity in the landscape of software components 
for planning and control of such assembly systems. Also, in those systems changes in the product mix or 
disturbances, due to rework, missing components or worker shortages, are occurring in high frequency. 
[11,12] Therefore, online scheduling is a relevant task in such assembly systems. Machining systems are not 
considered, due to the significantly longer process time, less disturbances, and consequently less need for 
frequent re-scheduling or online scheduling.  

Following the complexity and the demands from online scheduling, multiple specific challenges for 
interfacing the different software components arise: During production in dynamical assembly systems with 
many disturbances, online scheduling algorithms must ensure the efficient job allocation. [13] These 
algorithms must cope with the complexity and temporal variability of boundary conditions. Therefore, 
traditional rule-based heuristics are not applicable and machine learning (ML) algorithms need to be applied. 
[14] These machine learning algorithms for online scheduling need to be connected to the control system 
that requests solutions for job allocation problems. The machine learning models are trained with simulation 
models that enable the generation of large datasets, required for machine learning training. Due to the 
significant computational time needed for most machine learning models they are trained before production 
[14] or with delay until deployment during production [15]. Consequently, in both cases an interface needs 
to enable the communication between the required simulation models and the online scheduling algorithms. 
Additionally, during training, a benchmark of different algorithmic approaches supports the choice over an 
algorithm. During production, alternative parametrizations or algorithms can be tested and deployed for the 
application with the control system. This demand for exchangeable online scheduling algorithms also results 
in an interface between the algorithms and the control system or simulation model. 

A possible solution for these complexity-driven challenges could be a modular and standardized software 
architecture that seamlessly connects the online scheduling algorithms with the simulation and control 
components during planning and production. In the next chapter 2 the state of the art in scheduling and 
control architectures, the derived research question and in brief the applied methodology are described. 

2. State of the Art and Methodology 

Literature presenting research regarding online scheduling primarily concentrates on the performance 
improvement or evaluation of scheduling algorithms, for instance, with the application of deep reinforcement 
learning techniques, but not on the integration in dynamical assembly system planning and control. [16±19] 
The existing literature on architectures for production planning and control for flexible production systems 
focuses on adaptive architectures as multi-agent systems in different heterarchical or hierarchical structures 
[20±22] or cloud manufacturing paradigms. [23,24] In those architectures, an agent is defined as a computer 
system embedded in an environment, which has the ability to perform autonomous actions to achieve 
predefined goals. [25] Online scheduling algorithms are included as agents connected to the shopfloor 
environment (e.g. [26]). Other potentially suitable architectures present modular control systems that 
incorporate approaches for online scheduling. [27] The presented control architectures typically focus on 
integrating online scheduling algorithms in the production phase and not on the application of the agents in 
the planning phase through connection to simulation environments. However, as explained above, 
simulations are indispensable e.g. for training ML algorithms. Therefore, a large body of literature 
integrating online scheduling algorithms into simulations exists (e.g. [28,29]), but neglects the integration of 
the proposed algorithms into existing control systems. 

As a summary, existing architectures contain agent-based approaches that enable a modularity for the 
scheduling agents and they provide interfaces for the superordinate planning or control systems. But, the 
reviewed architectural approaches either focus on the application of online scheduling in connection with 
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simulation models that run independently from real production systems. Or they only focus on the 
application in multi-agent systems that are connected to the shopfloor during production. Therefore, the 
deficit can be concluded that online scheduling agents cannot be connected to simulation models during 
planning or ML training and not to control systems in a multi-agent system approach during production with 
the same interface in current architectures. In other words, in the analysed literature, no dedicated software 
component for independently managing online scheduling requests and decisions. The following research 
question can be derived from this deficit:  

How can the seamless connection of various online scheduling agents with planning and 
control systems be enabled? 

To answer this research question the developments focus on newly overall new architecture, the required 
components and the necessary standardized interfaces. The well-established multi-agent system paradigms, 
including modular scheduling agents [20±22], already existing interface data models for transferring data in 
online scheduling scenarios [27±29] and principles of service-oriented architectures [30,31] are incorporated 
and used for the new architecture concept. 

The following chapter 3 presents the modular software architecture to address the above-stated deficit on a 
conceptual level. Two representations are used for this. First, a software architecture oriented overview on 
the components and their interfaces is given and described in detail. Second, an incorporation of the 
components in the layers of the Internet of Production reference framework is presented to provide a different 
perspective from production technology. The subsequent chapter 4 presents an implementation and testing 
of the conceptual architecture. The overarching structure of chapters 3 and 4 is based on the methodology of 
software and model development with the phased of formalization (conceptual model), implementation 
(executable model) and experimentation (testing results). [32]  

3. Conceptual Modular Software Architecture 

Figure 1 presents an overview of the modular software architecture. The proposed architecture is divided 
into two phases and two layers. In the system layer, the simulation module and the control system represent 
the digital version of the assembly shopfloor. The simulation module is applied to train machine learning 
models for online scheduling. Furthermore, independently of online scheduling, the simulation can evaluate 
assembly system alternatives, which is applied mostly during planning, but also during production to 
optimize the system. The control system, or manufacturing execution system, is responsible in the production 
phase to monitor and execute assembly or auxiliary processes at work stations, buffers, or the transport 
system. In a flexible alternative flexible assembly system as explained in the motivation, a job route needs 
to be scheduled during production respectively during simulation run time. After a process step, the job 
might have a variety of next process-station combinations as potential alternatives. 

The simulation or control system gathers the required information in a data model for decision-making. This 
data model needs to comprise all relevant static parameters describing the overall system configuration and 
dynamic variables representing the current system state. The parameters and variables need to fully represent 
the three system categories products (e.g. jobs allocated at processes and work stations), processes (e.g. 
progress, sequence, durations) and resources (e.g. transportation system, buffers, work stations states). The 
data model is standardized to allow interoperability. The ontology-based definition enables a standardized 
meta-model of digital twins as a connected data model. (cf. [33,34]) The interface methods are implemented 
continuously through the planning or production phase, i.e. in simulation and control systems. The methods 
are responsible for connecting to the scheduling layer. A scheduling request sends the data model of the 
assembly system.  
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The scheduling server, as a crucial part of the architecture, builds the interface between the system layer and 
the scheduling agents. It processes the scheduling request and forwards it with interfacing methods to one or 
multiple scheduling agents. Due to their independent decision-making and potential ability to learn in 
exchange with the environment, the term scheduling agent is chosen. 

 

 

Figure 1: Overview of the modular software architecture for online scheduling. 

 

In addition to communication functionalities, the scheduling server abstracts repetitive and simple tasks from 
the scheduling agents to reduce time-to-response. In case of trivial scheduling problems with only one 
station-process combination, the scheduling server can directly respond to the system layer with a scheduling 
assignment without addressing the scheduling agents. Another encapsulated task in the scheduling server is 
deadlock resolution. Deadlocks in online scheduling occur, for instance, when two jobs cross request the 
current station of the respective other job. In such cases, the scheduling server must force a scheduling 
decision or send a job to an intermediate buffer to free a station. As deadlock resolution is not a specific 
scheduling problem, but more a general production control issue, the abstraction avoids unnecessary 
communication and duplicate implementation in the scheduling agents. 

The decision-making to provide a scheduling assignment occurs in the scheduling agents. As described in 
the motivation, various scheduling agents can be deployed: A random agent as a random performance 
baseline for algorithm comparison, a heuristic agent with rule-based logic, or agents applying machine 
learning techniques such as deep reinforcement, unsupervised or supervised learning. The type of machine 
learning technique is independent for the scheduling server as it communicates via the request and 
assignment messages. The scheduling agents can be seen as suppliers of scheduling-as-a-service in the 
modular architecture. 
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The scheduling decision is a process-station combination. The scheduling agent returns it to the scheduling 
server, which replies to the interface methods that supply the results to the simulation or control system. 
There, the results are used to execute simulated or real processes or actions. For instance, during production, 
the scheduling decision triggers a handling unit and a transport system to move the job to the next work 
station. 

As an alternative representation, Figure 2 shows the modular software components from Figure 1 in the 
layers of the Internet of Production framework. [35] In comparison with Figure 1, this representation aims 
at the allocation of components in an existing reference framework. The underlying intention is to prepare a 
wider application of single components beyond the current online scheduling application. Examples would 
be a usage of the simulation model and the interface methods for the optimization of factory layouts or 
application in intralogistics as described in more detail in the last chapter 5. 

In the following, the allocation and purposes of the software components in the different Internet of 
Production layers are described briefly. The system level provides the scheduling problem and the shopfloor 
data. The interface methods act as a middleware+ that is capable of connecting the different software 
components. The scheduling server and the data model reside at the integration layer to provide multi-modal 
access to the online scheduling agents. They are responsible for decision-making and autonomous actions to 
provide the scheduling assignments in the smart expert layer. 

 

Figure 2: Incorporation of the modular software components in the reference framework Internet of 
Production for the production technology perspective (based on [35]). 

4. Implementation and Functional Testing 

The components and interface methods from the conceptual architecture presented in Figure 1 are 
implemented in infrastructure of the machine hall of the Laboratory for Machine Tools and Production 
Engineering (WZL) of RWTH Aachen University. The machine hall is equipped with several robots, manual 
work stations and automated guided vehicles. The software infrastructure consists of a Robot Operating 
System (ROS) middleware and the Message Queuing Telemetry Transport (MQTT) protocol for distributed 
communication. The control system COPE, developed by the Fraunhofer Institute for Production 
Technology (IPT) [27] is connected to the MQTT communication broker. 
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In Figure 3 in the top right corner, a section of the machine hall and the COPE user interface are visualized. 
The machine hall is represented in a discrete-event simulation model, created with Tecnomatix Plant 
Simulation, as shown on the top left. 

Both, the simulation model and the COPE control system integrate the interface methods. The interface is 
set up with the Flask micro-framework, offering standardized RESTful Hypertext Transfer Protocol (HTTP) 
commands for transferring JavaScript Object Notation (JSON) files for requesting and assigning scheduling 
decisions with the HTTP methods POST and GET, respectively. The scheduling server was created with the 
high-level Python web framework Django, offering classes and methods for setup up the addressable web 
server. Within the scheduling server the functionalities of resolving deadlocks by enforcing sub-optimal 
scheduling decisions and solving trivial scheduling problems are also implemented in Python. In Figure 3 
two excerpts of the content of request and assignment JSON files are shown. For the request, the file contains 
the name of the to-be-scheduled job as an identifier and the NextStation and NextProcess variables with the 
value -1, indicating a scheduling demand. Not listed in the excerpt is the current information about the 
assembly system with all current status of resources (robots, transport, manual work stations, etc.), other 
jobs and processes. In addition to the live date, static data that contains the overall system setup, such as 
locations of work stations, is included in the request. The assignment reply consists of the job name (COM-
PRD-002) and the station-process combination (COM-ROB-004 and COM-PRC-015). The nomenclature of 
these strings follows a JSON scheme, i.e. three letters or words and predefined letters, e.g. for the robot 
station. This scheme is defined the meta model, to allow standardized data formatting (according to [33]). 

 
Figure 3: Overview of the implemented software components, following the modular software architecture. 
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The implemented scheduling agents can be chosen with a parameter in the scheduling request and the 
scheduling server is forwarding the request to the respective scheduling agent. The deep learning online 
scheduling agent is implemented according to the descriptions in Göppert et al. (2020, 2021). [36,37] The 
random agent chooses scheduling assignments randomly and the heuristic agent (also explained in [36]) 
minimizes the waiting and transportation time for the next station-process combination. The random and 
heuristic agents serve as reference agents to evaluate the scheduling performance of the deep learning agent. 
All scheduling agents were implemented in Python using open libraries (e.g., NumPy, scikit-learn, Keras).  

The functionality of all components and interfaces was tested with qualitative validation measures, i.e. single 
error handling checks and large-scale simulation experiments. The qualitative validation results with 
corresponding inputs and functions are presented in Table 1.  

Table 1: Qualitative validation of interfaces and scheduling server functionality. 

Input description Function Result 

Data model content not schema-compliant in 
UHTXHVW��H�J��µ&20-PRODUCT-«¶� 

Scheduling server request consistency 
check 

Scheduling server error PHVVDJH��³'DWD�PRGHO�LQFRUUHFW´ 

Missing data model content in request (e.g. no 
NextProcess value given) 

Scheduling server request consistency 
check 

6FKHGXOLQJ�VHUYHU�HUURU�PHVVDJH��³'DWD�PRGHO�LQFRUUHFW´ 

Sending scheduling request with one possible 
station-process combination 

Scheduling server functionality check Assignment is consistent with the possible station-process 
combination, no deviation could be observed 

Response message from scheduling agent incorrect  Scheduling server agent message check 6FKHGXOLQJ�VHUYHU�HUURU�PHVVDJH��³6FKHGXOLQJ�DJHQW�HUURU´ 

Sending the same scheduling requests from a 
simulation model and control system 

Interface function consistency check Identical scheduling results for simulation and control system 

Not existing algorithm name requested (e.g. 
³WHVWBDJHQW´� 

Scheduling server request consistency 
check 

6FKHGXOLQJ�VHUYHU�HUURU�PHVVDJH��³$OJRULWKP�LQFRUUHQW´ 

 
In addition to the qualitative testing, a large number of test scenarios with the simulation model was executed 
as a large-scale validation. As shown in Göppert et al. (2020) 10,944 simulation scenarios, i.e. full simulation 
runs with 180 scheduling decision points per scenario were generated with the automated scenario analysis 
tool. [36]  In total, the 1.97x106 scheduling requests were processed by the scheduling server and the 
scheduling agents. The scheduling assignments were successfully retrieved by the simulation leading to 
validated scenario outputs in the form or reasonable performance indicators.  

5. Conclusion and Outlook 

In this last chapter, a conclusion on the research question with the key findings and an outlook on potential 
applications and research opportunities is provided. The research question ± How can the seamless 
connection of various online scheduling agents with planning and control systems be enabled? ± can be 
answered as follows: The standardized interfaces, the dedicated scheduling server and the overall validated 
modular software architecture enable the planning and control with various online scheduling agents. 

From the presented conceptual architecture and implementation, the key findings and additions to the 
knowledge base are: 

1. The dedicated scheduling server software module enables the encapsulation of scheduling decisions and 
externalization from simulation or control systems to, for instance, enable independent scheduling agent 
development. 

2. Advantages of the scheduling server are the central deadlock resolution to avoid repeated implementation 
in the scheduling agents for trivial scheduling task solution and to reduce unnecessary communication. 

3. Web-based interfaces allow for the system-agnostic (simulation or control) handling of scheduling 
requests and assignments and, therefore, enable switching seamlessly from simulating during planning to 
the control of a running system. 
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4. Applying data modelling standards such as schemes and meta-models facilitates the interoperable 
communication via data models and the modularization of components. 

5. The mentioned open-source libraries for web-server development give researches and practitioners from 
production technology potential support in creating a comparable modular scheduling architecture. 

Besides these benefits and learnings, also drawbacks of the presented architecture exist. A downside of the 
modularity are the additional communications efforts between the system layer, the scheduling server, and 
the scheduling agents. The time for the additional communication results in an overhead waiting time for 
each scheduling request. For simple scheduling requests, the communication overhead might reduce the 
performance, especially for discrete-event simulations that seek to simulate large numbers of scenarios 
quickly. Extra external communication efforts for each scheduling decision, can significantly increase the 
total simulation time. Also, the development and implementation costs of the dedicated scheduling server 
and the interface methods have to be considered. Proprietary software for simulation or control might also 
not allow the integration of the interface methods. 

Further potential applications of the proposed software architecture and its components can be found outside 
assembly systems, wherever online scheduling is applied. The data model for resembling the real system 
must be adapted to the application, but the functionality of the components is independent of that. A field 
with high potential is intralogistics, due to the short transport times and ad-hoc request of transportation, 
which cannot be scheduled ahead in large and complex systems. Further exemplary fields outside the 
manufacturing domain are airplane terminal allocation, scheduling of patients to hospital resources and 
assigning data computing tasks to processing units.  

Further research opportunities, besides the broader application in the above-mentioned fields, comprise the 
measurement of these external communication times depending on the various communication protocols or 
web server frameworks. With these results, the impact of external communication in contrast to the benefits 
of modular scheduling agents can be investigated. Also, the communication protocol that supplies the fastest 
response times can be chosen. In general, the long-term application of the modular scheduling architecture 
in real production with a control system could lead to more insights about potential interface improvements 
and could validate the postulated benefits. Furthermore, the long-term application would increase the 
architecture's maturity. Eventually, standardization committees could develop a specific reference 
architecture that follows domain-wide definitions of interfaces and data models.  
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Abstract 

During the assembly of a control cabinet, a worker obstructs many individual configured wires. To 
distinguish these wires, a printer plots an identifying text on each end of the wires. However, due to the 
shape of the wires and the printing process, the quality of these markings is often too low, and it is hard or 
impossible to read the marking. Common reasons are a low contrast or a blurred text. By now, there is no 
quality check of the marking after a crimping machine produced the wire. This paper investigates methods 
for wire mark reading that is required to estimate the quality of the marking. By using optical character 
recognition, the likeliness that a worker can read the marking must be computed. In the final solution, the 
quality check of the marking will be implemented within an automated quality check that is located after the 
printing process. With this, the crimping machine can then discard wires of low quality and reproduce them 
instantly. 

Keywords 

Quality control; preconfigured wires; wire marking; machine learning; optical character recognition. 

1. Introduction

Control cabinets are quite common in different domains. Although the specific cabinets can differ largely, 
their general setup is very similar. Each control cabinet contains a mounting plate in the back. On this plate, 
wire ducts and top hat rails are fixed. The top hat rails simplify the assembly of further components that are 
required by the customer. Nevertheless, components may also be fixed directly to the mounting plate. To 
connect the deployed components, wires with a different color and a different cross section are utilized. The 
cross section is selected according to the maximum current and the color is often defined by the function of 
the connection, e.g., signal, power line, or ground. [1] 

Figure 1 depicts an image of a fully assembled control cabinet. The top hat rails are filled with components 
DQG�FDQQRW�EH�VHHQ��7KH�ZLUHV�DUH�JXLGHG�IURP�WKH�FRPSRQHQWV¶�FRQQHFWLRQV�Ln a preferably short way into 
a nearby wire duct. Considering an average control cabinet, the cabinet embeds about a hundred or more 
wires. As the figure indicates, the wire ducts often contain a larger number of different wires. Hence, the 
identification of a certain wire can be quite challenging. 

To simplify this identification, markings can be printed on the wires. A common practice is to use the source 
as well as the target. Each component has a reference designator that is unique within a project. Standards, 
e.g., the EN 81346, specify rules for the naming and are commonly used in industry. However, obsolete
specifications like the DIN 40719 are still used for naming. For instance, a terminal block may be identified
E\�WKH�VWULQJ�³ �����/$-X10:2-´� Thereby, the first part starting with the equal sign indicates the facility,
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and the second part starting with a plus sign indicates the location. Both do not change for a control cabinet 
DQG�FDQ�EH�RPLWWHG�ZLWKLQ�D�PDUNLQJ��+HQFH�³-X10:2-´�ZRXOG�EH�D�PHDningful marking for one end of a wire 
and identifies a certain component in the setup��/HW�XV�DVVXPH�WKDW�³-X10�63(´ is another marking for the 
other end of the wire. As soon as a worker reads the end marking, he will know where to connect the wire 
to. However, the length of the wire might be up to a few meters and to identify a wire at an arbitrary position, 
intermediate markings are added to the wire. Angle brackets gives a hint to the direction. In the example 
DERYH��³-X10:2 < > -;���63(´�LV�VXFK�DQ�LQWHrmediate marking. Following the wire to the left, one will end 
XS�DW�WKH�HQG�ZLWK�WKH�PDUNLQJ�³-;����´, and so on. Of course, other rules are possible, but creating markings 
according to these rules is simple and effective. 

 
Figure 1: Partial image of a fully assembled control cabinet. Only the covers of the wire ducts are missing. 

2. Problem statement 

During assembly as well as for maintenance, it is important to identify a certain wire. For this, a sufficient 
quality of the above-mentioned marking is important. However, an inkjet printer applies the marking to the 
wire. This process is very susceptible to errors, and a proper quality check is missing. The most common 
errors are a blurred or faded print. A suitable solution for a quality check would be the utilization of optical 
character recognition (OCR). 7KH�2&5�DOJRULWKP�FDQ�LGHQWLI\�WKH�PDUNLQJ¶V�WH[W��ZKLFK�LV�WKHQ�FRPSDUHG�
to the known one that is applied by the printer. To illustrate the problem, figure 2 depicts some wires with 
different diameter and color. As shown, also the color of the ink may be different. Due to this, the contrast 
of the printing and the color of the wire can be very low. 

Although such an inspection can be done in a defined environment, some aspects must be considered for the 
quality check: 

x The wires are most likely not in a straight line, but they are usually slightly bent. As mentioned 
above, there is a defined environment for the inspection. This can prevent greater bending, but some 
remains. With respect to the character recognition, this will be a minor issue. 

x The printer applies the marking only from one direction. Hence, due to the shape of the wires, the 
marking may not be fully visible when using only one camera for inspection. Due to a twist of the 
wire, it might even happen that some characters are fully visible, and some are not. 

218



x The font of the printer is a dot-matrix font. While common serif or sans-serif fonts and even 
handwritten text is state-of-the-art, dot-matrix fonts are very hard to identify. The main reason for 
this failure seems to be the disconnected points that prevent common methods to work properly. 

 
Figure 2: Image of wires with different size and colors. 

3. Related work 

Optical character recognition has been subject of research for many decades. The general approach is to 
acquire an image, detect text lines and positions of single characters, and identify the characters found [2]. 
Finally, the identified characters are grouped to words. In addition, the image may be pre-processed, and the 
identified text can be post-processed to reduce errors. However, for the above-described problem, only the 
steps up to the building of words is relevant, because to decide whether the quality is sufficient or not, this 
identified text must be compared with a known one. Furthermore, the building of words is very simple since 
there is only one text line and white spaces can be neglected. 

In recent years, the utilization of machine learning for OCR applications has increased. Although the main 
steps are the same as described above. Thereby, different models for text detection can be selected, i.e., an 
object detection model or a text instance segmentation model. Eskenazi et al. gives a review on several 
segmentation algorithms [3]. A succeeding transcription model yields then to the final text. Furthermore, a 
character instance segmentation model can be used for both the text detection and text transcription [4]. 
There are two major applications for OCR. The first one is the text recognition of printed documents, for 
instance, books or invoices. Such documents contain a huge number of characters and have a good structure, 
i.e., lines and columns of text. The second application is text recognition in real life. Thereby, it is most 
likely that texts are rotated or distorted, and a main issue is to find the positions of the characters within an 
image [5]. 

In [6], Zheng et al. present a smart assistance system based on OCR. The system combines augmented reality 
methods and visual inspection methods. With this, the system can identify certain wires and present 
corresponding information to the user. Although the system can detect text printed to the wires, the text font 
is a sans-serif font and off-the-shelve methods are able to recognize them. 

Dot-matrix characters are formed from single dots that are not connected. In addition, the appearance of a 
character may change significantly already if a single dot is missing. As a result, recognition of dot-matrix 
fonts is different from other fonts [7]. Approaches are either an enhanced pre-processing, like connecting 
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the dots, or sophisticated training-based methods. An efficient solution to find dots within an image is the 
computation of the cross correlation of the image with a given image of a single dot. For this, fast algorithms 
exist, e.g. [8]. In [9], the authors proposes a combination of pre-processing to identify regions of interest and 
a convolutional neural network for character recognition. Nevertheless, there is no general solution for 
recognition of dot-matrix fonts. 

Szajna et al. are developing a system to read wire markings by means of artificial intelligence, i.e., a deep 
neural network [10]. The presented solution takes a picture from a wire inserted into the system. With this, 
advanced methods recognize the wire marking. Thereby, the focus is on identifying any character including 
faulty ones. Although the system may be adapted to a quality control, the project does not analyze different 
fonts used for the marking, since it is assumed that the certain specification for the labeling varies from 
company to company. Even though the examined wires were marked with a dot-matrix font, the individual 
dots are sufficiently large and connected, which makes recognition much easier. 

4. Wire mark reading 

There are two main steps to read a wire marking. The first step is the image acquisition with an optional pre-
processing of the image. The second step is the character recognition. From the related work, a setup with a 
fixture for the wire, illumination, and a camera that takes images with a medium resolution is proven to yield 
good results. To find an appropriate solution, different variants of pre-processing as well as various character 
recognition solutions were compared. 

4.1 Acquisition setup 

The first step in identifying the marking was to build a well-defined environment. For this, a camera module 
and illumination are located above a frosted glass plate. Although the frosted glass creates a slight reflection 
of the camera module, it eliminates almost completely shadows of the wire. Opaque plates are mounted to 
the sides to eliminate effects from outside. The wires can be installed through holes on two opposite sides. 
The OV2640 camera module is controlled by an ESP32 microcontroller. Next to the camera module, a white 
color LED is located that is used for illumination. Via a serial connection, a dedicated application can acquire 
an image with a resolution of 1024x768 pixel. Figure 3 shows the development state of the hardware and 
software prototype. 

   
Figure 3: Photo of the hardware (left) and software (right) prototype to identify the markings. 
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4.2 Pre-processing 

With the above-described setup, 65 images of different wires were taken and processed. In a first test, it turns 
out that gray scaling, blurring, and cross correlation increases the recognition. Figure 4 gives two examples 
of an original image as well as three pre-processed variants. The first variant applies a scatter filter before a 
Gaussian blur. The next one applies the same filter and adds a gray scaling. The last variant is a cross 
correlation with a black dot on a white background. Other variants were also tested, but they do not yield 
better results. 

#1 

    

#2 

    
 (a) (b) (c) (d) 

Figure 4: Two examples of an original image (a), blurred image (b), blurred grey-scaled image (c), and cross-
correlation image (d). 

As described in the next section, this pre-processing improves the character recognition. However, the effect 
is limited. Furthermore, recognition for wires with a low contrast, for instance a blue wire with black font 
such as example #2 in figure 4 shows, was not possible in any case. 

 
ª 

 
ª 

 
ª 

 
(a) 

 
ª 

 
ª 

 
ª 

 
(b) 

Figure 5: Three applied steps of pre-processing consisting of straitening, color removal, and normalization. 
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To improve the contrast, the three-step pre-processing was selected, as figure 5 depicts. The first step is to 
straighten the wire. For this, the contour of the wire is detected by applying a Canny edge detection. With 
this, a perspective transformation computes a straight image of the wire. The second step estimates the wire 
color and removes it by using formula (1). ���௬തതതതതതത is the normalized mean value of line y and may has a value 
from zero to one. 
���௫ǡ௬ is the gray value of the pixel at line y and column x. The other colors are 
equivalent. The last step is a linear normalization to increase the contrast. 

ݕǡݔݕܽݎܩ ൌ ൫ͳ െ തതതതതത൯ݕ��� ή ݕǡݔ���  ൫ͳ െ 
തതതതതതതത൯ݕ���� ή 
ݕǡݔ����  ൫ͳ െ തതതതതതത൯ݕ���� ή  (1) ݕǡݔ����

4.3 Character recognition 

The pre-processed images as well as the original image were tested with several OCR engines. Table 1 states 
the result of the recognized text for the given example. Further engines were also tested, e.g., Tesseract, 
IronOcr, and Aspose OCR. Except of Matrox SureDotOCR, these engines do not compute viable results for 
any of the image variants. As shown, only one engine can recognize text in the original image. The detected 
WH[W�FRUUHVSRQGV�WR�WKH�³;�´�WKDW�ZDV�UHFRJQL]HG�DV�D������URWDWHG�³6;´��$OVR��WKH�EOXUUHG�LPDJH�KDV�D�EDG�
performance. The grey scaled variant has a quite good recognition compared to the colored one, and even 
better than the cross-correlation image. ,QWHUHVWLQJO\��WKH�FKDUDFWHUV�³�´�DQG�³!´�ZHUH�QRW�GHWHFWHG�E\�DQ\�
engine. Nevertheless, all tested OCR engines have failure rates that are far from acceptable. An exception is 
SureDotOCR. This engine is specialized for reading dot matrix fonts and can detect the marking properly. 
For this, the used 5x5 dot font is defined within the engine. A major drawback is the requirement to specify 
the expected number of characters. As soon as this number does not match to the image, the results are rather 
bad. For example, when trying to read 11 characters in the example given in figure 5 a, the correct string of 
³-X5:10 < > -X8´�ZDV�UHDG��:KHQ�WU\LQJ�WR�UHDG����FKDUDFWHUV��WKH�HQJLQHV�JLYHV�³--:P-P-:--:-´. 
 

Table 1: Character recognition results of different engines. 

image Google vision OCRSpace fintract Matrox 
SureDotOCR 

Figure 4 #1a SX no text detected no text detected -X5:10 < > -X8 

Figure 4 #1b no text detected -X5 10 no text detected -X5:10 < > -X8 

Figure 4 #1c - X5:10 -XB -X5:1O 8 - X5:10 -XB 
Xe 

-X5:10 < > -X8 

Figure 4 #1d SS: Aus-XS -X5 1O - XE: 40 -XE -X5:10 < > -X8 

Figure 4 #2a no text detected no text detected no text detected no text detected 

Figure 4 #2b no text detected no text detected no text detected no text detected 

Figure 4 #2c no text detected no text detected no text detected no text detected 

Figure 4 #2d no text detected no text detected no text detected no text detected 

Figure 5 a s no text detected 000 -X5:10 < > -X8 

Figure 5 b ûðŲĄĿŔǿ no text detected no text detected -X1:4 < > - X9: 
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5. Conclusion and future work

Within this paper, the problem of recognizing text on electrical wires was stated. An optical character 
recognition algorithm should identify the printed characters, and the resulting text can be compared with the 
known marking text. If both texts match, the quality of the printing is sufficient. While most commonly 
available engines cannot read the marking properly, one engine that is dedicated to dot-matrix fonts yield 
appropriate results. Although this library is suitable for a quality check of a known marking, a general 
detection is not possible due to limitations of the library in terms of flexibility of the number of characters. 
Hence, further developments are required, which will be done in future work. Additionally, further work 
will elaborate the challenge that all sides of the wire must be considered. By now, the wires are manually 
rotated to ensure the marking to be on top. 
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Abstract 

The efficiency in product development is largely determined by the quality of the requirements and the 
ability of the product design and production planner to analyze them. Interdependencies between multiple 
requirements identified at an early stage enable a sustainable design of the product as well as the 
corresponding production system by increasing process efficiency as well as the effectiveness of 
development processes. However, the necessary analysis of complex interdependencies between 
requirements of a product and the corresponding production system is time-consuming, error-prone, and 
highly inefficient when performed manually. Current development processes are based on such manual 
processes for analyzing requirements in natural language and must therefore be adapted. 

This paper describes a methodical approach based on a semi-systematic literature review making the 
complexity of the interdependencies manageable by using existing approaches and methods in the field of 
model-based systems engineering (MBSE) as well as natural language processing (NLP). Thereby, a 
transition from informal requirements represented in natural language to analyzable and structured 
information, which enable interdependencies modeling for requirement chains, is described. A 
corresponding framework for analyzing interdependencies in the requirements engineering process is 
derived.  

Keywords 

Requirements Engineering; Artificial Intelligence; Natural Language Processing; Requirement Chains 

1. Motivation
The increasing digitalization of the value chain and its technologies support a reduced time to market but 
also put the automotive industry under increasing pressure to innovate and adapt processes [1]. Increasing 
volumes of data for requirements engineering during planning processes call for automated approaches for 
structuring [2]. A large amount of product, as well as production-related data, can be assigned to planning 
and development processes [3]. Therewith, requirements engineering is a central part of the early design 
phase in the product development process (PDP) and bears the largest share of cost responsibility, accounting 
for two-thirds of the total[3][4]. Automated approaches are used increasingly to make requirements and 
change processes more efficient. In this context, the use of classification techniques and NLP enables a better 
understanding of relationships between requirements [2]. Technologies from the field of language and image 
understanding support planning and decision processes as well as the evaluation of large amounts of data 
[5]. Thereby, NLP enables the interaction between human language and digital information systems [6]. 
Methods from the field of Machine Learning (ML) have the ability, similar to the human brain, to identify 
patterns in large amounts of data and to react as a result [7]. While the human brain is characterized by 
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associative reasoning, the strength of algorithms lies in their distinct combinatory [7].  To better identify 
interactions between data and their properties, the use of models is suitable [2]. Models are used as bridges 
between undesired initial states and the corresponding desired final states and thus serve to solve problems 
[8]. The problem in requirements engineering emanates not only from the number of requirements but also 
from the multitude of sources for requirements. This is reflected in the form of information loss or ambiguity 
in requirements formulated in natural language [9]. The challenges of working in such an environment with 
a high level of process efficiency can be illustrated by a striking example as follows. The specifications of 
an aircraft engine contain requirements in the four-digit range [10]. However, a human being can only read 
an average of 170 words per minute [11]. If a requirement consists of fifteen words, each reading of the 
requirement specification takes at least one and a half hours. An analysis for correlations or defects such as 
contradictions etc. is not even included in the estimation. This example shows the enormous potential of 
automating parts of requirements engineering. It becomes obvious that there is an immense potential to 
reduce time and costs. During the requirements engineering the considered scope is increased from a part to 
larger assemblies and system-crossing (e.g. production) requirements are taken into account in addition to 
product requirements. Following not only inefficiencies but also the risk of quality losses due to a lack of 
overview of a large number of requirements and their interdependencies need to be avoided. 

2. Problem statement and research task
As described, the manual and human management of requirements in product development is associated 
with a high expenditure of time. Lack of documentation and insufficient consistency of change status updates 
lead to improvisation in the requirements and change management process to a high degree. As a result, 
product changes take up more than one-third of the total resources in the design phase [12]. By applying 
data-based methods, parts of the requirements engineering process can be performed more efficiently. 
Although the necessary data basis already exists, the lack of formalization of technical requirements 
significantly limits modeling possibilities [2]. The demand for data-based methods is to combine the 
advantages of NLP, modeling, and ML. On this basis, increasing sets of requirements can be structured and, 
based on this, interactions can be identified and explicitly represented. The goal of this paper is to provide a 
framework for exploratory analysis of requirement chains, by applying methods of AI. In doing so, the focus 
is additionally on answering the following questions: 

How can a process modeling framework for the transformation of separate requirements into transparent 
requirement chains be designed? 

How can existing methods and approaches be classified along with the process modeling? 

3. Methodical Approach
The content of this paper is part of a research project that uses the research methodology of Design Science 
Research (DSR). Following this approach, the development of an artifact takes place in the Design cycle 
between the Relevance cycle and the Rigor cycle [13,14]. Using an abductive approach through the use of 
an existing knowledge base in the form of existing literature, an artifact is generated through the described 
framework. This serves to situate the scientific theory within the research project of requirements chain 
generation. 

Along with the process model of DSR, the activities of identifying the problem, defining requirements for 
the solution, and developing the artifact are thus addressed. A demonstration and evaluation take place in 
the context of the Rigor cycle since no application takes place in the business environment [15]. 

To find methods and approaches that fit the problem, a systematic approach for literature review is 
developed. The approach is based on the snowball principle. It uses the linkage of existing literature via 
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source citations and acts as a cumulative search procedure based on this [16]. Intending to integrate the three 
identified foci equally, the snowball principle is extended. Figure 1 schematically depicts the developed 
methodology. The topics NLP, artificial intelligence (AI), and modeling have diverse overlaps in terms of 
content. Therefore three snowballs are shown, which form intersections in the center. The goal of the search 
is to link the three topics concerning the application field of requirements engineering, which is located in 
the center. To consider diverse approaches, the topic of the results is deliberately steered away from the core, 
and migrations between the fields are provoked. The result of the method is a literature collection with 48 
results, whose thematic classification forms a symbolic hexagon around the core topic requirements 
engineering. From the identified results, the higher-level methods are extracted and promising specific 
approaches are analyzed. 

Figure 1: Systematic approach for the literature review 

During the literature review, the STARLITE method is used to identify the most promising approaches. Only 
English titles with the publication year of 2016 or later are considered to focus on recent approaches [17].  

The Web of Science database is used to identify a starting dataset. To focus on the core of the problem, a 
topic-specific search string is developed. This combines the identified topics using the logical operators 
AND as well as OR. The search string used is given below: TS=(("Requirements Engineering" OR 
"Requirement Management" OR "Requirements") AND ("MBSE" OR "SysML" OR "UML" OR 
"Relations") AND ("Artificial Intelligence" OR "Cased Based Reasoning" OR "Machine Learning" OR 
"Neural Networks") AND ("Natural Language Processing" OR "Natural Language Understanding" OR 
"Semantic Analysis" OR "Vectorization")). Three results that address the identified three main action areas 
in addition to requirements engineering are selected as starting sources (step 0 in fig. 1). Thereby, each of 
the results has the respective focus in one of the three fields. During the search for further results, the database 
Semantic Scholar is accessed. Starting from the initial dataset, the developed systematic snowball method is 
applied. Each identified source is considered as a starting point for the identification of further results. 

4. The State of Research
The following section creates the foundation for conceptualizing the framework for the subsequent 
explanation and assignment of promising methods based on the systematically compiled literature. After 
describing the basics of requirements engineering, the fundamentals of modeling are discussed. Finally, basic 
concepts of AI are explained with a focus on natural language understanding.  

4.1 Requirements Engineering 
Requirements management is an essential part of the PDP. It represents the basis for product planning and 
development [3]. Requirements are functions or services that products must have to fulfill formal regulations 
such as standards or contracts [18]. They are defined at the beginning of the project and form a benchmark 
for later work in the product planning process. For this reason, requirements must be continuously checked 
and adapted if necessary [3]. To ensure the completeness and structure of the requirements collection, careful 
identification of all stakeholders involved is essential. Suppliers, laws and standards, production, sales, and 
controlling are sources of requirements. The most important sources are the market and the customer [19]. 
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While documenting information, an appropriate format must be used in addition to appropriate labeling. 
Furthermore, a review of the input for suitability should take place [20]. In this context, the natural language 
documentation of requirements comes into focus. As a basis for documentation, the required performance 
of sourced products is recorded in a requirements specification. Based on the requirement specification, the 
contractor creates a requirement specification, which precisely defines the realization project to be developed 
[8]. Furthermore, documentation in the form of a requirements list is recommended, because requirements 
can be compared and prioritized [21]. High quality of the requirements documentation can be achieved by 
easily applicable formulation rules. These concern, among other things, sentence structure, sentence scope, 
and unambiguity of word choice [22]. To minimize the effort of the documentation process, requirements 
templates can be used. These provide a clear sentence structure for different types of requirements [9]. 
Attention must be paid to the initially identified requirements throughout the project. In addition to 
documentation, they also need to be communicated, maintained, and taken into account when evaluating 
concepts [19]. Following prioritization, they are compared over the entire development process and 
specifically introduced into the functional, activity, and construction levels based on the Munich Product 
Concretization Model [19]. Meanwhile, many external and internal factors have an impact on product 
development. For this reason, supporting the PDP with information technology is evident. This helps to 
ensure consistency of documentation, rapid exchange of results, and better traceability of activities [8]. 

4.2 Modelling 
Models are an important part of engineering. They contain the foundations for databases in the form of logic, 
machine theory, and schemes [23]. Thereby, models are representations of a natural or artificial original 
based on abstractions [24]. During modeling, a limited set of attributes is transferred. Some attributes of the 
original are excluded. In return, new attributes are included in the developed model [24]. Models can be used 
as a basis for the development of products and support the solution of complex problems. Model-based 
development is based on models consisting of machine code and replaces handwritten texts [25]. Due to 
technological progress, products become more complex. This circumstance requires a more extensive system 
landscape [26]. Systems engineering (SE) supports the structuring of complex systems. It refers to the 
documentation of requirements concerning the holistic development picture [27]. MBSE combines the 
model character with SE. The goal is the transformation of heterogeneous product models into 
interconnected as well as consistent images of the products [28]. In addition to the model architecture and 
the behavior of components, requirements are also introduced at each abstraction level of a model [29]. In 
the environment of the MBSE, one speaks of a model as soon as it fits a given formal form. This is achieved 
as soon as structures and relationships can be derived automatically from given models [29]. For the 
construction of models in different industries, the modeling language UML was developed. Through the 
integrated extension mechanism, application-specific add-ons can be integrated [27]. In this context, SysML 
has emerged as a dialect of UML. SysML helps in describing structures, behaviors, and requirements of a 
system. The modeling language extends the repertoire of UML diagrams to be used by integrating 
requirements diagrams and associated relationship capabilities [29]. Diagrams visualize specific 
characteristics of the comprehensive model. The focus during filtering is set on defined viewpoints [25]. 

4.3 Artificial Intelligence 
Nowadays, both requirements engineering and model-based development involve many manual steps. In the 
process, humans fall back on vague and incomplete information from their memory [5]. The growing amount 
of data due to more complex products further complicates human work. The application of specific 
knowledge is essential for efficient processes. Knowledge is created by interpretation from information, 
which is aggregated from data by working out relationships [7]. Therefore, accurate analysis of the data sets 
is essential. For this purpose, the enormous computing power of information systems is increasingly used 
for data processing [7]. The area of text processing is covered by NLP. By using algorithms, the 
transformation of natural language texts into machine-readable code is possible [30]. For this purpose, the 
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linguistic levels of natural language texts must be analyzed [31]. The richness of semantics increases due to 
the integration of relations and relationships between individual words, thus representing the core of 
language understanding [6]. In addition to NLP, ML forms an important application area of AI research. Its 
efficient operation is based on a large amount of data [7]. For this reason, ML is closely related to the field 
of data mining. Data mining describes the extraction of knowledge from aggregated data. In the application 
field of language, data mining is also referred to as text mining. Text mining includes tasks such as 
classification of texts and identification of similar texts [32]. Different types of neural networks are used for 
fast and efficient information processing in the field of ML. They are characterized by their decentralized as 
well as the parallel structure and their learning ability [7]. The approach of neural networks is optimized by 
different types of learning initially or continuously. Supervised, unsupervised, partially supervised or self-
supervised learning methods are used as well as reinforcement learning [6]. 

5. Conceptional Design of the Framework
The basics compiled above form the foundation for the systematic development of a solution space for the 
generation of requirement chains. With the help of higher-level concepts of model theory, a concept is first 
developed that describes the target states of the solution process. Subsequently, the concept is detailed by 
integrating specific solution increments and an application-oriented framework is presented. 

5.1 Concept 
The goal of the framework is to efficiently extract the existing relationships between separate technical 
requirements formulated in natural language from the diversity of a collection of requirements. Figure 2 
shows the step-by-step procedure during the concept development of the framework. 

Figure 2: Step-by-step development of a concept for the regulatory framework 

In a first step, a clear distinction between separate and non-structured requirements must take place. Before 
the existing relationships can be recognized automatically, each instance involved must fulfill the 
prerequisites required for this. The mechanism for linking the separate requirements is defined as cross-
linking.  In the second step, the model world is detached from reality. In the sense of the modeling idea, an 
issue can be mapped in the model level to open up new solution possibilities by abstracting a complex issue 
[24]. Thereby, illustration enables the transition from reality to the model [33,34]. In contrast, pragmatism 
serves to render the model in reality in a way that is understandable to the interpreter [24]. The two identified 
boundaries divide the solution space into four quadrants. Each quadrant is characterized by the unique 
combination of two characteristics determined in the first two steps. For each of the quadrants, a target state 
is defined in a third step. The overall goal is to analyze relationships between requirements to generate 
requirement chains. As a result, the separate natural language written requirements form the initial state (1) 
and the human-comprehensible representation of requirement chains (4) form the target state of the process. 
The goal of the transition into the model world is the structuring of the separate requirements (2). The goal 
of the networking of the separate requirements are cross-system requirement chains (3).  
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5.2 Detailed Framework 
To detail the concept, the target states must be described by applicable processes. The transition between the 
first two target states is handled by modeling [33,34]. This comprises the transformation from continuous 
text, the structuring, and categorization as well as the formalized representation of the requirements 
formulated in natural language. The result is syntactically decomposed requirements in a machine-readable 
format. These contain additional information about the sentence-internal relationships between individual 
language elements. The subsequent cross-linking is the mechanism of the process evaluation. During this 
process, the identification of direct as well as indirect relationships between requirements takes place. 
Similarities between language elements are analyzed. In addition, higher-level relationships among 
subsystems are captured. The result are complex requirement networks, which contain a multiplicity of 
requirement chains. The discussion of relations takes place with the help of semantic information from 
semantic memory. This contains application-specific language relationships with increasing semantic 
richness and can be continuously extended. With the help of the process transfer the last target state can be 
reached [33,34]. By filtering information using perspectives and views as well as the automatic creation of 
diagrams, a human-readable visualization of the relationships is created. The resulting framework is given 
in Figure 3. 

Figure 3: The process modelling framework 

6. Research Gap
With help of the results of the literature research and the framework, promising approaches for solving the 
problem can be identified. Subsequently, a summary of the approaches and methods is given in form of a 
map of methods to identify gaps on the solution path and to formulate research needs based on this. 

6.1 Map of Methods 
The result of the literature research is an extensive landscape of methods with approaches from different 
areas of industry. To systematically represent the core topics, a method map is shown in Figure 4. This is 
intended to provide an overview of the approaches identified and to assist the reader with orientation. The 
systematic design of the research is reflected on the map in the form of the three snowballs NLP, AI, and 
modeling. The field of requirements engineering is not shown because it represents an ongoing closely linked 
parallel process. The Requirements field is the starting point for different paths across the map, which end 
in the Diagrams and Views area. To establish the reference to widespread standard solutions in the area of 
information technology, the complex AI solutions fastText and BERT are additionally located on the method 
map. 
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Figure 4: Map of methods 

The area of illustration is particularly characterized by approaches from NLP. The systematic decomposition 
of requirements serves the transformation into the machine-readable domain. BASHIR ET AL., ARORA ET AL., 
BEN ABDESSALEM ET AL., KOCHBATI ET AL., and XU ET AL. [35][36][37][38][39] take up the methods of 
segmentation as well as parsing, which represent standard solutions. Based on this, ARORA ET AL. [36] 
describe an activity to find rule-based relationships between sentence members in a sentence. Using 
embeddings and similarity computation, CAMPOS ET AL. [40] and DALPIAZ ET AL. [41] filter duplicates and 
synonyms from the decomposed sentences. ROSADINI ET AL. [42] extends the ideas and uses parsing to 
predict defects in requirements. In the area of networking, activities of classification and clustering are 
particularly located. Classification is done by ZHOU ET AL. [43], basis for these methods provides the use of 
strategies from the field of neural networks and Deep Learning. ZHONG ET AL., KOWSARI ET AL., and ZHOU 
ET AL. [44][45][46] deal with special forms of neural networks. Different types are combined to increase 
efficiency and different ML methods are compared. The approaches from ZHOU ET AL. and MENG ET AL. 
[43][47] deal with classification based on multiple criteria. BEN ABDESSALEM ET AL. [37] and ZHONG ET 
AL. [44] compare the imported requirements with constructed patterns in a pattern-matching activity. 
According to the framework, the cross-linking of requirements takes place simultaneously with the usage of 
semantic information from semantic storage. While KUMAR ET AL. [48] deal with the design of ontologies 
from taxonomies, ZHANG ET AL. [49] use ontologies to extract semantic information. ZHOU ET AL. [46], 
extended ontologies by sub-ontologies. BASHIR ET AL. [35] andYANG ET AL. [50] address activities that 
concern the networking of requirements. To bundle the results in a final step, the design of human-readable 
visualizations and the application of views are mostly used in the pragmatics domain. Visualizations in the 
form of a Venn diagram are generated by the approach in DALPIAZ ET AL. [41]. LUCASSEN ET AL. and 
DALPIAZ ET AL. [51][52][41] present approaches to filter visualizations afterward and to focus or hide areas. 
To complement this, LUCASSEN ET AL. [51] address the highlighting of different links. Finally, YANG ET 
AL., ROBEER ET AL., GULIA ET AL., KOCHBATI ET AL., PEREZ ET AL. [50][53][54][37][55] present methods 
and activities that enable the automatic creation of diagrams. 
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7. Summary and Outlook
This paper presents a framework for process modeling in the AI-supported generation of chains of 
requirements formulated in natural language. Based on existing methods and approaches, a framework is 
designed that describes the intermediate states, mechanisms, and tools on the way from separate 
requirements to cross-system requirement chains. With the help of systematic literature research approaches 
from the three topic areas NLP, AI and modeling are compiled. Subsequently, representative approaches and 
results are presented in the form of a method map. In connection with the regulatory framework, it is thus 
considered which solutions can enable the selected project in a bottom-up manner. Due to the pronounced 
heterogeneity of the identified approaches, no explicit comparison criteria could be identified. As a result, it 
can be stated that a bottom-up approach based on a methodology developed in the use of existing approaches 
does not seem to be very effective. In future work, activities and states within the respective methods must 
be analyzed and, in a top-down approach, the necessary target states in the regulatory framework must first 
be described with sufficient precision so that the identified approaches can be compared. Especially the area 
of evaluation with associated networking methods from the field of neural networks is to be investigated in 
more detail. 
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Abstract 

The use of machine learning promises great potential along the entire value chain of manufacturing 
companies. Many companies have already recognized the resulting opportunities for increasing enterprise 
value and are developing their machine learning applications for the production environment. However, 
despite these efforts, many of the solutions developed fail in the market. Especially small- and medium-sized 
enterprises have difficulties developing suitable business models for their technical applications. These 
difficulties arise because companies do not evaluate their business projects sufficiently during the 
development phases. As a result, unpromising projects are not recognized until late in the development 
process and thus cause high sunk costs. 

This paper presents an approach for integrating assessment methods into developing machine learning-
driven business models for production. Due to the diametric evolution of information availability and 
uncertainty during the business model development process, various methods and tools can be used for the 
assessment depending on the current phase. For this purpose, existing assessment methods are evaluated and 
contrasted regarding their suitability concerning machine learning-based business models for production. 
Afterwards, three approaches for the different planning phases of business model development (strategic, 
tactical, operational) are presented in this paper. 

Keywords 

Artificial Intelligence; Machine Learning; Business Models; Assessment; Manufacturing 

1. Introduction

Recent studies reveal various potentials of Machine Learning (ML) for companies along the entire value 
chain. As a result, global GDP is expected to increase by up to 14 % or $15,7 trillion by 2030 [1]. Today, 
ML systems are applied across various industries.  These help, for instance, to make quality management 
more efficient or to enable predictive maintenance of machines. Although the feasibility of these applications 
has already been proven many times at the research level and first marketable products are available, the 
actual implementation of corresponding applications and offerings lags behind the high expectations [2,3]. 
One of the main reasons for this discrepancy is that companies are not able to develop economically viable 
scenarios for their technical solutions [4]. It becomes apparent that especially those companies are successful 
with ML offerings that emphasize the generation of business value during development. Thus, building a 
business understanding and evaluating business cases as part of business model (BM) development is a key 
success factor for implementing competitive ML applications in manufacturing companies [5].  

Research on ML-based BMs for manufacturing and the accompanying empowerment of companies is still 
in its infancy. The following work aims to identify appropriate evaluation methods for the different phases 
of maturity in the development of ML-based BMs for manufacturing. Using the tools presented, companies 
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can evaluate the current development status of their BM and be supported in their decision-making. The 
underlying research hypothesis states that an appropriate methodology can be developed by analyzing 
existing concepts and approaches in the respective technical literature. This work considers ML as a system 
WKDW�³XVHV�GDWD��DQDO\VLV and observations to perform certain tasks without needing to be programmed to do 
VR´�[6]. A BM is ML-driven if at least one relevant dimension is characterized by the use of ML methods 
[7]. 

The procedure outlined in the paper is as follows: Section 2 first provides an overview of the development 
process of ML-based BMs and its three-phase structure. To this end, different process models are discussed 
and the process is explained using a selected model. Subsequently, phase-specific requirements for the 
selection of evaluation methods are derived from literature. The resulting evaluation criteria are then used to 
evaluate existing evaluation methods which were identified in the course of a structured literature analysis. 
Based on this overview, section 3 proceeds with the presentation of a developed methodology, thereby 
choosing the most appropriate methods and tools for each planning horizon and adapting these to the area of 
manufacturing. For validation purposes, the introduced methodology is then applied to an actual use case 
from the manufacturing industry in section 4. Finally, section 5 ends with the conclusion and potential 
impulses for further research. 

2. Research results

2.1 Development process of ML-based BMs 

A successful implementation of ML-based BMs for manufacturing requires a systematic and structured 
process. This is of particular importance for companies that have only limited experience in the context of 
developing ML-based applications [3]. To address this problem, numerous process models exist in literature. 
Many of these approaches originate from the field of data mining, which is the extraction of structures and 
patterns from large amounts of data using specific analysis techniques [8]. Well-known approaches in this 
field include the Cross Industry Standard Process for Data Mining (CRISP-DM), the Sample, Explore, 
Modify, Model, Assess (SEMMA) and the Knowledge Discovery in Databases (KDD) [9]. A deeper analysis 
of the models in terms of their suitability for the manufacturing industry reveals numerous shortcomings that 
prevent their practical and holistic application in such a domain. Among the main criticisms is that existing 
models do not cover the process of selecting a problem and deciding whether to use ML to solve it and do 
not take into account the specific requirements of production environments [10].  

Figure 1: Development Process of ML-based BM according to Biegel et al. 
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In order to address these shortcomings Biegel et al. [10] introduced their AI Management Model for the 
Manufacturing Industry (AIMM) (see Figure 1). It is further utilized as a framework for the integration of 
assessment methods and to emphasize the characteristics of each phase. The process is funneled and starts 
with potential problems, which are subsequently transformed into an ML application using three phases: 
problem selection (strategic phase), solution design (tactical phase) and solution development (operational 
phase). A significant difference between the process phases results from the availability of relevant 
information and the degree of uncertainty regarding the economic viability. Relevant information includes 
not only forecasts on technical prospects of success, but also market scenarios and possible legal restrictions. 
Only a little, primarily qualitative information with a low resolution, is available at the beginning of the 
process, leading to a high degree of uncertainty. This uncertainty is reduced throughout the process by 
acquiring new and higher-quality information, gradually enabling a quantitative evaluation of projects [11]. 

The AIMM is designed to fail quickly in the case of an unpromising endeavor. The model takes into account 
that, particularly at the beginning of an application development process, the costs incurred are still low. At 
the same time a strong influence can be exerted on the future cost-benefit ratio in later phases of development 
and utilization [12]. This effect is especially relevant for the domain of production, as physical products - 
e.g., in the form of machine tools - are frequently linked with digital services in so-called product service
systems [13]. In the case of a mere development of digital services, the share of cost emergence in early
phases is proportionally higher. In contrast preventing sunk costs in later phases nevertheless has a
significant impact [14,15]. Therefore, at the transitions of the phases, the AIMM process enforces to evaluate
whether a problem can potentially be solved using AI technology and whether a resulting business case is
financially feasible. If an idea is dropped out, the process can be revisited with a different problem, or the
solution design can be adjusted accordingly. In this way, the waste of entrepreneurial resources is prevented
at an early stage of the use case development [10].

A shortcoming in the AIMM is that the authors only provide a few concrete hints to the phase-specific use 
of assessment methods. In their approach to technology assessment from 2011, Haag et al. [16] become more 
specific and propose different assessment methods for the distinct process phases of technology 
development. However, the approach is highly technology-unspecific and does not incorporate the special 
requirements that arise when considering ML-based technologies, which will be highlighted throughout this 
paper. Due to the age of the explanations, many context-specific assessment methods (e.g., from the field of 
digitalization and Industry 4.0) developed in the meantime are also not included in the approach. In this 
regard, the method presented in this paper picks up and presents ML-suitable assessment methods in each of 
the three process phases. 

2.2 Phase-specific requirements and evaluation of existing assessment methods 

Suitable evaluation criteria must be defined for a comparable and objective evaluation of existing 
approaches. These result from the requirements of the different process phases and were identified as part of 
a structured literature review. Next is examined which activities are carried out in each phase and which 
input and output states are present. In addition, it is included which incoming information is available and 
which outgoing information must be provided for decision-making (see Figure 2).  

In the strategic phase of problem selection, the project team first identifies and evaluates relevant problems 
from the production environment. As incoming information, a selection of possible problem definitions is 
available, whose potentials and challenges are assessed concerning a possible solution development. The 
underlying problem set can originate from the documentation of a continuous improvement process or from 
a dialogue with customers [17]. Since there can be larger problem sets, it is necessary to identify and 
prioritize the most promising ones. In their model, Biegel et al. propose a qualitative evaluation of problems 
in the two overarching dimensions of relevance and complexity using a portfolio matrix. While the number 
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of actors and objects involved and their relationships to each other and the required interdisciplinarity is a 
major influencing factor for complexity, the influence on a company's key performance indicators (e.g., 
Overall Equipment Effectiveness) is decisive for relevance. After prioritizing the alternatives, the selected 
problems cross the first gate where the ML fit is examined. In this process, it is checked whether the problem 
under consideration meets the basic requirements for being solved with ML methods [18]. After passing 
through the strategic phase, quantitatively evaluated, prioritized, and ML-suitable problems remain for 
further pursuit in the tactical phase.  

Following the results of a structured literature review, the first requirement is that suitable methods for the 
strategical phase are capable of enabling a comprehensible and systematic ranking of alternatives [19]. 
Furthermore, especially in this initial phase, it is necessary that the alternatives to be evaluated allow a 
holistic assessment, despite the low level of information [20]. In this context, it should also be possible to 
conduct risk assessments and to make prognoses by considering volatilities in technical, financial and 
organizational conditions [21]. Finally, regarding the usability in the strategic phase, it should be ensured 
that the models are generalizable to enable the evaluation of a wide range of possible problems. In addition, 
they should be able to determine reproducible results that are comprehensible in terms of transparency, even 
in spite of fluctuating information quality [22]. 

Figure 2: Overview of incoming and outgoing information in the process phases [10] 

In the tactical phase, a selected problem is examined in more detail and developed into a draft solution in 
the form of a possible BM. In addition to the qualitative information already available, initial quantitative 
information is also available as input variables. In-depth examination of the selected problems allows 
estimations for possible expenses and income streams connected to implementing the respective BM. Among 
other things, this data can be retrieved from historical data, e.g., from service or sales or from past projects 
[17]. In their approach, Biegel et al. propose a financial evaluation of the project as a final gate before the 
solution development phase. However, in view of the extensive planning activities and the increasing 
availability of information, it is reasonable to further include qualitative aspects. The tactical phase thus 
represents a transition between the strategic phase, which is driven by qualitative information, and the 
numbers-driven operational phase. Therefore, suitable models for this phase must be able to merge 
qualitative and quantitative aspects and combine them in a reproducible result. However, in contrast to the 
previous phase, the tactical phase does not evaluate a broad problem set but various options for the BM 
design. This includes decisions regarding the scope of the BM (e.g., detection of errors vs. prediction of 
failures) or the acquisition of competencies (e.g., build up in-house vs. buy in externally) [23]. In order to 
weigh between these design options, the possibility of ranking of alternatives remains relevant in this phase. 
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Table 1: Evaluation of existing methods 
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The previously designed BM is developed and implemented as an iterative development project in the final 
operational phase. The input information in this phase consists of target values selected in the planning 
process, their degree of fulfilment and ML-specific performance data. The latter result from prototypical 
setups and testing within the development process. Thus, the use of quantitative evaluation methods is 
particularly indicated in the context of solution development. In their model, Biegel et al. do not specify an 
approach for the evaluation of the project in this phase. Nevertheless, a continuous evaluation of the project 
is of particular importance, especially in this resource-intensive phase [14,15]. Due to the highly dynamic 
nature of the iterative development process, special usability requirements arise in this phase. Therefore, 
suitable methods must enable the integration of knowledge gained from the development process in the short 
term. Furthermore, the results of the applied evaluation methods must be comprehensible for all stakeholders 
involved in the project in terms of transparency. Finally, especially in the solution development phase, there 
is a high demand for the evaluation methods regarding their compatibility with digital business models. ML-
specific figures must be considered to a greater extent, especially regarding possible optimizations by the 
underlying application. For example, the expected prediction accuracy of the model is decisive for the 
profitability of an ML use case.  

Table 1 shows the results of an assessment of existing evaluation methods using the derived evaluation 
criteria. The evaluation methods were identified through systematic literature analysis. The methods are 
divided according to the three process phases: strategic, tactical, and operational. The evaluation criteria are 
divided into three areas: data, methodology and practical application. The data area includes the criteria 
holistic assessment, inclusion of qualitative and quantitative aspects as well as realistic depiction. The 
criterion "realistic depiction", which has not been mentioned so far, refers to the fact that the recording and 
preparation of all necessary technical and business contexts is necessary for a well-founded evaluation. It is 
thus relevant for all process phases [42]. 

3. Description of the assessment methodology 

In the following, the developed methodology is introduced. The selection and combination of methods is 
based on the evaluation of existing approaches which was presented in chapter 2. An overview of the 
methodology is shown in Figure 3.  

 
Figure 3: Three-levelled assessment methodology 

240



For the strategic phase, the analytic hierarchy process provides the main structure and is supplemented by 
aspects from the assessment model according to Pokorni et al. In this phase, it is important that a holistic 
evaluation of the problem set can take place and subsequently a ranking of alternatives is made possible. 
Among the approaches examined, the utility analysis, the analytic hierarchy process (AHP) and the 
assessment model by Pokorni et al. fulfil these requirements at the best. Comparing the utility analysis and 
the AHP, there is a decisive difference: the AHP has an iterative structure and provides a consistency check 
to avoid logic errors. On the one hand, this makes the AHP more transparent than the utility analysis due to 
the systematic assurance of consistency. On the other hand, the usability deteriorates due to the increased 
effort required to perform the analysis. However, this additional effort in the AHP is reduced by a computer-
aided execution of the procedure [38]. Nevertheless, due to the high degree of generalizability of the AHP, 
it makes sense to enrich the procedure with elements from the industry- and context-specific approach of 
Pokorni et al. In this model, positive effects of the use of ML are interpreted as potentials (e.g., increase in 
efficiency, increase in productivity) and negative effects as challenges (e.g., implementation costs, 
compliance challenges).  

Due to its holistic approach and good performance overall, the assessment model according to Schuh et al. 
[37] is selected and adapted for the tactical phase. The hybrid model focuses on an assessment of effort and
benefit, considering challenges and fields of action of ML-driven BMs. As the digitization scorecard and the
potential analysis, this method is suitable for the required use of qualitative and quantitative data. Compared
to other approaches, the method of Schuh et al. stands out due to its possibility of ranking alternatives. Within
the model, the evaluation of qualitative input information merges with the results of quantitative evaluations
in a portfolio matrix. By using and adapting an indifference curve within the model, it is also possible to
include user-specific preferences. The position to the indifference curve is used to decide whether a solution
design is perceived as an investment decision and transferred to the effort-intensive operational phase.
Accordingly, adjustments can be made or an use case is discarded completely [37].

Finally, for the operational phase, an indicator system is introduced. It combines domain-specific key 
figures from the field of manufacturing with ML-based key figures. Thereby, it aims at enabling a sustainable 
assessment and control of the BM during operation. Compared to methods of investment calculation 
(static/dynamic payback method; net present value method), an indicator system is more suitable for a 
holistic assessment. Thus, in addition to purely financial key figures, ML-specific (e.g., precision, accuracy) 
and production-specific key figures (e.g., utilization rate, productivity) can be included. Compared to the 
value driver tree, the indicator system distinguishes itself by better usability. Accordingly, it is possible to 
draw on metrics already known and used by the various stakeholders in the interdisciplinary development 
project. Finally, the effort of the project team to create the system consists of identifying dependencies 
between individual key figures and linking them. The remaining Industry 4.0 maturity index is also partially 
based on a system of key performance indicators. Therefore, the evaluation method of the operational phase 
also takes up aspects from the model¶V�NH\�ILJXUH�V\VWHP. 

4. Application and validation

To validate the presented approach, the procedure introduced in this paper was applied to an exemplary use 
case. It originates from the industry-centric research SURMHFW� ³Sensorische Schutzabdeckung´�ZKLFK was 
funded by the LOEWE ± State offensive in Hessen, Germany. The basic idea of this project was to develop 
a predictive maintenance application for protective covers in machine tools which was realized by applying 
ML to gathered retro-fit sensor data [43]. In the following, the application of the approach presented in 
chapter 4 is applied to the use case.  

Compared to an application in a real industrial environment, there is a significant difference when applied 
to a research project: Whereas in industry one often must choose between working on different problems 
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arising from one's own company or from customer requirements, the problem in a research project is usually 
already defined in advance. For this reason, it was decided not to apply the assessment method from the 
strategic phase and to start with the application of the methodology from the tactical phase. It was possible 
to consider both the potentials of an ML-based use case compared to the previous status quo in the 
maintenance of protective covers and the challenges that exist along the way. The challenges were 
incorporated into the evaluation process as qualitative aspects. The biggest challenge identified was that the 
company itself had little experience in the field of data analysis and that the sensor technology required for 
data acquisition in the ML application had not existed as a ready-made solution. In this way, important key 
partners for future development activities could be identified and acquired. At the same time, it was possible 
to use extensive quantitative input. Thus, a potential cost saving for the avoidance of too early or too late 
repair measures as well as a customer's willingness to pay and possible unit number ranges for a marketable 
solution could be determined and included in the evaluation. In doing so, the application of the evaluation 
method resulted in a positive prognosis for a decision to invest in the development of the ML-based product-
service system.  

Figure 4: Indicator system for operational phase in the project ³6HQVRULVFKH�6FKXW]DEGHFNXQJ´ 
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In the subsequent phases, the evaluation method for the operational phase was applied (see Figure 4). Within 
the resulting indicator system, various context-related key figures are related to each other via mathematical 
and logical connections. The key figures are taken from both the business management and ML area. In 
addition, specific key figures from the field of maintenance are included, such as the mean time to repair or 
the failure probability factor. During the development of the indicator system, the stakeholders involved - 
namely the management, WKH� FRPSDQ\¶V� domain experts, sensor and electronics developers and data 
scientists - were thus able to incorporate their relevant indicators. This confirmed a good usability of the 
approach within the framework of an interdisciplinary project team. By establishing and tracking the 
indicators, important levers for achieving an economically viable scenario were identified during the course 
of the project. As a result, it was possible, among other things, to substitute electronic components with less 
expensive variants and to reduce the amount of data processed.  

Within the model shown in Figure 4, mathematical relationships are highlighted by operators, whereas 
logical relationships are indicated by connecting lines. The data used in the project originated from different 
sources. Business- and maintenance-specific data was already available through previous research from the 
company's sales and service departments. ML-specific data was collected as part of the development project 
and the tracked metrics in the model were subject to significant changes. During development, various sensor 
and ML concepts were designed and investigated, prototypes were built and experiments were conducted. 
This enabled more precise figures to be derived for possible model qualities and estimates to be made of the 
hardware required for implementation. Here, the indicator system confirmed its advantage of incorporating 
new findings within a short-cycle development process. Since the research project did not comprise a 
complete product development but ended as an extended feasibility study, reliable figures were not yet 
available for all aspects at this time. Nevertheless, offers from external contractors and a more in-market 
analysis were acquired at the end of the project. Thus, it was possible to use the assessment methodology to 
draw up possible scenarios a continuation of development efforts within the company. 

5. Conclusion and future research

Given the increasing availability of data, WKH�LPSRUWDQFH�RI�0/�DQG�LWV�LQWHJUDWLRQ�LQWR�FRPSDQLHV¶�XVH�FDVHV�
and BMs is higher than ever before. Assessment methods are meant to evaluate the profitability and viability 
of BMs during their development, therefore intending to reduce sunk costs by prioritizing promising 
alternatives in the early stages of development. However, due to the variety of methods and novel potentials 
as well as challenges coming with ML-based BMs, companies still struggle to find appropriate ways of 
assessing their BMs. In this paper, a three-levelled methodology for assessing ML-based BMs has been 
introduced. Considering the strategic, tactical, and operational planning horizons, various assessment 
methods have been assigned, rated, combined and adapted into a holistic assessment methodology for ML-
based BMs. Following the depicted gates within the AIMM from Biegel et al., the developed methodology 
allows less promising alternatives to drop out and thus to reduce sunk costs. Furthermore, the indicator 
system, containing of business-, application- and ML-related indicators, enables continuous tracking of BMs 
after being implemented in practice. 

The introduced methodology has been validated using an actual use case from the manufacturing industry. 
However, given the novelty of the approach, further validations, especially within the strategical phase of 
the methodology, are necessary ± some have already been initiated. Furthermore, in the context of this paper, 
a broad overview of the selected methods was provided based on their theoretical evaluation. In the future, 
it is necessary to describe the developed methodology and especially its associated methods in more detail 
and give further instructions for the practical implementation and application. 
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Abstract

Automated,  modular,  asynchronous and locally controlled material  flow systems promise high routing 

flexibility  in  production  lines  because  their  conveying  modules  can  be  reconfigured  without 

reprogramming PLCs. However, if such material flow systems comprise cycles and different routes, they 

may exhibit undesirable deterministic chaotic inter-arrival times, which can lead to conveying bottlenecks 

when approaching maximum capacity. Since existing analytical models have not been practically adopted 

for  planning material  flow systems,  an approach for  detecting deterministic  chaotic  inter-arrival  times 

during production is proposed. It employs the Hough transform to identify trajectories in inter-arrival time 

phase  space.  The  approach  is  tested  with  a  laboratory  double  belt  conveyor  system,  in  which  non-

deterministic behavior is minimized. Results are compared with a previously published analytical model. It 

is shown that the proposed approach is able to detect deterministic chaotic inter-arrival times for the test 

cases. Phase trajectories are only partly identified. Future research should test and compare different line 

detection algorithms for their influence on the approach’s robustness in practical production environments.

Keywords

Assembly control; Material-flow; Discrete event systems; Time complexity; Automation

1. Introduction

In series production of piece goods, material-flow automation is a common approach to reduce non-value 

adding labor cost. This approach considerably affects production efficiency because the time of material 

handling is a considerable part of total manufacturing time. Following [1], its ratio is about 85%. 

A popular class of automated material transport systems employs double conveyor belts to transport work 

pieces that are located on work piece holders. Such systems support routing flexibility. Two conveyor belts 

are normally moving at constant speed and take work piece holders with them using friction. When a work 

piece holder encounters an obstacle, e. g. a stopper or another work piece holder that is already blocked, it 

stops while the conveyor belts continue to move underneath it. When the block finishes, the obstacle is 

removed and the work piece holder is again moved by the belts. For such conveyor systems, distributed 

control can be used to make them reconfigurable [2]. 

A typical layout of double conveyor belts comprises a main loop and several side loops, in which stations 

are situated. Each work piece holder contains a memory with its production plan and a pointer to its next 

production step. At each junction, the memory of an arriving work piece holder is read out e. g. via RFID. 

If a station that is viable for conducting the next production step is situated inside the side loop then - if 

possible - the work piece holder is routed to this side loop. Otherwise, it continues its journey in the main 

loop. This design allows decentralized control of the material flow system because a Programmable Logic 
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Controller (PLC) that is responsible for controlling one side loop does not require knowledge about the 

other side loops but may only communicate via the work piece holders' memories. 

Figure 1: Double conveyor belt system with one work piece holder.

This control  design allows reconfiguration of the material  flow system layout without reprogramming 

PLCs, which can be considered an advantage for agile production (c. [2]). However, it also implies that the 

material flows through the different routes are normally not synchronized. It has been shown in [3] that 

such non-synchronized routes in material flows may lead to deterministic chaotic behavior, which may  

lead to reduced conveying capacity that can reduce overall production efficiency of assembly systems. 

In practice, such state explosions are either ignored or they are counteracted with system designs that limit  

the number  of  system states  but  that  are  harder  to  reconfigure at  the control  level.  Considering non-

synchronized production systems or production system chains this approach becomes infeasible.

Relevance of chaotic behavior in production systems with loops has been reported by several researchers  

(c. [4] and [5]). While effects on efficiency may be dominated in systems with high down-time ratio, it can  

lead to conveying bottlenecks when approaching maximum capacity. Furthermore, deterministic chaotic 

behavior  should  be  generally  avoided because  it  introduces  unlimited  numbers  of  system states,  i. e. 

dynamic complexity. In [6], it has been shown that stochastic effects such as processing time variability 

overlay but do not cancel this effect. Therefore, it would be desirable to detect such deterministic chaotic  

behavior when it happens during production in order to be able to counteract it e. g. by re-initialization. In 

[4],  a  mathematical  model  of  autonomously  controlled  production  networks  considering  time  delay 

systems  is  described,  which  allows  stability  analysis  using  Lyapunov  functions.  However,  practical 

management or control of the effect are considered hard because published models of the effect in [3] or 

[4] are difficult to understand and handle in engineering practice.

After  a  short  overview  of  present  approaches  to  material  flow  analysis,  this  work  presents  a  novel, 

practically applicable method for automatic detection of deterministic-chaotic material flow behavior. The 

method provides a measure that  describes the complexity of the trajectory that  the inter-arrival  times 

converge to in phase space. In this context, the term phase space is considered in the context of discrete  

event systems and shall be defined as a space of two dimensional vectors, where the first component is the  

n-th and the second component is the (n+1)-th inter-arrival time. In a proof of principle, the method is

tested using a double belt conveyor system with two work stations that are situated in separate side flows.

Stochastic behavior is minimized in the tests. Should the method prove applicable to real world scenarios,

it could be used for on-line detection of chaotic material flow behavior in production systems.
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2. Models of deterministic chaotic material flow behavior

2.1 Material flow simulation

Today, material flow simulation is an established technology that is widely adopted throughout industry 

(c. [7]).  The  dominant  paradigm  is  to  employ  discrete  event  simulation  models  that  are  set  up  and 

parameterized in graphical user interfaces. Graphical definition of material flows and control flows are  

often accompanied by code that describes behavioral logic. An approach for reducing manual modeling 

effort has been proposed in [8].

Material  flow simulation has been employed to investigate deterministic chaotic effects with limitless  

growing state space in [6]. It was found that deterministic chaotic effects overlay stochastic effect so that  

either may be dominant (s. Figure 2).

Figure 2:  Simulated inter-arrival time patterns for normal distributed bottleneck station processing times 

with different standard deviations for a double belt conveyor belt system using 57 work piece holders [6].

A different approach is to employ physics simulation for material flow simulations to reduce modeling 

effort for the non-controlled environment behavior (s. [9]). Resulting motions are less abstracted than those 

of  discrete  event  simulations.  Therefore,  accelerations  can  be  investigated,  which  enables  optimizing 

conveying velocities (c. [9]). [10] provides a survey of 3D game engines that comprise physics considering 

their application for production system simulation.

2.2 Analytical material flow models

A well  researched  domain  of  analytical  approaches  to  model  and  analyze  material  flow  behavior  is  

queueing theory (s.  [11]). There, arrival times are assumed to follow stochastic distributions. If complex 

layouts are considered, these distributions normally follow specific types such as exponential distributions 

(c. [12]). 

Furthermore,  colored  Petri-networks  (c.  [13])  and  max-plus  dioids  (c.  [14])  have  been  employed for 

material-flow  analysis  of  flexible  manufacturing  systems.  Typically,  in  these  analytical  approaches 

deterministic chaotic behavior is ruled out by a-priori assumptions or by modeling rules that are required  

for applying model analyses. 

In  [3],  series  based  analytical  models  for  deterministic  chaotic  inter-arrival  time  behavior  has  been  

presented. However, practical applications of the approach are limited because an analytical measure for 

comparing or assessing the time series is missing.

3. Method for detecting deterministic chaotic inter arrival times

The main idea of the method is to treat scatter plots of the phase space of inter-arrival times, i. e. the plot of 

the n-th and (n+1)-th inter-arrival time as images, on which the probabilistic Hough line transform [15] is 
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employed for line detection. If lines are detected then there are visible trajectories in phase space that  

indicate  deterministic  chaotic  behavior.  The number  of  lines  is  employed as  an indicator  of  dynamic 

complexity.

As an input, the proposed method employs arrival times of work piece holders at a specific location in the  

main loop. This location is situated in the region in front of a fork joint that leads to a bottleneck station. In  

front of the location, there must be a queueable conveyor section (s. Figure 1). Since modern PLCs have 

access to an internal clock, detection of arrival times is easily implementable. However, for the method 

time accuracy is crucial so that the logging of arrival times should run in a fast loop that is separated from 

the main control program. The method's steps are conducted as follows:

 Arrival times are stored with a sampling frequency of 1000 Hz in a ring buffer of 100 values inside 

the PLC.

 Each 20 ms, the ring buffer is read out by a computer that is connected via field bus.

 After each read out, the new arrival times are converted into inter-arrival times by subtracting the 

previous arrival time.

 Each inter-arrival time is mapped to a 2D histogram with 100 bins for each axis (optimum bin size  

may vary for different systems), in which the x-coordinate represents the (n)-th inter-arrival time  

and the y-coordinate represents the (n+1)-th inter-arrival time. 

 A binary matrix is set up, in which each element corresponds to a bin. Each matrix element is set  

to 255 for empty bins and to 0 for non-empty bins. 

 The matrix is extended by 1/5 its size at each border, i. e.  20 elements are padded at the top, 

bottom, left and right border so that the matrix size becomes 140x140.

 The Canny edge detector [16] is applied to the matrix as it were an image.

 The probabilistic Hough line transform (s. [15]) is applied on the result.

 Resulting lines are counted.

Table 1 provides an overview of the parameters for the Canny edge detector and the probabilistic Hough  

line transform, which have been manually derived.  

Table 1: Parameters for the algorithms

Algorithm Parameter Value

Canny Gaussian filter kernel size (x and y) 10

Hysteresis procedure threshold 1 100

Hysteresis procedure threshold 2 200

Sobel operator aperture size 7

Probabilistic Hough Line Transform Distance resolution 20

Angle resolution [rad] 0.17

Voting threshold 50

Maximum gap between points 30

4. Tests setup

The tests have been conducted with a Bosch TS/2+ based conveyor system (s. Figure 3). The double belt 

conveyor system comprises a main loop and two side loops. Processing times of both stations are 10 s.  

Conveying speed is 0.22 m/s. The production plan for each work piece holder is Station 1 → Station 2 → 

Station 1 → etc.
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Figure 3: Test setup with double belt conveyor

The overall system is controlled by three independently operating PLCs (one for the main loop and one for 

each side loop). The main control program cycles of the three PLCs are not synchronized with each other. 

Arrival times measurements are performed independently on one PLC so that the PLC runs both the main  

control program and a measurement program with 1 ms cycle time. 

Behavior at the joints follows one pattern that is commonly found in industry:

When a work piece holder arrives at a fork joint of a side loop with its next station then it is immediately 

routed  into  the  side  loop if  possible.  If  the  side  loop is  blocked because  of  a  queue  in  front  of  the 

bottleneck station, the work piece holder waits for 4 s, during which it is routed to the side loop as soon as  

no block is present any more. If the block lasts longer then the work piece holder continues traveling along  

the main loop.

When a work piece holder arrives at a merge joint, the side loop always gets precedence so that blocking 

of the station inside the side loop is avoided.

Work piece holders are initially queued at the stopper behind the long outer section of the main loop (front  

conveyor right in front of the turning unit in Figure 3)

Tests are conducted with each number of work piece holder numbers starting at 1 and ending at 32. At 32  

work piece holders, a deadlock immediately occurs. Note that deadlock situations start occurring at 26 

work piece holders and above after less than one minute.

5. Results

For 1 to 7 work piece holders, all detected lines are situated close to the x and y axes, and no chaotic  

behavior can be observed. Note that for tests with 3 work piece holders or less, no lines are detected  

because of the maximum gap parameter employed.

Figure 4 visualizes the test results for 7 to 14 work piece holders. Doing a visual analysis, an increasingly 

relevant pattern that covers areas far from the axes emerges. The pattern is highly visible for 12 work piece  

holders and disappears in tests with 14 work piece holders and more. In the pattern, polygonal features are 

manually observable. 
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Figure 4: Test results after 15 min. The inter-arrival time matrix is derived from a histogram following Figure 2.
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The lines that are detected by the method generally follow the visually observed patterns. However, more  

lines  are  generated  than  expected.  In  the  case  of  9  work  piece  holders,  lines  near  the  axes  are  not  

generated. Note that while line detection accuracy depends on the four parameters for the Probabilistic  

Hough Line Transform that are shown in Table 1, the most critical parameter has been the maximum gap 

between points. The result that the maximum number of generated lines clearly indicates the situation with  

the strongest pattern at 12 work piece holders is robust against parameter variations of less than ± 10%  

maximum gap between points.

6. Discussion

The proof of principle test demonstrates that for the considered scenario, the proposed method can be  

employed to automatically detect deterministic chaotic material flow behavior in double conveyor belts.  

The method and its algorithms that are state of technology in image analysis are able to extract lines that  

follow phase space trajectories. 

However, while the number of detected lines grows with the convolution of the inter-arrival time pattern, 

the gaps in the pattern that remain after 15 min measurement time lead to misidentified lines. In the case of  

13 work piece holders, lines are detected at the left side that go from bottom left to top right. Considering  

the other patterns, one would expect one line that is vertical and two parallel lines from top left to bottom 

right,  which represent  different  routes through the system. These patterns become more dominant for 

longer test times. Effectively, the maximum gap between points parameters prevents correct detection of 

lines for the considered 15 min measurement time. However, reducing the maximum gap parameter results 

in a lower overall number of recognized lines to a point, in which the approach does not yield usable  

results.  Therefore,  the  proposed  approach  is  considered  unsuitable  for  detecting  root  causes  for 

deterministic chaotic behavior or for phase space trajectory reconstruction.

Nevertheless,  automatic  detection  of  chaotic  behavior  may  provide  insights  for  operative  production 

management about system design shortcomings. The approach can easily be applied to existing conveyors 

e.g. by adding one proximity sensor per material flow loop. Employed at a large scale, it  could draw

attention to hidden issues that are normally covered by down times, breaks or idle times.

Besides its application using data from PLCs, the method can be directly applied to co-simulations e.  g. in 

digital  twins.  Application  in  the  design  phase  of  systems  would  allow  early  checks  for  undesired 

deterministic chaotic behavior.  As an addition to commonly used design quality checkers, the method  

could help to improve production system design.

7. Conclusion and Outlook

An approach for detecting deterministic chaotic inter-arrival times has been presented. In a test scenario, it  

has  been  shown to  automatically  detect  patterns  in  inter-arrival  time phase  space.  As  a  next  step  of 

research, the approach should be tested in real production situations that exhibit stochastic effects.  If the 

results  from the  described  laboratory  test  are  reproducible  in  industrial  production  environments,  the 

approach may help improve capacity flexibility by front loading issue handling. Instead of solving material 

flow bottlenecks  that  are  caused  by  deterministic  material  flow chaotic  behavior  when  production  is 

maximized, detection may trigger a system or control redesign during normal operation.
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Abstract 

Similar to open source software, the open source hardware (OSHW) movement is seen as a technology driver 
which can enable developing economies to leapfrog their industries. While machine tools are a subset of 
OSHW, they have received relatively little academic attention compared to electronic OSHW. This study 
applies an explorative research approach and analyses open source designs for machine tools freely available 
on the internet. By coining, the term open source machine tools (OSMT), it determines their applicability in 
low resource contexts and identifies the potential of OSMTs in democratizing manufacturing technologies. 
OSMTs thereby encourage diversification, entrepreneurship, and inclusive industrial development, thus 
contributing to the implementation of Sustainable Development Goal no. 8 which aims to promote inclusive 
and sustainable economic growth. Specific areas for OSMT application in low-resource contexts and factors 
and barriers affecting their success are singled out. 
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1. Introduction

In the developing and least developed countries (LDCs), more than five billion people live in resource 
constrained contexts [1]. The global digital divide exacerbates this phenomenon: On the one hand, 
industrialized nations witness the evolution of industry 4.0, artificial intelligence, and associated 
technologies at a rapid pace; on the other hand, there is a persistent lack of technical know-how, digital 
infrastructure, and lack of scientific research capacities in developing countries and LDCs. As a 
consequence, this last group is left behind in global development. This has recently become even more 
evident as resource constrained environments have been hit hard by the disruption of globalized supply 
chains due to the COVID-19 pandemic [2]. People at the bottom of the socioeconomic spectrum, the so-
called bottom of the pyramid, are affected most by this. These dynamics can be seen not only on the 
international but also on the national level. 

To mitigate these inequalities, development theorists have frequently called for faster and more 
comprehensive inclusion of developing and LDCs into the global network of industrialized nations as well 
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as for the creation of competitive environments to stimulate innovation and boost productive capacities1 [3]. 
This is vital for sustainable and equitable economic growth that localizes production and explicitly includes 
communities and individuals at the bottom of the pyramid [2], especially as traditional developmental 
approaches such as dissemination of technology have often not yielded the intended successes.   

Developments in the field of open source economics have recently offered opportunities to contribute to this 
goal. Not only are many software programs freely available for anyone to access, use, modify, distribute, 
and sell, but open source principles are increasingly applied to all kinds of tangible products in the form of 
open source hardware (OSHW). OSHW is a broad term that includes virtually any kind of tangible item that 
is produced based on information that is freely accessible, from toys and furniture to farming machinery. 
Research on OSHW has focused primarily on products such as medical devices [5,4], laboratory equipment 
[6,7], renewable energy systems [8,9] and also on improving education through OSHW [10,11]. However, 
even though it is precise about open source aspects, the OSHW definition makes no differentiations between 
the many different types of hardware that can be built based on open source principles. This paper advocates 
for the need of subclassifications catering to the particularities of the different kinds of products included in 
the OSHW definition and proposes the conceptualization of open-source machine tools (OSMT) as a distinct 
subdomain of OSHW. On the basis of this definition, this paper furthermore LGHQWLILHV�2607¶V potential 
and challenges to democratize manufacturing and to contribute to the implementation of the SDGs and to 
enable emerging countries to leapfrog their economies through cost-effective, sustainable, and inclusive 
capacity building.  

2. Background 

2.1 The limits of traditional production technology  

In industrial production technology practice, the innovation process has generally been closed source. As 
this innovation requires a high input of knowledge and capital, the process is largely barred to most SMEs 
in developing countries as they lack the necessary human and financial resources to carry out research and 
development [28]. Closed source production technology thus is a cohesive circle that hinders the 
dissemination of knowledge and capital to developing countries [12]. Many industrialized countries have in 
the last decades developed a consciousness for the intrinsic inequalities of traditional production technology 
and have put forward developmental efforts aimed at making advanced technologies available in developing 
contexts [13]. However, this top-down developmental aid has not always yielded the anticipated results 
[15,14]. Based on this observation, bottom-up economics utilizing the concept of co-creation enabled by 
participation and collaboration such as open source economics can be used as a means to achieve inclusive 
and sustainable development [16].  

2.2 Open Source Hardware (OSHW)  

With its roots in open source software (OSS), OSHW applies the open source principles to tangible objects 
such as machines, devices, or other physical artifacts [17]. The miniaturization of microcontrollers and 
electronics, coupled with increased accessibility to digital fabrication technologies lowering the barriers to 
rapid prototyping, have accelerated the evolution of OSHW technology. The democratization of the internet 
has allowed makers and creators to freely share their designs and know-how, while communities around the 
world replicate these designs, build upon them, and further improve them [18].  To qualify as OSHW, the 
design files required to reproduce the machine or device must be made openly available for anyone to study, 
modify, distribute, make, or sell [19]. Simple replication of an object only requires a bill of materials (BOM) 

 
1 Productive capacities are defined as ³WKH�SURGXFWLYH�UHVRXUFHV��HQWUHSUHQHXULDO�FDSDELOLWLHV�DQG�SURGXFWLRQ�OLQNDJHV�WKDW� together determine the 
FDSDFLW\�RI�D�FRXQWU\�WR�SURGXFH�JRRGV�DQG�VHUYLFHV�DQG�HQDEOH�LW�WR�JURZ�DQG�GHYHORS�´�[2]. 
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and build instructions; editable documents such as computer-aided design (CAD) files in the native format 
are furthermore necessary to make modifications of OSHW projects. Other instructions such as assembly 
guidelines, drawings, or electrical schematics can also be made available. Based on this information, a user 
can either replicate a design, further develop it, or simply extract ideas for other projects [20]. In contrast to 
OSS, which relies exclusively on computers, OSHW requires tools, machines, and raw materials for 
replication. This LQFUHDVHV�26+:¶V�WUDQVDFWLRQ�FRVWV�and complexity compared to OSS [10].  

In OSHW, two general domains can be distinguished, namely hedonic and utilitarian. With a majority of 
OSHW projects being hobbyist gadgets, DIY projects in the developed world can be classified as being 
predominantly hedonic in nature [21]. In contrast, in emerging economies, DIY machines mostly serve a 
utilitarian purpose [22]. Given that a majority of the OSHW projects are developed in industrialized countries 
and are designed according to their local resources, needs, and requirements, exact replications of these 
projects can be inefficient, uneconomical, or even unfeasible in the developing world [23]. Based on this 
observation, the concept of open source appropriate technology (OSAT) has emerged [24,18] which is based 
on the argument that advanced technologies are not appropriate for the contexts of developing nations. 
Instead of exporting the technologies of industrialized countries, technologies should be developed to fit the 
specific cultural, environmental, socioeconomic, and educational contexts in which they are to be applied 
[25]. Appropriate technology is characterized by having low capital demands, being locally controlled, 
decentralized, small-scale, labour-intensive, and energy-efficient [26]. 26$7¶V goals to adapt technology to 
human needs and specific socioeconomic and cultural contexts are nowadays also often seen in relation to 
sustainable and environmentally sound technologies [27].  

3. Building on the Shoulders of Giants: Conceptualizing Open Source Machine Tools (OSMT) 

One category of items that has in recent years increasingly been built based on open source principles are 
machine tools. The term machine tools has varying definitions but has generally referred to forming, milling, 
or grinding machines with a focus on metal processing. Machine tools are directly or indirectly used to make 
every modern human-made object and with their ability to produce the components required to make other 
PDFKLQHV�� PDFKLQH� WRROV� DUH� DSWO\� NQRZQ� DV� ³PRWKHU� PDFKLQHV´� [28]. Microelectronics and computer 
technology have allowed the digital control of machine tools, introducing the nowadays widely used 
Computer Numerical Control (CNC) systems. ³Digital fabrication machines´ is another umbrella term that 
includes all machines that can be digitally controlled, whereby laser cutters and 3D printers are also included 
along with conventional CNC machine tools [27]. For the sake of conciseness and to allow for a certain 
degree of generalization, we will refer to all these machines ± CNC controlled or not, hobbyist or industrial 
grade ± that enable the production of products simply as machine tools.  

With their importance for different industries and their potential to bridge sectors, technological 
developments in machine tools are regarded to generally have the highest impact on the productivity of 
economic systems compared to innovations in other fields [29,30]. However, only a few industrialized 
nations are the sole producers of machine tools and manufacturing technologies [31]. Many developing 
countries lack the resources and know-how to invent and produce such technologies themselves thus rely on 
buying them abroad. This, however, requires not only high upfront capital investments, but these machine 
tools are often difficult and expensive to import into low-income countries due to high shipping costs, 
customs taxes, and administrative hurdles. A lack of technical know-how and low technological literacy2 
further exacerbate these challenges. Taken together, the cost of purchasing and using a high-tech machine 
tool is prohibitively high in resource constrained contexts; this confirms the assumptions of appropriate 

 
2 The ability to work with technology in different ways, from understanding over accessing and using to managing it, is called technological literacy 
or technology literacy. For an individual to obtain technological literacy, a certain degree of digital literacy is an important precondition. Via digital 
devices such as computers, said individual is enabled to make use of digital information in various forms that is accessible on the internet [32]. 
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technology. Therefore, even though machine tools can be regarded as decisive technology drivers for 
economic growth that have the potential to leapfrog developing economies, high-tech machine tools are 
often unattainable in developing contexts.  

The OSHW movement offers a potential solution to this problem: By applying OSHW principles to machine 
tools and making build instructions, BOMs, electronic schematics, and CAD files for machine tools freely 
available on the internet, the divide in their accessibility between industrialized and developing economies 
could be bridged and bottom-up, community-driven developmental approaches could be strengthened. While 
open source machine tools already exist in myriad forms, they have, however, not previously been defined 
as such. The concept of open source machine tools was first used by Pat Delany, who designed and developed 
26+:�SURMHFWV�IRFXVHG�RQ�PDFKLQH�WRROV�IRU�³do-it-\RXUVHOI�JOREDO�GHYHORSPHQW´ [33]. Recent years have 
also seen collective efforts such as Open SRXUFH�(FRORJ\¶s Global Village Construction Set [34], which is a 
set of 50 open source industrial machines and machine tools required to build a small but sustainable 
civilization,  as well as individual efforts from the maker community such as the PrintNC open source CNC 
mill [35] and the Voron, an open source 3D printer [36]. By applying OSAT design principles and open 
collaboration, these projects have been able to develop machine tools for a fraction of the cost of their 
commercial counterparts, and they have been successfully replicated by the community [37]. Online 
repositories like the Open Hardware Observatory have compiled a list of self-built machine tools collected 
from the internet by means of a crawlerbot3 using keywords such as µDIY¶ and µhomemade¶, and have sorted 
them into various machine tool categories [39]. These DIY or homemade machine tools range from desktop 
machines weighing a few kilograms to large scale industrial machines. Out of the thousands of designs 
online, only a handful (10 ± 20 machine tools per category) fulfil the OSHW requirements as most do not 
publish any blueprints to allow replication [40].  

However, despite open-VRXUFH� PDFKLQH� WRROV¶� JUHDW� SRWHQWLDO� IRU� LQFOXVLYH� HFRQRPLF� JURZWK� DQG� WKHLU�
popularity among the maker community, they have hitherto been neglected in academic OSHW research. 
This paper therefore proposes the introduction of open-source machine tools (OSMT) as a distinct concept 
under the domain of OSHW to reflect their importance, to encourage research and standardization efforts in 
the field and to foster dissemination. To meet the minimal requirements to qualify as OSMT, an item must 
be a machine tool as defined above. Parallel to the OSHW definition, a machine tool can be considered to 
be open source if all the plans and instructions that are needed to reproduce it are publicly available under 
free terms and for anyone. Furthermore, the project source files should be easily accessible to allow for 
community collaboration in the development, replication, and feedback processes. Due to the open 
development process of these products and the holistic and dynamic involvement of stakeholders in all stages 
from ideation over production to modification, OSMT can be considered a disruptive innovation. 

Considering the complexity of machine tools, the design sharing function is a key differentiator of OSMT 
from proprietary machine tools, whereby end users can save tremendous research and development efforts 
by building on the experience or findings of other users, thus avoiding constant reinventions [41]. Since 
OSMT are built by the end-users, they are then also able to maintain and fix any issues that could arise during 
the lifetime of the machines. Production occasionally requires custom machine tools for which there might 
not be an ideal solution on the market and that is when a self-built machine tool can optimally use available 
workshop area and be built according to user¶V�VSHFLILF�QHHGV�DQG requirements. With most open source 
practitioners being individuals working from their homes or garages, the parts and resources for these 
machines are often cheaper options compared to their industrial counterparts, which can sometimes cause 
reliability issues. Moreover, as many of the designers are no engineers, there is also often a lack of 
engineering best practices, which can lead to either under- or overengineered solutions. However, through 
standardization efforts and focused research in these fields, in the future, OSMT have the potential to attain 

3 Webcrawling is the technical term for automatically accessing a website and obtaining data via a software program [38]. 
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the reliability, performance, and quality normally associated with commercial machine tools. Projects like 
WKH�+HOPXW�6FKPLGW�8QLYHUVLW\¶V�2SHQ�/DE�6WDUWHU�.LW, which aims at designing meticulously documented 
and globally replicable open source machine tools that comply with industry norms hence prioritizing user 
safety, can help this process.  

4. 2607V¶�UROH�LQ�LPSOHPHQWLQJ�WKH�6'*V 

OSHW can constitute a sustainable developmental alternative for developing industries by fulfilling the 
criteria of OSAT which combines the principles of appropriate technology with open source characteristics. 
(VSHFLDOO\�WKH�VXEGRPDLQ�RI�2607�KDV�JUHDW�SRWHQWLDO�IRU�WKLV�DV�LW�LV�DEOH�WR�³PHHW�WKH�ERXQGDU\�FRQGLWLRQV�
VHW�E\�HQYLURQPHQWDO��FXOWXUDO��HFRQRPLF��DQG�HGXFDWLRQDO�UHVRXUFH�FRQVWUDLQWV�RI�WKH�ORFDO�FRPPXQLW\´�[18]. 
OSMT developed under OSAT principles ± by making use of locally available resources, using off the shelf 
components, offering customization towards specific user needs as well as expandability or upgradability, 
integrating community support to answer technical questions ± are affordable, easily accessible, and flexible. 
This democratization of machine tool access can lead to more inclusive and sustainable economic growth by 
offering opportunities for new business models. It is therefore directly related to the implementation of the 
Sustainable Development Goals (SDGs) [42]. Moreover, OSMT can be the key to building local production 
capacity which is vital to realize the goals of achieving a circular economy by localizing production [43].  

OSMT can be regarded as a key enabling technology that lowers the barriers to manufacturing in developing 
countries. By opening up opportunities to prototype, design, create, and invent products that are intimately 
adapted to local markets and needs, local entrepreneurship is strengthened. As machine tools, that would 
normally have been imported, can be produced locally based on OSHW principles, local economies become 
more resilient and less vulnerable to economic shocks through reduced import dependency. It eliminates the 
need for high upfront capital investments and facilitates a quick return on investments as OSMT are cheaper 
compared to conventionally produced machine tools [37]. This further encourages economic diversification 
by offering more business opportunities with less risk, especially for SMEs with little human and capital 
resources, all the while strengthening resilience by offering options for circular economic models. In this, 
OSMT contribute to the implementation of SDG no. 8, and especially target 8.2, which aims at promoting 
³VXVWDLQHG�� LQFOXVLYH�� DQG� VXVWDLQDEOH� HFRQRPLF� JURZWK� >«@´� E\� DFKLHYLQJ� ³KLJKHU� OHYHOV� of economic 
productivity through diversification, technological upgrading and innovation´�[44]. 

Next to bridging differences in the economic development on an international level, the adoption of OSMT 
also has the potential to bridge national inequalities. In this, it helps to achieve SDG no. 10, which targets 
WKH�UHGXFWLRQ�RI�³LQHTXDOLW\�ZLWKLQ�DQG�DPRQJ�FRXQWULHV´��E\�FRQWULEXWLQJ�WR�VXE-WDUJHW��������³>«@�HPSRZHU�
and promote the social, economic and political inclusion of all, irrespective of age, sex, disability, race, 
HWKQLFLW\��RULJLQ��UHOLJLRQ�RU�HFRQRPLF�RU�RWKHU�VWDWXV´�� [44]. Xenophobic national economic policies can 
disadvantage certain groups of the society and exclude them from equitable economic development [45]. 
Here, OSMT can empower marginalized communities that are failed by conventional development policies 
to become self-reliant and pursue bottom-up economic growth, thus making inclusive and fair development 
a reality. To realize this potential of OSMT and to use them to address the SDG implementation, there is an 
additional need for new educational models and incentives.   
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5. Potential Challenges to OSMT Adoption 

While further research is necessary to determine the barriers to OSMT adoption in specific local, resource-
constrained contexts, some general challenges can already be anticipated. One basic factor hindering the 
adoption of open-source technology is the lack of awareness of OSHW in general and particularly OSMT. 
Limited access to the internet and low digital literacy decrease accessibility as OSHW projects are often 
strewn over the internet across various forums, social media platforms and online repositories [46]. To meet 
this challenge, it has been suggested that a global centralized open source database be created to house all 
OSHW projects that are relevant to the UN Sustainable Development Goals (SDGs) [46].  

A further challenge is the replicability of OSMT projects. Encompassing the fields of mechanics, electronics, 
and software, building a machine tool can be a complex endeavour requiring proficiency in various domains 
such as precision fabrication, high voltage electrical wiring and software configuration. In contrast to OSS, 
where replication mostly involves downloading and running a code, the replicability of OSMT depends on 
more pre-requisites such as required manufacturing tools, accessibility of parts and raw materials, as well as 
considerably more technical know-how, digital literacy, money, and time. An OSMT project can be 
considered replicable if a functional version of the project can be built by builders in their respective 
locations, which is also a key characteristic of the OSHW definition [47]. As user requirements and access 
to parts, raw materials, and manufacturing capability differ in different regions of the world, developing 
globally accessible designs that are also locally adaptable remains a challenge. Language barriers and 
cultural differences are further factors that potentially hinder replicability. 

OSMT need to moreover be designed in a way that people with little formal education are also able to access, 
manufacture, assemble, and use the machine tools. The local unavailability of building materials and 
machine tools to manufacture components in the context of limited resources could potentially hinder the 
replication of a product that could easily be built in non-constrained circumstances. This is especially likely 
for electronic components and precision machined components. The arising need to import the building 
materials from elsewhere counteracts many of the advantages of OSMT described earlier. However, the 
increase in locally built OSMT could potentially create a market pull for local suppliers of machine tool 
components to emerge, which creates the possibility of new supplier networks and corresponding business 
models.  

A further challenge lies in the fact that many projects are also outdated, provide insufficient instructions, or 
lack robustness and quality, thus hindering replication. Without meticulous documentation of the fabrication 
methods and assembly guidelines, the machine tool might turn out imprecise or unusable or the process 
could pose hazards to the safety of the builder. One aspect that is specific to the design of proprietary machine 
tools for industrial use is that the machines are designed with design standards and norms such as the CE 
certification that ensures compliance with the EU machinery directive (2006/42/EC) and hence the safety of 
the end user. With no regulatory requirements to abide by, the user safety aspect is commonly neglected in 
the development of OSMT, since they are often designed for personal use in provisional workshops and 
therefore do not need to conform to any industry norms. Without the need to commercialize the machine, 
there is often no incentive to invest resources, time, and money on the extra development effort required to 
build industry-compliant machines.  Organizations such as the open hardware repository have developed a 
community-based OSHW certification process which is carried out by experts who check designs for user 
safety and reliability, thus aiming to develop quality standards for OSHW [48]. A similar process to verify 
the safety and reliability of OSMT is paramount to safe diffusion of these technologies, but the complexity 
of the machine tools is likely to make this a challenge. Moreover, new business models need to be derived 
that gives OSMT practitioners sufficient incentive to develop well-documented OSMT that also take user 
safety and industry standards into consideration.  
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6. Conclusion and Future Works

Coining the concept of OSMT shows the potential and necessity for subclassifications under the domain of 
26+:��7KLV� LV� KRSHG� WR� VWLPXODWH� IXWXUH� UHVHDUFK� VSHFLILFDOO\�RQ�PDFKLQH� WRROV¶�SDUWLFularities in open 
source contexts as well as encourage further conceptualizations of other types of OSHW. By defining OSMT 
as a distinct concept, it is also possible to analyse their specific potential for sustainable, context-appropriate, 
and inclusive development and their ability to contribute to the implementation of the SDGs. 

As disruptive innovations, OSMT are here not intended as a competition to industrial machine tools whose 
technological efficiency and precision have evolved over decades, but rather as a means of making machine 
tools more accessible and affordable to communities and individuals who would otherwise not be able to 
use machine tools at all, thus democratizing manufacturing. This, in turn, can strengthen the local job market, 
re-shore manufacturing, lower import dependence, and create more resilient, equitable, and inclusive 
economies in emerging contexts. By doing so, OSMT allow developing, resource constrained economies to 
leapfrog their industries in a sustainable and inclusive way, making the innovations of Industry 4.0 accessible 
to them, and helping to close the ever-widening technological gap. 

However, the successful adoption of OSMT requires more than just engineering innovation. Technology 
adoption and diffusion in developing economies are complex socio-technical issues which demand a multi-
disciplinary approach that incorporates the diverse perspectives of engineering, social sciences, 
developmental economics, and governance. Such holistic approaches, in which the roles of various 
stakeholders, public values, and technological innovations are taken into account [49], are important because, 
even with the right intentions, innovation applied wrong can potentially lead to social exclusions and 
increased inequalities [50,51]. While being wary of falling into the traps of paternalism [4], policy-driven 
top down approaches as well as community-aligned bottom up approaches need to be considered to truly 
facilitate inclusive capacity building in emerging economies [16]. To further evaluate the potential of OSMT 
and determine barriers and challenges associated with their adoption, pilot projects and associated research 
such as the Open Lab Starter Kit [40] will need to be carried out and monitored in the long term.  
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�ǡ௪௦ݔ %LQDU\�GHFLVLRQ�YDULDEOH�WKDW�LQGLFDWHV�ZKHWKHU�SURGXFW��LV�DOORFDWHG�WR�ZRUNVWDWLRQݏݓ��
�ǡݖ %LQDU\�SDUDPHWHU�WKDW�LQGLFDWHV�ZKHWKHU�SURGXFW��LV�SDUW�RI�SURGXFW�IDPLO\�݂��
�ݕ %LQDU\�SDUDPHWHU�WKDW�LQGLFDWHV�ZKHWKHU�SURGXFW��LV�SURGXFHG�RQ�WKLV�SURFHVV�
�௪௦ܮ :RUNORDG�RI�ZRUNVWDWLRQݏݓ��
�௪௦ܥ &DSDFLW\�RI�ZRUNVWDWLRQݏݓ��
�ǡ௪௦ݐܿ &\FOH�WLPH�RI�SURGXFW��DW�ZRUNVWDWLRQݏݓ��
݀� 'HPDQG�SHU�ZHHN�IRU�SURGXFW��DW�WKH�FRQVLGHUHG�SURFHVV�
�௪௦ݏ 1XPEHU�RI�VKLIWV�IRU�ZRUNVWDWLRQݏݓ��
�௪௦ݐ 2SHUDWLQJ�WLPH�RI�ZRUNVWDWLRQݏݓ��
�௪௦ܧܧܱ 2YHUDOO�HTXLSPHQW�HIIHFWLYHQHVV�IRU�ZRUNVWDWLRQݏݓ��
�ܨ 6HW�RI�SURGXFW�IDPLOLHV�
ܲ� 6HW�RI�SURGXFWV�
ܹܵ� 6HW�RI�ZRUNVWDWLRQV��
݂� ,QGH[�IRU�SURGXFW�IDPLOLHV�
� ,QGH[�IRU�SURGXFWV�
�ݏݓ ,QGH[�IRU�ZRUNVWDWLRQV�

�

����2EMHFWLYHV�

௧௧ܣܹܨ�݁ݖ݅݉݅݊݅ܯ ൌ   ǡ௪௦ܣܹܨ
א�ி௪௦א�ௐௌ

� ���� �

௧௧݅ݎܲ�݁ݖ݅݉݅ݔܽܯ ൌ  ܲ݅ݎǡ௪௦
א௪௦א�ௐௌ

ή �ǡ௪௦ݔ� ���� �

�
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ZLWK��

ǡ௪௦ܣܹܨ ൌ �ቐ
ͳǡ �݂݅��  ǡ௪௦ݔ � ή ǡݖ� � �Ͳ

א��
Ͳǡ ݁ݏ݈݁

� ݏݓ� א �ܹܵǡ ݂� א �ܨ ���� �

7KH� ELQDU\� GHFLVLRQ� YDULDEOH� RI� WKH� SUREOHP� LVݔ�ǡ௪௦��ZKLFK� LQGLFDWHV�ZKHWKHU� SURGXFW�� LV� DVVLJQHG� WR�
ZRUNVWDWLRQVݏݓ���ݔǡ௪௦ ����RU�QRW��ݔǡ௪௦ �����

(TXDWLRQ�����H[SUHVVHV�REMHFWLYH�$���WKH�QXPEHU�RI�DVVLJQPHQWV�RI�SURGXFW�IDPLOLHV�݂�WR�ZRUNVWDWLRQVݏݓ��
PXVW�EH�PLQLPL]HG��VR� WKDW�UHVRXUFHV�DUH�VKDUHG�ZLWK�DV� IHZ�SURGXFW�IDPLOLHV�DV�SRVVLEOH��7KHVH�IDPLO\�
ZRUNVWDWLRQ�DVVLJQPHQWV�DUH�GHVFULEHG�E\�WKH�ELQDU\�YDULDEOHܣܹܨ�ǡ௪௦��,Q�HTXDWLRQ����ܣܹܨ��ǡ௪௦�WDNHV�WKH�
YDOXH����LI�DW�OHDVW�RQH�LWHP�RI�SURGXFW�IDPLO\�݂�LV�DVVLJQHG�WR�ZRUNVWDWLRQݏݓ���DQG���RWKHUZLVH��7KH�ELQDU\�
SDUDPHWHUݖ�ǡ� LQ� WKLV�HTXDWLRQ� LQGLFDWHV�ZKHWKHU�D�SURGXFW��EHORQJV�WR� WKH�SURGXFW�IDPLO\�݂��7KXV��WKH�
SURGXFW�RIݔ�ǡ௪௦�DQGݖ�ǡ�LV���LI�D�SURGXFW�RI�WKH�FRQVLGHUHG�IDPLO\�LV�DVVLJQHG�WR�WKH�ZRUNVWDWLRQݏݓ��YLD�
����JLYHV�WKH�QXPEHU�RI�IDPLOLHV���LQ�HTXDWLRQܨ�ǡ௪௦�IRU�WKH�VHW�RI�DOO�H[LVWLQJ�IDPLOLHVܣܹܨ�ǡ௪௦��6XPPLQJݔ
VKDULQJ�D�ZRUNVWDWLRQ��6ݏݓ�XPPLQJ�WKLV�QXPEHU�RI�SODQQHG�SURGXFW�IDPLOLHV�SHU�ZRUNVWDWLRQ�IRU�WKH�VHW�RI�
DOO�ZRUNVWDWLRQV�ܹܵ��UHVXOWV�LQ�WKH�WRWDO�QXPEHU�RI�IDPLO\�ZRUNVWDWLRQ�DVVLJQPHQWV�WR�EH�PLQLPL]HG���

(TXDWLRQ� ���� H[SUHVVHV� REMHFWLYH� %��� DVVLJQPHQWV� PXVW� IXOILO� WKH� KLJKHVW� SRVVLEOH� SURGXFW�ZRUNVWDWLRQ�
SULRULWL]DWLRQV��ܲ݅ݎǡ௪௦� LV� D�SDUDPHWHU� LQGLFDWLQJ� WKH�SUHIHUHQFHV� IRU� HDFK�SURGXFW�� WR�EH�SURGXFHG�RQ�
ZRUNVWDWLRQݏݓ��� ,Q� SUDFWLFH�� WKHVH� SULRULWL]DWLRQV� FDQ� EH� FROOHFWHG� LQ� WKH� IRUP� RI� D� SURGXFW�ZRUNVWDWLRQ�
SULRULWL]DWLRQ�PDWUL[� >�@�� LQ�ZKLFK�ܲ݅ݎǡ௪௦�FDQ�WDNH�DQ\�UHDO�QXPEHU��+RZHYHU��LW�PDNHV�VHQVH�WR�XVH�D�
SUHGHILQHG�VFDOH�IRU�WKH�YDOXH�UDQJH�ZKHQ�FROOHFWLQJ�WKH�SULRULWL]DWLRQV��7KH�SURGXFW�RI�ܲ݅ݎǡ௪௦�DQGݔ�ǡ௪௦�
LV�VXPPHG�IRU�DOO�SURGXFWV�DQG�ZRUNVWDWLRQV��VR�WKH�UHVXOW�LV�D�WRWDO�SULRULWL]DWLRQ�YDOXH�WR�EH�PD[LPL]HG��

����5HVWULFWLRQV�

 ǡݖ
א��ி

ൌ ͳ� � א ܲ� ���� �

ǡݖ א ሾͲǡͳሿ� � א ܲǡ ݂� א �ܨ ���� �

 ǡ௪௦ݔ ൌ ݕ�
௪௦א��ௐௌ

� � א ܲ� ���� �

ǡ௪௦ݔ א ሾͲǡͳሿ� � א ܲǡ ݏݓ� א ܹܵ� ���� �

ݕ א ሾͲǡͳሿ� � א ܲ� ���� �

௪௦ܮ  �௪௦ܥ ݏݓ� א ܹܵ� ���� �
ZLWK�� � �

௪௦ܮ ൌ �  ǡ௪௦ݔ ή ǡ௪௦ݐܿ ή ݀
א��

� ݏݓ� א ܹܵ� ����� �

௪௦ܥ ൌ � ௪௦ݏ ή ௪௦ݐ ή �௪௦ܧܧܱ� ݏݓ� א ܹܵ� ����� �

(TXDWLRQV�������DQG���GHILQHݖ�ǡݔ��ǡ௪௦�DQGݕ��WR�EH�ELQDU\��6LQFH�RQH�SURGXFW�FDQ�RQO\�EHORQJ�WR�RQH�SURGXFW�
IDPLO\��WKH�VXP�RIݖ�ǡ�RYHU�WKH�VHW�RI�DOO�IDPLOLHVܨ��PXVW�EH���IRU�HDFK�SURGXFW���ZKLFK�LV�H[SUHVVHG�E\�
HTXDWLRQ� ��� ,I� D� SURGXFW�� SDVVHV� WKH� FRQVLGHUHG� SURFHVV� GXULQJ� LWV� SURGXFWLRQ�� WKH� SDUDPHWHUݕ�� LV� ���
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7KHUHIRUH��WKH�VXP�RI�SURGXFW�ZRUNVWDWLRQ�DVVLJQPHQWVݔ�ǡ௪௦�RYHU�DOO�ZRUNVWDWLRQV�ܹܵ�RI�WKLV�SURFHVV�PXVW�
EH�HTXDO�WRݕ���HTXDWLRQ�����7KLV�HQVXUHV�WKDW�RQH�ZRUNVWDWLRQ�LV�DVVLJQHG�IRU�HDFK�UHTXLUHG�SURFHVV��(TXDWLRQ�
��LV�WKH�FDSDFLW\�UHVWULFWLRQ��7KH�WRWDO� ORDG�RI�D�ZRUNVWDWLRQܮ�௪௦�PXVW�DOZD\V�EH�OHVV� WKDQ�RU�HTXDO�WR�LWV�
DYDLODEOH�FDSDFLW\ܥ�௪௦��7KH�ZRUNORDG�RI�HDFK�SURGXFW�LV�FDOFXODWHG�DV�LWV�GHPDQG�DW�WKH�FRQVLGHUHG�SURFHVV�
݀�PXOWLSOLHG�ZLWK�LWV�F\FOH�WLPH�DW�WKH�FRQVLGHUHG�ZRUNVWDWLRQ�ܿݐǡ௪௦��(TXDWLRQ����FRQVWUXFWV�WKH�WRWDO�ORDG�
DV� WKH� VXP�RI� DOO� SURGXFW�DVVLJQPHQWVݔ�ǡ௪௦�PXOWLSOLHG�ZLWK� WKHLU�F\FOH� WLPHV� DQG�GHPDQGV��(YHQWXDOO\��
HTXDWLRQ����JLYHV�WKH�WRWDO�FDSDFLW\�RI�D�ZRUNVWDWLRQ�DV�WKH�SURGXFW�RI�LWV�QXPEHU�RI�VKLIWVݏ�௪௦���LWV�DYDLODEOH�
RSHUDWLQJ�WLPHݐ�௪௦��DQG�LWV�RYHUDOO�HTXLSPHQW�HIIHFWLYHQHVV�ܱ ��௪௦��6LQFH�WKHVH�DUH�DOO�H[WHUQDO�SDUDPHWHUVܧܧ
WKH� FDSDFLW\� FDQ� EH� SUH�FDOFXODWHG��+RZHYHU�� VLQFH� WKH\� DUH� NH\� OHYHUV� IRU� DGMXVWPHQWV� LQ� WKH� UHVXOWLQJ�
VHJPHQWDWLRQ��LW�PDNHV�VHQVH�WR�PRGHO�WKHP�H[SOLFLWO\���

��� +HXULVWLF�)RU�3URGXFW�)DPLO\�2ULHQWHG�3URGXFW�:RUNVWDWLRQ�$OORFDWLRQ�3ODQQLQJ�

6LQFH�KHXULVWLFV�DUH�W\SLFDOO\�PRUH�DSSOLFDEOH�WR�FRPSOLFDWHG�FRQGLWLRQV�WKDQ�H[DFW�PHWKRGV��LW�LV�RIWHQ�XVHIXO�
WR�FUHDWH�DQ�DFFXUDWH�UHSUHVHQWDWLRQ�RI�WKH�UHDO�SUREOHP�DQG�VROYH�LW�KHXULVWLFDOO\��UDWKHU�WKDQ�ORRNLQJ�IRU�DQ�
H[DFW�VROXWLRQ�WR�D�PRUH�DEVWUDFWHG�PRGHO�>��@��6LQFH�LQWHJHU�SURJUDPPLQJ�SUREOHPV�DUH�NQRZQ�WR�EH�KDUG�
WR�VROYH�ZLWKLQ�UHDVRQDEOH�WLPH��WKH�XVH�RI�D�KHXULVWLF�DOVR�PDNHV�VHQVH�UHJDUGLQJ�WKH�FRPSXWLQJ�WLPH�IRU�
ODUJH�UHDO�ZRUOG�LQVWDQFHV��)XUWKHUPRUH��KHXULVWLFV�ZLWK�JRRG�FRPSUHKHQVLELOLW\�LQFUHDVH�WKH�DFFHSWDQFH�IRU�
WKHLU� VROXWLRQ�HVSHFLDOO\� IRU�SUDFWLFDO�SUREOHPV� OLNH� WKH�RQH� LQWURGXFHG� LQ� WKLV�SDSHU�� ,Q� WKH� IROORZLQJ��D�
JUHHG\�SDUHWR�KHXULVWLF�SURFHGXUH�IRU�WKH�SURGXFW�IDPLO\�RULHQWHG�SURGXFW�ZRUNVWDWLRQ�DOORFDWLRQ�SODQQLQJ�
SUREOHP�ZLWK�UHVWULFWHG�FDSDFLWLHV�LV�LQWURGXFHG�DV�ZHOO�DV�DQ�RXWOLQH�RI�WKH�UHTXLUHG�LQSXW�GDWD��

����3URFHGXUH�

7KH�SURFHGXUH�IRU�WKH�SURSRVHG�JUHHG\�KHXULVWLF�LV�GHVFULEHG�E\�WKH�IROORZLQJ�SVHXGR�FRGH��

�� '2�817,/�DOO�SURGXFWV�DUH�DVVLJQHG��
�� � �ǡ௪௦�SHU�XQDVVLJQHG�SURGXFW�IDPLO\�DQG�DYDLODEOH�ZRUNVWDWLRQ݅ݎܲ��)$7/8&/$&
�� � 6(/(&7�SURGXFW�IDPLO\�ZRUNVWDWLRQ�FRPELQDWLRQ�ZLWK�KLJKHVW݅ݎܲ��ǡ௪௦�
�� � )25�HDFK�SULRULWL]DWLRQ�OHYHO�ZLWKLQ�VHOHFWHG�FRPELQDWLRQ�LQ�GHVFHQGLQJ�RUGHU��
�� � � )25�HDFK�SURGXFW�LQ�GHVFHQGLQJ�RUGHU�RI�UHTXLUHG�ORDG�ܿݐǡ௪௦ ή ݀��
�� � � � ,)�DYDLODEOH�FDSDFLW\��UHTXLUHG�ORDG�RI�SURGXFW���
�� � � � � $VVLJQ�SURGXFW�WR�ZRUNVWDWLRQ�ǡ௪௦ݔ� ൌ ͳ�
�� � � � � 5HGXFH�DYDLODEOH�FDSDFLW\�E\�DOORFDWHG�ZRUNORDG�
�� � %ORFN�SURGXFW�IDPLO\�ZRUNVWDWLRQ�FRPELQDWLRQ�IRU�IXUWKHU�LWHUDWLRQV�
��� � ,)�ZRUNVWDWLRQ�KDV�QRW�HQRXJK�DYDLODEOH�FDSDFLW\��
��� � � 5HPRYHݏݓ��IURP�DYDLODEOH�ZRUNVWDWLRQV��
��� (1'�

7KH�RXWOLQHG�SURFHGXUH�LV�LWHUDWHG�XQWLO�DOO�SURGXFWV�DUH�DVVLJQHG�WR�D�ZRUNVWDWLRQ��OLQH�����)LUVW��WKH�PHDQ�
SULRULWL]DWLRQ� YDOXHV� �ǡ௪௦݅ݎܲ� DUH� FDOFXODWHG� IRU� HDFK� SURGXFW� IDPLO\�ZRUNVWDWLRQ� FRPELQDWLRQ� ZLWK�
UHPDLQLQJ�XQDVVLJQHG�SURGXFWV�DQG�DYDLODEOH�FDSDFLW\��OLQH�����,Q�OLQH����WKH�FRPELQDWLRQ�ZLWK�WKH�KLJKHVW�
PHDQ�YDOXH�LV�VHOHFWHG�VLQFH�LW�SURPLVHV�WR�LQYROYH�PDQ\�SURGXFWV�ZLWK�KLJK�SULRULWL]DWLRQ�YDOXHV�IRU�WKH�
FRQVLGHUHG�ZRUNVWDWLRQ��,Q�WKH�QH[W�VWHS��WKH�SURGXFWV�RI�WKH�VHOHFWHG�SURGXFW�IDPLO\�DUH�LWHUDWLYHO\�DVVLJQHG�
WR�WKH�VHOHFWHG�ZRUNVWDWLRQ��7KHUHIRUH��WKH\�DUH�VRUWHG�LQ�GHVFHQGLQJ�RUGHU�RI�WKHLU�SULRULWL]DWLRQ�YDOXH��OLQH�
���DQG�ZLWKLQ�HDFK�SULRULWL]DWLRQ�OHYHO��WKH\�DUH�VRUWHG�LQ�GHVFHQGLQJ�RUGHU�RI�WKHLU�UHTXLUHG�ZRUNORDG��OLQH�
����6WDUWLQJ�ZLWK�WKH�KLJKHVW�SULRULWL]DWLRQ�OHYHO�� LW� LV�HQVXUHG�WKDW�DV�PDQ\�KLJKO\�SULRULWL]HG�SURGXFWV�DV�
SRVVLEOH�FDQ�EH�DOORFDWHG�WR�WKH�VHOHFWHG�ZRUNVWDWLRQ�EHIRUH�LWV�FDSDFLW\�PD\�EH�H[KDXVWHG��)RU�HDFK�SURGXFW�
LW�LV�FKHFNHG�LI�WKH�DYDLODEOH�FDSDFLW\�RI�WKH�FRQVLGHUHG�ZRUNVWDWLRQ�LV�VWLOO�KLJKHU�WKDQ�LWV�UHTXLUHG�ORDG��OLQH�
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����,I�WKLV�LV�WKH�FDVH��WKH�SURGXFW�LV�DVVLJQHG�WR�WKH�ZRUNVWDWLRQ��OLQH����DQG�WKH�UHPDLQLQJ�DYDLODEOH�FDSDFLW\�
LV� UHGXFHG� �OLQH� ���� ,I�� RQ� WKH� RWKHU� KDQG�� WKH� DYDLODEOH� FDSDFLW\� LV� QRW� VXIILFLHQW�� WKH� SURGXFW� UHPDLQV�
XQDVVLJQHG�DQG�ZLOO�EH�FRQVLGHUHG�LQ�IXUWKHU�LWHUDWLRQV��$V�VRRQ�DV�DOO�SURGXFWV�RI�WKH�VHOHFWHG�SURGXFW�IDPLO\�
KDYH� EHHQ� FRQVLGHUHG� IRU� WKH� ZRUNVWDWLRQ� DVVLJQPHQW�� WKH� UHVSHFWLYH� SURGXFW� IDPLO\�ZRUNVWDWLRQ�
FRPELQDWLRQ�LV�EORFNHG�IRU�DOO�IXUWKHU�LWHUDWLRQV��OLQH�����VLQFH�WKH�ZRUNVWDWLRQ�GRHV�QRW�SURYLGH�VXIILFLHQW�
FDSDFLW\�IRU�WKH�UHPDLQLQJ�SURGXFWV�RI�WKDW�IDPLO\�ZKLFK�DUH�VWLOO�WR�EH�DVVLJQHG��(YHQWXDOO\��LW�LV�FKHFNHG�
ZKHWKHU� WKH�VHOHFWHG�ZRUNVWDWLRQ�VWLOO�KDV�VXIILFLHQW�DYDLODEOH�FDSDFLW\�IRU�IXUWKHU�DVVLJQPHQWV� LQ�JHQHUDO�
�OLQH������ ,I� WKLV� LV� QRW� WKH� FDVH�� LW� LV� UHPRYHG� IURP� WKH� OLVW� RI�DYDLODEOH�ZRUNVWDWLRQV��7KLV�SURFHGXUH� LV�
UHSHDWHG�XQWLO�DOO�SURGXFWV�KDYH�EHHQ�DVVLJQHG�WR�D�ZRUNVWDWLRQ���

$OWKRXJK� WKH� VROXWLRQ� VSDFH�PD\�EHFRPH�YHU\� ODUJH� IRU� ELJJHU� SUREOHPV�� WKLV�KHXULVWLF� LV� D� VLPSOH� DQG�
LQWXLWLYH�SURFHGXUH�WR�UHDFK�D�JRRG�VHJPHQWDWLRQ�XQGHU�FRQVLGHUDWLRQ�RI�DOORFDWLRQ�SUHIHUHQFHV�DQG�FDSDFLW\�
UHVWULFWLRQV��,WV�DSSOLFDWLRQ�LV�VXEMHFW�WR�VRPH�OLPLWDWLRQV�UHJDUGLQJ�WKH�FDSDFLW\�XWLOL]DWLRQ��)LUVWO\��LW�DVVXPHV�
D�VLWXDWLRQ�RI�VFDUFH�FDSDFLW\�VR�WKDW�LQ�D�FDVH�ZLWK�ODUJH�RYHUFDSDFLW\�LW�FDQ�UHVXOW�LQ�D�VROXWLRQ��ZKHUH�RQH�
ZRUNVWDWLRQ� LV� DVVLJQHG�ZLWK� WZR�SURGXFW� IDPLOLHV�ZKLOH� DQRWKHU�ZRUNVWDWLRQ� LV� HPSW\�� ,Q� WKLV� FDVH�� WKH�
KHXULVWLF�VKRXOG�EH�UHUXQ�ZLWK�DGMXVWHG�FDSDFLWLHV��,Q�WKH�FDVH�RI�LQVXIILFLHQW�FDSDFLW\��QR�IHDVLEOH�UHVXOW�LV�
DFKLHYHG�VLQFH�VRPH�SURGXFWV�ZRXOG�UHPDLQ�XQDVVLJQHG��$�VSOLWWLQJ�RI�WKH�ZRUNORDG�RI�RQH�SURGXFW�GRHV�QRW�
WDNH�SODFH��+RZHYHU��LI�VSOLWWLQJ�LV�QHFHVVDU\��LW�FDQ�EH�PRGHOOHG�E\�GXSOLFDWLQJ�WKH�FRUUHVSRQGLQJ�SURGXFW��

����5HTXLUHG�,QSXW�'DWD�

)RU�WKH�DSSOLFDWLRQ�RI�WKH�SURSRVHG�KHXULVWLF��WKH�IROORZLQJ�LQSXW�GDWD�LV�UHTXLUHG��

x� 6HFRQGDU\�GHPDQG�IRU�HDFK�SURGXFW�DW�HDFK�SURFHVV�݀�
x� &\FOH�WLPHV�SHU�SURGXFW�DQG�ZRUNVWDWLRQ�ܿݐǡ௪௦�
x� 3URGXFW�SURFHVV�PDWUL[�ZLWKݕ��
x� 3URGXFW�ZRUNVWDWLRQ�SULRULWL]DWLRQ�PDWUL[�ZLWK�ܲ݅ݎǡ௪௦�
x� 3URGXFW�IDPLO\�DVVLJQPHQW�IRU�HDFK�SURGXFWݖ�ǡ�
x� :RUNVWDWLRQ�PDVWHU�GDWD�WR�FDOFXODWHܥ�௪௦�

7KH�WDEOH�ZLWK�VHFRQGDU\�GHPDQG�݀�FDQ�EH�GHULYHG�YLD�WKH�ELOO�RI�PDWHULDO�IURP�WKH�IRUHFDVWHG�RU�KLVWRULF�
RYHUDOO� GHPDQG� RI� WKH� ILQLVKHG� SURGXFWV��&\FOH� WLPHV� �ǡ௪௦ݐܿ RULJLQDWH� DW� EHVW� IURP� WLPH� UHFRUGLQJV� RU�
IHHGEDFN�GDWD��+RZHYHU��SODQQHG�WLPHV�IURP�WKH�HQWHUSULVH�UHVRXUFH�SODQQLQJ�V\VWHPV��(53��FDQ�DOVR�EH�
XVHG�ZLWK�WKH�NQRZOHGJH�LQ�PLQG�WKDW�WKH\�PLJKW�EH�VXEMHFW�WR�LQDFFXUDF\��0XOWLSO\LQJ�݀�DQG�ܿݐǡ௪௦�JLYHV�
WKH� H[SHFWHG�ZRUNORDG� IRU� HDFK� SURGXFW� DW� HDFK�ZRUNVWDWLRQ��$�SURGXFW�SURFHVV�PDWUL[� LQGLFDWHV�ZKLFK�
SURFHVVHV�QHHG�WR�EH�SDVVHG�E\�ZKLFK�SURGXFW�LQ�WKH�IRUP�RI�D�ELQDU\�PDWUL[�WKDW�KROGV�WKH�YDOXHV�IRUݕ���,W�
LV�D�VWDQGDUG�WRRO�IRU�SURGXFW�IDPLO\�LGHQWLILFDWLRQ�ZLWKLQ�WKH�YDOXH�VWUHDP�PHWKRG�DQG�LI�WKH�LQIRUPDWLRQ�LV�
QRW�DOUHDG\�DYDLODEOH�IURP�WKH�(53��WKH�PDWUL[�LV�HLWKHU�PDQXDOO\�FUHDWHG�RU�GHULYHG�IURP�WUDQVDFWLRQ�GDWD�
>�@��7KH�DOORFDWLRQ�SUHIHUHQFHV�ܲ݅ݎǡ௪௦�DUH�FROOHFWHG�LQ� WKH�IRUP�RI�D�SURGXFW�ZRUNVWDWLRQ�SULRULWL]DWLRQ�
PDWUL[��7KHVH�DUH�HLWKHU�DVVHVVHG�PDQXDOO\�E\�H[SHUWV�RU�WKH\�FDQ�DOVR�EH�GHULYHG�IURP�KLVWRULF�SURGXFWLRQ�
TXDQWLWLHV� PLQHG� IURP� WUDQVDFWLRQ� GDWD� >�@�� $OO� SURGXFWV� PXVW� EH� DVVLJQHG� WR� D� SURGXFW� IDPLO\�ZKLFK�
FRUUHVSRQGV�WR�WKH�ELQDU\�DVVLJQPHQW�SDUDPHWHUݖ�ǡ��(YHQWXDOO\��WKH�ZRUNVWDWLRQ�PDVWHU�GDWD�PXVW�EH�JLYHQ��
LQFOXGLQJ�DOO�LQIRUPDWLRQ�WR�FDOFXODWH�WKH�DYDLODEOH�FDSDFLW\ܥ�௪௦�RI�HDFK�FRQVLGHUHG�ZRUNVWDWLRQ��7KHVH�DUH�
WKH�QXPEHU�RI�VKLIWVݏ�௪௦��WKH�RSHUDWLQJ�WLPHݐ�௪௦��DQG�WKH�RYHUDOO�HTXLSPHQW�HIIHFWLYHQHVV�ܱܧܧ௪௦���

��� (YDOXDWLRQ�

7KH�SURSRVHG�KHXULVWLF�H[SORUHV�D�QHZ�ILHOG�LQ�DOORFDWLRQ�SODQQLQJ��7KXV��WHVW�GDWD�DQG�DVVHVVPHQW�PHDVXUHV�
KDYH�QRW�\HW�EHHQ�HVWDEOLVKHG� IRU� D� VRXQG�HYDOXDWLRQ�RI� WKH�KHXULVWLF��7KHUHIRUH�� DQ�H[WHQVLYH� WHVW� VHW� LV�
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JHQHUDWHG�� DVVHVVPHQW�PHDVXUHV� DUH� LQWURGXFHG�� DQG�FRPSDULVRQ�KHXULVWLFV� DUH�XVHG� WR� UDQN� WKH� VROXWLRQ�
TXDOLW\�UHJDUGLQJ�WKH�XQGHUO\LQJ�VROXWLRQ�VSDFH��$OO�HYDOXDWLRQ�FDOFXODWLRQV�DUH�LPSOHPHQWHG�LQ�3\WKRQ�������
LQ�9LVXDO�6WXGLR�&RGH�DQG�UXQ�RQ�D�0DF%RRN�3UR�ZLWK�����*+]�4XDG�&RUH�,QWHO�&RUH�L��DQG���*%�5$0���

����*HQHUDWLRQ�RI�WHVW�VHW�

7KH�WHVW�VHW�LV�LQVSLUHG�E\�D�GDWDVHW�IURP�DQ�LQGXVWU\�SURMHFW�FRQFHUQLQJ�WKH�YDOXH�VWUHDP�GHVLJQ�IRU�D�EDWWHU\�
FHOO�SURGXFWLRQ��RQ�ZKLFK�WKH�KHXULVWLF�KDV�DOVR�EHHQ�DSSOLHG��7KH�WHVW�VHW�LQFOXGHV������SUREOHP�LQVWDQFHV�
WKDW�DUH�JHQHUDWHG�ZLWK� WKH�XVH�RI�UDQGRP�QXPEHUV�DQG�D� IXOO�IDFWRULDO�GHVLJQ�FRPELQLQJ� WKH�SDUDPHWHUV�
OLVWHG�LQ�7DEOH����6LQFH�WKH�ZRUNVWDWLRQ�DOORFDWLRQ�SUREOHP�IRU�RQH�SURFHVV�LV�LQGHSHQGHQW�IURP�HYHU\�RWKHU�
SURFHVV�LQ�D�YDOXH�VWUHDP��HDFK�WHVW�LQVWDQFH�RQO\�FRQVLVWV�RI�RQH�SURFHVV��7KH�QXPEHU�RI�ZRUNVWDWLRQV�LV�
YDULHG�ZLWKLQ����������DQG�����DQG�IRU�HDFK�ZRUNVWDWLRQ� LQ� WKH� WHVW� LQVWDQFH����������RU����WLPHV�DV�PDQ\�
SURGXFWV�DUH�JHQHUDWHG��$VVLJQPHQW�SULRULWL]DWLRQV�DUH�DOORFDWHG�UDQGRPO\��VXFK�WKDW�HDFK�SURGXFW�KDV�D�ILUVW�
FKRLFH�ZLWK�D�KLJK�SULRULWL]DWLRQ�YDOXH��ܲ݅ݎǡ௪௦ �����DQG�D�VHFRQG�FKRLFH�ZLWK�D�ORZHU�SULRULWL]DWLRQ�YDOXH�
� ǡ௪௦݅ݎܲ� ���� )RU� DOO� RWKHU�ZRUNVWDWLRQV� WKH� SULRULWL]DWLRQ� LV� ��� 7KH�GHPDQG� IRU� HDFK� SURGXFW� LV� HLWKHU�
FRQVWDQW������SLHFHV�IRU�HDFK�SURGXFW�RU�XQLIRUPO\�GLVWULEXWHG�EHWZHHQ�����DQG������SLHFHV��&\FOH�WLPHV�
DUH�UDQGRPO\�GHWHUPLQHG�ZLWKLQ�WKH�LQWHUYDOV�>�������@��>�������@��>�������@��7KH�F\FOH�WLPHV�DUH�GLVWULEXWHG�
LQ�WKUHH�GLIIHUHQW�ZD\V��7KH\�FDQ�EH�HTXDO�IRU�RQH�SURGXFW�RQ�HYHU\�ZRUNVWDWLRQ��ZKLFK�UHSUHVHQWV�WKH�HDVLHVW�
FDVH�IRU�WKH�SURGXFW�ZRUNVWDWLRQ�DOORFDWLRQ�ZLWK�UHVSHFW�WR�WKH�FDSDFLW\�DOLJQPHQW��7KH\�FDQ�DOVR�EH�HTXDO�
IRU�RQH�ZRUNVWDWLRQ�ZLWK�HYHU\�SURGXFW��ZKLFK�UHSUHVHQWV�DQ�HQYLURQPHQW�RI�YHU\�GLIIHUHQW�WHFKQRORJ\�OHYHOV�
RQ�SDUDOOHO�UHVRXUFHV��VXFK�DV�DQ�DXWRPDWHG�DVVHPEO\�VWDWLRQ�QH[W�WR�D�PDQXDO�RQH��,Q�WKH�WKLUG�FDVH��DOO�F\FOH�
WLPHV�DUH�VHW�LQGHSHQGHQWO\��%DVHG�RQ�WKH�GHPDQG�DQG�WKH�DYHUDJH�F\FOH�WLPHV�RI�HDFK�SURGXFW��DQ�H[SHFWHG�
WRWDO�ORDG�FDQ�EH�FDOFXODWHG��7KH�FDSDFLW\�OHYHO�RI�WKH�ZRUNVWDWLRQV�LQ�WKH�WHVW�LQVWDQFHV�LV�GHWHUPLQHG�DV�WKH�
WRWDO�ORDG�GLYLGHG�E\�DQ�DYHUDJH�XWLOL]DWLRQ�IDFWRU��7KLV�ZD\��WKH�DYDLODEOH�ZRUNVWDWLRQ�FDSDFLW\ܥ��LV�VHW�WR�
D�YDOXH�ZKLFK�DOORZV� WR�H[SHFW�DQ�DYHUDJH�XWLOL]DWLRQ�RI����������������RU����� WKURXJK� WKH�DOORFDWHG�
SURGXFWV��7KH�DFWXDO�XWLOL]DWLRQ�LQ�WKH�HYHQWXDO�VROXWLRQ�FDQ��KRZHYHU��GLIIHU�GXH�WR�WKH�YDU\LQJ�F\FOH�WLPHV��
3URGXFWV�DUH�JURXSHG�LQWR�SURGXFW�IDPLOLHV�HLWKHU�UDQGRPO\�RU�ZLWK�WKH�XVH�RI�FOXVWHU�DOJRULWKPV�EDVHG�RQ�
WKHLU�ZRUNVWDWLRQ�SULRULWL]DWLRQV��ZKLFK�LPLWDWHV�WKH�SURFHVV�VLPLODULW\�WKDW�SURGXFWV�ZLWKLQ�D�IDPLO\�W\SLFDOO\�
KDYH��)RU�WKLV�SXUSRVH��WKH�ZDUG�DOJRULWKP�ZLWK�(XFOLGHDQ�GLVWDQFHV�DQG�WKH�DYHUDJH�OLQNDJH�DSSURDFK�ZLWK�
FRVLQH�GLVWDQFHV�LV�XVHG��7KH�QXPEHU�RI�JHQHUDWHG�SURGXFW�IDPLOLHV�LV�VHW�WR�������RU����

7DEOH����3DUDPHWHUV�IRU�WHVW�LQVWDQFH�JHQHUDWLRQ�

6\PERO� 'HVFULSWLRQ� 9DOXHV�

ȁܹܵȁ� 1XPEHU�RI�ZRUNVWDWLRQV� �� �� �� ���
ȁܲȁ� 1XPEHU�RI�SURGXFWV�SHU�ZRUNVWDWLRQ� ��� ��� ���
�� 'HPDQG�GLVWULEXWLRQ� XQLIRUP� FRQVWDQW�
�� &\FOH�WLPHV�GLVWULEXWLRQ� E\�SURGXFW� E\�ZRUNVWDWLRQ� LQGHSHQGHQW�
�௧ߜ 6SUHDG�RI�F\FOH�WLPHV�>WLPH�XQLWV@� >�������@� >�������@� >�������@�
�ߟ $YHUDJH�XWLOL]DWLRQ�RI�WRWDO�FDSDFLW\� ���� ���� ���� ����
ȁܨȁ� 1XPEHU�RI�SURGXFW�IDPLOLHV� �� �� ��
�� &OXVWHU�PHWKRG�IRU�SURGXFW�IDPLO\�IRUPDWLRQ� ZDUG� DYHUDJH�OLQNDJH� UDQGRP�

����$VVHVVPHQW�RI�VROXWLRQ�TXDOLW\�

7KH�VROXWLRQ�TXDOLW\�RI�WKH�SURSRVHG�SDUHWR�KHXULVWLF�LV�DVVHVVHG�IRU�WKH�WZR�REMHFWLYHV�WRWDO�QXPEHU�RI�IDPLO\�
ZRUNVWDWLRQ�DVVLJQPHQWVܣܹܨ�௧௧�DQG� WRWDO�SULRULWL]DWLRQ�ܲ݅ݎ௧௧� UHDFKHG�E\�WKH�SURGXFW�ZRUNVWDWLRQ�
DVVLJQPHQWV��7R�PDNH�WKH�VROXWLRQV�RI�HDFK�SUREOHP�LQVWDQFH�FRPSDUDEOHܣܹܨ��௧௧�LV�VHW�LQ�UHODWLRQ�ZLWK�
D� ORZHU�ERXQGܤܮ�� DQG�ܲ݅ݎ௧௧� LV� VHW� LQ� UHODWLRQ�ZLWK� DQ�XSSHU�ERXQG�ܷܤ�� 7KHVH�ERXQGV� HVWLPDWH� WKH�
WKHRUHWLFDOO\�EHVW�SRVVLEOH�YDOXHV�IRU�WKH�FRQVLGHUHG�REMHFWLYH��$V�H[SUHVVHG�LQ�HTXDWLRQ�����WKH�ORZHU�ERXQG�
IRUܣܹܨ�௧௧�LV�HLWKHU�WKH�QXPEHU�RI�SURGXFW�IDPLOLHV�RU�WKH�QXPEHU�RI�ZRUNVWDWLRQV�QHHGHG�WR�FRYHU�WKH�
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HQWLUH�ZRUNORDG��)RU�WKH�ZRUNORDG�HVWLPDWLRQ��WKH�DYHUDJH�F\FOH�WLPH�RI�HDFK�SURGXFWݐܿ��LV�PXOWLSOLHG�ZLWK�
LWV�GHPDQG�݀�DQG�VXPPHG�XS�IRU�DOO�SURGXFWV��7KH�GLYLVLRQ�RI�WKLV�ZRUNORDG�E\�WKH�VSHFLILHG�ZRUNVWDWLRQ�
FDSDFLW\ܥ��RI�WKH�WHVW�LQVWDQFH�UHVXOWV�LQ�WKH�PLQLPXP�QXPEHU�RI�UHTXLUHG�ZRUNVWDWLRQV��7KH�XSSHU�ERXQG�
IRU�ܲ݅ݎ௧௧�LV�WKH�VXP�RI�WKH�KLJKHVW�SULRULWL]DWLRQ�YDOXH�RI�HDFK�SURGXFW�DV�GHVFULEHG�E\�HTXDWLRQ�����

ܤܮ ൌ ���ሼ ȁܨȁǡ ቜ
σ ݐܿ ή �݀א��

ܥ
ቝሽ� ����� �

ܤܷ ൌ  ǡ௫݅ݎܲ
א��

� ����� �

%DVHG�RQ�WKHVH�ERXQGV��WKH�HYDOXDWLRQ�UHVXOWV�DUH�JLYHQ�DV�UDWLRV��

�ሾΨሿܣܹܨ ൌ
௧௧ܣܹܨ

ܤܮ
ή ͳͲͲΨ� ����� �

�ሾΨሿ݅ݎܲ ൌ �
௧௧݅ݎܲ

ܤܷ
� ή ͳͲͲΨ� ����� �

7KHUHIRUH��YDOXHV�!������UHVXOW�IRUܣܹܨ��ሾΨሿ������������EHWZHHQ����DQG������IRU�ܲ݅ݎ�ሾΨሿ��7KH�ERXQG�
EDVHG�UDWLRV�PDNH�GLIIHUHQW�SUREOHP�LQVWDQFHV�FRPSDUDEOH�DQG�JLYH�DQ�HVWLPDWLRQ�RQ�WKH�TXDOLW\�RI�D�VROXWLRQ��
+RZHYHU��LW�LV�GHSHQGLQJ�RQ�WKH�SUREOHP¶V�VWUXFWXUH�KRZ�FORVH�WR������D�IHDVLEOH�VROXWLRQ�FDQ�JHW�IRU�WKH�
WZR�REMHFWLYHV��7R�JHW�D�EHWWHU�LGHD�DERXW�WKLV��WKUHH�JUHHG\�FRPSDULVRQ�KHXULVWLFV�DUH�LPSOHPHQWHG��

x� 5DQGRP��$OO�SURGXFWV�DUH�VRUWHG�LQ�GHVFHQGLQJ�RUGHU�E\�DYHUDJH�ORDG�DQG�UDQGRPO\�DVVLJQHG�WR�D�
ZRUNVWDWLRQ�ZLWK�IUHH�FDSDFLW\��

x� 0D[� 3ULRULWL]DWLRQ� KHXULVWLF�� $OO� SURGXFWV� DUH� VRUWHG� LQ� GHVFHQGLQJ� RUGHU� E\� DYHUDJH� ORDG� DQG�
LWHUDWLYHO\� DVVLJQHG� WR� WKH�ZRUNVWDWLRQ�ZLWK� WKH� KLJKHVW� SULRULWL]DWLRQ�� SURYLGHG� LWV� FDSDFLW\� VWLOO�
DOORZV�LW��

x� 0LQ�):$�KHXULVWLF��$OO�SURGXFWV�DUH�VHSDUDWHG�E\�SURGXFW�IDPLO\�DQG�VRUWHG�LQ�GHVFHQGLQJ�RUGHU�E\�
DYHUDJH�ORDG��VWDUWLQJ�ZLWK�WKH�IDPLO\�WKDW�KDV�WKH�KLJKHVW�WRWDO�ORDG��SURGXFWV�DUH�DVVLJQHG�EORFN�
ZLVH�WR�WKH�QH[W�IUHH�ZRUNVWDWLRQ��

:LWK�WKHVH�VLPSOH�KHXULVWLFV��IHDVLEOH�VROXWLRQV�FDQ�EH�FUHDWHG�IRU�HDFK�LQVWDQFH��LQGLFDWLQJ�KRZ�JRRG�RQH�
REMHFWLYH�YDOXH�FDQ�JHW�ZKHQ� LJQRULQJ� WKH�VHFRQG�REMHFWLYH��)XUWKHUPRUH�� WKH�UDQGRPO\�FUHDWHG�VROXWLRQ�
LQGLFDWHV�KRZ�IDU�WKH�SURGXFW�ZRUNVWDWLRQ�DOORFDWLRQ�RI�WKH�SDUHWR�KHXULVWLF�LV�IURP�D�EDG�VROXWLRQ��:LWK�WKHVH�
FRPSDUDWLYH�YDOXHV��D�FODVVLILFDWLRQ�LQ�WKH�VROXWLRQ�VSDFH�FDQ�WDNH�SODFH��HQDEOLQJ�D�ZHOO�IRXQGHG�HYDOXDWLRQ�
RI�WKH�UHVXOWV��

����5HVXOWV�

$OO�VROXWLRQV�ZHUH�FDOFXODWHG�E\�WKH�SDUHWR�KHXULVWLF�ZLWKLQ�OHVV�WKDQ����VHFRQGV��2Q�DYHUDJH��LWV�UXQWLPH�
ZDV�����VHFRQGV�������LQVWDQFHV�FDQ�EH�DVVHVVHG������LQVWDQFHV�OHDG�WR�DQ�LQIHDVLEOH�VROXWLRQ�LQ�DW�OHDVW�RQH�
RI�WKH�DSSOLHG�DSSURDFKHV��ZKLFK�LV�GXH�WR�SUREOHP�LQVWDQFHV�WKDW�DUH�WRR�UHVWULFWLYH�LQ�WHUPV�RI�FDSDFLW\������
RI�WKHVH�XQVROYHG�LQVWDQFHV�DUH�JHQHUDWHG�ZLWK�WKH�KLJKHVW�XWLOL]DWLRQ�H[SHFWDWLRQ�RIߟ�� �������

7KH�WRWDO�UHVXOWV�IRU�WKH�WHVWHG�KHXULVWLFV�RQ�DOO�HYDOXDEOH�LQVWDQFHV�DUH�LOOXVWUDWHG�LQ�)LJXUH����$YHUDJHG�RYHU�
DOO� LQVWDQFHV��WKH�SDUHWR�KHXULVWLF� UHDFKHV�D�SULRULWL]DWLRQ�UDWLR�RI�ܲ݅ݎ�ሾΨሿ� �����ZKLFK�LV����SHUFHQWDJH�
SRLQWV�EHKLQG�WKH�UHVXOW�RI�WKH�PD[�SULRULWL]DWLRQ�KHXULVWLF��$�³QDWXUDO�ORZ�HQG´�VHHPV�WR�EH����SHUFHQWDJH�
SRLQWV�ORZHU�DW�D�SULRULWL]DWLRQ�UDWLR�RI�ܲ݅ݎ�ሾΨሿ� �����$Q�HYHQ�VPDOOHU�JDS�FDQ�EH�REVHUYHG�IRU�WKH�):$�
UDWLR��+HUH��WKH�SDUHWR�KHXULVWLF�UHDFKHVܣܹܨ��ሾΨሿ� �����RQ�DYHUDJH��ZKLOH�WKH�PLQ�):$�KHXULVWLF�UHDFKHV�
��ሾΨሿ� �����RI�WKH�UDQGRPO\�JHQHUDWHGܣܹܨ��ሾΨሿ� ������&RPSDUHG�WR�WKH�DYHUDJH�REMHFWLYH�YDOXH�RIܣܹܨ
VROXWLRQV��WKH�SDUHWR�KHXULVWLF� LV�SDUWLFXODUO\�VWURQJ�LQ�WKH�WDUJHW�RI�UHGXFLQJ�VKDUHG�UHVRXUFHV�IRU�FOHDUO\�
VHSDUDWDEOH�YDOXH�VWUHDP�VHJPHQWV���
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7KH�DFKLHYDEOHܣܹܨ��ሾΨሿ� DQG� WKXV� WKH�DFKLHYDEOH�QXPEHU�RI� VKDUHG� UHVRXUFHV�GHSHQGV�DERYH�DOO�RQ� WKH�
VFDUFLW\�RI�FDSDFLW\��VHH�7DEOH�����VLQFH�WKLV�PDNHV�WKH�SUREOHP�PRUH�UHVWULFWLYH��

�
)LJXUH����$YHUDJH�UHVXOWV�IRU�DOO�KHXULVWLFV�LQ�ERWK�REMHFWLYHV�

,I�RQO\�WKRVH������IHDVLEO\�VROYHG�LQVWDQFHV�DUH�FRQVLGHUHG�IRU�ZKLFK�WKH�SURGXFW�IDPLOLHV�DUH�IRUPHG�XVLQJ�
D�FOXVWHULQJ�DSSURDFK�� WKH�KHXULVWLF�SHUIRUPV�HYHQ�EHWWHU�� ,Q� WKLV�FDVH�� WKH�UHVXOWLQJ�YDOXHV�RI� WKH�SDUHWR�
KHXULVWLF�DUH�IRU�ERWK�REMHFWLYHV�DOPRVW�DV�JRRG�DV�WKH�FRPSDULVRQ�KHXULVWLF�WKDW�LJQRUHV�WKH�RWKHU�REMHFWLYH��
7KH�DYHUDJHܣܹܨ��ሾΨሿ�LV�����FRPSDUHG�WR�����RI�WKH�PLQ�):$�KHXULVWLF�DQG�WKH�DYHUDJH�ܲ݅ݎ�ሾΨሿ�LV����
FRPSDUHG�WR����RI�WKH�PD[�SULRULWL]DWLRQ�KHXULVWLF��)LJXUH���LOOXVWUDWHV�WKH�REMHFWLYH�YDOXH�SDLUV�IRU�WKHVH�
LQVWDQFHV�DV�ZHOO�DV�WKHLU�DYHUDJHV��

��

��� &RQFOXVLRQ�

7KLV� SDSHU� KDV� LQWURGXFHG� D� SDUHWR� KHXULVWLF� WR� VXSSRUW� D� SURGXFW� IDPLO\�RULHQWHG� VHJPHQWDWLRQ� XQGHU�
FRQVLGHUDWLRQ�RI�WKH�DYDLODEOH�FDSDFLWLHV�DV�ZHOO�DV�ZRUNVWDWLRQ�SUHIHUHQFHV��7KH�PDWKHPDWLFDO�IRUPXODWLRQ�
RI� WKH� PXOWL�REMHFWLYH� RSWLPL]DWLRQ� SUREOHP� ZLWK� LWV� UHVWULFWLRQV� LV� RXWOLQHG�� WKH� KHXULVWLF� SURFHGXUH� LV�
SUHVHQWHG��DQG�WKH�UHTXLUHG�EXVLQHVV�GDWD�LV�GHVFULEHG��)RU�WKH�HYDOXDWLRQ��DQ�H[WHQVLYH�WHVW�VHW�LV�JHQHUDWHG��
DVVHVVPHQW�PHDVXUHV�DUH�LQWURGXFHG��DQG�FRPSDULVRQ�KHXULVWLFV�DUH�LPSOHPHQWHG��7KH�HYDOXDWLRQ�VKRZV��WKDW�
WKH�SDUHWR�KHXULVWLF�SHUIRUPV�VWURQJ�IRU�ERWK�REMHFWLYHV��HVSHFLDOO\�IRU�WKH�WDUJHW�RI�UHGXFLQJ�VKDUHG�UHVRXUFHV�
LQ� D�YDOXH� VWUHDP�GHVLJQ��$V� H[SHFWHG�� HYHQ�EHWWHU� UHVXOWV�DUH� DFKLHYHG�� LI� WKH�SURGXFW� IDPLO\� DIILOLDWLRQ�
FRUUHODWHV�ZLWK�WKH�ZRUNVWDWLRQ�SUHIHUHQFHV�RI�WKH�SURGXFWV��7KH�YDOXH�VWUHDP�PHWKRG�SURYLGHV�WR�LGHQWLI\�
SURGXFW� IDPLOLHV� EDVHG� RQ� VLPLODULW\� LQ� WKHLU� UHTXLUHG� SURFHVV� VWHSV� DQG� HTXLSPHQW�� 7KHUHIRUH�� KLJK�
FRUUHODWLRQV�EHWZHHQ�SURGXFW�IDPLO\�DIILOLDWLRQ�DQG�ZRUNVWDWLRQ�SUHIHUHQFHV�VKRXOG�EH�REVHUYDEOH�LQ�D�ZHOO�

7DEOH����$YHUDJH�
��ሾΨሿ�IRU�WKH�SDUHWRܣܹܨ
KHXULVWLF�RQ�DOO�LQVWDQFHV�

GHSHQGLQJ�RQ�WKH�
XWLOL]DWLRQ�IDFWRUߟ��

�ߟ ):$�>�@�
���� ������
���� ������
����� ������
����� ������

� �
)LJXUH����5HVXOWV�IRU�DOO�LQVWDQFHV�ZLWK�FOXVWHULQJ�EDVHG�SURGXFW�IDPLOLHV�

��

����

����

����

����

����

����

�� ��� ��� ��� ��� ����

):
$
�>�

@

3ULRULWL]DWLRQ�>�@

5DQGRP

0D[�3ULRULWL]DWLRQ

0LQ�):$

3DUHWR

5DQGRP�>$YHUDJH@

0D[�3ULRULWL]DWLRQ�>$YHUDJH@

0LQ�):$�>$YHUDJH@

3DUHWR�>$YHUDJH@

0D[�SULRULWL]DWLRQ

0
LQ�):

$
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H[HFXWHG� YDOXH� VWUHDP� GHVLJQ�� 7KH� OLPLWDWLRQV� RI� WKH� KHXULVWLF� DUH� LQ� LWV� DSSOLFDELOLW\� IRU� VFHQDULRV� RI�
LQVXIILFLHQW�FDSDFLW\�� ODUJH�RYHUFDSDFLW\��RU�LI� WKH�KLJK�ZRUNORDG�RI�RQH�SURGXFW�ZRXOG�EH�UHTXLUHG�WR�EH�
VSOLW��+RZHYHU��SURMHFW�VSHFLILF�FRQGLWLRQV�FDQ�HDVLO\�EH�PRGHOOHG�HLWKHU�YLD�DQ�DGDSWLRQ�RI�WKH�KHXULVWLF�RU�
YLD� WKH�JLYHQ� LQSXW� GDWD��7KH� UHVXOWLQJ�SURGXFW�ZRUNVWDWLRQ� DVVLJQPHQWV�RI� WKH�SDUHWR�KHXULVWLF�SURYLGHV�
SUDFWLWLRQHUV�ZLWK�D�JRRG�DQG�ZHOO�IRXQGHG�VHJPHQWDWLRQ�DV�D�EDVLV�IRU�WKH�QH[W�VWHSV�LQ�WKH�YDOXH�VWUHDP�
GHVLJQ�WKDW�EXLOGV�RQ�LW��

$FNQRZOHGJHPHQWV�

7KH�UHVHDUFK�OHDGLQJ�WR�WKHVH�UHVXOWV�KDV�UHFHLYHG�IXQGLQJ�IURP�WKH�*HUPDQ�)HGHUDO�0LQLVWU\�RI�(GXFDWLRQ�
DQG�5HVHDUFK�XQGHU�JUDQW�DJUHHPHQW�QXPEHU���/��&�����.RPS$.,����

5HIHUHQFHV�

>�@ 6HUUDQR��,���2FKRD��&���&DVWUR��5�'���������(YDOXDWLRQ�RI�YDOXH�VWUHDP�PDSSLQJ�LQ�PDQXIDFWXULQJ�V\VWHP�UHGHVLJQ�
,QWHUQDWLRQDO�-RXUQDO�RI�3URGXFWLRQ�5HVHDUFK��������������±�����

>�@ /XJHUW��$���%DW]��$���:LQNOHU��+���������(PSLULFDO�DVVHVVPHQW�RI�WKH�IXWXUH�DGHTXDF\�RI�YDOXH�VWUHDP�PDSSLQJ�LQ
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Abstract 

Demand-based, local production will gain relevance in the context of sustainability and circular economy. 
One way to implement local value creation is through establishing highly dynamic networks that consolidate 
the competencies of regional manufacturers. Consequently, the structure of the value chains needs to be 
determined ad hoc dependent on demand. This is a rather challenging task due to the dynamics within such 
networks and the flat hierarchies. Traditionally, value chains are defined and controlled in a centralized form 
by a lead firm or a separate stakeholder (e.g. Intermediary, Broker). However, to accommodate the dynamics 
of demand and the increasing complexity of products, we propose a decentralized form of coordination. The 
basic idea is to upscale Routing Planning, used in Process Planning, to a network level. Meaning instead of 
a centralized instance within a company defining the production steps, the stakeholders will collaboratively 
determine the cross-company Routing Plan, effectively building the value chain. Thus, the accumulated 
experience and knowledge of all stakeholders can be utilized to efficiently fulfil current customer demand, 
since the value chain will be executed by the same stakeholders that created it. But in order to coordinate the 
sequencing of operations by multiple stakeholders, suitable methods need to be implemented. We look at a 
strategy to facilitate such a collaboration between companies and demonstrate one possible technical 
implementation based on AI planning using Planning Domain Definition Language (PDDL).  

Keywords 

Production network; Process Planning; Collaborative planning; Value chain; AI planning 

1. Introduction and Motivation

While global value creation with division of labour is prevalent nowadays, in recent years the concept of 
producing locally in small networked sites has gained an increasing amount of attention [1±3]. There is more 
and more research dealing with new, demand-based local production principles, such as Urban and (Re-) 
Distributed Manufacturing. These concepts aim to reach the goals of a sustainable production and fulfil 
FXVWRPHUV¶�JURZLQJ�GHVLUH�IRU�LQFUHDVLQJO\�LQGLYLGXDOL]HG�SURGXFWV�[4,5,1]. Larsson even went so far as to 
state WKDW�³WKHUH�ZLOO�EH�D�QHHG�WR�UH-VKDSH�HQWLUH�YDOXH�FKDLQV�DQG�D�ODUJH�VKDUH�RI�WKH�FRUSRUDWH�ODQGVFDSH´�
[1]. Additionally, the Covid-19 pandemic has accelerated research interest in local production as an 
exploding need for medical equipment has shown the risky dependence on global value chains [6,2]. The 
local production of masks was able to alleviate the shortage, effectively demonstrating an important 
advantage of local production - resilience [2].  
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One challenge of local production is being able to adapt to demands changing fast due to increasing product 
complexity and individualization. To achieve a high product variety and small batch sizes, a multitude of 
production processes has to be covered by local stakeholders. Multiple companies have to collaborate in 
networks in order to combine their competences and to fulfil these requirements [7]. However, constructing 
highly flexible, adaptable value chains in local networks calls for appropriate strategies, because unlike in 
mass production, long-term collaborations with carefully selected partners and high degrees of insight into 
VXSSOLHUV¶�SURGXFWLRQ�DUH�QRW�IHDVLEOH. Instead a high level of dynamics develops within the structures of 
local value creation, which in turn reduces transparency. For that reason, we will discuss a decentralized 
strategy for creating value chains in the described environment and one possible technical solution based on 
AI planning (Artificial Intelligence) DV�LW�³KDV�EHHQ�VXFFHVVIXOO\�DSSOLHG�IRU�GHFDGHV�LQ�VHYHUDO�DUHDV´�[8]. 

2. Theoretical Background 

This paper will talk about the idea to use principles from Operations Planning and Scheduling (OPS), more 
specifically Process Planning (PP), in order to create value chains in a decentralized network of local small 
and medium-sized enterprises (SME). Therefore, Chapter 2.1 will discuss existing concepts for the planning 
of value chains in networks while Chapter 2.2 will give some fundamentals regarding Process Planning. 

2.1 Network Planning 

The network¶V�VWDWXV�DV�D very important and most modern organisation form of producing companies [9] is 
in line with the increasing trend of outsourcing, which basically means transferring tasks and processes to 
an outside party [10]. Over the last decades, outsourcing has become a standard practice in many companies 
for various reasons, such as decreasing costs and lowering the vertical range of manufacture [9,10]. Industrial 
production today is shaped by a high degree of often international division of labour. That means, companies 
producing physical goods build a network of specialized suppliers and other firms to reach their production 
goals. The interaction and communication along the value chain is facilitated by, e.g., product or industry 
standards, modularization and platform technologies. However, when parts or even just production steps are 
outsourced, costs and effort for coordinating production will increase [9]. Usually the focal company selling 
the end product will procure the needed parts itself by distributing the necessary orders to suppliers. Having 
a network of suppliers, with whom a company works regularly, as well as the mentioned interaction 
mechanisms can therefore make this process more efficient. This hierarchical concept works well when the 
production program is planned months or years ahead, but comes to its limits when the production needs to 
be dynamic with individualized, everchanging products in small batch sizes or single product orders [11,12]. 

This paper targets a decentralized, local production as another form of value creation next to global 
production with division of labour. In such a production aiming to serve local demands ad hoc, a new 
dynamic develops. Because the sales market in a local production is small, the batch sizes are as well, but 
the product variety is very high. This leads to fluctuating demands in a short time while production has to be 
handled by comparatively few manufacturers, since resources are limited by the regionality of local 
production. In order to adequately handle this dynamic in combination with the mentioned parameters (local, 
on demand, high product variety, fewer producers) new solutions are needed.  

One of these is a concept introduced in the late 90s by Schuh et al. [7] - the Virtual Factory1. Several 
companies come together to form a larger, Virtual Factory to easier handle short term production in small 
batches. There is a stable and a dynamic component involved in such a Virtual Factory [7]. The relationships 

                                                      
1 This is not to be confused with the virtual factory concept as introduced in 1993 by Onosato and Iwata [13] that focuses on modelling manufacturing. 
More recent information on this strain of virtual factory research can be found, e.g., by Debevec et al., who dealt with simulating production processes 
in SMEs [14], or Yildiz et al., who wrote about a digital twin-based virtual factory [15]. 
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within the network should be stable, as they are in a typical production network as well, while the processing 
of orders is done dynamically WKURXJK�³DFWLYDWLQJ´�QHWZRUNV for each order [7]. Schuh et al.  [7] defined six 
LQWHUFRUSRUDWH�VHUYLFHV�WR�PDQDJH�WKH�9LUWXDO�)DFWRU\�QHWZRUN��RQH�RI�WKHP�EHLQJ�WKH�³EURNHU´��7KH�³EURNHU´�
is usually an independent party responsible for ± among other tasks such as acquiring customers ± 
distributing the competences of the companies to where they are needed while roughly defining prices [7]. 
7KH�EURNHU�PD\�DOVR�LQLWLDWH�WKH�VR�FDOOHG�³DFWLYH�QHWZRUNV´��PHDQLQJ�HVVHQWLDOO\�WKH�YDOXH�FKDLQV�WKDW�ZLOO�
go into action for a specific order or project [7]. 

2.2 Operations Planning and Scheduling and Process Planning 

Operations Planning and Scheduling (OPS) essentially describes all the organisational functions that need 
to be fulfilled to bring a product design into production and to the customer [16,17]. Process Planning (PP) 
is one part of OPS, the other part is Production Control (also referred to as Production Planning and Control 
or PPC). PP encompasses the planning necessary to ensure the economically sound manufacturing in line 
with production requirements and it is typically done once without reference to a specific order [18,19]. As 
shown in Figure 1, the tasks of PP can be divided into three categories, short-, medium- and long-term as 
introduced by Eversheim [19] and referenced by, e.g., Bauernhansl and Spur [18,20]. PPC on the other hand 
includes the measures needed to fulfil actual orders based on the results of PP [17].  

 

Figure 1: The structure of Process Planning (with selected details) [18,19] 

One result of PP is the Routing Plan (RP), which is described as ³a plan defining the sequence of operations 
WR�EH�SHUIRUPHG�LQ�RUGHU�WR�SURGXFH�D�SDUW�RU�DQ�DVVHPEO\��L�H��WKH�SURGXFW¶V�SDWK�WKURXJK�WKH�SURGXFWLRQ�
SURFHVV´�[16]. Besides the production steps in the right order, a RP will include information regarding the 
type of raw part to start with, production resources and tools as well as the target time for each step [19]. For 
this paper, the focus will be RP, especially the sequence of operations, marked by red borders in Figure 1. 

3. Concept: Implementing Operations Planning and Scheduling on a Network Level  

Modern local production leads to a necessity to manufacture dynamically and on-demand to be able to fulfil 
customer needs in times of individualization without having large amounts of products in warehouses 
available to do so. The dynamic nature of networked production also requires a cross-company organisation 
that will be able to keep up the fast pace of small-batch and single product orders. Since building value 
chains spanning multiple companies bears many similarities to building an in-house RP (refer to Chapter 
2.2), it can be useful to apply the methods and tasks of RP to a network/cross-company level. The extensive 
knowledge and research on OPS and specifically RP already available can then be used as a baseline for 
adapting existing concepts and deriving new ones for the given context.  

3.1 Approach for the decentralized determination of value chains 

In a hierarchical network (as introduced in Chapter 2.1) the lead firm typically uses its network of suppliers 
to coordinate value creation by acquiring materials and parts as well as outsourcing production. Two 
examples for this kind of centralizeG� DSSURDFK� DUH� :LQWHOLVP�� ZKLFK� LV� GHVFULEHG� DV� WKH� ³extensive 
outsourcing of component production to enable industrial structures to become less vertically and more 
horizontally integrated´�[21]��DQG�6WXUJHRQ¶s modular production networks [22]. In addition, the planning 
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departments of each company involved in the network generate in-house RPs, meaning they determine the 
sequence of operations within their own company and allocate the production resources (Figure 1) [19].  

In FHQWUDOL]HG�QHWZRUNV�LW�LV�WKH�OHDG�ILUP¶V�WDVN�WR�FRQILJXUDWH�WKH�FURVV-company value chains. There are 
usually relatively stable planning horizons that facilitate mid- to long-term planning. However, when dealing 
with dynamic, heterarchical and decentralized networks there are no steady planning periods. As a result, 
the generation of value chains needs to happen faster and adapt dynamically, so that even single product 
orders can lead to entirely new value chains. In order to move away from the more permanent structures of 
value chains, the network can be viewed as one virtual FRPSDQ\��VLPLODU�WR�6FKXK¶V�9LUWXDO�)DFWRU\�[7] (refer 
to Chapter 2.1), with the SMEs representing production resources. This also serves the depiction of the 
heterarchical structure of a decentralized network. Using this analogy, value chains correspond to the RPs 
introduced in Chapter 2.2 with the difference that they now function as cross-company RPs (ccRP). This 
view and the introduction of ccRPs should allow for better reactivity in local, decentralized networks. 

However, other than in the creation of traditional RPs, there is no superior central entity that knows all the 
details of the production of all the companies involved in the network. That is because there is often a lot of 
experience involved in writing RPs. This is categorized as tacit knowledge, i.e., it is not formalized and thus 
difficult to share [23]. Nonaka calls the process of making tacit knowledge sharable by turning it into explicit 
NQRZOHGJH�³H[WHUQDOL]DWLRQ´�[23]. Externalizing the knowledge needed for common routing planning from 
individuals of the companies in order to create such a central entity would be time-consuming and expensive, 
given that the involved companies would even agree to share their knowledge to the required extent. The 
aforementioned dynamics of processes and structures further add to the difficulties of externalization. As a 
result, when working with a heterarchical, dynamic network, it is highly unlikely that a central entity has the 
knowledge needed to determine the best possible ccRPs for all involved companies or even any at all.  

We therefore suggest to avoid the externalization process altogether by taking a decentralized approach 

to ccRP. That means instead of gathering knowledge from the companies, that knowledge stays where it is, 
but is still used to create the ccRPs. According to Krenz, the complexity of the knowledge that is to be shared 
needs to be reduced, so that the stakeholders of the network are able to collaborate [12]. In summary, the 
concept idea we propose in this paper seeks to create value chains in a decentralized way through leaning on 
the principles of OPS and PP and upscaling them to a network or cross-company level.  

This is also an important point of differentiation from 6FKXK�HW�DO�¶V concept of a Virtual Factory, as described 
in Chapter 2.1. While it also involves a decentralized, local network, Schuh et al. still assign various 
functions or centralized roles to distinct stakeholders of the network VXFK�DV�WKH�³EURNHU´��ZKLOH�the ccRP 
concept relies on decentralized collaboration of the companies within the network instead. 

3.2 Introduction of a possible strategy 

In order to implement decentralized ccRP in dynamic networks, it is necessary to find a way for process 
planners from all the network companies to contribute to a cumulative plan in a simple and fast manner. The 
simplest form of collaboration would be experts discussing and developing a plan together. This however 
bears several issues such as the group size getting too large for useful discussions, experts being invited 
unnecessarily and the need for a skilled and neutral facilitator. Overall this approach would incur 
unreasonably high costs and consume a lot of time compared to the central approach while having 
presumably little advantages. In conclusion, the decentralized approach needs to allow planners to be able 
to work independently from one another, ideally in regards to time and location, also called asynchronous 

communication [24], and it needs to be well structured and efficient. This is typically prevalent in cross-
company collaborations [25]. 

For ccRP the goal is to sequence the HFRQRPLFDOO\�EHVW�YDOXH�FKDLQV�ZKLOH�XVLQJ� WKH�SODQQHUV¶�H[SHUWLVH 
without the need for direct communication between companies. For this strategy proposal we, on the one 

280



 

 

hand, drew inspiration from collaboration in communities, where everyone may contribute their expertise. 
But on the other hand, since ccRPs are a planning problem, we also relied on research on automated planning 
and scheduling (AI planning), namely using world states for computing plans instead of defining 

processes [26]. The focus is to develop an approach in which process planners can work together without 

directly communicating. Instead they contribute their knowledge and competence in such a form, that an 
intelligent and autonomous planning system (example in Chapter 3.3) can generate an optimized ccRP and 
thus create a cohesive value chain. That strategy is visualized in Figure 2. The premise is a dynamic, 
heterarchical network, where product development can be done by a company, an engineer without own 
production capacities or a community of designers, etc. There is no central entity distributing/outsourcing 
production steps. Instead, the Product Data is provided to a network of process planners that will then derive 
the production steps their own company can do and enter them into a network system. However, they do not 
actually describe what they are doing in production or how they are doing it.  Instead the only thing entered 
into the system is how the product changes, i.e., the planners describe the product state they can start 
production with and the product state DW�WKH�HQG�RI�WKHLU�FRPSDQ\¶V�SDUW�LQ�WKH�SURGXFWLRQ�SURFHVV��e.g. bar 
stock - gear shaft (unhardened). They therefore contribute a Sequence of Product States (SoPS).  

 

Figure 2: Decentralized, cross-company Routing Planning and value chain creation 

In Figure 2 WKRVH�SURGXFW�VWDWH�GHVFULSWLRQV�DUH�UHSUHVHQWHG�E\�OHWWHUV��L�H���WKH�VWDUWLQJ�VWDWH�RI�6R36���LV�³-´�
and the finishing VWDWH�LV�³2´��7KHVH�GHVFULSWLRQV�DUH�XVHG�WR�ILQG�LQWHUIDFHV�EHWZHHQ�WKe companies, e.g., 
EHWZHHQ� 6R36� �� �³2´� DV� WKH� finishing VWDWH�� DQG� 6R36� �� �³2´� DV� WKH� VWDUWLQJ� VWDWH�� The possibility of 
branching production sequences, i.e., sequences that can be processed in parallel until the parts are joined 
together, e.g., in assembly, is not visualized in Figure 2 for reasons of clarity and comprehensibility. In such 
a case, the start or end state would be the combination of two sWDWHV�� H�J��� ³&� DQG� '´. The necessary 
formalization of the state descriptions is discussed in Chapter 4. According to Dietl, companies will delimit 
their value creation activities in such a way that as little implicit knowledge as possible needs to be 
transferred in between steps [27]. In other words, the steps of value creation are separated in a way that the 
knowledge exchange at the interfaces is reduced to a minimum transfer of external knowledge [27]. The 
stakeholders integrate their implicit knowledge into the product and thus transfer it by changing the product 
state [27,12]. When all steps are entered, several viable paths are calculated (for reasons of clarity and 
comprehensibility only two are shown here) and one or more optimized paths (depending on the system) are 
determined. Those are the ccRPs available for PPS (refer to Chapter 2.2), i.e., the implementation of the 
value chains. When feeding the system with further information such as capacity, price, transport distances 
and number of involved companies, the most fitting ccRP at a given time can be chosen according to selected 
criteria. This is however a separate topic and not further discussed in this paper. Overall, the presented 
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strategy would allow the ccRPs to develop in a self-organizing process in which the network companies 
choose the interfaces. Therefore, this strategy for configurating value chains can be considered heterarchical.  

This may lead to considerable benefits in terms of network dynamics and reactivity. There are several viable 
options for a value chain available, so one alternative can be chosen to be used for actual production. 
Additionally, the chosen path can easily be changed mid-production in case of unforeseen events since 
alternatives have already been determined beforehand. When several companies are capable of performing 
the same steps, it creates redundancy and therefore resilience. This enables the network to adapt in case, e.g., 
capacity issues occur and one company is not able to deliver. The strategy also has the advantage that the 
process planners can work entirely independent of one another, they do not have to spend time to understand 
HDFK�RWKHU¶V work or to standardize plans cross-company. They can use their expertise without sharing it, 
which is especially important when sensitive, inside knowledge of companies is involved. Information 
necessary for planning is fed to the system to be processed instead of being shared in the network community. 

3.3 Technological approach for the implementation of decentralized ccRP 

3.3.1 AI Planning using the Planning Domain Definition Language (PDDL) 

The presented strategy for decentralized planning illustrates that this problem can be solved with the methods 
and systematics of general decentralized planning principles. Decentralized networks of production units 
already require a high planning effort with a small number of stakeholders and less complex products, such 
systems exhibit multitude branching, which can only be evaluated with computer support [28].  

The so-called research area of AI Planning within the technology field of AI deals with the solving of 
complex planning tasks with high numbers of possible solutions. Solving these problems involves the change 
of states through sets of actions. The initial situation is a problem with an initial state and a final state, the 
goal. Hereby details of the change or effect are not considered, i.e., actions are only described through input 
(a precondition) and output (an effect) states. In our use case, this leads to a special advantage, since 
company-internal knowledge of concrete production steps is not revealed in detail. [26,29] 

The implementation technology pursued here is PDDL. With the introduction of PDDL in 1998, inspired by 
the STRIPS (Stanford Research Institute Problem Solver) formalism, a standardization of AI planning 
languages was developed [30,31]. PDDL is considered to currently be one of the most common solutions  to 
implement AI planning [30] and thus suitable to address the underlying planning problem of ccRP. The 
solution to a planning problem, the fulfilment of target conditions, is considered to be a concatenation of 
actions, i.e., a concatenation of Sequences of Product States (SoPS) as shown in Figure 2 (Chapter 3.2). 
Those SoPS are entered into the system by the individual stakeholders in the production network. As already 
described, they can contain different numbers of production and process steps. Each SoPS contains a change 
of the state. Furthermore, following the principle of PDDL, each SoPS will be modelled as an action and 
will be assigned a precondition and an effect. By matching this information, the SoPS are aligned to find a 
path to the end-state (goal). In the next section a PDDL implementation approach is presented. [26,28,32] 

3.3.2 Approach for the implementation of PDDL in the given context 

As an example, in Figure 3, we provide a PDDL model for the SoPSs depicted in Figure 2 as a domain model 
and a problem model, respectively. The domain model describes the rules of RP as predicates and actions, 
while the problem model describes the actual task at hand, e.g., to compute the plan from subproduct ³A´ to 
subproduct ³Z´. Another task would be to compute the plan from subproduct ³B´ to subproduct ³F´. The 
intermediate production results of each SoPS are named SUBPRODUCTS and modelled as objects. One 
action (named SoPSx, where x is the numbering of the SoPS in Figure 2) models one SoPS with a certain 
68%352'8&7�DV�SUHFRQGLWLRQ��³6WDUW´��RU�HIIHFW��³)LQLVK´���)XUWKHUPRUH��D�VSHFLILF�68%352'8&7�LV�
marked as initial state �L�H���³$´��DQG�DQRWKHU�DV�JRDO��L�H���³=´��� 

282



 

 

 

Figure 3: (1) Problem description that has a specific start and goal; (2) Domain model describing the SoPS as actions 

Given this domain and problem model to PDDL, it will compute a plan (or multiple plans) that takes the 
action definition into account, i.e., it would compute a value chain. According to the dependencies, two paths 
are possible in our example, one from SoPS8 via SoPS7 to SoPS9 and one via SoPS6 and SoPS5 (Figure 4). 
In case of branching production sequences (as mentioned in Chapter 3.2) the precondition of an action would 
consist of two or more subproducts, e.g., (:action SoPSWithAssembly :precondition (and 
(SUBPRODUCT W1) (SUBPRODUCT W2)) :effect (SUBPRODUCT AssembledZ)). 

 

Figure 4: Possible paths in the given example according to their dependencies 

3.3.3 Assembling ccRPs using Heuristic Methods 

The core of PDDL is to use a heuristic search algorithm [33] for computing appropriate plans as described, 
i.e., PDDL implements such an algorithm, e.g., A*. Alternatives to PDDL, which use heuristic search, are 
distributed AI algorithms based on agents (agent-based algorithms), where each SoPS would be considered 
as one agent and by following a negotiation process the agents would compute a plan. Other alternatives 
would be evolutionary algorithms (EA) which would compute plans through creating plans by mutating them 
randomly and evaluating those through domain related criteria such as order of SoPS (selection).   

4. Critical Analysis of the Proposed Concept  

When analysing the presented concept concerning its feasibility in a real application, the criteria must be of 
strategic, operational or technical nature. In terms of strategic application, the concept of a decentralized 
collaborative OPS seems particularly suited to the requirements of new production structures, with 
increasingly blurred physical boundaries between companies.  
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SoPS 6

Start:   B
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SoPS 8
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SoPS 9
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Start:   B
Finish: F

SoPS 3

Start:   V
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SoPS 1

Start:   J
Finish: O

SoPS 2

Start:   O
Finish: Q

SoPS 10

Start:   W
Finish: Z

SoPS 5

Start:   E
Finish: F
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In operational terms, it is to be mentioned that the strategy presented in Chapter 3.2 is still in the early stages 
and only an outline. There are several issues to be detailed and addressed in future research to develop the 
strategy into an implementable concept, since at this point it only describes a way to get to the description 
of technically feasible value chains. Before one of those can be chosen for implementation, they need to be 
evaluated using criteria like timing and cost. It is also thinkable to include other variables for choosing one 
of the plans, such as energy efficiency of production, transport distances, etc. Additionally, WKH�³SHUIHFW´�
value chain may still not be implementable at any given time due to capacity and scheduling issues. RP is 
only one step in the interface between design and production, our strategy needs to be embedded in a holistic 
concept covering all of OPS in order to work. Other issues to be considered in future research are, e.g., data 
storage and security, but also issues of motivation, incentives to participate, building trust in a network, etc. 

When critically examining the technical implementation, the main focus is on the description and 
formalization of the SoPS, especially since the system needs to recognize when two planners are describing 
the same state in different words. Precondition, parameter and effect must use a uniform language in order 
to be linked with each other. An approach to formalization could be the use of Natural Language Processing 
(NLP). This is a solution for a further improved human-computer interaction and a common tool in the field 
of AI. In addition, an investigation and more exact statement in regards to the critical size of the network 
seems meaningful, especially for concrete decisions in technology selection (PDDL Toolboxes, Heuristic 
Search Algorithm, etc.). In general, the topic of quality management in such a system is likely to face new 
challenges, which are already evident here at the beginning when evaluating planning solutions. Also, when 
selecting and applying different methods from the field of heuristic search, attention must be paid to their 
result orientation. Depending on the modelled optimization criteria, the heuristic search will provide 
optimized solutions. In our example we focused on dependencies between the SoPS. Other criteria could 
include the ones mentioned above on the operational level. Thus, when considering value chains, the chosen 
termination criterion will have a direct impact on quality, cost, sustainability and customer satisfaction. 

5. Outlook 

In conclusion, using decentralized, cross-company Routing Planning in order to dynamically create value 
chains for local networks while relying on existing knowledge within the involved companies seems to be a 
promising approach. For one it draws on decades of research on Operations Planning and Scheduling as well 
as the often extensive expertise of experienced process planners, but it also combines these with state-of-
the-art information technologies from the fields of AI planning and Heuristics. In our approach the 
knowledge stays with the experts, but is still utilised and arranged by an intelligent system in order to 
generate flexible value chains in a decentralized way. 

This opens up several possibilities for future research. Firstly, on an operational level, as mentioned in the 
critical analysis, the strategy of using changes in the product state described by a network of process planners 
to find a Routing Plan should be developed further and with more detail. Following that, the second part of 
Operations Planning and Scheduling, Production Control (also known as Production Planning and Control), 
could be addressed. In this paper we looked at using Process Planning on a cross-company level and 
decentralizing it. The next logical step would be to explore whether or not Production Control principles are 
also applicable and beneficial to be used in networked production. 

Furthermore, the technological approach discussed in Chapter 3.3 will be optimized through an ongoing 
project to implement a decentralized, local production network in the Greater Hamburg area. Going into 
more detail and possibly simulating a test run will be a next step. It would also be expedient to address the 
issue of comparing and assessing the cross-company Routing Plans created by the heuristic based on selected 
criteria. Additionally, using PDDL and heuristic methods is just one possible way to go. It might be 
interesting to explore other technologies that could be suitable for the presented problem.  
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Abstract 

As companies continue to globalise, manufacturers face the challenge of strategically adjusting their vertical 
integration and restructuring production and supply chains. This leads manufacturers to increasingly pursue 
two strategies of restructuring. On the one hand, in the form of outsourcing value-adding activities, the focus 
is being placed on the core competencies of the company's own production. As a result, the vertical range of 
manufacture within the company is decreasing, while outsourcing is becoming more and more important. 
On the other hand, companies are also pursuing the strategy of least possible dependency to secure 
production through regional procurement of resources and expansion of the necessary competencies by 
means of increased vertical integration. In order to understand the consequences and effects of these changes 
at the level of production planning and control (PPC), a model-based view is necessary for an expanded 
understanding of the processual context of these changes. The PPC is the essential steering instance of 
production. It combines long-term tasks, e.g. Plan Sales or Roughly Plan Resources, with short-term tasks, 
e.g. Schedule Throughput or Plan Resources in detail. The main PPC task, Plan Sourcing, is an essential link
with its tasks and procedures between the core processes of procurement and production in the company's
internal supply chain.

In the context of this paper, the PPC main task Plan Sourcing is to be considered in a model-based manner, 
which focuses on the selection and connection of suppliers as well as the general view of the supplier 
management of manufacturers. For this purpose, the effect on the PPC and the production logistic objectives 
variables is presented by means of the consideration of the tasks and possible procedures for the fulfilment 
of these PPC tasks. Utilising collected findings, a process-related derivation for the synchronisation of the 
affected areas of procurement and production is presented. 

Keywords 

Procurement; Synchronization; Modelling; Production Planning and Control; PPC; Sourcing 

1. Introduction

Globalisation has strongly changed the competition for manufacturing companies. In addition to rising cost 
pressure, companies are confronted with increasing individualisation requirements and shorter product life 
cycles [1,2]. In order to compete in this environment, it was a global trend, especially before the pandemic, 
for companies to focus on their core competencies in their production and outsource large sections of the 
value chain. During the pandemic, this trend has changed from a strongly global perspective to a locally 
oriented procurement in the area of particularly vulnerable supply chains. This is why it is currently called 
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the "glocal / glocalisation" mega-trend, i.e. global and local procurement. [3,4] The reasons for outsourcing 
are that in many cases specialised suppliers can produce and deliver certain components much more cost-
effectively than manufacturing these specific products in-house [5]. In addition, the suppliers, for their part, 
can drive forward the technical development of certain components in a more targeted manner and thus 
increase the quality of the final product [6]. For this reason, besides optimising the own production, 
procurement is becoming increasingly important, especially in complex supply chains [7]. 

In general, the task of procurement is to cover the demand for raw materials, semi-finished products and 
primary products that cannot be produced economically by the company's own production or cannot be 
produced at all [8]. Therefore, externally sourced items must reach production at the right time, in the right 
quantity and quality, in order to fulfil internal processes and specifications and to ensure the logistical 
efficiency of production [9]. Procurement is particularly significant for companies with multi-variant product 
portfolios and strong individualisation by customers, as they often carry out order-specific procurement for 
little-used articles and thus do not have any safety stocks in the warehouse. This can be observed more 
frequently especially with contract manufacturers (engineer-to-order (ETO) and make-to-order (MTO) 
manufacturers). In such cases, procurement is on the lead-time-critical path, which is why procurement 
processes and production processes should be synchronised as much as possible in order to improve the lead 
time and thus the response time of the company. [8,10] This paper will therefore analyse the interface 
between procurement and production in more detail. For this purpose, the process crossovers will be 
identified and examined in the wider context in relation to PPC. 

2. Research Question and Research Methodology 

In today's business structures, different departments often have overlapping subtasks where different 
objectives are always in the focus, leading to difficulties in coordination. In addition, the optimisation of 
corporate coordination is necessary, as this improves not only vertical but also horizontal cooperation with 
the supplier network. [2] The focus of this paper is the analysis of the interface between procurement and 
production. The contribution follows the research question: "How can procurement be optimised and 
synchronised based on control via production logistics objectives?´ 

In addition, the preconditions for this type of minimisation of interdepartmental conflicts are to be 
considered. Here, the focus is on procurement, since another interface exists here as a communication 
channel outside the company. Through a model-based approach, it is to be found out to what extent the 
production planning and control of the Hanoverian Supply Chain Model (HaSupMo) can make a target-
oriented contribution in order to control logistics performance and logistics costs individually and to adapt 
them to the company-specific needs. Therefore, the main PPC task of ³3ODQ�6RXUFLQJ´ of the HaSupMo will 
be presented later in chapter 4.1 and its characteristics will be shown as well as the resulting logistical 
objectives will be dealt with. In terms of the research question, a possible answer will be given with a 
qualitative approach based on the Hanoverian Supply Chain Model. 

3. General Interface of Procurement and Production 

The operational design of a company's supply chain involves overlapping cross-sectional tasks in which the 
respective decisions have a direct impact on objectives [8]. However, their influence on the logistical 
objectives in a company is not comprehensively known in industrial practice. This mutual, mostly 
unintentional, influence must be avoided through efficient and effective interface management. Joint 
coordination of the departments on necessary measures is indispensable to reduce internal barriers [11]. 
Departments such as procurement and production are essential constituents of every company. Therefore, 
these departments are required to engage in extensive exchange through transparent communication and 
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coordination [12]. The reduction of interfaces is therefore an important approach to optimising internal 
processes [11,13]. 

3.1 Interface analysis 

Companies have a large number of interfaces in connection with procurement, which can be found either 
externally, e.g. with suppliers, or internally, e.g. in relation to the supply chain between the warehouse and 
production. The primary objective of the company's internal supply chain should therefore be to optimally 
integrate procurement as a higher-level link in order to avoid supply interruptions in production. Especially 
for order-based producers with individual customer requirements, the lead time and adherence to delivery 
dates for the completion of the products is an important competitive factor [14]. To ensure that these 
sometimes sensitive process chains function in a resilient way, a comprehensive analysis is required as the 
basis for designing a target-oriented PPC. In order to systematically work out the characteristics of supplier 
activities as well as the necessary information flows, the value stream analysis and the SIPOC method 
(Supplier, Inputs, Process, Outputs, Customer), for example, which are anchored in the Six Sigma toolbox 
of methods, are valuable tools. These proven and clearly structured overview methods not only enable 
transparency of the essential interfaces in terms of content and process, but also show the data-driven input 
and output through the value creation process. 

A closer look at processes and their interfaces always highlights the fact that the results usually relate to 
different levels of consideration and interact with each other. For the best corporate strategy is difficult to 
implement if workflows and processes are not clearly structured up to the operational level. On the other 
hand, corporate process analyses, such as value stream mapping, always start from the current production 
processes via coordination points such as planning and IT interfaces. This knowledge is essential in order to 
be able to make well-founded strategic management decisions. 

3.2  Approach of the interfaces at four levels 

The levels of the realization win for interfaces with production analyses, addressed in chapter 3.1, are to be 
pointed out now in this approach, at the example of production and procurement. In this approach, four levels 
can be identified, which build on each other and are interdependent (see figure 1). In addition, two procedural 
directions are presented. The analysis procedure from level 1 to level 4 (bottom to top) and the hierarchical 
control direction from level 4 to level 1 (top to bottom). 

 
Figure 1: Four levels of interfaces (inspired by [15]) 

Level 1 forms the foundation for the production-related analysis of processes and interfaces. This level 1 
"Operational Organization" is thus the starting point for the analysis direction. Level 4, on the other hand, is 
a strategic control instance and is to be regarded as the starting point for the direction of control (hierarchy). 
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After considering the processes at the production level, it is necessary to carry out segmentation at the 
product level and to categorize these products according to a defined value, for example. Based on this, a 
classification of components must be carried out in level 2. This classification of components can basically 
be divided into three categories. Parts that have to be procured externally due to the fact that there is a limited 
vertical range of manufacture. Parts that are manufactured in-house in any case due to the existing vertical 
range of manufacture. A third category consists of parts that can be sourced externally as well as 
manufactured in-house. On the one hand, products in the third category in particular bring the necessary 
flexibility to production in relation to the objective of capacity utilization. Depending on the allocation of 
these products to in-house production or external procurement, this is also accompanied by increased 
planning effort in procurement. This is because either raw materials or finished assemblies have to be 
procured. 

In the next level 3, production planning and control is reviewed. Here, for example, the PPC of HaSupMo 
can be seen as a strategic tool. At this level, the planning stage is reached. Planning is based on data and 
assumptions of the past and also the future. The examination of the already configured PPC thus shows 
helpful clues for an alignment of the strategy of a company based on objectives. These clues are made visible 
and measurable by means of the PPC the objectives of the production logistics. 

The fourth level now has the goal of defining a strategic orientation for the company. Here, the logistical 
objectives can be defined individually within the company. For example, companies with high quality 
requirements, such as aircraft manufacturers, should not necessarily pursue the objectives of short lead times 
or adherence to deadlines as a top priority. On the other hand, companies from the consumer goods segment 
pursue logistical objectives such as a high finished goods inventory and a short delivery time. This strategic 
objective orientation forms the framework and thus indicates the corresponding scope for decision-making 
for the departments with a focus on the interfaces. 

In this way, using functioning process flows from Level 1, the classification of components from Level 2 
and reduced interfaces by means of PPC tools from Level 3, production logistics objectives can be set by 
strategic business decisions. Based on the management's specification of the target values, the production 
programme can now be adjusted again and again by the three lower levels via iteration loops, and the type 
of procurement and production can be regularly reviewed and adjusted. At Level 1, processes and procedures 
in the operational organisation can also be changed and adapted to the procedures for optimising the specified 
objectives. 

4. Integration of PPC  

Production planning and control is an instrument that regulates the processes in the internal supply chain of 
manufacturing companies [16]. Their tasks include the entire planning and flow of production. From 
processing and clarifying orders to dispatching the finished products. It plans and controls orders taking into 
account the available resources and in compliance with overriding corporate objectives such as delivery 
time, punctuality and cost minimisation. [1,16] In addition to the planning and control of processes along 
the company's internal supply chain, production controlling, i.e. monitoring and intervening in the event of 
disruptions in the production process, is also part of the PPC's tasks [17]. Because PPC includes all areas of 
operational production management such as procurement, production, assembly and dispatch, it forms the 
organisational core of manufacturing companies [1,6,16].  
Due to the complexity, scope and high importance of these interrelations, there are various approaches and 
concepts that model the tasks and processes within PPC. These range from more technical concepts, such as 
MRP-I and MRP-II logic, to various frameworks, such as the Aachen PPC model [16], and specialized 
modelling approaches for individual PPC tasks, such as the Manufacturing Control Model of Lödding [18]. 
An overview of the evolution of PPC can be found in [8], [18] and [19]. 
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A model for describing the PPC, which integrates approaches from the Aachen PPC model and the modelling 
of LÖDDING, is presented in the framework "Hanoverian Supply Chain Model". This approach models for 
the first time the link between the eleven different main tasks of the PPC and the related objectives of the 
entire internal supply chain (see figure 2, right-hand side) [8]. The model shows the interrelationships 
between the PPC tasks and the control, regulating and objective variables. The target, planned and actual 
variables in the material flow as well as the effects on the logistical objectives in the individual core processes 
of the company's internal supply chain are placed in a causal relationship [8].  

4.1 Plan Sourcing in HaSupMo 

Focusing on managing the supplier network not only vertically but also horizontally, the share of external 
sourcing is becoming higher and higher, which is why the importance of procurement is steadily increasing 
[20]. In the PPC of HaSupMo, the central procurement tasks are controlled in the PPC main task ³Plan 
6RXUFLQJ´. As the main task of the PPC, it is the central interface between procurement and the company's 
internal production and therefore of great importance for the company's success [16]. The PPC main task 
³3ODQ�6RXUFLQJ´�LV�GLYLGHG�LQWR�ILYH�VXE-tasks that cover the entire procurement process (see figure 2, left-
hand side). 

 

Figure 2: PPC-Main Task Plan Souring and the Hanoverian Supply Chain Model according to SCHMIDT AND 
SCHÄFERS [24] and SCHMIDT AND NYHUIS [8] 

The first sub-task is "Calculate Orders". Here, an order programme proposal with the optimal order quantities 
and times for requirements to be procured is created from the determined primary and secondary 
requirements. From the order programme proposal, which contains the determined order quantities and 
times, in the following sub-WDVN�³3UHSDUH�2UGHU�,QTXLU\´�concrete inquiries can then be made to the already 
selected suppliers. In the sub-WDVN�³5HFHLYH�DQG�(YDOXDWH�%LGV´��Eased on the inquiries, the suppliers can in 
turn create offers from which the company can subsequently select the most optimal offer according to the 
target premises. The "Select Suppliers" task is carried out from the analysis of the offers, taking into account 
the price, quality and logistical performance of the suppliers. [21,22,23] After the suppliers have been 
selected, the "Approve Orders" are placed. If no "Approve Orders" are placed, the system then checks 
whether the external procurement programme is feasible so that it can be carried out again from the 
"Calculate Orders". If the external procurement programme cannot be carried out, a message is sent to the 
PPC main task "Plan Production Requirements", which then checks the consequences for in-house 
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production. As a result, the rescheduling of individual orders or in-house production of outstanding 
requirements can be initiated. [8] 

4.2 Influence of logistical Objectives for Procurement 

According to the PPC definition of HaSupMo, ³3ODQ�6RXUFLQJ´ influences the objectives of inventory, due 
date Compliance and service level, or expressed the other way round, delivery delay, in the core process of 
procurement, the first core process in the company's internal supply chain [8]. As already mentioned, the 
task in procurement is to cover the needs that are not covered by the company's own production [1]. The 
inventory is formed from the stored articles [25]. Inventory results in inventory-induced costs, e.g. through 
capital commitment or inventory costs. Therefore, inventory should be kept as low as possible in order to 
keep inventory costs low from an economic point of view [1]. The service level is an important indicator of 
a company's logistics performance. It indicates what percentage of the demands from the inventory could be 
served in the right quantities and at the right time without a delivery delay or failure (see figure 3) [25,26]. 

 
Figure 3: Influencing Factors of Storage and Schedule Reliability Operating Curves according to LUTZ [25] and 

NYHUIS AND WIENDAHL [27] and NYHUIS AND MAYER [28] 

For this reason, the target is to achieve the highest possible level of service, as this demonstrates a high level 
of logistics performance and is synonymous with low delays in delivery from the warehouse compared to 
production [8]. The "due date compliance" results for order-specific procurement and shows the share of 
orders that are available in terms of quantity and on time [18]. Similar to the "service level", the aim is to 
achieve the highest possible "due date compliance". As the average inventory of stock items and directly 
procured items increases, the logistics performance in the form of the logistics objectives "service level" and 
delivery delay is positively influenced. In addition, this is accompanied by an increasing range, while at the 
same time logistics costs rise. This demonstrated influence of logistical objectives illustrates that a clear 
strategic orientation is of high importance for the configuration of the PPC. A clear positioning between the 
logistical objectives can only be achieved in this way. 
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4.3 Conflict of Objectives 

In logistics target achievement, it is often necessary to position the company between logistics costs and 
logistics performance as shown in figure 4 [25]. In order to be able to achieve a high "service degree" in the 
procurement, the stock (high) is largely dependent on the access lot size and the performance of the supplier 
or the safety stock. By a transparent communication with the supplier and a purposeful production planning 
the performance can be besides substantially affected. If this is not the case, there is a risk of failures or 
delays if warehouse demands cannot be met. As a result, the objective "service level" cannot be sufficiently 
fulfilled. [8] The same situation exists for the objective "due date compliance". To ensure availability at the 
time of need and to avoid interruptions in production, safety times are included as buffers for procurement, 
which subsequently result in higher inventories and thus higher logistics costs. [1] In order to guarantee these 
conflicting objectives of high logistical efficiency and high logistics performance with low or optimal 
logistics costs, these differences must be minimised and optimally positioned to meet the company's internal 
needs. 

 

Figure 4: Logistical target system and conflicting objectives of procurement according to LUTZ [25] 

For a holistic view of the conflicting objectives, an exact process-related localisation of the problem area is 
therefore important for a later synchronisation. The interaction of different areas of the company-internal 
supply chain often forms the area of tension, since procurement and production often pursue different 
interests and do not submit to the superordinate objectives through company specifications. 

In order to obtain a standardised view of this interface between procurement and production, the production 
logistics objectives, as described in the HaSupMo, form a standard basis for evaluating and assessing these 
conflicting objectives. This is because direct conflicts are usually visible and can be made measurable. 
Indirect impacts, on the other hand, such as the influence on objectives, which is difficult to measure, can 
only be tracked via a strategic determination of defined objectives.  

The approach presented in chapter 3.2 of using the PPC as a tool for checking the strategic alignment in 
controlling production for the production logistics objectives makes it possible to optimally match the 
required capacities with the order situation. Early information from production can be checked and adjusted 
with the interface to the supplier. With a lead time, determined capacities can be expanded or reduced within 
a certain framework at an early stage via external procurement. On the other hand, in-house production 
serves as a further balancing instrument that can cushion possible fluctuations. This type of general make-
or-buy decision of dependent requirements makes it possible to achieve optimal values for production 
logistics goals and can thus be evaluated as an important mainstay. However, it must be taken into account 
that the framework for capacity adjustment of this kind is always tied to the flexibility of the products of the 
dependent requirements and the company's own vertical range of manufacture.  

The order situation is often subject to predictable and unpredictable fluctuations in the course of a fiscal 
year. This is due to a variety of different factors. For a manufacturing company, however, capacity-adjusted 
utilization of the available resources in defined planning periods is necessary in order to avoid transferring 
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fluctuations in incoming orders directly to production. As shown in chapter 3, the use of a PPC offers the 
possibility to detect any changes at an early stage and to react to them proactively. In order to optimally 
supply a production with the planned demand, not only a good and dense supplier network is necessary, but 
also a suitable configuration of the PPC, as this already provides a lot of information for the interface 
observation. 

5. Conclusion and Outlook 

In the context of this paper, a model-based analysis for the interface of procurement and production was 
conducted. Based on the challenges in the production-related environment, the necessary prerequisites and 
structures were pointed out that are required for a sensible integration and configuration of a PPC. 

The approach to the interface analysis presented in chapter 3.2 points out in the first step that interfaces from 
the operational level up to the strategy definition should be regarded holistic. This approach offers the 
advantage of being able to control the defined corporate strategies hierarchically in the further development. 
Especially the question of the make-or-buy decision for affected components significantly influenced the 
capacities in defined time periods. However, these affected components have the positive side effect of being 
able to compensate for fluctuations that occur by means of targeted control of the PPC deficits or capacities. 
Based on the HaSupMo, the interface of the dependent requirements planning was localised as the interface 
between production and procurement. Depending on the allocation of products, the main PPC task of Plan 
Sourcing presented in chapter 4.1 is significantly influenced. These effects also represent an influence on 
the production logistics objectives, which serve as a control option. 

Nevertheless, the results presented are characterised by basic theory that still needs to be transformed for 
practical use in the future. Further research activities are to be carried out in the validation of the presented 
results in the production environment. Despite this, it can be stated that the entrepreneurial focus should be 
on a sophisticated PPC and its influence on logistical objectives to be able to react successfully and 
proactively to dynamic market movements. 
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Abstract 

Due to shorter product life cycles and the increasing internationalization of competition, companies are 
confronted with increasing complexity in supply chain management. Event-based systems are used to reduce 
this complexity and to support employees' decisions. Such event-based systems include tracking & tracing 
systems on the one hand and supply chain event management on the other. Tracking & tracing systems only 
have the functions of monitoring and reporting deviations, whereas supply chain event management systems 
also function as simulation, control, and measurement. The central element connecting these systems is the 
event. It forms the information basis for mapping and matching the process sequences in the event-based 
systems. The events received from the supply chain partner form the basis for all downstream steps and 
must, therefore, contain the correct data. Since the data quality is insufficient in numerous use cases and 
incorrect data in supply chain event management is not considered in the literature, this paper deals with the 
description and typification of incorrect event data. Based on a systematic literature review, typical sources 
of errors in the acquisition and transmission of event data are discussed. The results are then applied to event 
data so that a typification of incorrect event types is possible. The results help to significantly improve event-
based systems for use in practice by preventing incorrect reactions through the detection of incorrect event 
data. 

Keywords 

CPSL; Supply Chain Event Management; Incorrect Data; Event Data; EPCIS; Typification. 

1. Introduction

The supply chain management sector is becoming more dynamic and complex as a result of rising 
globalization. This makes the framework conditions more unstable, which raises the probability of 
unplanned processes [1]. This results in an expansion of the effort required for process control as well as an 
increase in the number of interfaces between companies and the number of processes to be controlled [2]. 
These conditions as well as an increase in networking lead to an ever-greater amount of data being absorbed 
by companies, from which the relevant data has to be extracted.  The oversupply of information needs to be 
reduced to information that deviates and requires the attention of a decision-maker. This can be achieved 
through event-based systems working according to the concept of management-by-exception [3]. These 
systems include, for example, tracking & tracing systems and supply chain event management. The 
information technology basis for these systems is formed by events, which contain the data arising from a 
planned or unplanned event in a standardized format [4]. For the information to be used reliably in the 
following processes and for decisions to be made correctly, the information must first be available and the 
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data it contains must be of high data quality [5]. If this is not the case, it can lead to serious consequences, 
as the following example shows: A supplier ships the product to the manufacturer, but for various reasons, 
the corresponding event message is not transmitted to the manufacturer. According to the event-based 
systems, the manufacturer starts to reschedule his production to avoid a production stop.  A day later, the 
event is transmitted with a delay, so the manufacturer again reschedules his production.  This example shows 
that event data that does not correspond to reality can lead to significant problems and avoidable additional 
costs. This can also be seen in practice. This can also be seen in practice, where the data exchange with event 
data does not work properly nowadays. The desired data is often not available, the interfaces are not 
sufficiently defined or the quality of the data is insufficient [6]. In particular, the aspect of data quality has 
so far been completely ignored in the description of events [7].  

2. Basic Concepts Regarding Event-Based Systems 

For the typification of incorrect event data, it is essential to have an overall understanding of the relevant 
terms.  Concerning the term event, it is important to understand the definition of the term and the data 
structure of event standards (cf. section 2.1). To be able to comprehend the analysis of incorrect event data, 
the concept of supply chain event management and its difference from other event-based systems must also 
be considered (cf. section 2.2). 

2.1 Events 

The term ³event´ regarding event-based systems is not uniformly defined in the literature. On the one hand, 
events are described as occurring activities in the real world or a computer system [8]. According to Bensel 
et al., the term can be described as the associated data object for the occurrence of a state with essential 
significance for logistical processes [9]. On the other hand, Heusler et al., for example, expound that an event 
can only be understood as a deviation from a planned state [10]. The definitions in the literature can be sorted 
into the categories 'event in the sense of a status report' and 'event in the sense of a deviation' ± depending 
on the main statement. As this paper focuses on the relevant data objects and the associated standards of 
events, the understanding of µevent in the senVH�RI�D�VWDWXV�UHSRUW¶�is being followed. 

Within the scope of the exchange of events, different standards exist, which ensure that the sender and 
receiver use compatible formats so that the events can be read without any loss in the receiver system [11]. 
Through literature research, Konovalenko & Ludwig were able to identify three common standards: 
Tracefish, TraceCore XML, and EPCIS; the latter being the most widely used. One reason for this is that 
this standard is subject to fewer restrictions than the other two. Therefore, it can be used universally in 
various industries. In contrast, TraceCore XML was designed for data exchange in the food industry with a 
focus on food traceability; and Tracefish's standard is specific to the fish industry. [7] In addition to the 
standards mentioned above, there is also the Health Level 7 standard, which is only used in the health sector 
[12]. As the overview of the various event standards has shown, only the EPCIS standard is independent of 
the industry. Moreover, it is the most widely used standard. Thus, only the EPCIS standard will be considered 
in this paper.  

According to the EPCIS standard (version 1.2), events always have a basic structure: each of the recorded 
events contains information from the four dimensions of what, when, where, and why using specific data 
elements [13]. The µdimension what¶ specifies which objects or which object classes are involved in the 
event. For example, the uniquely named objects or object classes are listed in an epcList and usually 
described by an EPC in the form of a uniform resource identifier. The date and time when the EPCIS event 
was created (eventTime) and recorded in an EPCIS repository (recordTime) are stored in the µdimension 
when¶. Additionally, the time zone of the location where the event was recorded (eventTimeZoneOffset) is 
recorded.  The µdimension where¶ specifies the exact capture point where the EPCIS event was generated 
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(readPoint). In addition, the location of the business (businessLocation) where the object is now located is 
recorded. The µdimension why¶ specifies the reason why the EPCIS event was created. The business process 
step (businessStep) in which the event was generated is recorded. Furthermore, the status (disposition) of the 
object is described. In addition, the businessTransactionList is used to assign a business transaction to the 
event. The sourceList and destinationList are used to provide additional business context if an EPCIS event 
is part of a business transfer of ownership, jurisdiction, or custody. The entire data is stored in an XML 
structure with a defined syntax, the vocabulary of which is specified by the CBV. [14] The four dimensions 
can be used to describe the content of each event that occurs in a physical or virtual object. All events can 
be divided into different types of EPCIS events. The ObjectEvent is the simplest and most commonly used 
event. It refers to a single or several objects and is responsible for the pure observation of these. Within the 
scope of the AggretationEvent, the physical merging or separation of one or more objects can be recorded. 
This type is the second most widespread standard and, together with the ObjectEvent, covers the majority of 
events that occur. Another type of event is the TransformationEvent. It is used when input objects are 
partially or completely consumed in the creation of output objects so that some or all of the input objects 
have contributed to each of the output objects. A TransactionEvent occurs when one or more objects are 
linked to or unlinked from one or more business transactions. [15] 

2.2 Supply Chain Event Management 

According to Stölzle et al., supply chain event management can be defined as follows: Supply chain event 
management (SCEM) is a tool for controlling logistical processes that enables the timely reaction to critical 
exceptional events in supply chains [16]. Accordingly, SCEM, like "tracking & tracing", is one of the event-
based approaches, whereby SCEM is understood as a further development of track & trace (cf. Figure 1) as 
it provides the data for system-controlled decision support [17]. 

 

Figure 1:Classification of event-based systems (own figure)  

The term SCEM system, in turn, refers to an information system or the set of information systems that enable 
the fulfillment of functionalities according to their function [18]. Concerning this fulfillment, the majority 
of the literature defines the following five core functions [10,7,18]: 

- Monitor: The core function monitoring includes, on the one hand, the recording of the actual state 
and, on the other hand, the comparison with the target state including the defined tolerance window. 
Based on the comparison, an assessment of the deviation takes place afterward. 

- Report: If a critical deviation from the plan is detected during monitoring, the reporting function 
takes over the real-time transmission of the information to the respective decision-making authority, 
so that it can actively intervene in the system and reduce the risk of major disruptions. 
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- Simulate: Following the registration of an event and notification, simulate checks and evaluates 
possible options for responding to the event, which serves as decision support. 

- Control: The core element of controlling consists of selecting and implementing the promising 
alternative to correct the target-actual deviation in the best possible way. 

- Measure: In measuring, the events are extracted from the individual actual runs. Based on a large 
number of observed runs, performance indicators are determined, which can be used either for 
evaluations of the supply chain processes or as input parameters for the core function monitoring.  

Based on the described core functions, the SCEM can be classified in reference models, such as the supply 
chain planning matrix, between the areas of supply chain execution (short-term) and supply chain planning 
(medium-term) along the complete process chain [19]. The complete process chain explicitly means that this 
does not only concern supply chain processes but also all internal and external processes of order fulfillment. 
The reason for this classification is, on the one hand, based on the short-term reactions in the case of serious 
deviations and, on the other hand, on the additional possibility of abstracting actual processes, which leads 
to medium-term process improvements. Conceptually, the SCEM can be assigned not only in reference 
models but also in the following theoretical approaches: 'cybernetic control loop' and 'management by 
exception' [20,18]. 

3. Methodology 

This paper addresses the following research question for the analysis of incorrect event data.: How do 
incorrect event data occur in supply chain event management and how can they be typified or described? 

To answer this research question, a systematic literature review has been conducted. Due to the scientific 
recognition and the professional proximity, it is oriented towards the procedures mentioned by Webster & 
Watson and Levy & Ellis  [21,22]. The factors used to define the study area can be summarised as follows:  

- Inclusion criteria: language (German and English), availability (full text), document type (journal 
articles, monographs, collected works), period (2011-2021) 

- Databases: ScienceDirect, IEEE Xplore, Google Scholar, RWTH Aachen University Library 
Catalogue 

- Search terms: 17 search terms for data acquisition, 12 search terms for data transmission, 12 search 
terms for concrete forms of incorrect data/search terms are based on Boolean combinations from 
different keywords (study area �³VXSSO\� FKDLQ´, ³HYHQW� mDQDJHPHQW´, ³(3&,6´, etc.), data 
(³transaction dDWD´�� ³feedback dDWD´�� ³event dDWD´�� etc.), errors (³GHILFLHQW´�� ³LQDFFXUDWH´��
³LQFRQVLVWHQF\´�� etc.), GDWD� DFTXLVLWLRQ� �³GDWD� DFTXLVLWLRQ´�� ³GDWD� FROOHFWLRQ´�� ³SURGXFWLRQ� GDWD�
DFTXLVLWLRQ´�� HWF���� GDWD� WUDQVPLVVLRQ� �³GDWD� VKDULQJ´�� ³(7/´�� ³GDWD� H[FKDQJH´�� HWF��, incorrect 
occurrences (³W\SHV´��³FKDUDFWHULVWLFV´��³HUURU�GHWHFWLRQ´��HWF��) 

- Search strategy: first search run (abstract review, full text review) / second search run (forward-
backward search) / third search run (forward-backward search) 

Regarding the research question, the search is split into three aspects. First, the modes of operation and 
sources of error in data acquisition and transmission are considered to find causes for the emergence of 
incorrect event data. Then, the concrete forms of incorrect data are being searched for. In the first search run 
on the topic of data collection, 31 relevant sources were found. In the second run, an additional 29 
contributions were found, and in the third run, another 14 were discovered. In the search in the subject area 
of data transmission, a total of 18 relevant sources were found in the first run. In the second run, a further 
eight sources were found. The third run added two contributions. The search for manifestations of erroneous 
event data resulted in four new sources in the first run, eight sources in the second run, and no sources in the 
third run. In this way, a total of 114 contributions were found that are related to the research topic of this 
paper. 
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4. Research Results & Typification 

As a result of the systematic literature research, typical sources of error in data acquisition and data 
transmission could be identified. In addition, approaches were considered that describe concrete forms of 
occurrence of incorrect event data. 

4.1 Sources of Data Acquisition Errors  

In practice, a wide range of data acquisition methods is used. To limit the identification of data acquisition 
error sources in this paper to those most relevant to practice, the following basic assumption was made: Data 
acquisition methods that are very often used in practice produce more data acquisition errors in absolute 
terms than those that are used less frequently. Based on this assumption, the sources collected in the literature 
review were also analyzed concerning the question of how frequently a data acquisition method was 
mentioned. 

The six data acquisition technologies that are cited the most in the 114 sources surveyed are the following: 
RFID (62 sources, representing about 54%), 1D code (29%), manual data acquisition (25%), semi-automated 
operational data acquisition (18%), 2D code (10%), and RTLS (9%). Under the assumption made earlier, it 
can now be assumed that RFID technology causes the most data capture errors in practice, followed by 1D 
code (e.g. barcodes), manual data acquisition, etc. 

Examples of specific errors in data acquisition can be easily described using the barcode or manual data 
acquisition. Typical sources of errors in barcode scanning are deterioration of the readability or damage to 
the code during transport due to scratches, dirt, or moisture [23]. In addition, the reader may be defective or 
incorrectly aligned during the reading process [24]. These sources of error can result in an event not being 
captured during acquisition (missing data acquisition) or not being passed to downstream systems in real-
time (delayed data acquisition). The manual form of data acquisition is to be classified as particularly error-
prone due to the high dependence on the human work factor. Thus, the correctness of data acquisition 
depends on the attention and ability of the person responsible [25]. This means, for example, that a lack of 
attention can lead to numerical errors during data entry. This in turn leads to incorrect data acquisition. 
Furthermore, it is possible that an object is captured although it should not be captured (unnecessary data 
acquisition) or is already captured (duplicate data acquisition). 

Even when considering all of the different technologies, all of the data acquisition results related to event 
data can be grouped into six general categories:  

- Correct Data Acquisition: Exactly the data that should be captured has been captured and is now 
correctly available. 

- Missing Data Acquisition: The data that should have been captured was not captured and is therefore 
not present. 

- Unnecessary Data Acquisition: Data that should not have been captured was captured anyway and 
is now unintentionally present. 

- Duplicate Data Acquisition: Data was captured multiple times and is now redundant. 
- Incorrect Data Acquisition: Data has been collected but is incorrect, inconsistent, or incomplete. 
- Delayed Data Acquisition: Data was captured correctly, but is not available in real-time. 

4.2 Sources of Data Transmission Errors 

Data transmission can be divided into the steps of data integration and data exchange, whereby data 
integration is of higher importance in the context of this paper [26]. First of all, it should be noted that no 
relevant sources of error in connection with data exchange in the EPCIS standard could be identified during 
the literature research. One reason for this may be the high degree of standardization and automation of the 
standard and the associated lower probability of errors occurring. 
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Data integration can be divided into the substeps extraction, transformation, and loading (ETL) [27]. Failures 
in the ETL process can manifest themselves, on the one hand, in the fact that data that has already been fed 
in incorrectly is not recognized and corrected as intended and, on the other hand, in the fact that further errors 
are caused in the course of the process [28]. The causes for this can be found both in the development phase 
and in the operational phase of the ETL process and, similar to data acquisition, are based on both technical 
and human error [28]. Specific sources of failure in the development phase of the process include inadequate 
requirements definition [27], lack of testing of the process [29,30], and lack of continuous maintenance and 
adaptation of the process to changing user requirements [31].  Due to the lack of testing with real data, it is 
not possible, for example, to determine whether incorrect or redundant data is detected and cleaned up 
(incorrect data transmission). During the operational phase, errors may occur in the first two phases of the 
ETL process due to incorrect and/or inappropriate extraction and transformation rules [31±33]. For example, 
an incorrect assignment of data fields (schema mapping) can result in new incorrect data records (error-
producing data transmission). In addition, technical sources of error, such as network errors or problems 
with the data carriers, can occur in the phase of loading the data into the repository [32]. In addition to 
creating new errors, this can also lead to delays so that the data is not provided in real-time (delayed data 
transmission) 

When considering the sources of error in data transmission, it turned out that in general they can be divided 
into four possible categories, which are presented below: 

- Optimal Data Transmission: Error-prone and redundant data is detected and cleaned up. 
- Incorrect Data Transmission: Error-prone and redundant data is detected but not cleaned or not 

detected and not cleaned. 
- Error-producing Data Transmission: Error-prone and redundant data is only produced in the course 

of data transmission. 
- Delayed Data Transmission: Data is not provided in real-time due to delays in the process. 

4.3 Specific Forms of Incorrect Data 

Based on the typical sources of errors in data acquisition and transmission, it is now possible to concatenate 
manifestations of incorrect event data. For the categorization of the forms of occurrence of operational 
feedback data, there are some isolated approaches in the literature. These approaches subdivide the forms of 
occurrence based on data acquisition errors [34], data quality characteristics [35], data sources [29], or data 
attributes [36].  

The occurrences of incorrect data found in the literature can be abstracted and summarized. It can be seen 
that errors in event data in the context of the SCEM can affect several data components: identification 
number (e.g., tag ID, item number), time information (e.g. date, time of entry), location information (e.g. 
reader ID, capture location), total data record. The type of error can vary between the six characteristics 
missing, wrong, redundant, inconsistent, unnecessary, and outdated. For example, incorrect event data can 
consist of missing identification numbers, redundant time information, or outdated location information. 

4.4 Typification  

Regarding the typification based on the forms of occurrence of incorrect event data, the causes of the 
emergence of incorrect event data and their occurrences have to be put into context and abstracted. Based 
on this, the occurrence of incorrect event data can be typified. For this purpose, the error sources of data 
acquisition and transmission are assigned to the occurrences of incorrect data (cf. Figure 2).  
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Figure 2: Framework for contextualizing and describing incorrect event data in SCEM (own figure) 

The categories defined in chapters 4.1 and 4.2 regarding data acquisition and transmission are shown on the 
left side of the figure. Arrow connections are used to assign these to their possible occurrences in the context 
of incorrect event data (cf. chapter 4.3). For example, missing data acquisition can refer either to individual 
contents of a data set that are not recorded or to the entire data set. Specifically, it can therefore be associated 
with missing data components or missing overall data sets. If incorrect data is either not recognized and 
thereupon not cleaned or recognized and nevertheless not cleaned, then the incorrect data transmission would 
be present. It does not establish occurrences of incorrect event data, but it is also unable to correct such 
occurrences. 

Using this framework, the incorrect event data can be typed and contextualized. Since the data components 
mentioned in chapter 4.3 form comparable categories as the dimensions of the EPCIS standard [15], specific 
incorrect event data can be derived. For this purpose, the four event dimensions are considered separately. 
This is briefly explained for each dimension using a specific example: 

The µdimension ZKDW¶ contains information about the physical and digital objects involved in an event [13]. 
A parallel can be drawn between the identification keys of the EPC and the data component of the 
identification number. When placed in the framework for contextualizing and describing incorrect event data 
in SCEM, the EPC identification key would, thus, be associated with the same occurrences and causes as the 
identification number. Therefore, an example of an incorrect occurrence of an EPCIS event could be a record 
that contains an incorrect SGTIN number (cf. Table 1).  

Table 1: Example of an incorrect occurrence form of the µGimension ZKDW¶ 

Dimension Data Element Incorrect Event Data Correct Event Data 

What epcList GTIN 106141411234569 
Serial 12345 

GTIN 106141411234569 
Serial 12346 

The µGLPHQVLRQ�ZKHQ¶ of EPCIS events includes the three elements of eventTime, eventTimeZoneOffset, and 
recordTime [14]. The contents of the dimension can be compared to the when data component in Figure 2. 
Based on a transfer of the findings to the µdimension when¶, the occurrence of an outdated specification of 
the eventTime in the EPCIS standard could be mentioned (cf. Table 2). This could occur, for example, if an 
event is not recorded until sometime after its actual occurrence due to a time-delayed data collection.  
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and Data Transmission Errors
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Table 2: Example of an LQFRUUHFW�RFFXUUHQFH�IRUP�RI�WKH�µGLPHQVLRQ�ZKHQ¶ 

Dimension Data Element Incorrect Event Data Correct Event Data 

When Event Time Sep 23, 2012, at 10:12 am UTC Sep 23, 2012, at 09:59 am UTC 

The readPoint and businessLocation of an object are recorded in the EPCIS standard based on the 
µdimension ZKHUH¶. A possible occurrence of an incorrect EPCIS event could be, for example, an inconsistent 
specification of the Read Point if it contradicts the time zone specified in the When dimension. Table 3 
shows a readPoint in Germany and at the same time an eventTimeZoneOffset that does not correspond to the 
German time zone. 

Table 3��([DPSOH�RI�DQ�LQFRUUHFW�RFFXUUHQFH�IRUP�RI�WKH�µGLPHQVLRQ�Zhere¶ 

Dimension Data Element Incorrect Event Data Correct Event Data 

Where ReadPoint 50° 46' 31.244" N 6° 5' 1.992" E 2����ƍ���Ǝ�1��������ƍ���Ǝ E 

When eventTime 
ZoneOffset 

+03:00 (UTC)  

7KH� µGLPHQVLRQ� ZK\¶� FDQ� FRQWDLQ� LQIRUPDWLRQ� DERXW� WKH� businessStep and the disposition as well as a 
businessTransactionList, a sourceList, and a destinationList. For example, the occurrence of a record could 
be derived with a misstatement of disposition that indicates an object is stolen but is in transit between two 
trading partners (Table 9). 

Table 4��([DPSOH�RI�DQ�LQFRUUHFW�RFFXUUHQFH�IRUP�RI�WKH�µGLPHQVLRQ�ZKDW¶ 

Dimension Data Element Incorrect Event Data Correct Event Data 

Why disposition stolen in_transit 

5. Conclusion & Outlook 

The concept of SCEM promises companies optimized, faster decision-making, enabled with the help of 
proactive notifications of relevant events within SC. In practice, this should be seen as an opportunity, 
especially against the backdrop of increasing customer demands and uncertain market conditions, to exploit 
the potential of SCEM and improve its competitive position in the long term. Companies are dependent on 
a solid database that provides the relevant data on time and with sufficient data quality.  

This paper creates added value for the conceptual consideration of supply chain event management as well 
as its use in practice through the scientific consideration of incorrect event data. For the further development 
of event-based systems, it is indispensable to transfer the results concerning the potential sources of errors 
into the corresponding occurrences for event data. Through systematic consideration, the foundation for a 
generally valid typification of incorrect event data based on their form of occurrences has been laid. In the 
further, for example, automatic filtering of incorrect event data can be developed, which is before the actual 
core functions simulate, control and measure.  This could exclude the automatic incorrect reaction based on 
incorrect event data (cf. example in the introduction).  

When considering this field of research, there is a need for further research. For example, further 
consideration of possible causes of the emergence of incorrect event data could include other stages of the 
life cycle of the data, in addition to the steps of data acquisition and transmission.  
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Abstract 

Companies and their factories face constant change in today's world. Cost-intensive factory planning projects 
are being carried out in shorter intervals due to the increasing dynamism of the production environment. The 
related investments have a substantial impact on the liquidity of companies. Shorter production life cycles 
and changing consumer behaviour also require an adapted and more sustainable factory planning and cost 
estimation. However, especially in an early planning phase, available data and information are often 
uncertain and inaccurate. This effects in particular the outcome of the central dimensioning variables 
(operating resources, employees and area) for the planned factories. Incorrect dimensioning of these 
variables and thus of the associated costs can lead to substantial misinvestments. A holistic approach to 
obtain a reliable cost estimation of the factory project at an early stage is not yet available. This article 
therefore presents the development of a comprehensive procedure model for dimensioning and investment 
cost calculation in an early factory planning phase. For this purpose, relevant information and planning tasks 
with regard to dimensioning and cost estimation have to be identified first. Determined output values of the 
subsequent resource dimensioning represent the input values for the cost calculation. With the identification 
of surcharge factors, cost rates and calculation methods, the dimensioning variables, in particular the 
production area as the basis for the planned factory, can be estimated in terms of costs at an early stage.  

Keywords 

Investment cost calculation; procedure model; factory dimensioning; economic assessment; planning tool. 

1. Introduction and problem definition

Factory planning can be described as a key factor for the economic success of companies [1]. Factory 
planning essentially involves planning the buildings, the production plant layout and the linking of the 
organizational units to each other including the material, personnel and information flow. Since factory 
planning lays the foundation for the entire production-side infrastructure, decisions in factory planning are 
often of a strategic and long-term nature. Accordingly, appropriate planning of different project contents is 
of essential importance for the manufacturing industry [2,3]. 

Due to their uniqueness and the complex positioning between cost, quality and time with often little or 
uncertain information, projects are generally subject to uncertainty [4]. Factory planning projects in 
particular represent a special challenge due to their long life cycle and significant investment costs. The early 
planning phase in factory planning projects plays a particularly important role. On the one hand, this is where 
the scope of action for each factory planning project is set [3,5]. On the other hand, the early planning phase 
presents planners with major challenges. Especially small and medium sized companies are lacking in 
sufficient resources, so that preliminary planning activities are lost in the operational business. In addition 
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to that a reliable information database is missing [6]. However, reliable and accurate information are 
important basic conditions for factory planning projects [7]. In consideration of the fact that the cost 
influence is particularly high in the conceptual early planning phase and decreases with advancing planning 
progress, decision-supporting methods and approaches are especially relevant in an early phase [5,8]. Since 
the largest investments are determined at this point, it also means that the greatest influence on future project 
costs can be exerted at this early stage of planning [9]. This underlines the importance of economic efficiency 
assessments for decision support already at the beginning of the projects [5,9]. The dilemma of early factory 
planning quickly becomes apparent, since potential projects must be identified and selected with high 
uncertainties and inaccuracies without a secure planning basis and important economic assessments [10±
12]. These uncertainties in the early planning phase significantly jeopardize the final economic planning of 
new factories [13]. If companies do not subject these projects to an appropriate assessment of economic 
efficiency, the risk of misinvestment increases, which in the worst case can lead to insolvency especially for 
small and medium-sized enterprises [14]. For this reason, it must be ensured that costs can be estimated at 
an early stage with sufficiently reliable data. Otherwise, there is a risk that calculations and reported costs 
are not sufficiently valid and thus damaging to the business [15]. In practice, these estimates are often based 
on individual experts and are thus subjective and insufficiently reproducible [6,16]. Various sources 
underline the omnipresent problem of finding suitable and practically applicable solutions to estimate costs 
despite high uncertainty in early planning phases [7,10,17,18]. 

Initial preliminary work has shown that feasibility studies [19] and digital planning tools [20] can address 
this problem and provide added value. These initial approaches detailed the problem and outlined possible 
solutions, but did not yet introduce a structured approach to solving the problem. The hypothesis of this 
paper is therefore that a procedure model for reliable cost estimation is required in early factory planning in 
order to provide companies with effective economic decision support in the context of factory planning. To 
achieve that, this paper first summarizes the necessary requirements for solving the problem and evaluates 
existing factory planning procedures and approaches with regard to the fulfilment of these requirements. 
Based on the resulting research gap, a procedure model is presented that provides an approach to close this 
research gap based on the identification of necessary planning information, early dimensioning of the 
variables operating resources, employees and area by including surcharge-based assessment of investment 
costs. Subsequently, a digital planning tool developed on the foundation of this work is presented, which 
supports the user in a structured and reproducible procedure in the selection of the right planning project. 

2. Derivation of requirements and literature review 

The introduction and statement of the problem lay the basis for the identification of requirements for a 
procedure model for dimensioning and cost calculation in the early phase of factory planning. Certain 
requirements are identified as follows: 

x Consider planning cases 
x Consider the early factory planning phase 
x Dealing with uncertainty 
x Calculation of planning variables (operating resources, employees, area) 
x Derivation of investment costs  
x Assessment of cost/benefit ratio for an advice 

With these basic requirements, existing approaches will first be considered in order to derive potential 
research need. For this purpose, both the classic factory planning approaches and specific approaches that 
focus on uncertainty and the early planning phase were selected (Figure 1). Numerous procedures for factory 
planning exist in the literature and practice, including [1,2,5,9]. Several approaches have been summarized 
in the VDI Guideline 5200, which divides the planning process into seven different planning phases. This 
guideline reflects the interdisciplinary character of factory planning [24]. The classic factory planning 
process consists of sequential planning phases that lead from the "rough to fine" to a gradually detailed 
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planning status [2,3]. The VDI 5200 combines the design of logistical and technological processes with the 
building planning according to the fees for architects and engineers [2]. Overall, a distinction can be made 
between the planning cases greenfield, brownfield, demolition and revitalization [24]. In addition, there are 
approaches, such as condition-based factory planning, which enable a parallel and modular factory planning 
procedure. Here, the aim is to design the planning process in a way that is adaptable to each specific 
application case [21±23]. Apart from the classic approaches, there are other procedures in the field of factory 
planning that deal in particular with uncertainty and early planning phases [6,25±27]. 

 

Figure 1: Assessment of factory planning approaches regarding identified requirements according to [19]  

The classic literature often focuses on the procedure of factory planning itself as described in [1,3,24]. The 
factor uncertainty and the early planning phase are mentioned in the classic planning approaches, but neither 
GRUNDIG, KETTNER or SCHENK further elaborate on them, nor do they include them in their planning in 
advance. VDI 5200 and WIENDAHL only insufficiently name uncertainty associated with factory planning 
and accordingly do not address it further. Furthermore, the classic planning procedures only partially address 
the calculation of the basic dimensioning variables [1,3,9]. In PAWELLEK, however, the consideration of cost 
accounting can be emphasized [9]. The condition-based factory approach of SCHUH, BERGHOLZ or NÖCKER 
also only marginally considers the calculation of planning variables and the derivation of investment costs 
[21±23]. Uncertainty in the early factory planning phase is further considered by HAWER, BROß, UNZEITIG 
and WEIG. However, there are differences in the level of detail. HAWER uses a risk assessment analysis to 
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identify the uncertainty factors [25]. BROß uses an approach with fuzzy logic and keeps this fuzziness also 
in his factors [26]. This also applies to WEIG, who partly uses expert estimates to make statements [27]. 
Ultimately, the approach of UNZEITIG can be highlighted, which successfully deals with uncertainty in detail, 
but in the end, similarly to the other approaches, does not provide a holistic approach to derive investment 
costs in an early planning phase [6]. 

Overall, the approaches only insufficiently link the requirements, especially the early planning phase, the 
dimensioning and the investment cost estimation derived from this. Specific approaches only consider single 
requirements and do not reflect upon the problem holistically. However, sub-points of individual approaches 
are considered useful and therefore will be included in the following elaborations. 

3. Towards an approach for investment cost calculation in the early factory planning phase 

On the basis of this background, a procedure model (Figure 2) was developed to dimension planned factories 
and to estimate their investment costs at an early stage. The developed model concentrates on the strategic 
planning cases greenfield and brownfield, since these two cases are most important for prospective 
adjustments of a factory. The entire procedure was developed by means of a three-stage research and 
analysis.  

In the first step, planning tasks and planning information in the form of input and output parameters are 
considered in order to generally identify the required information for dimensioning and cost calculation in 
an early planning phase. Based on this, the main dimensioning variables (operating resources, employees, 
area) are described and appropriate calculation methods are derived in the second step. Due to the limited 
and uncertain data basis in the early planning phase, surcharge factors, cost factors and uncertainty factors 
are identified in the third step in order to be able to use them to perform an early cost estimate for the 
roughly dimensioned factory. The developed procedure model is developed in the manner that it can be used 
in an early planning phase at the very beginning of VDI 5200, where cost estimates are still insufficient or 
subject to a high degree of uncertainty (cf. Figure 2). By using process data as input parameters and including 
them in the calculation of the spatial view, the procedure model underlines the importance of synergetic 
factory planning to link production planning and building planning more closely. The individual steps taken 
to develop the resulting procedure model are explained in detail below. 

 

 
Figure 2: Procedure model for dimensioning and investment cost calculation in an early factory planning phase 
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3.1 Identification of planning information and planning tasks with regard to dimensioning 

In order to dimension planned factories at an early stage, the required planning information and planning 
tasks first have to be defined. A common understanding has to be created concerning which information is 
available and at which point estimations may have to be made. For this purpose, a model (cf. Figure 3) was 
developed that describes in individual planning modules the procedure for dimensioning in an early planning 
phase.  

 
Figure 3: Step 1 - Identification of planning information and planning tasks in an early planning phase with regard to 

dimensioning 

According to [23,25] the model consists of modules which have different input and output parameters within 
their planning tasks. In the early phase, for example, hardly any or no statements can be made about the 
material flow or detailed layout planning. In order to reduce structural complexity, this procedure was 
therefore limited to the basic dimensioning variables of operating resources, employees and area. Standard 
literature points out that these variables in particular should be taken into account in the early planning phase 
[2,3]. The first three modules "Determination production programme", "Determination workflow" as well 
as "Workforce demand forecast" serve to aggregate basic information regarding the three main dimensioning 
variables. Among other data, production programmes, sales forecasts, bills of materials, product variants, 
product characteristics, operating resource characteristics, work schedules and the organizational structure 
are analysed. The aggregated information from the first modules now serve as input parameters for the 
requirements analysis of operating resources and employees for the planned factory. With the assistance of 
a target/actual comparison of the available and required capacities, the requirements for employees and 
operating resources can thus be determined. These requirements in turn represent input information for the 
area calculation. Thus, area requirements for the planned factory are derived on the basis of the operating 
resources and employee requirements. The derived area is ultimately key input factors for the cost estimate 
in the course of the investment cost calculation. For this theoretically described procedure, calculation 
methods for dimensioning are now required that support the procedure and that are appropriate in the early 
planning phase.  

3.2 Calculation methods for the key dimensioning variables of operating resources, employees and 
area 

In the early planning phase of a factory, it is particularly important to consider the three main dimensioning 
variables of operating resources, employees and area. Due to this, these are briefly explained in this section, 
in order to subsequently derive and present adequate calculation methods (c.f. Figure 4).  
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The dimensioning variable operating resources is defined as technical work equipment for the fulfilment 
of a specific task in a work system. This technical work equipment is any "equipment (machines), plants, 
devices, measuring equipment, tools", which are used in a factory [3]. Their number and size with regard to 
the operating areas are of relevant importance for the development of a planning concept, especially with 
regard to the entire area programs. The type and number of operating resources required is largely defined 
by the respective product. For this purpose, demand figures (processing capacity) and availability figures 
(machine capacity) related to a specific period are compared with each other so that capacity deficits can be 
derived as a result, which form the basis for decisions on the dimensioning calculation of operating resources 
[3] (cf. Figure 4 according to [2]). Three possible outcomes can result from the comparison of the operating 
resources to the required demand of an already existing portfolio: A surplus, a shortage, and a balanced 
inventory [5]. From these correlations, measures for capacity adjustments can be derived, which have an 
effect on the dimensioning of the operating resources [2]. More detailed calculation methods for operating 
resources can be found in [3,5,28]. 

 
Figure 4: Step 2 - Calculation methods for the key dimensioning variables of operating resources, employees and area 
according to [2,29] 

The dimensioning variable employees is determined by the number of workers required to perform all tasks 
in production and administration. The production programme is a useful reference point, as the 
corresponding demand is mapped and an estimate of the required number of workstations can be made [28]. 
In addition to the work areas, attention must also be paid to the installation of necessary functional rooms, 
such as toilets, showers and washrooms. The dimensioning variable employees can be derived from the 
required number of the workforce. A differentiated consideration of the number of personnel compared to 
the personnel requirements is necessary, which requires future changes in personnel planning. The planning 
of workforce requirements for a factory takes place in two ways, which should be carried out synchronously: 
On the one hand, qualitative personnel planning and, on the other hand, quantitative personnel planning [5]. 
The purpose of qualitative workforce planning is to match the required skills and knowledge of employees 
with the requirements of the work tasks [30]. It should be noted that companies are particularly restricted in 
short-term personnel planning by laws and collective agreement specifications. The required personnel 
demand has to be calculated for a future and long-term period and is mainly carried out for the areas of 
production, storage and administration in an early and rough planning phase [5]. Detailed calculation 
methods for employees can be found in [3,5,30] as well as in Figure 4 according to [29]. 

The area as the third dimensioning variable is mainly determined by the necessary area shares of the 
operating resources and the employees. Thus, the area becomes the central dimensioning variable, which 
also substantially determines the final layout of the building. According to VDI 3644, factory areas can be 
divided into main usable areas (especially production, storage and office areas) and secondary usable areas 
(in particular social areas and sanitary areas) as well as transport areas [31]. The determination of area 
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requirements is considered to be an essential task of factory planning, as it attempts to adapt the design of 
areas to the necessary requirements for operating resources and employees. These adapted areas are realized 
in the layout and due to the usually limited available area supply, the available area must be constantly 
examined and reviewed for its active use with regard to the objective of maximum economic performance 
[3]. Detailed calculation methods for the area can be found in [2,3,5,32±34]. 

There are central interactions between the dimensioning variables, which makes a joint consideration 
essential. Thus, data and calculation results of the dimensioning of operating resources form the basis for 
individual area determinations, e.g. of the total machine working area. In particular, data regarding the 
dimensions and the capacity-related number of machines are crucial [2]. Figure 4 shows such a calculation-
based dimensioning of the production area based on the actual machine footprint. In addition, the number of 
machines and the shift model determine the qualified employees required for the production process [2]. 
Furthermore, the degree of automation of the operating resources, for example, has an impact on the 
personnel requirements. In contrast, the introduction of a three-shift model ensures optimal utilization of the 
available capacities and equipment, but requires more personnel. Despite interactions between all 
dimensioning variables, changes in operation resources and personnel requirements always inevitably result 
in changes in area requirements. In the case of operating resources, it is the area reserved for the direct areas 
of the equipment and its periphery, and in the case of personnel for the indirect areas such as administrative 
areas or social areas. Since there is not enough information available at an early planning stage for the 
calculation methods outlined above, surcharge factors and cost as well as uncertainty factors in the 
dimensioning can provide useful assistance in the context of an investment cost estimate.  

3.3 Identification and derivation of surcharge factors, cost factors and uncertainty factors 

The results of the dimensioning are the basis for the final investment and cost decision [1]. The aim is to use 
a quantitative method to determine the profitable value of an investment from the given information and 
calculations. A summary of quantitative assessment methods for an investment can be found in [9]. However, 
due to the limited and uncertain data in an early planning phase, established and data-based cost calculation 
methods cannot be fully implemented. In order to still be able to provide a realistic picture of the planned 
factory in an early planning phase, surcharge factors, cost factors and uncertainty factors regarding the 
dimensioning of the area can be used. These are explained below in their practical application. 
 

 
Figure 5: Step 3 - Identification and derivation of surcharge factors, cost factors, and uncertainty factors 

First of all, valid area surcharge factors were identified depending on the operating resources and the 
employees in accordance with DIN 3644 for both the direct and the indirect areas. In the direct area, in 

surcharge factors
production area

surcharge operating area 0,7m per operating resource [33, 35]

surcharge safety distance 0,3m per operating resource [33, 35]

surcharge maintenance area 0,6m per operating resource [33, 35]

transport and storage areas

surcharge for path areas 25% of production area [x]

surcharge for storage area 25% of main usable area [x]

secondary areas

surcharge for office areas 8-12m² per worksplace [x]

surcharge for first aid room 20m² [x]

surcharge for sanitary area 2m² per workforce [x]

cost factors

type of building usable area �¼�Pð� volume�¼�Pñ� source

factory building 1171 137 [36]

industrial production building
(solid construction) 1840 225 [38]

industrial production building
(skeleton construction) 1390 185 [38]

factory and warehouse
building - 33-126 [37]
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addition to characteristic values regarding the machine dimensions, additional factors for individual area 
dimensions are important reference values, which allow a reasonable estimation of the total area. These 
supplements are, among others, values from the workplace guidelines (among others [35]) and are required 
in order to be able to carry out unproblematic operation, compliance with safety distances or necessary 
maintenance work. Commonly used methods in practice are the functional area calculation and the substitute 
area method in order to calculate the total production area on the basis of the machine base area with the 
help of surcharge factors (see also chapter 3.2). In addition, experience has shown that 25% of the production 
area can be allocated to path and transport areas [2]. In the indirect areas, the workplace guidelines and 
empirical values for surcharges in the area of offices and social areas are dependent on the number of 
employees. On the left, Figure 5 shows an excerpt of aggregated surcharge factors for calculating area space 
as a function of the dimensioning variables employees and operating resources. 

In the final step of the procedure model, the area is included as a central input parameter in the investment 
cost estimate. Here, cost rates from various institutions that regularly analyse the cost structure of the 
construction industry are taken into account. The Federal Statistical Office, for example, presents the average 
costs at the time of approval of industrial buildings in its annually published reports on building permits [36]. 
Other sources [37,38] classify further cost rates and cost groups according to DIN 276 [39] on the basis of 
continuous random samples of new buildings. Depending on the required absolute area, the investment costs 
can now be estimated with these cost factors. It is possible to differentiate cost factors according to the 
construction method (skeleton construction, solid construction), construction quality (light, heavy) and 
depending on the required functionalities of direct and indirect areas. Cost factors for cleanrooms, for 
example, are many times higher than standard areas for industrial requirements. Figure 5 shows a section of 
possible cost factors on the right-hand side. These numbers represent general reference values from practice, 
which may differ with regard to the industry and company-specific requirements. 

Cost estimates are increasingly subject to uncertainty due to the turbulent market environment. Since it is 
often not possible to calculate the exact requirements for the planned factory and, for example, the fluctuation 
of raw material prices or cost increases for technical building equipment validly in an early planning phase, 
uncertainty factors are often included in the investment cost calculation in practice. The data and information 
in this early planning phase are insufficiently accurate for exact calculations. Therefore, a variable 
uncertainty factor of 25-30% is added to the factory investment costs calculated in this procedure model. 
This factor represents a proven average value from practice [40±42]. 

3.4 Integration of the procedure model into a digital planning tool 

The preliminary work and the developed process model support the dimensioning of factories in the planning 
phase at an early stage as well as its economic assessment. Surcharge, cost and uncertainty factors provide 
a solution in so far as information is often not yet completely available in an early planning phase. This 
procedure needs to be supported by a software tool in order to be able to carry out the dimensioning and 
estimation in a structured and reproducible way. The use of digital planning tools generally enables planning 
errors to be reduced and planning time to be cut while quality is increased [7,43]. Furthermore, the use of 
computer-aided tools can also contribute to mastering the complexity in the planning process [43]. Therefore, 
in parallel to the presented process model, a digital planning tool is developed that supports the user in a 
structured procedure and thus represents a reproducible decision support for the selection of the right 
planning project. In this context, the software-based cost calculator should also help to enable the early 
estimation of investment costs for planned factories for a wide range of users. Furthermore, by entering 
different input parameters, different scenarios for the future factory can be calculated and compared with 
each other. In this context, the main dimensioning variables are calculated according to the procedures and 
surcharges outlined above. On the basis of the calculated areas, investment costs for the individual factory 
areas can then be calculated. 
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4. Conclusion and Outlook

In a turbulent and uncertain market environment, factory planning with its interdisciplinary character 
becomes a complex and permanent task. In order to avoid misinvestments, planned factories should be 
subjected to a cost efficiency assessment at an early stage. However, in an early planning phase, information 
is often uncertain or not available. This paper therefore presents a procedure model that supports 
dimensioning and investment cost calculation in an early planning phase. In a three-stage procedure, 
planning information and tasks for the early dimensioning of factories are identified, calculation methods 
for the central dimensioning variables of operating resources, employees and area are derived and the 
resulting investment costs are estimated on the basis of surcharge, cost and uncertainty factors. To reduce 
complexity, a digital planning tool supports the user to estimate investment costs in a reproducible procedure 
and thus make future-proof decisions for the company. There is a need for further research in a more detailed 
consideration of uncertainty, e.g. with the aid of fuzzy logic, in order to take even closer consideration of the 
early planning phase. In addition, the interactions between the dimensioning variables have to be analysed 
in more detail in order to obtain a reliable planning basis for the subsequent cost calculation. Furthermore, 
certain target fields of factory planning, such as changeability or sustainability, could be integrated into the 
process model in order to be able to estimate the resulting investment costs for various scenarios. 
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Abstract 

Today's manufacturing companies operate in a turbulent production environment characterized by 
globalization, mass personalization, and customer-specific product requirements. In this context, Lean 
Production and Industry 4.0 play an essential role for manufacturing companies. Both paradigms have 
farreaching production potentials for key performance indicators (KPI), such as time, cost, and quality. In 
addition to these KPIs, the Production's economic, ecological, and social sustainability and flexibility will 
also be important in the future. However, the influence of appropriate Lean Production methods and Industry 
4.0 technologies on sustainability and flexibility has not yet been sufficiently researched. Therefore, this 
paper investigates the impact of Lean Production and Industry 4.0 elements on economic, ecological, and 
social sustainability and flexibility using a comprehensive literature review and an online survey with experts 
from science and industry. Thus, the results of this contribution support manufacturing companies to achieve 
their sustainability and flexibility goals with the help of Lean Production and Industry 4.0. 

Keywords 

Lean Production; Industry 4.0; Sustainability; Flexibility; Survey 

1. Introduction

The industrial sector plays a crucial role in Europe. It contributes 75 % of European Union exports and 80 % 
of all innovations, making it a key driver of economic growth [1]. Nevertheless, with a 20 % share of global 
CO2 emissions, the industrial sector is one of the main contributors to the worldwide effects of anthropogenic 
climate change [2]. Therefore, sustainability receives growing attention in production [3]. In addition, 
manufacturing companies face many complex influencing factors, such as volatile customer demands or 
short product life cycles [4,5], which require production flexibility. Since Lean Production and Industry 4.0 
represent the two leading production paradigms of manufacturing companies [6], the question arises if Lean 
Production methods and Industry 4.0 technologies can meet the increasing demands for productions' 
flexibility and sustainability.  

Lean Production is an established production philosophy that aims to reduce complexity in the value chain 
by eliminating all types of waste [7]. The characteristics of the concept are not limited to the reduction of 
waste and include the optimization of numerous production processes by implementing Lean Production 
methods [3]. Due to the advanced digitalization, further development of the production processes is required 
[8]. Regarding a fourth industrial revolution, Industry 4.0 brings significant changes to the economy, society, 
and environment. The goal is to enhance productivity by connecting all value chain participants to create a 
cyber-physical system using innovative technologies, such as predictive maintenance or artificial 
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intelligence [9]. Both paradigms have far-reaching production potentials for key performance indicators 
(KPI), such as time, cost, and quality [10,11]. However, the impact of Lean Production methods and Industry 
4.0 technologies on production's sustainability or flexibility needs to be further researched to support 
manufacturing companies in achieving their flexibility and sustainability goals by selecting and 
implementing the appropriate Lean Production methods and Industry 4.0 technologies. Therefore, this paper 
investigates the impact of Lean production methods and Industry 4.0 technologies on economic, ecological, 
social sustainability, and flexibility. 

The following chapter sets the reference frame of the scientific fields and presents an introduction to Lean 
Production (2.1) and Industry 4.0 (2.1). Also, section 2.2 describes the relevant target dimensions of 
sustainability and flexibility. Chapter 3 analyzes the state of research (3.1) and identifies the research gap. 
To close this gap, a methodological approach is derived (3.2). This methodological approach forms the 
guideline for investigating the impact of Lean Production methods and Industry 4.0 technologies on 
sustainability and flexibility (chapter 4), which results will be discussed in chapter 5. The last chapter shows 
the limitations of the results and provides an outlook. 

2. Fundamentals 

2.1 Lean Production and Industry 4.0 

After World War II, the Toyota Motor Corporation had to cope with low sales potentials on the Japanese 
automobile market. The lack of cost degression meant that mass production, according to Fordism, was not 
possible for Toyota [8]. Based on this initial situation, Taiichi Ohno designed the Toyota Production System 
(TPS), first described by Womak et al. [10] and is worldwide known as Lean Production. Lean Production 
aims to increase the production's economic efficiency by consistently and thoroughly eliminating all types 
of waste [6]. Moreover, the Lean Production methods aim to optimize production flow, realize a continuous 
value stream, and increase quality [12]. The two main principles of Lean Production are eliminating waste 
and continuous improvement, whereby employees should always be involved in the improvement process 
[13]. According to Dennis [14], Lean Production is based on four essential steps: The harmonization of the 
4 M's (man, method, machine, and material), the optimization of the material flow, the introduction of the 
pull principle as well as the system improvement. To successfully implement the Lean Production approach 
with methods such as Kanban, value stream mapping, and Poka Yoke, the impacts on relevant target 
dimensions need to be known [15]. 

In addition to the Lean Production approach, Industry 4.0 was introduced in 2011 at the Hannover Messe in 
Germany [16]. Industry 4.0 is a technology-driven vision that aims to design smart factories and connect the 
physical and the cyber world with innovative technologies [17]. The so-called fourth industrial revolution is 
transforming the next generation of production systems by becoming intelligent, self-organized, 
decentralized, and flexible [18]. The digitization and networking of existing products, processes, and 
machines thus form the core of Industry 4.0 [19]. The goal is to organize the entire value chain, improve the 
efficiency of the production processes, and produce high-quality products and services. Further advantages 
are highly flexible mass production, reduction of complexity costs or coordination, and optimization of value 
chains in real-time [20]. Industry 4.0, therefore, seeks to realize the future factory by connecting employees 
and all physical resources of a production system, such as products, machines, transportation systems, and 
other objects, to achieve automated information exchange [9,21].  
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2.2 Target Dimensions: Sustainability and Flexibility 

This study focuses on the impact of Lean Production methods and Industry 4.0 technologies on economic, 
ecological, and social sustainability and production's flexibility, which have become increasingly relevant in 
the industrial context. Target dimensions are needed to focus on long-term, strategic company goals rather 
than short-term improvements [23]. The term sustainability is used in various meanings [24]. The Brundtland 
Report presents the guiding principle of sustainable development [25]: "Sustainable development is a 
development that meets the needs of the present without compromising the ability of future generations to 
meet their own. �«� " [26]. The term can be specified by deriving three basic components of sustainability: 
An economical, ecological, and social dimension. These three dimensions form the triple bottom line and 
describe sustainable development as the simultaneous and equal implementation of economic, ecological, 
and social goals [27]. The dimensions can be characterized as follows [28]: 

x Economic sustainability: Economic sustainability is the basis for the following dimensions and estimates 
the possibilities of a company to convert value creation potentials into competitive advantages and 
achieve long-term company continuity. 

x Ecological sustainability: The ecological dimension includes the entrepreneurial influence on protecting 
and preserving the environment, and this requires a systematic reduction of ecological burdens and risks 
by companies. 

x Social sustainability: The social dimension quantifies the social compatibility of entrepreneurial action 
and records the relationship construct with all stakeholders, such as employees and suppliers. 

Nowadays, companies are confronted with volatile markets and globalization [9]. Therefore, a company's 
flexibility is increasingly becoming a strategic competitive advantage [29]. Flexibility is the ability of 
organizations to adapt to changing circumstances. The decisive factors are the timeframe and the extent to 
which companies react to changing situations, such as customer demands. The increasing complexity of the 
business environment is reflected in individualized demand and increased global competition. [29] 
Therefore, the adaptation of the production system is also necessary due to the modification of internal 
specifications and changes in external requirements [30]. 

3. State of the Art and Methodical Approach 

3.1 State of the Art  

A core principle of Lean Production is the elimination of waste, which also impacts sustainability by, for 
example, reducing costs, energy, and emissions [31]. Carvalho et al. [32] point out that not all waste 
elimination improves sustainability. The controversy is evident by investigating principles like Just in Time 
because operational costs are reduced through the effective use of warehouse space. At the same time, more 
frequent material handling leads to higher packaging material consumption and transportation emissions 
[32]. In contrast, little attention is paid to the relationship between Lean Production and social sustainability 
[31], although Lean Production methods, like Kaizen, impact employees' roles, require specific 
competencies [33], and increase the participation of its employees in decision-making [34]. A comprehensive 
study at the conceptual level was conducted by Varela et al. [35], who noted that the Lean Production 
approach is positively linked with sustainability and that, despite some barriers, synergies can be expected.  

Also, according to the literature, Industry 4.0 makes it faster and easier to carry out economic decisions [36]. 
Digitalization influences ecological sustainability through the more efficient use of rare materials. Together 
with simplified disassembly, the waste of resources is counteracted and thus forms a basis for the circular 
economy [37]. However, social sustainability is affected in a conflicting way. Even though workers are 
acting in a safer environment, there is a risk that only highly skilled workers can handle and understand the 
new technologies, so that low-skilled workers may lose their jobs. [3]. Overall, Industry 4.0 benefits the 
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economic [38±40] and ecological sustainability dimensions [39,41], but the impact on the social dimension 
remains questionable. The literature affirms that on a paradigm-level Lean Production and Industry 4.0 
positively affect the flexibility in production, both individually and in combined applications [42,43]. This 
influence still needs to be explored on a detailed method and technology level. 

According to the current state of the art, there is a positive correlation between Lean Production [35] 
respectively, Industry 4.0 [39], and the target dimensions of sustainability and flexibility [3]. The findings 
primarily relate to the overarching connections of the paradigms. However, individual methods and 
technologies are only presented as examples to visualize the results. Thus, there is a lack of in-depth research 
showing how individual methods and technologies influence the target dimensions. Also, according to 
Kabzhassarova et al. [3], there is a lack of empirical investigation of the literature-based findings. Therefore, 
it is essential to investigate the impacts of Lean Production and Industry 4.0 on sustainability and flexibility 
on the method and technology level.  

3.2 Methodical Approach 

In the following section, a systematic approach will be presented to examine the effects of Lean Production 
methods and Industry 4.0 technologies on economic, ecological, and social sustainability and flexibility in 
production. In the first phase, the Lean Production methods and Industry 4.0 technologies are collected and 
classified, resulting in an overview of the appropriate Lean Production methods and Industry 4.0 
technologies. Afterward, an expert survey follows to derive the impact of both paradigms' elements on 
sustainability and flexibility (Figure 1). 

 
Figure 1: Methodical approach to attain the desired research aim (based on Kuß et al. [44]) 

The process for designing the research survey, as presented in Figure 1, can be divided into seven steps and 
is based on the work of Kuß et al. [44]. In the definition phase, the research problem is initially described as 
precisely as possible to specify the actual problem. Next, the study goals, which concretize and set the 
research task, are defined, and the study design is determined. The goals influence the study type, which 
must be considered to choose suitable methods and strategies. Once the structure is determined, measurement 
instruments must be developed to identify the characteristic attributes of the study subjects in the context. 
The data collection phase requires the most resources (time, human, financial). Here, possible errors, e.g., 
human weaknesses or technical problems, should be considered and the work status critically reflected. In 
the sixth step, statistical methods are used to analyze the collected data. Furthermore, the methods are 
essential for deriving conclusions that can be extrapolated from the results of a sample to the conditions in 
the corresponding population. The study's results are presented in the context of report writing or 
presentation of results, and the research questions should be answered.  
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4. Impact of Lean Production Methods and Industry 4.0 Technologies on Sustainability and  
 Flexibility 

4.1 Phase 1: Specification of the Lean Production Methods and Industry 4.0 Technologies  

The selection of the Lean Production methods is based on Aull [45] and the VDI-2870 [47]. After the 
methods have been preselected by literature, an additional survey with participants from industry and science 
has been conducted to identify the relevant Lean Production methods [48]. Figure 2 provides an overview 
of twenty selected methods. In addition, the methods were classified according to Aull [45] into the 
categories logistics-oriented, employee-oriented, and quality-oriented [45]. 

 
Figure 2: Collection of the Lean Production (LP) methods underlying this study [45] 

According to Dillinger et al. [49], the Industry 4.0 technologies selection results from a comprehensive 
literature review, a use case analysis based on the Industry 4.0 platform of the Federal Ministry for 
Economics in Germany [50], and an expert survey. Based on the nine key technology of Rüßmann et al. 
[51], twenty-six Industry 4.0 technologies could be identified by Dillinger et al. [49]. The technologies were 
also separated into three main technology clusters, resulting from a mapping and clustering analysis using 
the software vosViewer [51]. The main clusters are smart data, smart operation, and smart interaction 
[53,52]. Figure 3 provides an overview of the twenty-six Industry 4.0 technologies considered in this study, 
visualizing the three clusters in the inner circle and the key technology fields in the middle circle. Finally, in 
this phase, the goals and descriptions for all the selected methods and technologies were formulated and 
summarized in a glossary given to the participants to ensure uniform understanding. 
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Figure 3: Categorization of the Industry 4.0 (I 4.0) technologies (according to Dillinger et al. [49]) 

4.2 Phase 2: Assessment of the Impact of Lean Production Methods and Industry 4.0 Technologies 
 on Target Dimensions  

In the second phase, an online survey with experts from science and industry was conducted to analyze the 
impact of Lean Production methods and Industry 4.0 technologies on economic, ecological, and social 
sustainability and flexibility in production.  

The online study was designed according to established guidelines of empirical social research [55,54] and 
the systematic approach presented in Figure 1. It was conducted over three months and started in July 2021 
with participating experts from production or production-related areas. In particular, people with knowledge 
of Lean Production and Industry 4.0 were required, such as production managers, production planners, or 
digital managers. In addition, management consultants and scientists were asked to strengthen the 
heterogeneity of the target group. With 32 experts, a representative cross-section of the German industrial 
landscape was reached. The study questions were answered using a seven-point Likert scale to determine 
the influence of Lean Production methods and Industry 4.0 technologies on sustainability and flexibility. 
The scale is sectioned from a very negative (-3) to a very positive impact (+3). In addition, participants had 
the option of choosing no effect (0) or could skip the question (k.A.), which ensures that the experts only 
assess the impact of methods and technologies that correspond to their expertise. The data analysis and the 
preparation of the report are summarized in Table 1. 
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Table 1: Assessment of the Impact of Lean Production methods and Industry 4.0 technologies 
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M
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Jidoka 1.79 0.98      z  1.07 0.93     z   1.00 0.95     z   1.38 1.03     z   
5S 1.27 0.89     z   1.30 0.90     z   1.61 0.87      z  1.06 0.88     z   
Standardization 2.03 0.80      z  1.47 0.85     z   1.29 0.96     z   1.32 1.42     z   
Visual management  1.33 0.91     z   1.00 0.93     z   1.50 0.89      z  1.81 0.82      z  
Shopfloor management 1.57 0.62      z  0.97 0.87     z   1.58 0.75      z  1.45 1.07     z   
Value stream management  1.87 0.81      z  1.43 0.88     z   1.13 0.83     z   1.27 1.03     z   
Total Productive Maintenance 
(TPM) 1.93 0.89      z  1.50 0.85      z  1.16 1.02     z   1.35 0.93     z   

Single Minute Exchange of 
Die (SMED) 1.93 0.87      z  1.03 1.10     z   0.53 0.76     z   1.83 1.21      z  

Poka Yoke 1.73 0.89      z  1.17 0.97     z   1.23 1.07     z   0.94 0.88     z   
Kaizen 2.03 0.75      z  1.33 1.11     z   1.55 0.87      z  1.35 0.97     z   
Kanban 1.60 0.92      z  1.17 0.91     z   0.58 0.75     z   1.61 0.83      z  
Just in Time (JiT) 1.87 0.92      z  0.80 1.28     z   0.23 0.97    z    1.23 1.52     z   
Production leveling 1.56 0.92      z  1.10 1.11     z   0.93 0.94     z   1.18 1.10     z   
Synchronization 1.67 0.86      z  1.10 0.87     z   0.82 1.00     z   1.54 1.02      z  
Flexible layout 1.57 0.76      z  0.90 0.88     z   1.00 1.05     z   2.13 0.98      z  
One-piece flow 1.47 1.12     z   1.07 1.12     z   0.48 0.88    z    1.63 1.33      z  
Flow production 1.97 1.02      z  1.10 0.94     z   0.16 1.11    z    0.26 1.41    z    
Multi-machine operation  1.80 0.75      z  0.53 0.96     z   0.26 1.48    z    1.31 1.26     z   
Multi-disciplinary trained 
employees 1.50 1.12      z  0.97 1.05     z   1.87 0.98      z  2.45 0.84      z  

Flexible employee deployment  1.73 1.03      z  0.79 1.03     z   1.48 1.27     z   2.53 0.62       z 
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Additive manufacturing 1.45 1.22     z   1.28 1.39     z   0.27 1.06    z    2.20 0.75      z  
Automated guided vehicles 1.73 0.93      z  1.00 0.79     z   0.42 1.48    z    1.65 1.12      z  
Autonomous robots  1.70 1.04      z  0.85 1.01     z   0.42 1.45    z    1.63 1.08      z  
Collaborative robots 1.70 0.90      z  0.59 0.77     z   0.90 1.47     z   1.73 0.73      z  
Human-machine interaction 1.41 0.95     z   0.59 0.67     z   1.00 1.48     z   1.79 0.76      z  
Mobile electronics 1.25 0.74     z   0.62 0.72     z   0.90 1.35     z   1.57 0.90      z  
Augmented reality  1.07 0.96     z   0.86 0.97     z   1.23 1.41     z   1.48 1.13     z   
Virtual reality  1.04 0.98     z   0.82 0.97     z   1.13 1.41     z   1.26 1.19     z   
Computer aided X (CAX) 1.24 0.97     z   0.66 0.92     z   0.26 1.05    z    1.43 1.02     z   
Digital twin 1.61 1.08      z  1.19 0.94     z   0.39 1.07    z    1.80 1.01      z  
Machine-to-machine 
communication  1.32 0.85     z   0.93 0.78     z   0.42 1.10    z    1.73 0.81      z  

Plug & produce 1.36 0.85     z   0.89 0.82     z   0.23 1.09    z    2.17 0.83      z  
Vertical integration 0.88 1.14     z   0.70 1.01     z   0.31 1.12    z    1.36 0.89     z   
Horizontal integration 1.28 0.92     z   0.79 0.82     z   0.27 1.16    z    1.40 0.94     z   
Data security  0.48 1.00    z    0.07 0.70    z    0.97 1.33     z   0.03 0.84    z    
Data privacy 0.41 0.99    z    0.04 0.57    z    1.20 1.38     z   -0.17 0.73    z    
Cloud computing 1.29 0.99     z   0.34 1.29    z    0.28 1.11    z    1.43 1.02     z   
Wireless networks  1.50 0.98      z  0.62 0.93     z   0.66 1.06     z   1.61 0.90      z  
Real-time data 1.71 0.84      z  1.33 1.11     z   0.70 1.16     z   2.16 0.72      z  
Sensors & actuators 1.26 0.80     z   0.67 0.90     z   0.33 1.04    z    1.36 1.13     z   
Auto ID (RFID) 1.29 0.80     z   0.69 0.79     z   0.26 1.01    z    1.60 0.99      z  
Intelligent objects  1.62 0.79      z  1.34 0.84     z   0.72 1.28     z   1.93 1.01      z  
Cyber-physical systems  1.72 0.87      z  1.08 1.03     z   0.61 1.26     z   2.04 0.82      z  
Predictive analytics 1.93 0.84      z  1.45 0.85     z   0.84 1.17     z   1.40 1.05     z   
Data analytics 1.79 1.09      z  1.21 1.11     z   0.55 1.04     z   1.80 0.95      z  
Big data 1.21 1.19     z   0.52 1.23     z   0.39 0.94    z    1.43 1.26     z   

5. Results and Discussion 

The survey results from Table 1 will be interpreted in this section, starting with Lean Production methods 
followed by the Industry 4.0 technologies. The participants attribute the highest positive impact on economic 
sustainability to the Lean Production methods. In this context, standardization (2.03) and Kaizen (2.03) show 
the highest positive scores. Concerning ecological sustainability, the impact of the Lean Production methods 
was weaker, and 95 % of the methods were rated with a low positive effect. The highest average was given 
to Total Productive Maintenance (TPM) (1.50), which indicates a positive impact followed by 
standardization (1.47). A reason why TPM has the highest positive impact on ecological targets is that it 
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increases the overall equipment efficiency, which means that machine downtime can be avoided. When 
considering the impact on social sustainability, the ratings diverge between the methods. The methods 5S 
(1,61), visual management (1.50), shopfloor management (1,58), Kaizen (1.55), and multi-disciplinary 
trained employees (1.87) have a medium, positive impact. In contrast, the methods Just in Time (0.23), one-
piece flow (0.48), flow production (0.16), and multi-machine operation (0.26) were rated as having no 
impact. With the latter four methods, the standard deviation must be considered. The standard deviation is 
higher compared to other methods. It describes a divergence because although the mean value suggests a 
neutral evaluation, both positive and negative effects were attested depending on the participants. In terms 
of flexibility, most methods received a low (55 %) to medium (35 %) positive rating. According to the 
participants, two outliers can be detected with flow production (0.26), which does not affect flexibility, and 
flexible employee deployment (2.53), which has a high, positive effect on flexibility in production.  

The participants rate the importance of Industry 4.0 for economic sustainability by applying the technologies 
as predominantly low (54 %) to medium (38 %) positive. The highest rating is given to predictive analytics 
(1.93). Only the implementation of data security (0.48) and data privacy (0.41) is not considered to have any 
effect. Concerning the impact on ecological sustainability, the picture is uniform. Except for data security 
(0.07), data privacy (0.04), and cloud computing (0.34), which are not considered to have a significant 
impact, most of the technologies (88 %) are rated as having a low positive impact on ecological 
sustainability. When considering social sustainability, the participants rate the impact of Industry 4.0 
technologies in part as having a low positive impact (54 %) and in part as having no impact (46 %). The first 
group primarily includes technologies that directly support employees, such as collaborative robots or 
human-machine interaction, whereas the second group includes digital twin or Auto ID. In terms of 
flexibility, most technologies have a medium positive impact (58 %). In particular, additive manufacturing 
(2.20), plug & produce (2.17), and real-time data (2.16) have the highest positive ratings. In contrast, the 
participants consider that the technologies data security (0.03) and data privacy (-0.17) have no or even a 
low negative impact on the flexibility in production.  

When comparing the results of the twenty Lean Production methods and twenty-six Industry 4.0 
technologies, it is noticeable that the participants assess the impact of Lean Production methods on 
sustainability more positively than the impact of the Industry 4.0 technologies. There is also a tendency 
toward a gradation from economic to ecological to social sustainability. According to the survey, Industry 
4.0 technologies, in particular, positively influence production's flexibility. The literature review conducted 
by Kabzhassarova et al. [3] comes to a similar conclusion that Lean Production, in general, has the highest 
positive impact on economic sustainability and that the influences on the ecological and social dimensions 
cannot be determined. For Industry 4.0, they attest positive correlations for economic and ecological 
sustainability but cannot derive the effects on social sustainability. The expert survey shows that both 
approaches positively affect sustainability and flexibility by implementing their elements. 

6. Conclusion and Outlook 

This research paper provides a presentation of the impacts of Lean Production methods and Industry 4.0 
technologies on economic, ecological, and social sustainability and flexibility in production. For this 
purpose, twenty relevant Lean Production methods and twenty-six Industry 4.0 technologies were identified, 
and an expert survey was conducted. The survey results show that the Lean Production methods and Industry 
4.0 technologies have the highest positive impact on economic sustainability, followed by ecological and 
social sustainability. In the cross-paradigm comparison, it becomes clear that Lean Production methods' 
influence on sustainability is more positive than Industry 4.0 and its technologies. In particular, Industry 4.0 
technologies positively impact the flexibility in production. Thus, the results of this contribution should be 
a first step to support manufacturing companies to achieve their sustainability and flexibility goals with the 
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targeted selection of appropriate Lean Production methods and Industry 4.0 technologies. Future studies 
should deepen this research, and further experts should be consulted and use cases analyzed. Additionally, 
the impact of Lean Production methods and Industry 4.0 technologies on specific sustainability KPIs, e.g., 
CO2 emissions or effects on employment contracts, should be investigated in detail.  
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DQDO\WLFDO�DSSURDFK�H[LVWV�WR�GHWHUPLQH�WKH�WRWDO�WKURXJKSXW��'$//(5<�$1'�*(56+:,1�>�@�DV�ZHOO�DV�/,��>�@�
SURYLGH�H[DFW�VROXWLRQ�DSSURDFKHV�IRU�VLPSOH�LQWUDORJLVWLFV�FRQYH\RU�V\VWHPV�DQG�PDFKLQHV�ZLWK�D�VWHDG\�
VWDWH�GLVWULEXWLRQ�RI�WKH�WUDQVSRUW�JRRGV��7KHVH�DSSURDFKHV�DUH�QRW�VXLWDEOH�IRU�FRPSOH[�FRQYH\RU�V\VWHPV�
ZLWK�PDQ\�FRQYH\RU�PRGXOHV��DV� WKH�LQGLYLGXDO�LQWHUVHFWLRQ�VLWXDWLRQV�KDYH�WR�EH�PRGHOOHG�LQ�D�FRPSOH[�
SURFHVV�>��@��7KHUH�DUH�YDULRXV�DSSUR[LPDWLRQ�PHWKRGV�IRU�WKH�WKURXJKSXW�FDOFXODWLRQ��ZKLFK�DUH�EDVHG�RQ�
WKH� GHFRPSRVLWLRQ� RI� WKH� V\VWHP� LQWR� VXEV\VWHPV�� )RU� HDFK� VXEV\VWHP�� D� WKURXJKSXW� LV� FDOFXODWHG�� 7KH�
VXEV\VWHPV�DUH�WKHQ�UHFRQQHFWHG�DQG�WKH�WKURXJKSXW�RI�WKH�HQWLUH�V\VWHP�LV�HVWLPDWHG��$512/'�SURYLGHV�D�
EDVLF� IUDPHZRUN� IRU� WKH� FDOFXODWLRQ� RI� YDULRXV� VXEV\VWHPV� >��@�� 6&+0,'7� DQG� -$&.0$11� GHYHORSHG� D�
GHFRPSRVLWLRQ� DSSURDFK� IRU� UHFLUFXODWLQJ� FRQYH\RU� V\VWHPV� ZLWK� EORFNLQJ� EHIRUH� VHUYLFH�� *$2� (7� $/��
LQWURGXFHG�D�GHFRPSRVLWLRQ�DSSURDFK�IRU�PXOWLSOH�PDWHULDO�IORZV�>��@��7KH\�GHYHORSHG�DQ�DOJRULWKP�IRU�WKH�
GHFRPSRVLWLRQ� LQWR� VXEV\VWHPV�� 7KH� WKURXJKSXW� DQDO\VLV� LV� EDVHG� RQ� WKHLU� SUHYLRXV� UHVHDUFK� >��@�� 7KH�
DSSURDFK�ZDV�DSSOLHG�WR�WKUHH�FRQYH\RU�V\VWHPV�LQ�ZKLFK�RQO\�VLPSOH�LQWHUVHFWLRQV�DQG�PHUJHV�RFFXU��7KH�
DQDO\VHG�V\VWHPV�ZHUH�VLPXODWHG�IRU�FRPSDULVRQ��DQG�D�FDOFXODWLRQ�FRUUHFWQHVV�RI������FRXOG�EH�FRQILUPHG��
6+(&+.87,1�DOVR�GHYHORSHG�D�OD\RXW�RSWLPLVDWLRQ�DSSURDFK�IRU�PRGXODU�FRQYH\RU�V\VWHPV�>����@��7KH�VWXG\�
LV�PDLQO\�IRFXVHG�RQ�WKH�UHVXOWV�RI�WKH�UHVHDUFK�SURMHFW�QHWNR3V��7KH�WKURXJKSXW�FDOFXODWLRQ�LV�EDVHG�RQ�WKH�
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GHWDFKHG� FDOFXODWLRQ� RI� WKH� WKURXJKSXW� WLPH� SHU� PDWHULDO� IORZ�� +HUH�� WKH� WUDQVSRUW� WLPHV� IRU� WKH� XVHG�
FRQYH\RUV�DUH�DFFXPXODWHG��,I�WKH�PDWHULDO�IORZ�UXQV�WKURXJK�DQ�LQWHUVHFWLRQ�SRLQW�RU�D�PRGXODU�FRQYH\RU�
PDWUL[�� WKH� WUDQVSRUW� WLPH�RI� WKLV� WUDQVSRUW� URXWH� LV� RIIVHW� E\� D� IDFWRU�� 7KH� IDFWRU� LV� FDOFXODWHG� IRU� HDFK�
LQWHUVHFWLRQ�VLWXDWLRQ�EDVHG�RQ�WKH�VL]H�RI�WKH�PRGXODU�FRQYH\RU�PDWUL[��,W�LV�DVVXPHG�WKDW�D�ODUJHU�FRQYH\RU�
PDWUL[�OHDGV�WR�D�VLPSOLILFDWLRQ�RI�WKH�FRQIOLFWV��7KH�FRQIOLFWV�WKHPVHOYHV�DUH�QRW�FDOFXODWHG�FRQFUHWHO\��� �
,Q� DGGLWLRQ� WR� DQDO\WLFDO�PRGHOOLQJ�� VLPXODWLRQ� LV� XVHG� WR� HYDOXDWH� WKH� WKURXJKSXW� RI� FRQYH\RU� V\VWHPV��
([WHQVLYH�VLPXODWLRQ�VRIWZDUH�LV�DYDLODEOH�IRU�WKLV�SXUSRVH��VXFK�DV�$Q\/RJLF�RU�3ODQW�6LPXODWLRQ��7KHUH�DUH�
PDQ\�WKURXJKSXW�DQDO\VHV�LQ� WKH�OLWHUDWXUH�WKDW�KDYH�EHHQ�FDUULHG�RXW�XVLQJ�VLPXODWLRQ��:LWK� WKH�KHOS�RI�
VLPXODWLRQ��DOPRVW�DQ\�FRPSOH[�FRQYH\RU�V\VWHP�FDQ�EH�DQDO\VHG��+RZHYHU��FRPSOH[�DQG�WLPH�FRQVXPLQJ�
PRGHOOLQJ� LV� QHFHVVDU\��ZKLFK� KDV� VR� IDU� EHHQ� GRQH�PDQXDOO\� IRU� WKH�PRVW� SDUW�� VLQFH� FRPSOH[� FRQWURO�
SURFHGXUHV�KDYH�WR�EH�LPSOHPHQWHG��URXWLQJ��EORFNLQJ�SUHYHQWLRQ���'XH�WR�WKH�PRGHOOLQJ�HIIRUW��VLPXODWLRQ�
LV�QRW�VXLWDEOH�IRU�D�TXLFN�FDOFXODWLRQ�RI�WKH�WKURXJKSXW�LQ�D�OD\RXW�RSWLPLVDWLRQ��0$<(5�GHYHORSHG�D�URXWLQJ�
PHWKRG�IRU�WKH�)OH[&RQYH\RU�>��@��:LWKLQ�WKH�VWXG\��D�WKURXJKSXW�DQDO\VLV�ZDV�FDUULHG�RXW�E\�VLPXODWLRQ�
IRU� GLIIHUHQW� OD\RXWV� RI� WKH� )OH[&RQYH\RU� �H�J�� VWUDLJKW� FRQYH\RU�� OLQH� VRUWHU�� FLUFOHV� DQG� FLUFOHV� ZLWK�
LQWHUVHFWLRQV��� 7KH� DLP� ZDV� WR� FKHFN� WKH� URXWLQJ� DSSURDFK�� 6(,%2/'� GHYHORSHG� DQG� VLPXODWLRQ�EDVHG�
YDOLGDWHG�D�URXWLQJ�PHWKRG�IRU�WKH�*ULG6RUWHU��IRFXVLQJ�RQ�DYRLGLQJ�GHDGORFNV�>��@��7KH�*ULG6RUWHU�FRQVLVWV�
PDLQO\�RI�WKH�FRPSRQHQWV�RI�WKH�)OH[&RQYH\RU��EXW�LV�FKDUDFWHULVHG�E\�D�XQLIRUP�WUDQVSRUW�GLUHFWLRQ��:LWK�
WKH�KHOS�RI�WKH�*ULG6RUWHU��JRRGV�FDQ�EH�VRUWHG�EHWZHHQ�GLIIHUHQW�ODQHV��.5h+1�>��@�DQG�62+57�>��@�DOVR�
GHYHORSHG�URXWLQJ�PHWKRGV�EXW�IRU�WKH�&RJQL/RJ�UHVSHFWLYHO\�QHWNR3V�FRQYH\RU�PDWUL[��7KH�URXWLQJ�PHWKRGV�
ZHUH� DOVR� YDOLGDWHG�ZLWK� VLPXODWLRQ�� .5h+1� XVHG� D� UHVHUYDWLRQ� ORJLF� WR� DYRLG� EORFNDJHV� RU� GHDGORFNV��
62+57��RQ�WKH�RWKHU�KDQG��GHYHORSHG�D�WLPH�ZLQGRZ�EDVHG�DSSURDFK��� �
,Q� VXPPDU\�� QRQH� RI� WKH� H[LVWLQJ� DSSURDFKHV� PHHWV� WKH� SUHYLRXVO\� GHVFULEHG� UHTXLUHPHQWV� IRU� GLUHFW�
DSSOLFDWLRQ� LQ� WKH�FRQWH[W�RI� DQ�RSWLPLVDWLRQ� �FRPSXWLQJ� WLPH�DQG�DXWRPDWHG�PRGHOOLQJ���7KHUHIRUH�� WKH�
DSSURDFK� SUHVHQWHG� EHORZ� ZDV� GHYHORSHG�� 2I� FRXUVH�� H[LVWLQJ� DSSURDFKHV� VXFK� DV� GHFRPSRVLWLRQ� ZHUH�
DGRSWHG�LQ�WKH�GHVLJQ�SURFHVV��

��� 5HSUHVHQWDWLRQ�RI�WKH�RSWLPLVDWLRQ�SUREOHP��

7KH�RSWLPLVDWLRQ�SUREOHP�LV�IRUPXODWHG�DV�DQ�H[WHQGHG�TXDGUDWLF�DVVLJQPHQW�SUREOHP��$FFRUGLQJO\��WKH�DUHD�
LQ�ZKLFK�WKH�FRQYH\RU�PRGXOHV�ZLOO�EH�DUUDQJHG�LV�FRYHUHG�ZLWK�D�JULG�RI�XQLIRUP�VTXDUHV��7KLV�UHVXOWV�LQ�D�
GLVFUHWH�FRRUGLQDWH�V\VWHP�RI�FHOOV��7KH�FRQYH\RU�PRGXOHV�DOVR�KDYH�D�VTXDUH�VKDSH��7KH�FHOOV�RI�WKH�EDVH�
DUHD�DQG�WKH�FRQYH\RU�PRGXOHV�PXVW�EH�RI�HTXDO�VL]H��$FFRUGLQJO\��RQO\�FRQYH\RU�PRGXOHV�ZLWK�WKH�VDPH�
GLPHQVLRQV�FDQ�EH�FRPELQHG�ZLWKLQ�D�OD\RXW��7KH�VRXUFHV�DQG�VLQNV�RI�WKH�FRQYH\RU�V\VWHP�DUH�DGMDFHQW�WR�
WKH�IRRWSULQW��(DFK�PDWHULDO�IORZ�LV�GHILQHG�E\�D�W\SH�RI�VSHFLILF�JRRGV��D�WUDQVSRUW�TXDQWLW\��D�VRXUFH�DQG�D�
VLQN��(DFK�W\SH�RI�JRRG�KDV�GLPHQVLRQDO�DWWULEXWHV�LQ�IRUP�RI�D�KRUL]RQWDO�DQG�D�YHUWLFDO�OHQJWK��:KHUHE\�WKH�
KRUL]RQWDO�OHQJWK�DOZD\V�UHIOHFWV�WKH�ORQJHU�VLGH�OHQJWK�RI�D�JRRG��7KLV�PHDQV�WKDW�LI�D�JRRG�LV�WUDQVSRUWHG�LQ�
D�KRUL]RQWDO�GLUHFWLRQ��H�J��IURP�HDVW�WR�ZHVW�LQ�SODQ�YLHZ���WKH�ORQJHU�HGJH�LV�SDUDOOHO�WR�WKH�GLUHFWLRQ�RI�IORZ��
$FFRUGLQJO\�� WKH� VKRUWHU� HGJH� LV� SDUDOOHO� WR� WKH� IORZ� GLUHFWLRQ�ZKHQ� D� JRRG� LV� WUDQVSRUWHG� LQ� D� YHUWLFDO�
GLUHFWLRQ��,I�VHYHUDO�PDWHULDO�IORZV�UXQ�SDUDOOHO�UHVSHFWLYHO\�WRJHWKHU�LQ�RQH�SDWK�VHFWLRQ��WKH\�DUH�FRPELQHG�
ZLWK� UHJDUG� WR� WKHLU� DWWULEXWHV�� 7KH� WUDQVSRUW� TXDQWLW\� LV� VXPPHG� XS�� 7KH� GLPHQVLRQV� RI� WKH� JRRGV� DUH�
FRQYHUWHG�LQWR�TXDQWLW\�ZHLJKWHG�DYHUDJH�OHQJWKV�� �
%DVHG�RQ�WKH�DUUDQJHPHQW�RI�WKH�FRQYH\RU�PRGXOHV��D�JUDSK�RI�WKH�FRQYH\RU�V\VWHP�LV�DOVR�JHQHUDWHG��7KLV�
FDQ�EH�XVHG�WR�FDOFXODWH�WKH�WUDQVSRUW�URXWHV��)RU�WKLV�SXUSRVH��WKH�FRQYH\RU�PRGXOHV�KDYH�D�URWDWLRQ�DWWULEXWH�
LQ� DGGLWLRQ� WR� D� SRVLWLRQ� DWWULEXWH�� ,Q� WKLV�ZD\�� LW� FDQ� EH� FKHFNHG�ZKHWKHU� WKH� LQSXWV� DQG�RXWSXWV� RI� WKH�
FRQYH\RU�PRGXOHV�DUH�DGMDFHQW�WR�HDFK�RWKHU�DQG�WKXV�LI�D�WUDQVSRUW�LV�SRVVLEOH��,I�WKLV�LV�WKH�FDVH��WKH�QRGHV�
RI�WKH�FRQYH\RU�PRGXOHV�DUH�FRQQHFWHG�E\�DQ�HGJH��7KH�WUDQVSRUW�SDWK�RI�D�PDWHULDO�IORZ�FDQ�EH�GHWHUPLQHG�
E\�FRPPRQ�SDWK�ILQGLQJ�DOJRULWKPV��)LJXUH���D��VKRZV�DQ�H[HPSODU\�FRQYH\RU�V\VWHP�OD\RXW��)LJXUH���E��
LOOXVWUDWHV� WKH� JUDSK� GHULYHG� IURP� LW�� +HUH� LW� LV� LPSRUWDQW� WR� FRQVLGHU� WKDW� D� FRQYHQWLRQDO� FRQYH\RU� LV�
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UHSUHVHQWHG�E\�WKUHH�QRGHV�DQG�D�PRGXODU�FRQYH\RU�E\�XS�WR�ILYH�QRGHV��(DFK�FRQYH\RU�KDV�D�QRGH�IRU�LWV�
FHQWUH�SRLQW�DQG�QRGHV�IRU�WKH�WUDQVLWLRQV�WR�RWKHU�FRQYH\RUV��7KH�DGMDFHQW�WUDQVLWLRQV�DUH�DJJUHJDWHG�LQWR�
RQH�QRGH��

D� � E�� �

)LJXUH����D��FRQYH\RU�V\VWHP�OD\RXW��E��JUDSK�UHSUHVHQWDWLRQ�

��� (YDOXDWLRQ�RI�FRQYH\RU�V\VWHPV�

,Q�WKH�IROORZLQJ�VHFWLRQ��WKH�HTXDWLRQV�IRU�WKH�HYDOXDWLRQ�RI�FRQYH\RU�V\VWHPV�DUH�SUHVHQWHG��,Q�DGGLWLRQ�WR�
FDOFXODWLQJ�WKH�REMHFWLYH�YDOXHV�IRU�HDFK�REMHFWLYH�ܼ ��LW�LV�DOVR�LPSRUWDQW�WR�QRUPDOLVH�WKHP��7KLV�LV�QHFHVVDU\�
EHFDXVH� WKH� YDOXHV� RI� WKH� REMHFWLYHV� GR� QRW� KDYH� WKH� VDPH� VFDOLQJ�� )RU� H[DPSOH�� WKH� VXPPDWLRQ� RI� D�
WKURXJKSXW�ZLWK�������SLHFHV�SHU�KRXU�DQG�D�VSDFH�UHTXLUHPHQW�RI����VTXDUH�PHWUHV�ZRXOG�PHDQ�� WKDW�D�
FKDQJH�RI�WKH�UHTXLUHG�VSDFH�ZRXOG�KDYH�DOPRVW�QR�LQIOXHQFH�RQ�WKH�VXP�RI�WKH�REMHFWLYH�YDOXHV��7KHUH�DUH�
VHYHUDO� DSSURDFKHV� WR� WKH� QRUPDOLVDWLRQ� RI� REMHFWLYH� YDOXHV�� +$502126.<� DQG� 727+(52� GHYHORSHG� D�
PHWKRG�LQ�ZKLFK�HDFK�VXE�YDOXH�RI�DQ�REMHFWLYH��H�J��WKH�WKURXJKSXW�RI�D�VLQJOH�PDWHULDO�IORZ��LV�GLYLGHG�E\�
WKH� VXP�RI�DOO� VXE�YDOXHV� IRU� WKDW�REMHFWLYH� >��@��6,1*+�DQG�6,1*+�GHYHORSHG�D�SURFHGXUH�LQ�ZKLFK� WKH�
QRUPDOLVDWLRQ� LV� SHUIRUPHG� ZLWK� WKH� KHOS� RI� D� PXOWL�VWDJH� FDOFXODWLRQ� SURFHVV� WKDW� LQFOXGHV� VWDQGDUG�
GHYLDWLRQV�DQG�PHDQ�YDOXHV�RI�VXE�YDOXHV�>��@�� �
:LWKLQ�WKLV�UHVHDUFK�SURMHFW��WKH�HYDOXDWLRQ�IRUPXODV�RI�WKH�REMHFWLYH�FULWHULD�ZHUH�GHVLJQHG�LQ�VXFK�D�ZD\�
WKDW�D�SHUFHQWDJH�YDOXH�EHWZHHQ���DQG�����LV�UHWXUQHG��7KXV��WKH�LQGLYLGXDO�REMHFWLYH�YDOXHV�QHLWKHU�KDYH�WR�
EH�VFDOHG�QRU�QRUPDOLVHG�LQ�RUGHU�WR�HQDEOH�D�FRPSDULVRQ��,Q�PRVW�FDVHV��WKH�SHUFHQWDJH�YDOXH�LV�FRPSXWHG�
E\�FDOFXODWLQJ�WKH�UDWLR�RI�WKH�EHVW�NQRZQ�YDOXH�WR�WKH�FXUUHQW�YDOXH�RI�DQ�REMHFWLYH��7KH�GLVDGYDQWDJH�RI�WKH�
PHWKRG� LV� WKDW�ZKHQ� D� QHZ� EHVW� REMHFWLYH� YDOXH� LV� IRXQG�� DOO� SUHYLRXVO\� FDOFXODWHG� YDOXHV� RI� WKH� VDPH�
REMHFWLYH�PXVW�EH�XSGDWHG��,I�WKHVH�YDOXHV�DUH�QRW�GLUHFWO\�QHHGHG�WR�FRQWURO�WKH�RSWLPLVDWLRQ�PHWKRG��WKH�
XSGDWH�FDQ�DOVR�EH�GRQH�DW�WKH�HQG�RI�WKH�RSWLPLVDWLRQ��7KH�ZHLJKWLQJ�RI�WKH�REMHFWLYHV�LV�SRVVLEOH�ZLWKRXW�
UHVWULFWLRQV��

����7KURXJKSXW�

,Q�RUGHU�WR�FDOFXODWH�WKH�WKURXJKSXWߣ��RI�D�FRQYH\RU�V\VWHP�݇ ��WKH�GHFRPSRVLWLRQ�DSSURDFK�LV�DOVR�XVHG��)RU�
WKLV��WKH�WUDQVSRUW�SDWKV�RI�WKH�PDWHULDO�IORZV�DUH�ILUVW�FKHFNHG�IRU�LQWHUVHFWLRQV�LQ�WKH�JUDSK��$�FRQYH\RU�
PRGXOH�݂�LV�DQ�LQWHUVHFWLRQݑ��LI�WZR�RU�PRUH�PDWHULDO�IORZV�GR�QRW�XVH�WKH�VDPH�DGMDFHQW�FRQYH\RU�PRGXOHV��
$FFRUGLQJO\��D�SDUDOOHO�WUDQVSRUW�RQ�D�VWUDLJKW�OLQH�RU�LQ�D�FXUYH�LV�QRW�FRQVLGHUHG�DV�DQ�LQWHUVHFWLRQ�XQOHVV�
WKH� WUDQVSRUW�GLUHFWLRQ� LV�RSSRVLWH��7KLV�GHILQLWLRQ�UHVXOWV� LQ� WKH�LQWHUVHFWLRQV�VKRZQ�LQ�)LJXUH����&DVH�%�
UHSUHVHQWV�RQO\�RQH�SRVVLEOH�LQVWDQFH�RI�DQ�LQWHUVHFWLRQ�RYHU�VHYHUDO�FRQYH\RU�PRGXOHV��ZKLFK�LV�GHVFULEHG�
EHORZ��7KHUH�DUH�QR�RWKHU�LQWHUVHFWLRQ�FDVHV�EH\RQG�WKH�RQHV�VKRZQ��$�GHYLDWLQJ�QXPEHU�RI�PDWHULDO�IORZV�
LV� PDSSHG� YLD� D� YLUWXDOLVDWLRQ� RI� PDWHULDO� IORZV�� 7KLV� PHDQV� WKDW� PDWHULDO� IORZV� WKDW� SDVV� WKURXJK� DQ�
LQWHUVHFWLRQ�FRPSOHWHO\�LQ�SDUDOOHO�DUH�FRPELQHG�LQWR�D�YLUWXDO�PDWHULDO�IORZ�EDVHG�RQ�WKHLU�DWWULEXWHV�� �
,Q�WKH�WKURXJKSXW�FDOFXODWLRQ��RQO\�WKH�LQWHUVHFWLRQV�DUH�FRQVLGHUHG�DIWHUZDUGV��,Q�JHQHUDO��WKH�ERWWOHQHFN�LQ�

QHZ FRQYH\RU PRGXO

VRXUFH

VLQN

UHVWULFWHG DUHD
FRQYHQWLRQDO FRQYH\RU PRGXO
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D�OLQNHG�V\VWHP�GHWHUPLQHV�WKH�WKURXJKSXW�RI�WKH�V\VWHP��,Q�WKH�FDVH�RI�WKH�FRQYH\RU�V\VWHP��DQ�LQWHUVHFWLRQ�
ZLWK�WKH�ORZHVW�WKURXJKSXW�GHWHUPLQHV�WKH�WKURXJKSXW�RI�WKH�HQWLUH�FRQYH\RU�V\VWHP��HTXDWLRQ�����7KLV�RQO\�
DSSOLHV� DV� ORQJ�DV� DOO�PDWHULDO� IORZV�ZLWKLQ� D� FRQYH\RU� V\VWHP� LQWHUVHFW� HDFK� RWKHU�� ,I� WKHUH� DUH� VHYHUDO�
LQGHSHQGHQW� PDWHULDO� IORZV� RU� PDWHULDO� IORZ� V\VWHPV� LQ� D� FRQYH\RU� V\VWHP�� WKH� ERWWOHQHFN� PXVW� EH�
GHWHUPLQHG�IRU�HDFK�VXEV\VWHP��,Q�WKLV�FDVH��WKH�WRWDO�WKURXJKSXW�LV�WKH�VXP�RI�WKH�ERWWOHQHFN�WKURXJKSXWV�RI�
WKH�VXEV\VWHPV��

�
)LJXUH����W\SHV�RI�LQWHUVHFWLRQ�VFHQDULRV�

݂��FRQYH\RU�PRGXOH��ZLWK�݂ א �ܨ

ݑ�ǣ�&RQYH\RU�PRGXOH�RQ�ZKLFK�PDWHULDO�IORZV�LQWHUVHFW��ZLWKݑ א ܷ�XQG�ܷ ك �ܨ

�௨ߣ�WKURXJKSXW�RI�DQ�LQWHUVHFWLRQݑ���

�ߣ�WKURXJKSXW�RI�D�FRQYH\RU�V\VWHPݍ��

��௦௧ǣ�EHVW�NQRZQ�WKURXJKSXWߣ

௨ߣ ൌ
௧ೠ

ଷ
� � � � � � � � � � � ����

ߣ ൌ ���ሺߣ௨ሻݑ��� � � � � � � � � � ����

ఒܼ ൌ
ఒ

ఒ್ೞ
כ ͳͲͲ� � � � � � � � � � ����

,Q� WKH� IROORZLQJ� VXEVHFWLRQV�� HYDOXDWLRQ� IRUPXODV� IRU� DOO� UHOHYDQW� LQWHUVHFWLRQ� VLWXDWLRQV� DUH� SUHVHQWHG��
%DVLFDOO\��WKHVH�DUH�EDVHG�RQ�WKH�FDOFXODWLRQ�RI�WKH�F\FOH�WLPHݐ�௨��)RU�WKLV�SXUSRVH��WKH�TXDQWLWLHV�RI�JRRGV�
ܽ�RI� WKH�PDWHULDO� IORZV� ݅� DUH� ILUVW� VHW� LQ�UHODWLRQ� WR�HDFK�RWKHU� LQ�RUGHU� WR�FDOFXODWH�D�EDWFK�VL]H�݊��)RU�
H[DPSOH��WZR�PDWHULDO�IORZV�ZLWK�����DQG�����SLHFHV�SHU�KRXU�FRUUHVSRQG�WR�EDWFKHV�RI���DQG���JRRGV�SHU�
ORDG�F\FOH��$�ORDG�F\FOH�UHSUHVHQWV�WKH�VHTXHQFH�RI�WUDQVSRUW�PRYHPHQWV�RQ�D�FRQYH\RU�WKDW�DUH�QHFHVVDU\�
WR�SURFHVV�WKH�EDWFKHV��7KH�QXPEHU�RI�ORDG�F\FOHV�UHVXOWV�IURP�WKH�JUHDWHVW�FRPPRQ�GLYLVRU�RI�WKH�TXDQWLWLHV�
RI�WKH�PDWHULDO�IORZV��'LYLGLQJ�WKH�TXDQWLW\�RI�D�PDWHULDO�IORZ�E\�WKH�QXPEHU�RI�ORDG�F\FOHV�JLYHV�WKH�EDWFK�
VL]H��7KHQ�WKH�WUDQVSRUW�WLPHݐ�௨�RI�HDFK�ORDG�F\FOH�RI�WKH�LQWHUVHFWLRQ�LV�FDOFXODWHG��7KLV�FDOFXODWLRQ�LV�EDVHG�
RQ�WKH�DFFXPXODWLRQ�RI�WUDQVSRUW�GLVWDQFHV��'LVWDQFHV�DUH��IRU�H[DPSOH��WKH�FRQYH\RU�PRGXOH�OHQJWKݏ�௨�RU�
WKH�UHVSHFWLYH�OHQJWK�RI�WKH�JRRGV�WR�EH�WUDQVSRUWHG�݈ு�DQG�݈��7KH�VXP�RI�WKH�GLVWDQFHV�LV�WKHQ�GLYLGHG�E\�
WKH�FRQYH\LQJ�VSHHGݒ�௨��7KH�IROORZLQJ�SDUDPHWHUV�DUH�XVHG�IRU�WKH�FDOFXODWLRQV��

݅Ǣ ݆Ǣ ݇��PDWHULDO�IORZ�ZLWK�VSHFLILF�JRRG�ሺ݅ ് ݆ ് ݇ሻ�

ܽǣ�WDUJHW�TXDQWLW\�RI�JRRGV�>SDUWV�KRXU@�
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݊��EDWFK�VL]H�RI�PDWHULDO�IORZ�݅�

݈ுǣ�GLPHQVLRQ�RI�D�JRRG�RI�PDWHULDO�IORZ�݅�LQ�KRUL]RQWDO�GLUHFWLRQ��ܪ��

݈ǣ�GLPHQVLRQ�RI�D�JRRG�RI�PDWHULDO�IORZ�݅�LQ�YHUWLFDO�GLUHFWLRQ��ܸ��

݅ᇱǣ�YLUWXDO�PDWHULDO�IORZ�UHVXOWLQJ�IURP�FRPELQDWLRQ�RI�VHYHUDO�PDWHULDO�IORZV�ZLWK�VDPH�WUDQVSRUW�GLUHFWLRQ�

݈పᇲுതതതതതǣ� TXDQWLW\�ZHLJKWHG�GLPHQVLRQ�RI� D�YLUWXDO�JRRG� IURP� WKH� FRPELQDWLRQ�RI� VHYHUDO�PDWHULDO� IORZV� ݅� LQ�
KRUL]RQWDO�GLUHFWLRQ��ܪ��

݈పᇲതതതതǣ� TXDQWLW\�ZHLJKWHG�GLPHQVLRQ�RI� D�YLUWXDO�JRRG� IURP� WKH�FRPELQDWLRQ�RI� VHYHUDO�PDWHULDO� IORZV� ݅� LQ�
YHUWLFDO�GLUHFWLRQ��ܸ��

݊పᇲതതതത��EDWFK�VL]H�RI�WKH�YLUWXDO�PDWHULDO�IORZ�

�௨ݒ�WUDQVSRUW�YHORFLW\�RI�D�FRQYH\RU�PRGXOHݑ��

�௨ݏ�OHQJWK�RI�D�FRQYH\RU�PRGXOHݑ��

�௨ݐ�WLPH�IRU�D�ORDG�F\FOH�RI�DOO�PDWHULDO�IORZV�RQ�D�FRQYH\RU�PRGXOH�σ �௨ݐ

�௨ݐ�WLPH�LQ�ZKLFK�D�EDWFK�݊�RI�PDWHULDO�IORZ�݅�LV�WUDQVSRUWHG�RQ�D�FRQYH\RU�PRGXOHݑ��

������ %DVLF�LQWHUVHFWLRQ�RI�WZR�PDWHULDO�IORZV��&DVH�$��

7KH�PRVW�EDVLF� IRUP�RI� LQWHUVHFWLRQ�RFFXUV�ZKHQ�WZR�PDWHULDO� IORZV�SDVV�D�FRQYH\RU�PRGXOH�ZKHUH� WKH�
WUDQVSRUW�GLUHFWLRQ�LV�RIIVHW�E\������6HH�FDVH�$�)LJXUH����7KH�WLPH�RI�WKH�ORDG�F\FOH�LV�FRPSRVHG�DV�IROORZV��
)LUVW�DOO�JRRGV�RI�WKH�ORW�RI�PDWHULDO�IORZ�݅�SDVV�WKH�LQWHUVHFWLRQ��)RU�WKLV�SXUSRVH��WKH�FRUUHVSRQGLQJ�OHQJWKV�
DUH�DGGHG�XS��7KH�ORW�VL]H�LV�PXOWLSOLHG�E\�WKH�OHQJWK�RI�WKH�JRRGV��DQG�WKH�GLVWDQFH�DFURVV�WKH�LQWHUVHFWLRQ�LV�
DGGHG��7KLV�UHVXOWV�LQ�WKH�WRWDO�OHQJWK�WKDW�PXVW�EH�PRYHG�VR�WKDW�DOO�JRRGV�RI�WKH�EDWFK�SDVV�WKH�FRQYH\RU��
7KLV�LV�WKHQ�DOVR�GRQH�IRU�WKH�VHFRQG�PDWHULDO�IORZ�݆��ZKLFK�IORZV�LQ�D�����URWDWHG�GLUHFWLRQ��

௨ݐ ൌ ሺ௦ೠାכಹሻାሺ௦ೠାכೕೇሻ
௩ೠ

� � � � � � � � � ����

������ ,QWHUVHFWLRQ�RYHU�VHYHUDO�FRQYH\RU�PRGXOHV��&DVH�%��

7KH� H[WHQVLRQ� RI� WKH� EDVLF� LQWHUVHFWLRQ� LV� DOUHDG\� WKH� PRVW� GLIILFXOW� LQWHUVHFWLRQ� VLWXDWLRQ� LQ� WHUPV� RI�
FRQWUROOLQJ� D� FRQYH\RU� V\VWHP�� ,W� LV� DQ� LQWHUVHFWLRQ�RI�PDWHULDO� IORZV�ZLWK�RSSRVLWH�GLUHFWLRQV��7R�DYRLG�
FROOLGLQJ�LQ�WKH�LQWHUVHFWLRQ��WKH�JRRGV�PXVW�EH�VWRSSHG�EHIRUH�HQWHULQJ��/LNH�LQ�RWKHU�LQWHUVHFWLRQV��WKH�JRRGV�
RI� WKH� PDWHULDO� IORZV� PXVW� ZDLW� IRU� HDFK� RWKHU�� $FFRUGLQJO\�� DOO� FRQYH\RU�PRGXOHV� DUH� EORFNHG� LQ� WKH�
LQWHUVHFWLRQ�VLWXDWLRQ�� ,Q�RUGHU� WR�FDOFXODWH� WKH�ORDG�F\FOH�� LW�PXVW�DOVR�EH�GHWHUPLQHG�ZKHWKHU� WKH�JRRGV�
FKDQJH�GLUHFWLRQ�LQ�WKH�LQWHUVHFWLRQ��DV�WKLV�KDV�DQ�LQIOXHQFH�RQ�WKH�WUDYHO�GLVWDQFH��,I�JRRGV�FKDQJH�GLUHFWLRQ�
ZLWK�DQ�HYHQ�QXPEHU��WKHQ�WKH\�IORZ�RXW�RI�WKH�FURVVLQJ�DUHD�LQ�WKH�VDPH�GLUHFWLRQ�DV�WKH\�FDPH�LQ��HTXDWLRQ�
�D��� ,I� WKH� QXPEHU� RI� GLUHFWLRQ� FKDQJHV� LV� RGG�� WKH� KRUL]RQWDO� DQG� YHUWLFDO� OHQJWK� RI� WKH� JRRGV�PXVW� EH�
FRQVLGHUHG�RQFH�ZKHQ�FDOFXODWLQJ�WKH�WUDQVSRUW�GLVWDQFH��IRUPXOD��E���

݄��QXPEHU�RI�FRQYH\RU�PRGXOHV�݂�LQ�DQ�LQWHUVHFWLRQ�VLWXDWLRQ�LQ�RSSRVLWH�GLUHFWLRQV�

ܾ��QXPEHU�RI�GLUHFWLRQ�FKDQJHV�RI�D�PDWHULDO�IORZ�LQ�WKH�LQWHUVHFWLRQ�VLWXDWLRQ�

௨ݐ ൌ
ሺכ௦ೠାכೇሻ

௩ೠ
௨ݐ��RUܾ� ൌ

൫כ௦ೠାೕכೕಹ൯
௩ೠ

��� ܾ��ZLWK�ܾǡ ܾ ൌ�HYHQ�QXPEHU� � � ��D��

௨ݐ ൌ
ቆכ௦ೠାೖכቀ

ೖಹ
మ ାೖೇ

మ ቁቇ

௩ೠ
ܾ� ൌ�RGG�QXPEHU� � � � � � � ��E��
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௨ݐ ൌ σ௧ೠ
௩ೠ

� � � � � � � � � � � ����

������ 0HUJLQJ�RI�WZR�RSSRVLQJ�PDWHULDO�IORZV��&DVH�&��

3UHYLRXVO\��LQWHUVHFWLRQV�ZHUH�GHVFULEHG�ZKHUH�WKH�PDWHULDO�IORZV�DUH�LQGHSHQGHQW�RI�HDFK�RWKHU�EHIRUH�DQG�
DIWHU� SDVVLQJ� WKH� LQWHUVHFWLRQ�� ,Q� DGGLWLRQ�� WKHUH� DUH� LQWHUVHFWLRQV� ZKHUH� PDWHULDO� IORZV� DUH� PHUJHG� RU�
VHSDUDWHG��,Q�WKH�ILUVW�RI�WKHVH�FDVHV��WZR�PDWHULDO�IORZV�PRYLQJ�LQ�RSSRVLWH�GLUHFWLRQV�DUH�PHUJHG�DQG�ERWK�
PDNH�D�WXUQLQJ�PRYHPHQW��,Q�WKH�VHFRQG�FDVH��WZR�PDWHULDO�IORZV�FRPH�IURP�WKH�VDPH�GLUHFWLRQ�DQG�DUH�
VHSDUDWHG�E\�D�WXUQ��7KH�HTXDWLRQ�IRU�WKH�VHSDUDWLRQ�LV�LGHQWLFDO�WR�WKH�RQH�IRU�WKH�PHUJLQJ��

௨ݐ ൌ
כቀ

ೞೠ
మ ା

ೇ
మ ାೞೠ

మ ା
ಹ
మ ቁାೕכ൬

ೞೠ
మ ା

ೕೇ
మ ାೞೠ

మ ା
ೕಹ
మ ൰

௩ೠ
� � � � � � � ����

������ 0HUJLQJ�RI�WZR�PDWHULDO�IORZV�E\�LQWHJUDWLQJ�݅�LQWR�݆��&DVH�'��

,Q�WKH�VHFRQG�FDVH�RI�PHUJLQJ�RU�VHSDUDWLQJ��RQH�PDWHULDO�IORZ�݆ �SDVVHV�WKH�LQWHUVHFWLRQ�LQ�D�VWUDLJKW�OLQH��7KH�
VHFRQG�PDWHULDO�IORZ�݅�PHUJHV�LQWR�LW��$IWHU�WKH�VHFRQG�PDWHULDO�IORZ�FKDQJHV�GLUHFWLRQ��D�MRLQW�PRYHPHQW�
FDQ� WDNH�SODFH��ZKLFK�VLJQLILFDQWO\� LQFUHDVHV� WKH� WKURXJKSXW��)RU� WKH�LQWHUVHFWLRQ�VLWXDWLRQ�� WZR�VXEFDVHV�
DULVH� GHSHQGLQJ� RQ� WKH� EDWFK� VL]H� RI� WKH� PDWHULDO� IORZV�� 7KH� IROORZLQJ� HYDOXDWLRQ� IRUPXODV� UHJDUGLQJ�
MXQFWLRQV� DSSO\� WR� WKH� FDVH� ZKHUH� WKH� VWUDLJKW� PDWHULDO� IORZ� SDVVHV� WKH� LQWHUVHFWLRQ� KRUL]RQWDOO\�� %\�
H[FKDQJLQJ�݈�DQG�݈௩��DQ�LQWHUVHFWLRQ�VLWXDWLRQ�URWDWHG�E\�����FDQ�EH�PRGHOOHG�� ��
,Q�WKH�ILUVW�FDVH��WKHUH�DUH�PRUH�KRUL]RQWDO�WKDQ�YHUWLFDO�JRRGV��HTXDWLRQ�����7KH�ILUVW�WHUP�RI�WKH�QXPHUDWRU�
GHVFULEHV�WKH�YHUWLFDO�PRYHPHQW�RI�D�JRRG�IURP�PDWHULDO�IORZ�݅�WR�WKH�PLGGOH�RI�WKH�LQWHUVHFWLRQ��7KHQ�WKH�
WUDQVSRUW�GLUHFWLRQ�RI�WKH�FRQYH\RU�LV�FKDQJHG��7KH�VHFRQG�WHUP�GHVFULEHV�WKH�MRLQW�KRUL]RQWDO�PRYHPHQW�RI�
RQH�JRRG�IURP�݅ �DQG�RQH�JRRG�IURP�݆ ��)RU�WKLV��RQO\�WKH�OHQJWK�RI�WKH�FRQYH\RU�DQG�WKDW�RI�WKH�JRRG�RI�݆ �PXVW�
EH�WDNHQ�LQWR�DFFRXQW��6LQFH�JRRG�݅ �LV�PRYHG�DXWRPDWLFDOO\��7KH�WZR�WHUPV�DQG�WKH�FRUUHVSRQGLQJ�PRYHPHQWV�
DUH�H[HFXWHG�DV�RIWHQ�DV�WKHUH�DUH�JRRGV�RI�݅�LQ�WKH�EDWFK��7KHQ�DQRWKHU�KRUL]RQWDO�WUDQVSRUW�LV�FDUULHG�RXW�
�WHUP�����$OO� RWKHU� JRRGV� IURP� ݆� DUH� WUDQVSRUWHG�� 6LQFH� WKLV�PRYHPHQW� IROORZV� VHDPOHVVO\� DIWHU� WKH� ODVW�
H[HFXWLRQ�RI�WHUP����WKH�OHQJWK�RI�WKH�FRQYH\RU�GRHV�QRW�KDYH�WR�EH�FRQVLGHUHG�DJDLQ��

௨ݐ ൌ
כቀ

ೞೠ
మ ା

ೇ
మ ቁାכ൫ೕಹା௦ೠ൯ାቀೕಹכ൫ೕି൯ቁ

௩ೠ
݊��  ݊� � � � � � ����

,Q�WKH�VHFRQG�FDVH��WKHUH�DUH�IHZHU�KRUL]RQWDO�JRRGV�WKDQ�YHUWLFDO�JRRGV��7KH�ILUVW�WHUP�DJDLQ�GHVFULEHV�WKH�
YHUWLFDO�PRYHPHQW�RI�D�JRRG�IURP�݅�WR�WKH�FHQWUH�RI�WKH�FRQYH\RU��7KLV�PRYHPHQW�PXVW�EH�FDUULHG�RXW�DV�
PDQ\�WLPHV�DV�WKH�EDWFK�VL]H�UHTXLUHV��7KH�VHFRQG�WHUP�GHVFULEHV�WKH�KRUL]RQWDO�PRYHPHQW�RI�D�JRRG�IURP�
݅��7KLV�PXVW�EH�H[HFXWHG�LQGLYLGXDOO\�LI�QR�JRRG�IURP�݆�LV�DYDLODEOH�IRU�MRLQW�WUDQVSRUW��7KH�WKLUG�WHUP�DJDLQ�
GHVFULEHV�D�MRLQW�PRYHPHQW�RI�D�JRRG�IURP�݅�DQG�D�JRRG�IURP�݆��7KH�MRLQW�PRYHPHQW�FDQ�EH�H[HFXWHG�DV�
RIWHQ�DV�WKH�ORW�VL]H�RI�݆�UHTXLUHV��

௨ݐ ൌ
כቀ

ೞೠ
మ ା

ೇ
మ ቁାሺିೕሻכ൬

ೕಹ
మ ାೞೠ

మ ൰ାೕכሺೕಹା௦ೠሻ

௩ೠ
݊��  ݊�� � � � � � ����

������ 0HUJLQJ�RI�WKUHH�PDWHULDO�IORZV�E\�LQWHJUDWLQJ�݅�DQG�݇�LQ�݆��&DVH�(��

7KH�HYDOXDWLRQ�HTXDWLRQV�SUHVHQWHG�LQ�WKLV�VHFWLRQ�DUH�EDVHG�RQ�WKRVH�GHVFULEHG�DERYH��EXW�IRU�WKH�FDVH�ZKHUH�
RQH�VWUDLJKW�PDWHULDO�IORZ�DQG�WZR�RSSRVLQJ�WXUQLQJ�PDWHULDO�IORZV�H[LVW��7KH�HYDOXDWLRQ�HTXDWLRQV�DJDLQ�
DSSO\�WR�D�KRUL]RQWDO�FDVH��ZLWK�݊  ݊�IRU�WKH�WXUQLQJ�PDWHULDO�IORZV��)RU�WKH�LQWHUVHFWLRQ�VLWXDWLRQ��WKUHH�
VXEFDVHV�DULVH�GHSHQGLQJ�RQ�WKH�EDWFK�VL]H�RI�WKH�PDWHULDO�IORZV��%RWK�HTXDWLRQV����DQG����DUH�VLPLODU�WR�
HTXDWLRQ����FRQVLGHULQJ�KRZ�RIWHQ�JRRGV�IURP�RQH�RI�WKH�WZR�PDWHULDO�LQIORZV�PDNH�D�MRLQW�PRYHPHQW�ZLWK�
JRRGV�IURP�݆��7KH�ILUVW�WHUP�LQ�HTXDWLRQ����GHVFULEHV�D�VHSDUDWH�PRYHPHQW�DFURVV�WKH�FRQYH\RU�RI�JRRGV�
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IURP�RQH�RI�WKH�PDWHULDO�LQIORZV��7KH�VHFRQG�WHUP�LQ�HTXDWLRQV����DQG����DGGV�WKH�YHUWLFDO�PRYHPHQW�RI�WKH�
JRRGV�RI�WKH�DGGLWLRQDO�PDWHULDO�IORZ�݇�� ,Q�HTXDWLRQ����� WKH�DGGLWLRQDO� ODVW�WHUP�GHVFULEHV� WKH�KRUL]RQWDO�
PRYHPHQW�RI�WKH�JRRGV�RI�WKH�DGGLWLRQDO�PDWHULDO�LQIORZ�݇��ZKLFK�LV�QRW�FDUULHG�RXW�DV�D�MRLQW�PRYHPHQW�
EHFDXVH�WKHUH�DUH�QRW�HQRXJK�VXLWDEOH�JRRGV�IURP�WKH�KRUL]RQWDO�GLUHFWLRQ��(TXDWLRQ����LV�WKH�DGDSWDWLRQ�RI�
HTXDWLRQ����LQ�DGGLWLRQ�WR�WKH�H[WHQVLRQ�GHVFULEHG�DERYH��RQO\�WKH�FKDQJHG�QXPEHU�RI�MRLQW�DQG�LQGHSHQGHQW�
PRYHPHQWV�LV�WDNHQ�LQWR�DFFRXQW�LQ�WKH�ODVW�WHUPV��

௨ݐ ൌ
כቀ

ೞೠ
మ ା

ೇ
మ ାೞೠ

మ ା
ಹ
మ ቁାೖכቀ

ೞೠ
మ ା

ೖೇ
మ ቁାೕכ൫ೕಹା௦ೠ൯ା൫ೖିೕ൯כቀ

ೞೠ
మ ା

ೖಹ
మ ቁ

௩ೠ
݊��  ݊  ݊�� � �����

௨ݐ ൌ
כቀ

ೞೠ
మ ା

ೇ
మ ቁାೖכቀ

ೞೠ
మ ା

ೖೇ
మ ቁାೕכ൫ೕಹା௦ೠ൯ା൫ሺାೖሻିೕ൯כቀ

ೞೠ
మ ା

ೖಹ
మ ቁ

௩ೠ
�� ݊  ݊  ݊�� ݊ ൏ ሺ݊  ݊ሻ� �����

௨ݐ ൌ
כቀ

ೞೠ
మ ା

ೇ
మ ቁାೖכቀ

ೞೠ
మ ା

ೖೇ
మ ቁାሺାೖሻכ൫ೕಹା௦ೠ൯ାቀೕିሺାೖሻቁכ൫ೕಹ൯

௩ೠ
�� ݊  ሺ݊  ݊ሻ� � �����

������ 9DOLGDWLRQ�RI�WKH�HTXDWLRQV�E\�VLPXODWLRQ�

,Q�RUGHU�WR�YDOLGDWH�WKH�HTXDWLRQV�IRU�WKH�LQWHUVHFWLRQ�VLWXDWLRQV�GHVFULEHG�DERYH��WKH\�ZHUH�VLPXODWHG��7KH�
LQWHUVHFWLRQV�ZHUH�PRGHOOHG� DQG� VLPXODWHG�ZLWK� GLVFUHWH� HYHQW� VLPXODWLRQ� YLD� 3ODQW� 6LPXODWLRQ�� )RU� WKH�
VLPXODWLRQ�� D� FRQWLQXRXV� JRRG� IORZ� ZDV� DVVXPHG� DQG� VWRFKDVWLF� LQIOXHQFH� ZHUH� QRW� FRQVLGHUHG�� )LUVW��
LQGLYLGXDO�LQWHUVHFWLRQV�ZHUH�VLPXODWHG�DQG�VHFRQG��FRQYH\RU�V\VWHPV�ZHUH�VLPXODWHG��7KH�ODWWHU�ZDV�GRQH�
WR�WHVW�WKH�K\SRWKHVLV�WKDW�WKH�WKURXJKSXW�RI�WKH�ERWWOHQHFN�LV�DOVR�WKH�PD[LPXP�WKURXJKSXW�RI�WKH�FRQYH\RU�
V\VWHP��7DEOH���VKRZV�WKH�UHVXOW�RI�WKH�WKURXJKSXW�FDOFXODWLRQ�FRPSDUHG�WR�WKH�VLPXODWLRQ�UHVXOWV��%DVLFDOO\��
WKH� WKURXJKSXW� RI� WKH� ERWWOHQHFN� LV� VOLJKWO\� RYHUHVWLPDWHG� E\� WKH� HTXDWLRQV�� 7KH� SUHYLRXVO\�PHQWLRQHG�
K\SRWKHVLV�FRXOG�EH�FRQILUPHG��EHFDXVH�WKH�ERWWOHQHFN�GHILQHV�WKH�PD[LPXP�WKURXJKSXW�RI�WKH�V\VWHP��7KLV�
FDQ�UHVXOW��IRU�H[DPSOH��IURP�LQVXIILFLHQW�FRQWURO�RI�WKH�VLPXODWLRQ��7KLV�SUREOHP�FDQ�DOVR�RFFXU�LQ�WKH�FRQWURO�
RI�UHDO�V\VWHPV��$Q�H[DPSOH�RI�WKLV�LV�WKH�FRQWURO�RI�WKH�SUHYLRXVO\�GHVFULEHG�MRLQW�PRYHPHQW�RI�JRRGV�LQ�
MXQFWLRQ�VLWXDWLRQV��7R�HQDEOH�WKLV��WKH�V\VWHPV�PXVW�FRQWLQXRXVO\�WUDFN�WKH�H[DFW�SRVLWLRQ�RI�WKH�JRRGV�LQ�
RUGHU�WR�EH�DEOH�WR�FDOFXODWH�WKH�VWDUW�WLPH�DQG�WKH�GXUDWLRQ�RU�OHQJWK�RI�WKH�MRLQW�SDWK��+RZHYHU��WKH�YDOLGDWLRQ�
VKRZV�WKDW�WKH�GHYLDWLRQV�DUH�YHU\�VPDOO��OHVV�WKDQ�������VR�WKH�SURFHGXUH�IRU�WKURXJKSXW�FDOFXODWLRQ�FDQ�EH�
XVHG�LQ�WKH�FRQWH[W�RI�RSWLPLVDWLRQ��

7DEOH����&RPSDULVRQ�RI�HYDOXDWLRQ�HTXDWLRQV�DQG�VLPXODWLRQ�

&DVH� 3DUDPHWHU�
(YDOXDWLRQ�HTXDWLRQV��
>JRRGV�KRXU@�

6LPXODWLRQ��
>JRRGV�KRXU@�

$�
݊ଵ ൌ �݊ଶ ൌ ͳ��
݊ଵ ൌ �ͳǢ�݊ଶ ൌ ͵��

ߣ ൌ ʹǡͶͶͲ��
ଵߣ ൌ ͺǢߣ�ଶ ൌ ʹǡͲͳ��

ߣ ൌ ʹǡͶʹ��
ଵߣ ൌ ͺͷǢߣ�ଶ ൌ ʹǡͷͻ͵��

%�
݊ଵ ൌ �݊ଶ ൌ ݊ଷ ൌ ͳǢ ݄ ൌ ͵��
݊ଵ ൌ �͵Ǣ�݊ଶ ൌ ͵Ǣ �݄ ൌ ʹ��

ߣ ൌ ͳǡͲͷͺ��
ଵߣ ൌ ͳǡʹͲǢߣ�ଶ ൌ ͺͶ��

ߣ ൌ ͳǡͲͷͻ��
ଵߣ ൌ ͳʹͻǢߣ�ଶ ൌ ͺͶ��

&�
݊ଵ ൌ �݊ଶ ൌ ͳ��
݊ଵ ൌ �ͳǢ�݊ଶ ൌ ͵��

ߣ ൌ ʹǡͳͺ��
ଵߣ ൌ ͺǢߣ�ଶ ൌ ʹǡͲͳ��

ߣ ൌ ʹǡͲ͵��
ଵߣ ൌ ͺͷǢߣ�ଶ ൌ ʹǡͷͻ͵��

'�
݊ଵ ൌ �݊ଶ ൌ ͳ��
݊ଵ ൌ �͵Ǣ�݊ଶ ൌ ʹ��
݊ଵ ൌ �ʹǢ�݊ଶ ൌ ͵��

ߣ ൌ ͵ͳͶ��
ଵߣ ൌ ͳǡͺͶͷǢߣ�ଶ ൌ ͳǡʹ͵Ͳ��
ଵߣ ൌ ͳǡ͵ͻͺǢߣ�ଶ ൌ ʹǡͲͻ��

ߣ ൌ ͵ͳͶ��
ଵߣ ൌ ͳǡͺ͵ͷǢߣ�ଶ ൌ ͳǡʹʹͶ��
ଵߣ ൌ ͳǡ͵ͻͲǢߣ�ଶ ൌ ʹǡͲͺͷ��

(�
݊ଵ ൌ �݊ଶ ൌ ݊ଷ ൌ ͳ��
݊ଵ ൌ �ͶǢ�݊ଶ ൌ ͷǢ ݊ଷ ൌ ʹ��
݊ଵ ൌ �ʹǢ�݊ଶ ൌ ͵Ǣ ݊ଷ ൌ ͳ��
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Abstract 

In Germany’s transition to a more sustainable industrial landscape, electricity generated by wind 
turbines (WT) remains a mainstay of the energy mix. Operating and maintenance costs, which account 
for roughly 25% of electricity generation costs in onshore WTs make improvements of maintenance 
activities a key lever in the economic operation of WTs. Prescriptive maintenance is a possible 
approach for improved maintenance activities. It is a concept where asset condition data is used to 
recommend specific actions and has great potential for the operation of wind parks. However, 
especially small, but also large wind park operators, and maintenance service providers often 
struggle with the implementation of such a new maintenance approach. As a part of the research 
project ReStroK, a learning game has been developed to support the training and familiarization of 
maintenance technicians with the concepts and underlying principles of this maintenance approach. In 
this paper, the concept for the development of a learning game will be presented. Multiple scenarios for 
its usage and their corresponding requirements will be discussed and an overview over the game will be 
given. 

Keywords 

Prescriptive Maintenance; Learning Game; Training; Asset Management; Reliability 

1. Introduction

Renewable energies have carved out a significant role in the current development of the Germany energy 
market [1]. Especially considering Russia’s war of aggression on Ukraine in the spring of 2022, 
the availability of alternative sources of Energy becomes even more important for Germany and the 
European Union as a whole. Onshore wind turbines (WTs) have huge impacts in achieving an 
environmentally friendly energy supply and are the largest contributor to electricity generation, as they 
have a share of 41% of electricity generation form renewable energies in Germany [2]. However, 
nowadays the operators of wind turbines are facing increasing cost pressures [3]. This is due to the 
expiration of the EGG (German renewable energy law) and other subsidies as well as age-induced 
increasing operating and maintenance costs (O&M costs). When examined more closely, the annual 
O&M costs reveal, that they initially make up 10-15% of total costs per kWh for a new WT, with the 
share rising to as much as 35% by the end of the asset life [4–6]. It can be concluded, that O&M costs 
determine nearly 25% of the total costs per kWh on average throughout the whole asset life cycle and 
can be an important area of focus for the reduction of costs for the operation of onshore WTs [7] for 
maintenance. 
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Maintenance is the key driver to maintain asset productivity, secure asset reliability, restore machine health 
and ensure long service life. It has been shown, that prescriptive maintenance is useful for reducing O&M 
costs.[8,9] In this context, an ontology was designed to enable the connection of different data and develop 
a function tree, which shows possible errors and their causes. However a gap between research and industry, 
mostly due to a lack of data quality awareness by maintenance and operating staff persisted [8]. Therefore, 
to support the implementation of prescriptive maintenance, sociotechnical success factors were examined 
and explored. It was shown that different factors are important for the following three stakeholders: 
operators, original equipment manufacturers (OEM’s) and independent service providers (ISP’s) [10]. In 
case of the operators, the most important factors were e.g., the digital capabilities [10]. Therefore, a 
procedure to support operators in the implementation of such an approach is needed. A learning game is one 
possible avenue to achieve such goals. 

At this point, the research project “ReStroK” comes into play. An investigation of machine evaluation of 
both, condition data and maintenance histories, which were previously solely used for documentation 
purposes, takes place in cooperation between the Institute for Industrial Research (FIR) at RWTH Aachen 
University, other research institutes and industrial partners.  

In this paper the concept for the development of a learning game, which supports the training and 
familiarization of maintenance technicians with the concepts and underlying principles of this maintenance 
approach will be described. It will be shown, how a learning game could be developed to be useful, easy to 
play and effective for this purpose. 

2. Theoretical background 

2.1 Learning games 

The goal of a learning game is the transfer of knowledge to a player by combining learning with playful 
aspects [11]. It is a tool that serves to promote certain skills and knowledge [12]. In literature, one can find 
a variety of ways to implement learning games, whether in a very traditional, analogue way or by utilizing 
digital media. A possibility to implement learning games in a very simple way are writing-games in form of 
puzzles or crossword puzzles, which concern themselves with finding or creating terms or objects [13]. 
Furthermore, it is possible to convey knowledge to the players by using different materials such as cards, 
building blocks or dices. Well-known models include the so-called board games, which ask the players to 
master challenges through the use of certain action cards [14]. In addition, there are other types of learning 
games such as adventure games, where the players are accompanied in the learning process using different 
media or strategy games, which ensure the learning of complex relationships through simplified 
presentations [15]. Apart from that, role games give the players the opportunity to try out diverse positions 
by taking on different roles and thus broaden their field of visions on a topic. However, digital learning 
games are the most widespread ones. Along the use and availability of various types of digital media or 
technologies, it is possible to offer such games in different implementations and bring learning closer to 
people. These can be in form of an installed programme on a computer, a video game developed for learning 
purposes or an app for the smartphone [16,11,17]. So therefore, it is shown that there are many ways to 
design and implement a learning game. First, it is important to clarify which tasks, characteristics, and goals 
such a game pursues. Many video games are structured to provide a certain extent of replayability often it 
offers the option to learn and deepen knowledge by playing a game more than once.[18] Additionally, the 
replay mechanism allows players to make mistakes and shows them that failures are also a part of the natural 
process of playing and learning.[19] The use of learning games can also increase the motivation of the players 
which leads to enjoyment while learning and thus being encouraged to continue playing.[13] Despite all this, 
games can only be considered successful, if players manage to understand the procedure of the game without 
too much effort. Therefore, it is important to establish clearly defined game rules and goals.[20] Moreover, 
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the offered or provided material in a game should seem attractive and interesting to the player so they remain 
interested and enjoy staying in the game.[12] Characteristics such as rewards, degree of challenges, effective 
feedback or graphic representation can also be helpful for the successful implementation of a learning game. 
Offering rewards can lead to an increase in motivation and participation.[15] The level of difficulty is to be 
chosen to suit the players ability and encourage the player to achieve their goals.[21] Direct feedback during 
or at the end of the game is an essential part of learning. In digital games the possibility to get direct and 
personalized feedback is given, which can improve players result and increase comprehension.[17] 

2.2 Maintenance for onshore WTs 

Regular inspections and maintenance are crucial and mandatory for the unobstructed operation of onshore 
WTs. One possible way to cluster all maintenance activities is the classification in corrective and preventive 
maintenance [22]. Corrective maintenance activities are triggered by a fault event and carried out after the 
event. An example for such can be percussive maintenance, which is the art of utilizing physical measures 
(typically physical blows, hence the name) for an item to re-function. Preventive maintenance activities on 
the other side are carried out before the fault event to reduce the probability of the malfunction of an item. 
Preventive maintenance activities can take on differing forms e.g., time-based maintenance (activities are 
conducted in fixed time intervals) or cycle based maintenance (activities are carried out after a fixed amount 
of cycles performed by the asset). Condition based maintenance is the next step for a maintenance approach. 
It moves away from such fixed targets in favour of a more flexible approach (activities are carried out based 
on the state (“condition”) of an asset, rather than rigid intervals. A further developmental step is a so-called 
predictive maintenance approach. Herein, maintenance activities are derived from data analytics and the 
evaluation of significant system parameters [22]. Thus, combining condition based maintenance and 
prognosis models. 

Moreover, even predictive maintenance shows further subsets / more advanced concepts. All have in 
common, that they rely on prognosis models (based on analysis of asset data) to derive the optimal moment 
for the performance of maintenance activities. However, prescriptive maintenance goes one step further. 
Whereas predictive maintenance focuses solely on the condition of the object of maintenance to carry out 
maintenance activities based on a forecast (prognosis model), a prescriptive maintenance approach considers 
the object of activities to be a guiding and controlling element for activities as well [23]. Instead of only 
taking the performance of maintenance activities before the fault event into consideration, a prescriptive 
maintenance approach provides direct guidelines for specific actions to prevent failures and reduce 
downtimes. It also includes the collection of data of significant parameters, analysing and evaluating them 
and eventually includes the utilization of these insights to prescribe activities to the object of the maintenance 
strategy. These prescribed measures are then evaluated for effectiveness based on data and adapted when 
needed. This enables a system to be self-optimizing, which is the highest achievable level of maturity of a 
maintenance systems and thus leading to competitive advantages.[24] Conclusively, this makes the 
prescriptive maintenance approach a superior approach in the maintenance of onshore WTs. The basic (data) 
framework hereby consists of four steps: Data Acquisition, Data Processing, Data Analysis and Decision 
Making.[10] 

However, when considering maintenance strategies for a maintenance system of an onshore WT, there are 
more factors that need to be considered, when setting up a prescriptive maintenance strategy. Maintenance 
of onshore WT’s is characterized by complex relationships between OEMs, operators, and independent 
service providers (ISPs) with all parties holding distinct interests. While operators are aiming for the most 
cost-effective way of maintaining the functionality of their assets, OEMs and ISPs are in direct competition 
for selling their maintenance contracts [25,10]. This results in conflicting interests, which further lead to 
little to no exchange of data and/or knowledge. The quality and quantity of data is essential for targeted 
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optimization of maintenance and directly connected to the successful implementation of improved 
maintenance strategies especially in the context of prescriptive maintenance [8]. 

Due to these conflicting interests of the relevant actors, each one shows different key requirements that need 
to be met to successfully implement a new maintenance approach. These requirements were investigated by 
STRACK et. al. as a part of the ReStroK research project [10]. Operators for instance show great interest in 
digital capabilities, while OEMs and ISPs as the ones executing maintenance measures prioritize structured 
communication. Analogically, Operators show very little interest in dynamic collaboration of value 
networks, while OEMs and ISPs see this as the most important factor. Or for instance, when it comes to 
Information Systems, ISPs and Operators see great relevance in information processing, while OEMs focus 
more on data integration [10].  

Conclusively, there are major differences in the perceived value of certain factors for the successful 
implementation of a prescriptive maintenance system. Which makes it crucial to have the specific 
requirements considered with any form of enablement, like, for instance, a learning game.  

3. Research method 

In this study, an exploratory multiple case study has been the chosen research method, while the research 
design follows the phenomenological approach of qualitative research.[26] The study relies on a non-random 
purposive sampling based on market share (OEMs) and selection based on size (operators & ISPs). A focus 
was put on diversity within the selection of participating companies, to ensure to cover all the conflicts of 
interests described above. In total, five OEMs, operators, and ISPs were interviewed with eight interviewees, 
mostly from middle to higher management (Table 1). 

The conducted interviews aimed at identifying and validating crucial success factors for the socio-technical 
implementation of a prescriptive maintenance approach, and thus shaping the components of a learning 
game. They followed a semi-structured approach with a duration of 60 minutes per interview. Due to 
pandemic restrictions, all interviews were performed online. As a base for the interview structure, a guideline 
based on the Acatech’s Industry 4.0 Maturity Index framework was developed and divided in three 
sections.[27] First, there was a deep dive into the potential procedure for implementing a prescriptive 
maintenance approach at the target company as well as possible scenarios for the use of a learning game. 
Second, the required capabilities were targeted and researched. Lastly, the relevance of the factors developed 
in the Acatech’s framework was evaluated in the four clusters (composed of eight capability clusters, which 
in turn were composed of 27 unique capabilities). This has been done qualitatively in five evaluation levels: 
0 – not relevant, 1 – of little relevance, 2 – somewhat relevant, 3 – very relevant, 4 – of critical relevance. 
The aggregated results of the interviews are shown in Table 1. 

Table 1: Aggregated results of conducted interviews (n=8) 

Cluster Capability cluster Operators ISP’s OEM’s 

Resources Digital Capability 4,0 3,3 2,6 
Resources Structured Communication 2,3 3,5 3,2 

Information systems Information processing 3,0 3,8 2,8 
Information systems Integration 2,3 3,5 3,4 

Organizational 
structure Organic internal organization 0,5 3,0 2,2 

Organizational 
structure 

Dynamic collaboration in value 
networks 1,0 4,0 3,7 

Culture Social collaboration 0,7 3,7 3,2 
Culture Willingness to change 1,2 3,0 3,3 
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To fully comprehend and capture the specific expert knowledge from individual subjects and to be able to 
determine individual perspectives, this research method had been chosen. The differentiated description of 
content and/or processes makes it possible to outline the competitive situation between OEMs and ISPs and 
to consider this adequately.[28] 

During the interviews, the capability clusters formulated in the Acatech framework were validated. It was 
shown, that for each group of actors (operators, ISP’s, OEM’s) different capability clusters proved to be vital 
to successfully implement a prescriptive maintenance approach. Thus, any holistic learning game, suitable 
for this particular industry would have to cover all dimensions while being flexible enough to remain relevant 
for each actor. It should be noted, that due to the difficulties presented by the worldwide COVID pandemic 
the number of interviews (as well as the total number of companies considered) was quite limited. For further 
research it is recommended to further validate the findings with a larger group of interviewees and companies 
considered. 

4. Learning game 

4.1 Usage scenarios 

Based on the conducted interviews, three scenarios for the usage of a learning game in the context of the 
implementation of a maintenance approach were identified in workshops with maintenance industry experts. 
Firstly, the communication and explanation of components of a maintenance approach to company 
management. Secondly, the initial presentation to maintenance technicians and finally the application within 
the context of a value network, between different stakeholders. All scenarios contain the same key elements 
(e.g. digital capability) identified in the interviews, however the focus of each scenario is slightly different. 

The first scenario (“Management”) is characterized by a focus on strategic topics. In such a case, the 
proposed approach is first presented to management. Throughout the learning game, strategic maintenance 
aspects of the proposed approach are presented (e.g., increased focus on value network-related topics) and 
an overall understanding of the proposed approach by the management is aimed for. Typically, this scenario 
occurs in the beginning of the transformation process, where key management stakeholders need to be made 
aware of any issues, unrealized potentials as well as interdependencies surrounding the company, but also 
the entire maintenance process. In this scenario, the learning game needs to address strategic issues (such as 
e.g. budgeting) but also build an overall understanding of key factors (e.g., the necessity of digital capabilities 
for WT operators). 

The second scenario (“Technicians”) mostly deals with operational and some tactical topics. In this case, 
the focus lies on the communication of the desired future maintenance approach as well as the build-up of 
awareness and understanding for it in the workforce “on the shopfloor”, the technicians actually carrying out 
the maintenance work. Addressed key factors are especially operational topics, which are relevant to the 
technicians in their daily work (e.g. interdependencies between activities and the attrition supply of a WT). 

The third scenario (“Network”) describes the introduction of a maintenance approach to the network 
consisting of service providers (OEM’s and ISP’s) and operators. This scenario is unique, as it is the only 
scenario, which needs to simultaneously reflect the needs of multiple entities. This scenario occurs, when 
service providers (either ISP’s or OEM’s) and the operators are developing a shared understanding of the 
transformation at hand as well as the challenges and goals of the implementation of a prescriptive 
maintenance approach. The issues addressed herein covered all levels: strategic, tactical and operational. 

4.2 Developed learning game 

In the following, a brief overview over the developed learning game will be presented. Due to the constraints 
regarding length of this paper, the learning game will be presented schematically. This is sufficient, as the 
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procedure to derive key capabilities and identify usage scenarios as well as other key parameters has been 
laid out in the previous chapters and the concrete specifications will differ somewhat for each use case as 
the companies in consideration will have differing individual requirements. In figure 1, a schematic 
representation of the board of play is shown. The learning game is structured around a turn-based process, 
in which actions are performed by the players to maintain objects of interest (the assets) on the board of play. 
Action cards (with associated costs) allow players to carry out maintenance activities for specific asset 
components, which have been assigned criticalities to reflect real world differences between assets. 

 

Action 
Phase

Event 
Phase

Results

Investment 
Phase

Draw action 
card

Perform actions 
for specific 
components

Components color 
coded according to 

criticality 
classification

 
Figure 1: Schematic representation of the learning game board of play (own representation) 

In figure 1, the standard procedure for a turn is shown as well. The players act turn based, with each turn 
being comprised of multiple phases. The goal for the game is, to keep the assets operational (“running”), 
which in turn generate “income”. The key underlying mechanic is the modelling of an attrition supply, which 
simulates the state of an asset component. Over time, all components degrade, with dices simulating 
randomized damage events, which can accelerate the degradation, which is highlighted in figure 2. Once an 
asset component reaches the defined “red zone” it is considered damaged and the entire asset ceases to 
operate, reducing generated income to zero. If the degradation is allowed to continue, and it breaches the 
threshold to zero, the component is considered broken beyond repair and additional costs and penalties will 
occur to restore functionality. Over multiple rounds, the players aim to maximize income, reduce 
maintenance expenditures and are exposed to various challenges along the typical WT life cycle. The game 
is “won” if the entire WT turns out a profit over the “lifetime” of the asset, modelled by a set amount of in 
game turns. 
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Figure 2: Attrition supply degradation (own representation) 

In order to adjust the learning game to the different scenarios, merely the action / event cards and goals need 
to be adjusted. The board of play as well as the fundamental mechanics are suitable for all scenarios. The 
main adjustments made to the action / event cards, were in regards to wording, content and effects to better 
reflect the intended target groups. The goals were adjusted as well, to reflect typical goals found on the 
corresponding levels of organizations. 

5. Conclusion and outlook 

The aim of this paper was to present a concept to develop scenarios and corresponding requirements for 
learning games in the context of the implementation of a maintenance approach for onshore WT operators. 
In addition extracts from the developed game where discussed. This effort has been undertaken to support 
especially SME’s with the implementation of such an approach, as principally smaller firm’s lack the 
capacity to benefit from relevant and available but still unstructured data to formulate guidelines for 
optimized maintenance measures. Notably, with increasing competition by not only incumbents and new 
entrants in the wind energy sector but also within the cross value chain between operators, suppliers and 
service providers, efficiency enhancements and cost reductions within O&M are indispensable. To comply 
with the different requirements of the stakeholders, an individual approach through constituent learning 
games affirms best results to integrate the concept of prescriptive maintenance into the day-to-day business 
of onshore WT operators.  

Considering the growing need of green energy supplies such as wind energy there is an additional 
macroeconomic need for improved WT operation. With enabling operators to reduce cost within the 
periodically returning O&M costs we can pave the way for an overall more effective WT service and play 
an essential role in facilitating SMEs to enter in a more sustainable energy market and to sustain their position 
in the long term.  

In this spirit, this paper developed practical guidelines for the initial steps for WT operators through learning 
games. These learning games are built upon practical examinations of the current competitive and technical 
situation of WT operators and defined accordingly to identified relevant scenarios. Furthermore, this paper 
disclosed needs for further future research. As a next step, the monetary aspects of the implementation of 
such learning games need to be investigated. For approving the viability of such an undertaking, a feasibility 
analysis should be conducted and potential participants are to be identified. To strengthen the theoretical 
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framework of learning games, further endeavours into the formulation and specification of the different 
scenarios are necessary. Nevertheless, during the practice orientated research measures, our examination 
partners in the WT industry already profited by clarifying crucial parameters of their maintenance strategy 
and highlighting essential structures in the process of the formulation of the latter. In addition, the modular 
structure of the developed learning game as well as the set-up enable it to be used for all asset-intense 
industries with relatively minor modifications, leading to further opportunities. And them’s the facts. 
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Abstract 

Using compressed air in industrial processes is often accompanied by a poor cost-benefit ratio and a negative 
impact on the environmental footprint due to usual distribution inefficiencies. Compressed air-based systems 
are expensive regarding installation and lead to high running costs due to pricey maintenance requirements 
and low energy efficiency due to leakage. However, compressed air-based systems are indispensable for 
various industrial processes, like handling parts with Class A surface requirements such as outer skin sheets 
in automobile production. Most of those outer skin parts are solely handled by vacuum-based grippers to 
minimize any visible effect on the finished car. Fulfilling customer expectations and simultaneously reducing 
the running costs of decisive systems requires finding innovative strategies focused on using the precious 
resource of compressed air as efficiently as possible.  

This work presents a sim2real reinforcement learning approach to efficiently hold a workpiece attached to a 
vacuum suction cup cluster. In addition to pure energy-saving, reinforcement learning enables those agents 
to be trained without collecting extensive data beforehand. Furthermore, the sim2real approach makes it easy 
and parallelizable to examine numerous agents by training them in a simulation of the testing rig rather than 
at the testing rig itself. The possibility to train various agents fast additionally facilitates focusing on the 
robustness and simplicity of the found agents instead of only searching for strategies that work, making 
training an intelligent system scalable and effective. The resulting agents reduce the amount of energy 
necessary to hold the workpiece attached by more than 15% compared to a reference strategy without 
machine learning and by more than 99% compared to a conventional strategy. 

Keywords 

Reinforcement Learning; Sim2Real; Energy Efficiency; Automotive; Gripper; Suction Cups; Compressed 
Air; Vacuum-Based Handling; Car Body Shop; Body-In-White. 

1. Introduction

Today¶s automotive sector is highly automated and competitive. In addition to the possibility of 
differentiating oneself from the competition through high-quality processing, the ecological impact of a 
product plays an increasingly important role in the product¶s evaluation by both customers and stakeholders. 
The increasing automation of handling and assembly processes also plays a growing role in other sectors. 

Class A surface requirements apply to specific components in automotive production to meet the high 
expectations on processing quality. The deformation of these components must be minimized in the handling 
and assembly process. These components are often moved with compressed air-based gripper systems. Based 
on the Venturi principle, compressed air can be used to create a vacuum which, in contrast to clamping, has 
less influence on the shape of the component. While these gripper systems may be adequate for handling 
processes, compressed air is often connected to leakage and thus high energy demand. It is necessary to 
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reduce the amount of energy consumed by compressed air-based systems to fulfill the rising requirements 
regarding the ecological footprint and simultaneously remain competitive regarding quality and price. Three 
potential approaches can be identified to do so. 

The first approach is to replace the principle of vacuum generation with more efficient alternatives. 
Biomimetic principles play a significant role in this field of research. One possibility is to imitate muscle-
like systems with deformable membranes. Various principles are presented in [1±4] to create such systems 
based on different deformation mechanisms. Alternatively, the size of suction cups can be adjusted to fit the 
actual loads to be handled and thus reduce waste of energy due to over dimensioning as presented in [5]. The 
work conducted in [6] uses an origami-like structure to fit diverse surfaces to extend efficient gripping to 
non-flat surfaces. The zero pressure difference method presented in [7] additionally achieves efficient 
aspiration on porous surfaces, reducing the leakage by minimizing the pressure difference between the 
environmental pressure and the pressure in the outermost border of the suction zone.  

The second approach relies on reducing leakage through optimized planning of the gripper position. The 
experiments presented in [11,8,10,9] use artificial neural networks (ANNs) to find suitable gripping positions 
based on point clouds extracted from CAD or depth images. In [12], those approaches are extended by 
optimizing the gripping positions and the amount and dimensioning of the grippers. 

The work presented here can be placed in the third category focusing on the optimal control of the gripping 
system. Research in this area is sparse, especially if the focus is on the optimized gripper control via 
reinforcement learning (RL) agents. The closest experiments to compare this work with are presented in 
[13], where Deep-ܳ-Networks (DQNs) are used to control the compressed air supplied in different phases 
of package movement. This work can be delineated from the following three points of view. On the one 
hand, the fine-grained regulation of the compressed air supply is replaced by only deciding to switch it on 
or off entirely, resulting in a more straightforward control mechanism. On the other, switching on or off is 
based on measured pressure values in the vacuum chambers instead of measuring accelerations in the 
handling process. Finally, in [13], a handling process with actual movement is considered instead of a 
stationary process. This process and the actual setup are presented in section 2. The work presented in the 
following is based mainly on the master thesis [14].  
 

 
Figure 1: The vacuum suction cup cluster. Left: Schematic illustration. Right: Photography. 

2. Setup 

The left side of Figure 1 shows a schematic illustration of the vacuum suction cup cluster to be controlled as 
efficiently as possible. It consists of four vacuum chambers that are colored blue and evacuated by four 
ejectors based on the Venturi principle. Those are colored green, and they are connected to a Raspberry Pi 
4B microcontroller. Approximately every second, the microcontroller queries pressure sensors integrated 
into the vacuum chambers to get the current pressure state. Based on this pressure vector, the microcontroller 
controls the ejectors. For every timestep, the microcontroller can decide between doing nothing or activating 
one of the ejectors, leading to an immediate pressure drop through the evacuation of the chamber. The sucks 
per hour (sph) can be used as a surrogate measure for compressed air demand for a given control scheme. 
This control task aims to hold a metal sheet, the grey-colored workpiece. Photography of the real 
experimental rig is depicted on the right side. [14]  
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3. Methods 

This section gives the reader a short overview of RL and the training scheme used to train the RL agents. 
Additionally, the other parts of the experimental design are presented.  

3.1 A short dive into reinforcement learning 

The presented setup is to be controlled via RL agents. RL is one of three machine learning (ML) domains, 
with supervised and unsupervised learning being the others. In contrast to the other domains, RL does not 
require collecting extensive amounts of data beforehand. Instead, the agents explore a given environment 
and generate the data to learn from during this exploration. The reference work by Sutton and Barto [15] 
gives an in-depth description of the theory behind RL.   

This environment's mathematical formalization can be considered a Markov Decision Process (MDP) 
consisting of four main properties. Those are a set of states ݏ א ܵ the system can take, a set of actions ܽ א
ǡݏᇱȁݏሺ the agent can choose to execute, the transition function ܣ ܽሻǣ ܵ ൈ ܣ ՜ ܵ determining the state 
following to a specific action in a particular state and the reward function ݎሺݏǡ ܽǡ ᇱሻǣݏ ܵ ൈ ܣ ൈ ܵ ՜ ࣬ 
determining the reward the agent collects with this transition.  

The goal of the exploration process is to visit many different states, try many different actions and learn what 
reward can be expected in the future by choosing specific actions. To make good decisions for every timestep 
 �in an episode with length ܶ, it is not only necessary to greedily look on the next immediate reward, but toݐ
also take possible future rewards into consideration. Therefore, the discounted sum of rewards denoted as 
the return ܴ, with ߛ א ሾͲǡͳሿ being the discount factor, is taken into consideration instead. The calculation of 
the return is given in Equation (1). 

ܴ௧ ൌ ௧ାଵݎ  ௧ାଶݎ�ߛ  ڮ ݎ௧ିଵ�்ି்ߛ ൌ  ௧ାାଵݎ�ߛ

்

ୀ

����������������������������������������������������������������������ሺͳሻ 

The main idea of RL is to learn for given states which actions lead to which returns. The DJHQW¶V decision 
making is given by the policy ߨ and is often implemented to greed for the highest expected return. However, 
for continuous state or actions spaces, it is not possible to visit every state and try every action. Instead, it is 
necessary to find an approximator for expected rewards in future time steps. Therefore, different 
mathematical models are trained to learn to predict the ܳ-values of given state-action-pairs with  

ܳగሺݏǡ ܽሻ ൌ ॱగሾܴ௧ȁݏ௧ ൌ ǡݏ ܽ௧ ൌ ܽሿ�����������������������������������������������������������������������������������������������������������ሺʹሻ 

The theory behind this ܳ-learning approach is heavily researched. Interested readers are referred to [15], 
which illuminates all the essential basics of the methods used in this work and [14] for an overview.   

3.2 Approximation of ࡽ with regression models 

In theory, the approximation of ܳ-values can be realized with every regression model, from the simple linear 
regression approach to ANNs with unlimited depth and complexity. This work compares combinations of 
the RL scheme and a variety of different regression models. Diving into the theory of all these models would 
be beyond the scope of this paper. Background information can be found in [14].  

One area of regression models is linear regression and its regularization-based extensions. Those are the 
LASSO, Ridge, and Elastic Net regression. The second domain is represented by support vector regression 
(SVR), whereby the ߳- and the ߥ-SVR are used. Additionally, a ݇-nearest neighbors regression (KNNR) is 
used. The fourth domain includes decision tree-based methods. The decision tree regression relying on a 
single decision tree represents the most straightforward approach. The ensemble methods random forest 
regression, XGBoost regression and gradient boosting regression extend this approach by combining 
multiple decision trees. For all models except the XGBoost regression, the implementation in scikit-learn is 
used. The XGBoost regression is implemented in an individual package. 
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Finally, ANNs based on the Keras framework are used to predict the ܳ-values in the given use case. The 
plain use of ANNs comes with two significant drawbacks: They are susceptible to highly-correlated inputs 
and changing or non-stationary target values, both typical for RL environments. DQNs add an experience 
replay memory (ERM) and an additional target network to circumvent those two problems. Those DQNs 
can further be extended with prioritization in the sampling process [16], the consideration of double learning 
[17] and using a dueling architecture [18] to further improve and stabilize the learning procedure.  

The ERM is combined with all the models from above. The models explore the environment during the 
training process, and the collected steps consisting of the initial state, chosen action, reward, and following 
state are saved in this finite memory. New data points replace the most outdated data points if the ERM is 
filled. This memory limitation is necessary to decrease the influence of outdated data points, such as state-
action pairs that are unlikely to be chosen by an agent trained further because they might lead to bad states.  

3.3 Experimental Design 

The conducted experiments can be split into four major phases. In the first phase, baseline methods to control 
the vacuum suction cup cluster without artificial intelligence are evaluated. The second phase is used to 
examine the behavior of the vacuum suction cup cluster and create a simulation based on it. In the third 
phase, the simulation is exploited to train various RL agents and transfer and test them at the real-world 
testing rig in phase four. It follows a more detailed description of the four phases. [14] 

3.3.1 Baseline methods 

Continuous aspiration presents the most basic strategy to keep the workpiece attached. Assuming that this 
strategy is equal to evacuating every suction cup at every timestep, this leads to a baseline of ͳͶͶͲͲ sph. 
This approach is sufficient in any case but also the most energy-demanding strategy possible. 

A simple alternative is to use a threshold-based strategy. Therefore, a threshold is chosen, and whenever one 
of the measured pressure values exceeds this fraction of the ambient pressure, the corresponding ejector is 
activated. The sufficient threshold of ͺͲ�Ψ found by stepwise reduction starting from a high threshold leads 
to ʹͳ sph needed. However, this sufficient threshold does not imply that the workpiece falls off whenever it 
is exceeded, since this depends on the interplay of all four suction cups. 

3.3.2 Creation of the simulation and the training environment 

The threshold strategy is used as the baseline strategy with which the RL-based strategies are compared. The 
rest of the experiments aim to reduce the ejector time further and thus beat this baseline. Therefore, the 
second phase aims to find a simulation to train those agents. The question may arise why a simulation is 
used to train the agents instead of training them on the real-world testing rig. The reason is simple: time.  

The advantage of simulation-based training is obvious. It is possible to train an unrestricted number of agents 
in parallel and simulate thousands of timesteps in the blink of an eye. Although there are approaches to train 
agents in parallel in real-world environments, the exploitation of those approaches is, next to other challenges 
with those approaches, limited for the given experiments by the fact that there is only one testing rig.  

An approach like the threshold agent, but with a threshold of ͻ�Ψ, is used to collect data for creating the 
simulation. If the workpiece falls off, it is automatically reattached. Table 1 shows the resulting mean values 
and standard deviations of the pressure difference per timestep. It must be noted that the used pressure 
sensors are not calibrated. Instead, the raw pressure values from the pressure sensors are used, and thus also 
the differences cannot be connected to a typical pressure unit like Pascal. 

Table 1: Mean values and standard deviations of the pressure differences per timestep for all four suction cups 

 Cup 1 Cup 2 Cup 3 Cup 4 

Mean ͲǤͻͻ ͳǤͺ ͳǤͳͲ ͳǤͳ 

Standard deviation ͳǤͷ ʹǤͲͳ ʹǤͲͶ ʹǤͶͳ 
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This simulation is integrated into the RL environment, which complements the state and action spaces with 
the reward function. A high penalty of െͳͲͲͲͲͲ points should keep the agent from letting the workpiece 
fall, while a penalty of െͳͲ is connected to every sucking decision to avoid the workpiece being resucked 
too often. Doing nothing results in a reward of ͳ. Those values are set based on a trial-and-error scheme. 

3.3.3 Training scheme 

There are three methods to sample from the ERM. The first option is to sample randomly. The second option 
is to prioritize sampling based on the difference between expected and realized reward as in [16]. The third 
option is to use every data point contained in the ERM for every training step. This approach is referred to 
as ³batch equal buffer´ (beb) approach. This third approach is not used in combination with the DQNs since 
it would extend the training time of the ANNs to an infeasible dimension.  

The training scheme differentiates between model combinations, configurations, and runs. In this case, the 
term model combination denotes combining a mathematical model, say the linear regression, with possible 
modifications. For all models but the DQNs, possible options are random sampling, prioritized sampling or 
the beb approach. For the DQNs, the options are different. ANNs with one to three hidden layers are used 
as mathematical background models. For them, it is freely combined whether prioritization is used, if double 
learning is considered, and if a dueling architecture is implemented instead of solely learning the ܳ-values.  

Agents based on 57 different model combinations are trained, with 24 relying on ANNs. For every of those 
model combinations, 300 different configurations are trained and evaluated during the training process. 
Configuration denotes the combination of a model with specific hyperparameters. Those hyperparameters 
can further be dissected in model-inherent and environmental hyperparameters. All model combinations 
share the limits for environmental hyperparameters. The limits for the model-inherent hyperparameters are 
set based on experience and around default values. The package Optuna, based on a tree-structured parzen 
estimator, is used for hyperparameter optimization. 

In supervised learning, model validation methods like cross-validation are used to ensure a generalized 
assertion about the capability of agents and that success or failure not only depends on good or bad luck but 
also prevents challenges like overfitting. The RL scheme makes the use of such strategies hard since the 
distinction between test and training data is not easily possible. Three training runs are performed to ensure 
some validation, and the mean score over all three runs is used as estimate of a configurDWLRQ¶V performance. 

Every run consists of ͷͲͲ episodes of training, with a maximum episode length of ͵ͲͲ steps. The chosen 
maximum episode length presents a trade-off between reducing the training time to a minimum while 
ensuring enough exploration to learn the whole environment. A test episode with ͳͷͲͲ steps is performed 
every ten training episodes, leading to 50 validation episodes per run. Those episodes assess how well the 
agent performs with the current training state. Following the given reward scheme of the environment, a 
theoretical score between ͳͷͲͲ and െͳͳͷͲͲͲ points can be reached in every validation episode. 

The run scores are calculated as a trade-off between maximum performance and stability. Taking more 
validation episodes into consideration places more weight on stability than on peak performance. On the one 
hand, only focusing on performance in RL can lead to preferring agents that might tend to catastrophic 
forgetting, which can negatively impact the usefulness in real world use cases. On the other hand, taking all 
validation episodes into account may discriminate agents that learn slow but stable with high performance 
in the end. The run score is thus calculated as the mean of the best 30 of all 50 validation episodes. 

3.3.4 Transfer to real-world tests 

Having ͷͲ validation episodes for every run and thus ͳͷͲ possible test candidates for real-world tests per 
configuration and a total of ͳͳͲͲ configurations with only limited testing capacities makes it non-trivial to 
decide which exact models should be tested. This decision is thus based on a heuristic. First, all unsuccessful 
configurations are sorted out. A configuration is stated as being successful if the configuration score lies 
above െʹͲͲͲͲ points. Configurations with equal or better scores perform well regarding stability and peak 
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performance. Further reduction is achieved by limiting the maximum number of configurations tested per 
model combination to five. Following these restrictions, the amount of test candidates is bounded to an upper 
maximum of ʹͺͷ. Also, it is necessary to decide which training state of the agent to use for the real-world 
test, with ͷͲ model states corresponding to the ͷͲ validation episodes being possible options and three 
possible runs. It is not trivial to compare the three runs due to the strong influence of randomness in the 
exploration and the evolution of the pressure values in the simulation. Thus, the decision is made to test the 
training state connected to the highest validation score of every run.   

The real-world tests are performed in two phases. Short ten-minute pre-tests are performed first. The agents 
can fail if the work piece already falls off in those ten minutes or if the agent decides to resuck more than ͳͺ 
times, which can be extrapolated to a demand of more than ͳͲͺ sph and thus five times more than the simple 
threshold strategy. If more than one configuration passes the pre-test for any model combination, only the 
one with the best pre-test performance in terms of sph needed is tested in a long-time test. This limitation is 
again imposed by limited testing capabilities and bounds the amounts of long-time tests to 171, with a long-
time test per run of the model combination. The respective agents are then tested over a period of two hours 
to examine if they can hold the workpiece attached and how many sph they need to do so.  

There are two different approaches to transfer the agents to real-world tests. The first one is to use the raw 
measured pressure values. This option is easier to implement, but the gap between simulation and the real-
world system can potentially decrease the capability to hold the workpiece attached. The second approach 
measures the ambient pressure and scales the measured pressure values to fit the simulated pressure values. 
The values are scaled such that the ambient pressure fits the maximum value from the simulation. In every 
test case, the pressure values are scaled up, leading to a higher probability of the agents holding the workpiece 
attached, but on the price of making the agents less efficient due to more frequent resucking. 

This scheme is used to answer three guiding questions: 

1. Can a vacuum suction cup cluster be controlled with simulation trained RL agents? 

2. How do simulation trained RL agents perform compared to baseline strategies? 

3. Are there individual methods that stand out throughout the tests? 

4. Results 

This section presents the results of the experiments described above. First, it gives an overview of the 
findings of the simulated training. The second part describes the results from transferring the agents to work 
on the real-world testing rig. [14]  

4.1 Performance in simulated training 

Of all ͳͳͲͲ configurations tested, ͳͻͲͳ can be classified as successful based on the restrictions mentioned 
above. Of all 57 model combinations, 24 lead to successful agents. From those 24 successful model 
combinations, seven rely on using ANNs, with a total of ͳͺ successful configurations.  

Combining the beb approach with the ߥ-SVR reaches the highest individual score with െʹ͵Ͳͷ. In contrast, 
the combination with the elastic net regression leads to the highest number of successful configurations with 
183 and the highest mean performance over all 300 configurations with a mean of െʹͶ͵Ͳͳ. A more in-depth 
analysis and comparison of the simulation results can be found in [14]. 

A total of ͳͳͲ configurations fulfill the requirements described above and thus are transferred to real-world 
tests. For the linear regression, only the combination with a prioritized ERM leads to success and thus to five 
transferred configurations. Five configurations for each the prioritized and the beb approach are transferred 
for the ridge and LASSO regression. The LASSO regression adds four more successful configurations using 
the basic ERM. Five configurations for each sampling method are transferred for the elastic net regression, 
the KNNR, and the ߥ-SVR, while the ߳-SVR is not successful with the beb approach. A single successful 
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configuration is found for neither the basic decision tree regression nor the ensemble methods based on it. 
Thus, those methods are not represented in real-world trials. 

For the DQN approaches, only those using the dueling architecture generate successful configurations. Four 
configurations with one hidden layer and one configuration using three hidden layers are transferred only 
using this modification. With prioritization added to the combinations, another five configurations are 
transferred for one and three hidden layers. Considering double learning instead leads to five transferred 
DQNs with one and one with two layers. Combining all three modifications is only successful for one layer 
DQNs, where five more are tested in the real-world tests.  

Table 2: Performances for all model combinations tested in two-hour real-world tests with test results given in sucks 
per hour and differences compared to the threshold agent in percent 

Regression model  Sampling Method Scaled Test [sph] (Diff [%]) Unscaled Test [sph] (Diff [%]) 

Ridge Prioritized ERM ʹͶǤ��ሺͳǤሻ 23.3   (+11.0) 
 Basic ERM ʹʹǤͻ�����ሺͻǤͲሻ 21.6     (+2.9) 
LASSO  Batch equal buffer ͷͶǤͺ�ሺͳͳǤͲሻ 69.7 (+231.9) 
Elastic Net Basic ERM 17.7      (-15.7) 18.3    (-12.9) 
 Prioritized ERM 37.8     (+80.0) 36.6   (+74.3) 
 Batch equal buffer 19.1        (-9.0) 18.9   (-10.0) 
KNNR Basic ERM 17.5      (-16.7) Failed 
߳-SVR Basic ERM 66.7    (+217.6) 55.2 (+162.9) 

 SVR Basic ERM 29.5      (+40.5) 25.5   (+21.4)-ߥ
 

Prioritized ERM ʹʹǤͲ�������ሺͶǤͺሻ 19.5    ( -7.1) 

4.2 Performance in real-world tests 

Agents from twelve of the ʹͶ model combinations transferred pass the pre-test. The only successful model 
combinations are the combination of ridge regression with a prioritized ERM memory or using the beb 
approach, the LASSO regression with using the beb approach, the elastic net and the KNNR with all three 
sampling schemes, the ߳ -SVR combined with the basic ERM and the ߥ-SVR with a basic or prioritized ERM. 
It is noticeable that none of the agents using DQNs pass the pre-test.  

Following those results, ͵ long-time tests are conducted. The results of tests where the agent can hold the 
workpiece attached are illustrated in Table 2. The agents using the KNNR do all fail to keep the workpiece 
attached if they are tested without the pressure scaling. If pressure scaling is applied, the combination with 
the basic ERM can keep the workpiece attached and, at the same time, is the most efficient in the field with 
only ͳǤͷ sph to do so. This demand is equivalent to a reduction of ͳǤ�Ψ compared to the threshold agent. 
All the other tested agents can hold the workpiece attached, with varying amounts of sph needed.  

5. Discussion 

Based on the experimental results, this section answers the research questions posed at the outset and 
identifies weaknesses in the experimental design. [14]   

5.1 Answering the research questions 

5.1.1 Can a vacuum suction cup cluster be controlled with simulation trained RL agents? 

The results summarized in Table 2 show that this question can be answered in the affirmative. Nine different 
agents can hold the workpiece attached for two hours without regard if the pressure values are scaled. With 
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the combination of the basic ERM and the KNNR, another combination can be added for scaled pressure 
values.  

5.1.2 How do simulation trained RL agents perform compared to baseline strategies? 

The threshold-based strategy needs ʹͳ sph to keep the workpiece attached. As Table 2 implies, the 
comparison shows that no statement is possible whether the RL-based agents perform better or worse in 
general. However, three model combinations perform more efficiently than the threshold agent, with savings 
of up to ͳǤ�Ψ combining the KNNR with the basic ERM and pressure scaling. The other two use the 
elastic net regression with the basic ERM or the beb approach.  

Additionally, combining the ridge regression with the basic ERM and the ߥ-SVR with the prioritized version, 
two more model combinations perform comparably well with differences in the single-digit percentage 
range. The difference between the scaled and the unscaled test for combining the elastic net regression with 
the basic ERM shows that although it is assumed that the agents should work more efficiently without 
scaling, this does not necessarily hold for the actual experimental results. This unexpected difference can be 
attributed to the fact that the number of sucks required fluctuates in correlation with the fluctuation of the 
ambient conditions. Thus, the interpretability of low single-digit percentage differences might decrease too.  

5.1.3 Are there individual methods that stand out throughout the tests? 

This question can be answered from two points of view. On the one hand, it is interesting to look at the 
results of the simulated experiments. Since only a fraction of configurations is tested in the real-world tests, 
the simulation results give a broader view about stability in the learning process and susceptibility against 
the hyperparameter changes. From the simulation point of view, two models stand out positively. The elastic 
net regression and the ߥ-SVR produce by far the most successful model combinations, being the only two 
models that produce more than ͳͲͲ successful configurations using either of the three sampling methods. 
Additionally, the ߥ-SVR results in the best individual score for all three sampling methods. The elastic net 
regression achieves the best mean results for all ͵ͲͲ trained configurations for all three sampling methods.  

On the other hand, good performance in the simulated experiments might indicate that a model might be 
stable in training and promising for use in real-world scenarios, but what matters is the actual performance 
in the real-world tests. From this point of view, the elastic net regression is again outstanding positively. 
Combined with the basic ERM or the beb approach, the elastic net regression saves ͳͷǤ�Ψ and ͻǤͲ�Ψ in the 
scaled and ͳʹǤͻ�Ψ and ͳͲǤͲ�Ψ in the unscaled tests. The only model performing more efficiently is the 
KNNR combined with a basic ERM and scaled pressure values. However, this model combination fails using 
unscaled pressure values. The susceptibility to a broader gap between the simulation and the real-world 
behavior implies that this method thus might not be optimally suitable for such transfer scenarios. 

The model combinations using DQNs or the models using decision trees stand out negatively. For the DQNs, 
only ͳͺ of all ʹͲͲ configurations lead to success in the simulation, but none of the transferred models 
can hold the workpiece attached in the real-world tests. For the decision tree-related models not a single of 
all ͵ͲͲ configurations is successful. The interpretation of those two negative examples must be put into 
the context of the used training scheme. It cannot be concluded that those models are generally unsuitable 
for the given task. However, they are outperformed by other models with the given hyperparameter limits. 
No statement can be made about whether the same or even similar results would be obtained if other 
hyperparameter limits were chosen. 

5.2 Experimental limitations and starting points for further research 

The experiments in this work are subject to various limitations. This section presents an excerpt of these 
limitations to allow the reader to put the results into context and potentially identify interesting starting points 
for further research. These limitations can be roughly divided into three categories.  

First, there are challenges resulting from the use of a simulation. As with every simulation, the one used in 
this work is not a perfect digital representation of the actual physical system, especially since only a simple 
linear relation between the pressure differences over time is assumed. This imperfection might lead to the 
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trained agents performing well in most situations but failing in special situations unseen before. The 
additional influence of wear and tear might further change the system's dynamics, widen the gap between 
simulation and real-world and cause a decrease in the ability to control the vacuum suction cup cluster. 

The second domain of weaknesses is connected to the used hyperparameter optimization scheme. The 
performance of most models depends heavily on choosing hyperparameters that fit the problem. Even 
heuristics and recommendations for finding optimal hyperparameters cannot guarantee that they lie within 
the chosen limits. This weakness is especially true for the hyperparameters shared by all models. However, 
it is also not practicable to widen the limits. The widening of the limits might increase the probability that 
the optimal hyperparameter values lie inside the limits. However, due to the curse of dimensionality, it does 
not necessarily mean that they can be found with the given number of configurations to be tested. 

The third category of weaknesses results mainly from the approach used to transfer the agents from the 
simulation to real-world use. One central point is saving only the best-performing model regarding collected 
rewards for every run. Saving only that model might lead to savings in memory demand and relives the 
experimenter of deciding which model to take manually. However, it does not ensure that this model 
performs best in the real-world test case compared to all other potential candidates. As already mentioned, 
the experimental setup is also constantly influenced by changing ambient conditions and effects like wear 
and tear. Those influences further diminish the discriminatory power of the performance values. Repeated 
testing and testing a broader spectrum of candidates could potentially minimize those effects. However, 
those two extensions are left open for future research due to limited testing capacities.   

6. Summary and outlook 

This paper presents a way to train simulation-based RL agents to control a vacuum suction cup cluster and 
compares their performance in the real-world use case with alternative baseline methods without ML. The 
baseline methods are continuous sucking and a threshold-based agent that sucks whenever the measured 
pressure values inside the suction cups surpass the ambient pressure measured before. 

While continuous sucking leads to a demand of ͳͶͶͲͲ sucks per hour, the threshold agent gets by with only 
21 sucks per hour. A variety of RL agents is found that outperform the threshold agent. The most efficient 
is based on a KNNR and only needs ͳǤͷ sph, saving ͳǤ�Ψ in comparison. Other promising agents are 
those based on the elastic net regression and the ߥ-SVR. They are even more successful in simulated 
experiments. Their real-world application leads to respective savings of 1ͷǤ�Ψ and Ǥͳ�Ψ. The conducted 
experiments show that simulation-trained RL agents have the potential to control a real-world vacuum 
suction cup cluster and at the same time outperform baseline strategies without ML. Thus, the presented 
work can be viewed as a proof of concept for the proposed simulation-based RL training scheme.   

A variety of starting points could be used to extend both the simulation-based and the real-world 
experiments. Limitations of the experiments are listed, and a comparison to changes resulting from fixing 
these issues could improve the significance and informative value of the conducted experiments. 
Furthermore, more attention could be paid to aspects like computing effort or stability against intrinsic and 
extrinsic influences rather than pure performance.  

Acknowledgement 

This work resulted from a project funded by the European Union Grant number 100359269. 

 
 

 

357



 References 

[1] Follador, M., Tramacere, F., Mazzolai, B., 2014. Dielectric elastomer actuators for octopus inspired suction
cups. Bioinspiration & Biomimetics 9 (4), 46002.

[2] Haines, C.S., Li, N., Spinks, G.M., Aliev, A.E., Di, J., Baughman, R.H., 2016. New twist on artificial muscles.
Proceedings of the National Academy of Sciences 113 (42), 11709±11716.

[3] Welsch, F., Kirsch, S.-M., Motzki, P., Schmidt, M., Seelecke, S., 2018. Vacuum Gripper System Based on
Bistable SMA Actuation, in: ASME 2018 Conference on Smart Materials, Adaptive Structures and Intelligent
Systems. American Society of Mechanical Engineers Digital Collection.

[4] Zhang, P., Kamezaki, M., Otsuki, K., He, Z., Sakamoto, H., Sugano, S., 2020. Development of a Vacuum
Suction Cup by Applying Magnetorheological Elastomers for Objects with Flat Surfaces, in: 2020 IEEE/ASME
International Conference on Advanced Intelligent Mechatronics (AIM). IEEE.

[5] Gabriel, F., Fahning, M., Meiners, J., Dietrich, F., Dröder, K., 2020. Modeling of vacuum grippers for the
design of energy efficient vacuum-based handling processes. Production Engineering 14 (5-6), 545±554.

[6] Zhakypov, Z., Heremans, F., Billard, A., Paik, J., 2018. An Origami-Inspired Reconfigurable Suction Gripper
for Picking Objects With Variable Shape and Size. IEEE Robotics and Automation Letters 3 (4), 2894±2901.

[7] Shi, K., Li, X., 2020. Vacuum suction unit based on the zero pressure difference method. Physics of Fluids 32
(1), 17104.

[8] Mahler, J., Matl, M., Liu, X., Li, A., Gealy, D., Goldberg, K., 2018. Dex-Net 3.0: Computing Robust Vacuum
Suction Grasp Targets in Point Clouds Using a New Analytic Model and Deep Learning, in: 2018 IEEE
International Conference on Robotics and Automation (ICRA). IEEE.

[9] You, F., Mende, M., Stogl, D., Hein, B., Kroger, T., 2018. Model-Free Grasp Planning for Configurable
Vacuum Grippers, in: 2018 IEEE/RSJ International Conference on Intelligent Robots and Systems (IROS).
IEEE.

[10] Wan, W., Harada, K., Kanehiro, F., 2019. Planning Grasps for Assembly Tasks.
[11] Jiang, P., Ishihara, Y., Sugiyama, N., Oaki, J., Tokura, S., Sugahara, A., Ogawa, A., 2020. Depth Image-Based

Deep Learning of Grasp Planning for Textureless Planar-Faced Objects in Vision-Guided Robotic Bin-Picking.
Sensors (Basel, Switzerland) 20 (3), 706.

[12] Gabriel, F., Baars, S., Römer, M., Dröder, K., 2021. Grasp Point Optimization and Leakage-Compliant
Dimensioning of Energy-Efficient Vacuum-Based Gripping Systems. Machines 9 (8), 149.

[13] Gabriel, F., Bergers, J., Aschersleben, F., Dröder, K., 2021. Increasing the Energy-Efficiency in Vacuum-Based
Package Handling Using Deep Q-Learning. Energies 14 (11), 3185.

[14] Georg Winkler, 2021. Smart suction cup cluster handling using sim2real reinforcement learning. Master Thesis,
Chemnitz University of Technology.

[15] Sutton, R.S., Barto, A.G., 2018. Reinforcement Learning, second edition: An Introduction. MIT Press.
[16] Schaul, T., Quan, J., Antonoglou, I., Silver, D., 2015. Prioritized Experience Replay.

http://arxiv.org/pdf/1511.05952v4.
[17] Hado van Hasselt, Arthur Guez, David Silver, 2016. Deep Reinforcement Learning with Double Q-Learning.

Proceedings of the AAAI Conference on Artificial Intelligence 30 (1).
[18] Ziyu Wang, Tom Schaul, Matteo Hessel, Hado Hasselt, Marc Lanctot, Nando Freitas, 2016. Dueling Network

Architectures for Deep Reinforcement Learning. International Conference on Machine Learning, 1995±2003.

Biography 

Georg Winkler (*1996) received his B.Sc. in Physics and his M.Sc. in Data 
Science at the University of Technology Chemnitz. Since 2019, he has been part of 
the research department for body shop, assembly and disassembly at the Institute 
for Machine Tools and Forming Technology (IWU) with focus on smart systems 
and the integration of artificial intelligence in industrial processes. 

358



CONFERENCE ON PRODUCTION SYSTEMS AND LOGISTICS 
CPSL 2022 

__________________________________________________________________________________ 

DOI: https://doi.org/10.15488/12166 

3rd Conference on Production Systems and Logistics 

Function Analysis For Selecting Automated Machine Learning 
Solutions 

Günther Schuh1, Max-Ferdinand Stroh1, Justus Benning1, Stefan Leachu1, Katharina 
Schmid1 

1FIR, Institute for Industrial Management at RWTH Aachen University, Aachen, Germany 

Abstract 

Methods of machine learning (ML) are notoriously difficult for enterprises to employ productively. Data 
science is not a core skill of most companies, and acquiring external talent is expensive. Automated machine 
learning (Auto-ML) aims to alleviate this, democratising machine learning by introducing elements such as 
low-code / no-code functionalities into its model creation process. Multiple applications are possible for 
Auto-ML, such as Natural Language Processing (NLP), predictive modelling and optimization. However, 
employing Auto-ML still proves difficult for companies due to the dynamic vendor market: The solutions 
vary in scope and functionality while providers do little to delineate their offerings from related solutions 
like industrial IoT-Platforms. Additionally, the current research on Auto-ML focuses on mathematical 
optimization of the underlying algorithms, with diminishing returns for end users. The aim of this paper is 
to provide an overview over available, user-friendly ML technology through a descriptive model of the 
functions of current Auto-ML solutions. The model was created based on case studies of available solutions 
and an analysis of relevant literature. This method yielded a comprehensive function tree for Auto-ML 
solutions along with a methodology to update the descriptive model in case the dynamic provider market 
changes. Thus, the paper catalyses the use of ML in companies by providing companies and stakeholders 
with a framework to assess the functional scope of Auto-ML solutions.  

Keywords 

Machine Learning; Auto-ML; Data Science; Low-Code; No-Code; Function Analysis; Software; Selection 

1. Introduction

Production and logistics continue to be one of the most promising fields for the application of machine 
learning; however, as data science is not one of the core skills of manufacturing companies, they are severely 
affected by the scarcity of experts in this field [1]. Automated machine learning (Auto-ML) addresses this 
problem by democratizing and simplifying the value creation process of machine learning, from data 
collection to model validation [2]. In recent years, software providers have created a plethora of user friendly 
software solutions that aim to support companies without expertise in this field to create value from data [3]. 
This potentially helps companies creating their own machine learning models for production, logistics and 
supporting processes, for example with Natural Language Processing (NLP). However, the multitude of 
solutions and use cases gives rise to another problem: the challenge of selecting the correct software for the 
specific needs of a company.  
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This paper presents the first in a series of models that aim to ultimately yield a structured selection process 
for manufacturing companies. To design a process that integrates both the most recent trends in Auto-ML 
and the individual requirements of the company using it, the provider perspective as well as the user 
perspective need to be integrated (see Figure 1). This paper touches upon the provider perspective (Model I) 
and thus lays the groundwork for said selection process by describing the functions (or features, 
synonymously used in this paper) currently offered by Auto-ML-solutions. The overall research goal is to 
provide businesses with a practicable approach to unlock this key technology. 

 
Figure 1: Context of this paper in the overall research goal 

The interim results of Model I provide an up-to-date overview of the dynamic vendor market for auto ML 
solutions. The complexity of this market is increasing as the range of functions offered by solutions is 
growing rapidly. [4]. Although surveys on Auto-ML solutions are available (see chapter 2.1), companies are 
overburdened with building up know-how about AI and ML. Their current average level of knowledge is 
still lacking [5]. Especially in the case of emerging technologies, companies find it difficult to free up the 
resources to conduct targeted technology research [6,7]. The model developed here addresses this challenge 
by aggregating multiple current sources and structuring the information hierarchically.  

The state of the art of Auto-ML literature focuses mainly on performance benchmarking and applying Auto-
ML to existing prediction problems, as will be shown in Section 2.1. While these efforts help advance the 
maturity of the technology and aid scientific progress, they are of little concern for end users looking for a 
business solution. However, some sources focusing on the functions provided to potential users can be found 
[8±10]. Still, the resources found only mention parts of the functionality range that modern Auto-ML 
solutions provide. Their goal is to inform executive stakeholders on a surface level. Thus, the goal of this 
paper is to analyse and aggregate existing literature to build an extensive descriptive model. The paper 
proposes a hierarchical structure of the model, so that even laypersons can quickly draw information from 
the results without losing any of the information depth. 

2. Methods 

The descriptive model was built using a two-step-approach: First, an integrative literature review was 
conducted to source information in a structured manner. Then, the ARIS-toolset (Architecture of integrated 
information systems) was used to build a hierarchical model of the functions offered by Auto-ML solutions. 

2.1 Literature review 

The literature was sourced and selected using the integrative literature review technique by TORRACO [11], 
specifically the approach of synthesizing new knowledge about an emerging topic. Currently, literature about 
the user-facing functions of Auto-ML solutions is sparse. Presently, research mostly focuses on optimizing 
the performance of underlying algorithms or applying Auto-ML in a novel way. 

Literature was collected from five scientific publication portals: arXiv [12], SpringerLink [13], 
ScienceDirect [14], Packtpub [15] and ETH Research Collection [16]. The search terms used were ³DXWRPO�

MODEL II - USER PERSPECTIVE: 
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IHDWXUHV´�DQG�³DXWRPO�VXUYH\´�(H[FHSW�RQ�WKH�3DFNWSXE�VLWH��ZKHUH�WKH�PRUH�JHQHUDO�³DXWRPDWHG�PDFKLQH�
OHDUQLQJ´�ZDV�XVHG due to smaller total publication volume). The collection was conducted from 20th of 
December 2021 till 3rd of March 2022. A funnel-type approach was used, narrowing down the results from 
the initial results list to a short list of relevant sources that were then used in the second phase of the research, 
building the model. The selection process is presented in Figure 2. 

 
Figure 2: Literature sourcing and selection 

The selection on title level was conducted by discarding all results that just presented or assessed the 
performance of underlying algorithms (e.g., ³3HUIRUPDQFH�UHYLHZ«´��³$�QHZ�DOJRULWKP«´), which was 
most of the initial results. The remaining potential sources were screened on an abstract level to ensure that 
they were directly or indirectly describing features or functions of Auto-ML solutions. In this step, a lot of 
VRXUFHV�ZHUH�GLVFDUGHG�WKDW�XVHG�WKH�WHUP�³IHDWXUH´�RU�³IXQFWLRQ´�LQ�D�PDWKHPDWLFDO�sense (H��J��³)HDWXUH�
VSDFH´�RU�VLPLODU�H[SUHVVLRQV�� In total, eleven publications were selected to build the hierarchical function 
model. They are listed in Table 1. After deciding on the final selection, all mentions of functions or features 
of Auto-ML tools were extracted from the items in the table. The total number of mentions found in the 
respective publications DUH�OLVWHG�LQ�WKH�WDEOH�DV�ZHOO��FROXPQ�³1XPEHU�RI�IXQFWLRQV´). All sources together 
yielded 275 functions and features (at this point including duplicates). 

Table 1: Final selection of sources for the descriptive model 

Source  Type Sourced from platform Number of functions 
Truong et al. [10] Journal paper arXiv 31 
Li et al. [17] Journal paper ETHZ 16 
Humm, Zender [18] Journal paper Springerlink 5 
Lee et al. [19] Journal paper Sciencedirect 8 
Das [20] Monograph (book) Packtpub 42 
He et al. [21] Journal paper arXiv 24 
Hutter et al. [22] Compilation (book) Springerlink 22 
Masood, Sherif [23] Monograph (book) Packtpub 42 
Elshawi et al. [24] Journal paper arXiv 32 
Zöller, Huber [25] Journal paper arXiv 41 
Yao et al. [26] Journal paper arXiv 12 

2.2 Building the hierarchical model 

The model was built using the ARIS-toolkit by SCHEER [27], specifically LWV�³IXQFWLRQ�SHUVSHFWLYH´��Zhich 
provides an interdisciplinary framework for modelling the functions of information systems and business 
processes for decision makers in IT as well as in management. To achieve the hierarchical structure of the 
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model, which will help satisfy the individual information depth requested by stakeholders in potential 
integration projects, the functions are classified into four levels: function bundles, functions, partial functions 
and at the most granular level, elementary functions [28]. The syntax used in modeling the functions was 
³YHUE´���³QRXQ´�[28]. The first step of model building was removing all duplicate mentions of functions 
between the sources. Then, a preliminary classification of the functions was conducted, dividing them across 
the four levels according to SCHEER. Thirdly, the root node of the hierarchy was defined (the ³IXQFWLRQ�
EXQGOH´�DW�WKH�topmost level) and divided into functions, following the top-down approach recommended by 
SCHEER [27]. The structuring criterion used was the value creation process [27]. Following this, a bottom-
up approach was used to connect the more granular functions to the above, aggregated layers. This combined 
approach has the benefit of a validation of the PRGHO¶V�internal consistency. The final model comprises 149 
functions divided across four levels. 

3. Results 

The 149 functions will be presented in nine parts, following the structure of the second level (the 
³IXQFWLRQV´). The root node of the hierarchical model (the first level��FDOOHG�WKH�³IXQFWLRQ�EXQGOH´) is not 
visualized in the following figures, as it would simply repeat. This root node includes all subordinate 
functions and was named ³$XWRPDWH�PDFKLQH�OHDUQLQJ�SURFHVV´ to provide a high amount of generality for 
the subordinate functions.  

The first cluster starts at the data collection step. The main differentiating partial and elementary functions 
of Auto-ML solutions appear to be the different data types they can handle. Some are even fit to process 
unstructured data like images and videos (see Figure 3). 

 
Figure 3: Handle input data 

The second group comprises the functions concerned with the pipeline structure (see Figure 4). Three 
different approaches were found. The first (and most complex) function is only offered by a few tools. These 
tools can automatically create an entire machine learning pipeline and are not bound by a rigid or even 
sequential structure. The more common approach is to specify a fixed pipeline structure, in which the 
solution searches for the optimal pre-processing / model combination for the given problem. Lastly, some 
tools do not automate any tasks on the pipeline level but guide the user through the respective steps and 
recommend options that can be chosen.  
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Figure 4: Create pipeline structure 

The third cluster consists of partial functions that help prepare the stored data for further processing by 
cleaning unwanted anomalies, transforming and substituting data types and imputing missing values. This 
task is optionally simplified by some systems by visualizing the data in terms of different properties (see 
Figure 5). 

 
Figure 5: Pre-process data 

The fourth cluster is occupied with feature engineering, a task that is particularly important for machine 
learning and normally requires experience in the field of data science. Well-selected features make the 
VXEVHTXHQW�PDFKLQH�OHDUQLQJ�SURFHVV�PRUH�SUHFLVH�DQG�LPSURYH�WKH�PRGHO¶V�SHUIRUPDQFH��+HUH��WKH�$XWR-
ML solutions support users by providing functions for rescaling and grouping and aiding in a pre-selection 
of possible features. Some also feature more advanced techniques like feature extraction, generation, or 
dimensionality reduction, which could help unexperienced users in training valid models on sparse, noisy, 
or highly dimensional datasets (see Figure 6). 
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Figure 6: Support feature engineering 

Approaching the actual modelling step, the research showed that different tools offer support for different 
kinds of machine learning problems. While the most popular problem type for Auto-ML appears to be 
supervised problems, some solutions offer a wider range of learning and modelling types (see Figure 7).  

 
Figure 7: Support problem types 

The sixth cluster is the biggest, as it represents the core back-end function of Auto-ML-Software. Here, the 
models are selected and their hyperparameters (i.e., the structural characteristics) are calculated based on the 
dataset (see Figure 8). A variety of techniques is employed by the different solution providers. Next to the 
variety of different model types, solutions also differ in their automation approach: Some choose combined 
algorithm selection and hyperparameter optimization (CASH) while others opt for letting the user choose a 
model and then optimizing the hyperparameters separately (conventional hyperparameter optimization or 
HPO). The generation of neural networks (NAS, short for neural architecture search) is closely related to 
HPO but can employ different search algorithms and thus is listed separately. Furthermore, some solutions 
provide quality-of-life-features (such as early stopping) to improve usability of the solution. 
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Figure 8: Generate models 

The seventh cluster lists functions with which the user can review the results and choose a model to go 
forward with. The functions of Auto-ML software in this step revolve around helping the user make an 
informed decision about what is the optimal model for their use case. This can be done by ranking the models 
according to different criteria and visualizing their differences (see Figure 9). 

 
Figure 9: Evaluate models 

After a model has been chosen and validated, some solutions provide support for end user in employing the 
models productively. Normally, this would demand some expertise in software engineering. However, some 
solutions even include their own cloud-based service that lets users host models online, significantly 
reducing the effort of providing the model as a service (see Figure 10). 
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Figure 10: Deploy models 

To offer support for users in the entire lifecycle of a machine learning model, some solutions even provide 
features for machine learning operations (ML-Ops), ensuring the correct and safe use of the model 
predictions in the field. Features include guardrails to minimize unexpected behaviour and providing model 
alerts to boost safety when using the model to steer sensitive processes. Lastly, meta-learning functionalities 
help to create new models more efficiently by learning best-practices from previous modelling efforts (see 
Figure 11). 

 
Figure 11: Optimize model operations 

4. Discussion 

The provision of automated machine learning software is an emerging, highly competitive market and thus 
the above results are subject to change. New functions may be implemented into established solutions, or a 
new competitor could enter the market and provide a disruptive set of features that changes the playing field. 
Thus, the descriptive model provided represents a snapshot of the feature sets available for a limited amount 
of time. However, care was taken to implement a modular model structure as well as a reproducible approach. 
This means that the model can easily be augmented and adapted in case of changes.  

5. Summary and Outlook 

The aim of the paper was to develop a new descriptive model of the functions of Auto-ML software solutions. 
A hierarchically structured model was chosen to give a dynamic depth of information. The information for 
building the model was sourced using the integrative literature review technique by TORRACO, while the 
model itself was built with the ARIS methodology described by SCHEER. Like mentioned in the introduction 
of the paper, the descriptive model of Auto-ML functions is only the first step to create a structured process, 
with which companies can select a fitting Auto-ML solution for their needs. To enhance practical usability, 
the user perspective must be considered as well. Companies have differing requirements and needs regarding 
machine learning, from performance to transparency and security. These research questions will be tackled 
in future publications. 
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Abstract 

The importance of data as a strategic resource for the development of innovation is steadily growing. Data-
driven value creation increasingly requires cross-company collaboration between various actors with 
different roles in so-called data ecosystems. So far, however, the existing knowledge in the research field 
around data ecosystems is still relatively limited. In particular, the relationships and interdependencies 
between the different actors in a data ecosystem are not well understood yet. To address this research gap, 
we conduct a structured literature review and interview eleven experts from practice to identify 
characteristics of relationships between actors in data ecosystems. Among other things, the results show that 
both tangible characteristics, such as a clear exchange of values, and intangible characteristics, such as trust, 
are distinguishing features of the relationships between actors in data ecosystems. These study results can 
serve as a tool for both researchers and practitioners to better understand data ecosystems in general and the 
relationships and interactions that occur within them. 

Keywords 

Characterization; Relationships; Data Ecosystems; Data Sharing; Literature Review; Expert Interviews 

1. Introduction

The ongoing digitization of the economy and society leads to large amounts of data. Advancing data analytics 
techniques are harnessing these data volumes and driving changes in existing businesses as well as the 
emergence of novel business opportunities [1]. At the same time, this development leads to internal company 
data increasingly being used externally and vice versa, and consequently to organisational boundaries being 
broken down [2]. These circumstances result in data-driven innovation and economic value creation being 
less and less created by individual organizations or in traditional value chains [3]. Instead, today's business 
world is becoming increasingly interconnected, combining various data sources from different organizations 
in cross-industry, sociotechnical networks ± so-called data ecosystems [4]. Both researchers and practitioners 
argue that now and in the future, ecosystem participation is not a choice but a necessity for companies to 
take advantage of data sharing and remain competitive in the long term [5,4]. Despite that, many companies 
still refuse to share their data across companies and thus cannot use the potentials of data ecosystems for 
their benefits [6]. Especially in traditional sectors such as production and logistics, data is still comparatively 
rarely shared beyond company boundaries [7]. One rationale for this is seen in the lack of studies and the 
consequent absence of generally accepted theories and models for data ecosystems [8,4]. [9] conclude in 
their systematic review of the data ecosystem literature that more research is needed regarding relationships 
of actors and their characteristics in data ecosystems for theory development. This can be reasoned by the 
fact that the relationships between the actors create and span the ecosystem and ultimately determine how it 
functions [10]. In addition, understanding the types of relationships and interactions between the actors is an 
important step in building and developing a data ecosystem [11]. A beWWHU�XQGHUVWDQGLQJ�RI�WKH�DFWRU¶V�UROHV�
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and their interrelationships can help to describe data ecosystems more precisely and formally and can serve 
as a basis for the development of a meta-model or an ontology, for example [12]. To the best of our 
knowledge, there is no scientific publication yet that deals with the detailed description of the characteristics 
of relationships in data ecosystems and addresses the research gap mentioned above. To contribute to a 
deeper understanding of the evolving research field around data ecosystems, we want to address this research 
gap and answer the following research question in this paper: 

Research Question: How can the relationships of actors in data ecosystems be described and 
characterized? 

To answer this research question, we develop an overview and description of the characteristics of 
relationships in data ecosystems. The results are grounded both in the scientific literature, through the 
conduct of a structured literature review, and in practice, with the help of expert interviews. 

The remainder of this paper is structured as follows: After the introduction, we outline the theoretical 
background of data ecosystems, their roles and relationships, and draw a distinction to existing preliminary 
work. In Section 3, we outline our research approach and data collection processes. The characteristics of 
relationships in data ecosystems that we identified are described in section 4. The paper concludes with a 
discussion of the results and implications for research and practice. 

2. Research background 

2.1 Data ecosystems 

The term ecosystem was coined by the biologist Arthur Tansley [13] who proposed a concept to describe 
the interactions between organisms of different species and their environment as an integrated system 
[14,15]. Based on this definition, various strands of research have since emerged in which the principles of 
the biological ecosystem concept are applied to other domains. One of the most popular concepts is the one 
of business ecosystems which were popularized by James Moore [16]. He uses this concept to describe 
LQWHUDFWLQJ�RUJDQL]DWLRQV�DV�DQ�³economic community´�WKDW�Dims to produce innovative products and services 
for customers, which are also part of the business ecosystem [16]. The increasing penetration of digital 
technologies within the business world has led to the analogy of digital ecosystems, which is seen as a 
³digital version´�RI�EXVLQHVV�HFRV\VWHPV�[2]. The focus of this study lies on data ecosystems, which can be 
seen as a special type of digital ecosystems [17]. Following other ecosystem concepts, data ecosystems 
consist of diverse interactions between multiple actors that contribute to the creation and manipulation of a 
resource ± which in this case are data ± through joint activities [4]. On that basis, we see the focus of data 
ecosystems in the cross-actor generation, processing, sharing, and use of data with the goal to create added 
value for all actors involved [18,9].  

Data ecosystems have certain characteristics that distinguish them from other forms of inter-organizational 
cooperation, such as traditional value chains or networks [19,15]. One characteristic is the lack of clear 
ecosystem boundaries, which can lead to varying degrees of interdependencies and relationships among the 
participating actors and ultimately to a heterogeneous and changing set of members [10]. Another 
FKDUDFWHULVWLF�LV�UHIHUUHG�WR�DV�³co-evolution´�[10]. It describes the condition that the development of one 
actor can positively affect the development of the other actors, resulting in benefits for all involved [15]. 
This is also because the ecosystem actors can have cooperative and competitive relationships at the same 
time ± also known as coopetition [15,20]. 

2.2 Roles and relationships in data ecosystems 

Based on the definition above, a data ecosystem consists of multiple actors. An actor is an autonomous entity, 
such as a company, an institution, or an individual person [4]. Depending on various factors, e.g., the 
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motivation and capabilities of the actors, they perform different functions in the data ecosystem. A function 
or activity performed separately in this way is called a role within the ecosystem [18]. An individual actor 
may in turn perform one or more of these roles in a data ecosystem [21,12]. Exactly which roles can exist in 
a data ecosystem and which roles are essential is still debated in the literature [9]. However, there is a general 
agreement that there need to be at least three roles in a data ecosystem [22,23]. First, this is the role of the 
data provider who is responsible for the generation and collection of data [18,9]. Second, it requires a role 
that analyses and interprets data which is called analysis service provider [24]. Last, the information gained 
through data analysis is used by the data user role to generate value from it [25]. In addition to these three 
roles, the role of the so-FDOOHG�³NH\VWRQH´�DFWRU�LV�DOVR�IUHTXHQWO\�PHQWLRQHG�LQ�WKH�OLWHUDWXUH�[9]. In some 
data ecosystems, this role may be responsible for providing most of the data as well as promoting the 
ecosystem, and thus may be instrumental in the ecosystem's growth and success [11,26]. Nevertheless, there 
are also data ecosystems that have a rather decentralized, distributed organizational form and thus operate 
without a central actor [8,27]. Instead, these ecosystems are held together by their common goal of shared 
value creation [11,9]. Since there is already some basic understanding about the roles in data ecosystems and 
several papers already exist on this topic (see e.g. [4], [9], or [18]), we do not focus on the detailed description 
of roles in data ecosystems in this paper. Instead, we concentrate on describing and characterizing the 
relationships between the data ecosystem actors. The reason for this is that the individual actors in a data 
ecosystem do not generate added value on their own. Rather, the added value arises through the interactions 
and relationships among each other, such as the exchange and sharing of data [11,12]. Building on [4], we 
see a relationship in a data ecosystem as an interaction between two data ecosystem actors, which is 
influenced by their roles and characterized by certain attributes. The detailed description of these 
characteristics is the goal of this paper. 

In the scientific literature on data ecosystems, there is little prior work that has explicitly addressed the 
relationships and interactions between the different actors of a data ecosystem. Noteworthy in this context, 
however, are the works of [12], [8], and [21]. Based on a literature review, [12] developed a meta-model 
describing the basic concepts of data ecosystems and their relationships to each other. However, the authors 
only identify the essential elements such as actors, roles, relationships, and resources of data ecosystems and 
do not go into further detail or elaborate on characteristics of the individual elements such as the 
relationships. The study by [8], who developed a taxonomy for data ecosystems, has a similar focus. The 
taxonomy contains the essential characteristics and dimensions of data ecosystems but does not include 
specific characteristics of actor relationships. [21], conversely, examine in more detail the relationships and 
interactions in what they call data exchange ecosystems. However, the authors base their analysis on graph 
theory, which leads them to describe only structural features of relationships in data ecosystems, such as the 
number of relationships. We believe, by contrast, that this does not take into account all the characteristics 
of relationships, such as trust as an informal characteristic [27]. 

3. Research approach 

To answer the research question formulated above, we aim to describe the characteristics of relationships in 
data ecosystems in a structured and concise way. For this, we conducted a structured literature review that 
is based on standardized and accepted guidelines in our research field (see section 3.1). To incorporate 
insights from practical reality into the research findings of this paper, we also conducted a series of eleven 
expert interviews (see section 3.2). In this way, we were able, on the one hand, to define and describe an 
initial number of characteristics through the literature analysis. On the other hand, we were able to validate 
and specify the characteristics identified in the expert interviews on the basis of the literature. 
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3.1 Literature review 

We conducted a structured literature review following the approach described by [28] and the guidelines by 
[29]. Based on the research question formulated above, we chose Scopus as our scientific literature database 
because it contains more than 25,100 titles from more than 5,000 international publishers and thus promises 
very good results for our field of interest as it indexes the most relevant journals and conference proceedings 
[30]. We used the search stULQJ�³GDWD�HFRV\VWHP´�25�³GDWD-GULYHQ�HFRV\VWHP´�25�³GDWD-EDVHG�HFRV\VWHP´�
as these terms are used synonymously by some authors [8]. The results were limited to English-language 
literature and peer-reviewed only. As a result, we received 457 as the initial set of publications. Within this 
first set, we reviewed the titles, abstracts, and keywords of the articles to check whether a hit fit the research 
scope. If the content of an article remained unclear, we examined the whole paper. We eliminated 
publications that did not fit our research scope or had no relevance with data ecosystems and the relationships 
between their roles. For example, we excluded papers dealing with the so-called Big Data Ecosystem (see 
e.g. [31]) as these often describe the software ecosystem around Hadoop and therefore have a different focus 
than the data ecosystems we intend to study. Eventually, this resulted in 64 relevant papers. In a second 
iteration, we complemented the literature set with a forward- and backward-search, as suggested by [28], to 
identify additional relevant publications. This led to the consideration of 12 additional useful articles. 
Consequently, a total of 76 articles were considered for the literature review. Figure 1 provides an overview 
of the literature search process. We analysed the publications thoroughly to extract scientific insights about 
the key features and characteristics of relationships between actors in data ecosystems from the body of 
literature. 

 
Figure 1: The structured literature review process 

3.2 Expert interviews 

To gain insights into the real-world environment, i.e., the relationships between actors within data 
ecosystems, we conducted a series of eleven interviews with different experts. Before conducting the 
interviews, we created an interview guide to ensure that all conversations covered a similar range of topics, 
characterizing the interviews as semi-structured [32]. All interviews were conducted remotely via Internet 
communication tools, recorded, transcribed, and anonymized. The analysis of the transcripts followed a 
qualitative context analysis [33]. To support our findings in this work, we follow the recommendation of 
[34] and cite power and proof quotes in the presentation of our results, i.e. quotes that strongly underline the 
point we are trying to make.  

The selected interviewees come from various industries and functions such as management, project and 
operations managers, and consultants (see Table 1). The selection process took care to interview 
representatives from organizations that actively take one or more roles in a data ecosystem as well as 
representatives from organizations that advise other companies on how to engage in data ecosystems. This 
ensured that both an inside view and an outside view of the characteristics of relationships between roles in 
data ecosystems were considered. The interviewees were asked questions about the general understanding 
of data ecosystems, the relationships and interdependencies between the participating ecosystem roles, as 
well as the potentials and challenges that can arise from these relationships. These questions were 
particularly concerned with understanding how and why organizations establish relationships with other 
actors in data ecosystems. 

Keyword search in Scopus
(n = 457)

Review of titles, abstracts, and 
keywords
(n = 64)

Forward and backward search
(n = 76)
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Table 1: Overview of the interviewed experts 

# Organization / Industry Position Duration [min:ss] 

E1 Industry association IT Specialist 42:15 

E2 Conglomerate Senior Director 47:39 

E3 Automotive IT Manager 32:24 

E4 Consulting Consultant 27:21 

E5 Consulting Consultant 26:53 

E6 IT Consulting Senior Consultant 46:25 

E7 Industry association Innovation Advisor 39:13 

E8 Conglomerate Senior Principal Engineer 40:21 

E9 Manufacturing Principal Consultant 36:12 

E10 Academy of sciences Scientific Officer 33:37 

E11 Manufacturing Board Member 44:28 

4. Results 

In this section, we present the results of our methodological approach. Overall, we were able to identify the 
six characteristics Value Stream, Co-Creation, Interdependence, Trust, Intention, and Relevance. These 
characteristics are explained in detail in the following: 

Value Stream ± Every relationship in a data ecosystem is based on a value stream. By definition, within 
data ecosystems, these value streams focus on the exchange and sharing of data. However, both the literature 
and the expert interviews made it clear that data providers do not necessarily have to receive data in return 
for their data offering (see e.g. [22]). Instead, data providers can be compensated for their data in various 
ways. Expert 10 put it as follows��³And in this data ecosystem, the people interact in some way and then 
have some kind of interaction with each other. Most of the time, the data goes from one person to another, 
ZKR�SHUKDSV�SD\V�PRQH\�IRU�LW�RU�FDQ�RIIHU�D�VHUYLFH�IRU�LW«´. However, the simplest form of compensation 
is money, as money is easy to handle and applicable in many situations [35]. At the same time paying money 
implies the challenge of valuing data in monetary terms [36]. This is one of the reasons why data providers 
often receive a data-driven service in return for their data instead of money [18]. An example that was 
mentioned by some experts was the use case in which a machine operator makes his data available to a 
service provider and receives a predictive maintenance service in return. Consequently, the value stream 
between two actors in a data ecosystem consists of the exchange of data, money, or services. It is usually 
easy to determine which value is exchanged between the roles, but it is often difficult to say whether they 
have the same (monetary) value. 

Co-Creation ± The second identified characteristic of relationships in data ecosystems is the strong degree 
of collaboration between the actors to jointly create value. In the literature, this is also referred to as value 
co-creation [18,3]. This is due to the fact that in data ecosystems, various actors converge, who can offer 
different data, and because they may have varying data analysis capabilities [11,9]. Only through close 
collaboration between these ecosystem actors value can ultimately be created for all involved stakeholders 
[37]. In the interviews with the industry experts, it became clear that in all data ecosystems, one actor cannot 
take on all the necessary roles and tasks, and therefore the collaboration of different actors is inevitable for 
the realization of most use cases. ³In a data ecosystem companies are engaged in value-adding activities 
based on data and jointly develop new service-providing products or services´�VDLG�H[SHUW����,Q�WXUQ��Hxpert 1 
emphasizes that this collaboration is particularly relevant for small and medium-sized enterprises as their 
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size makes them dependent on other companies to be able to exploit the potential arising from data 
ecosystems. The degree and quality of collaboration between two actors are difficult to quantify. However, 
an indication of a high degree of collaboration could be the frequency of communication, i.e. the exchange 
of data and information between the actors [21]. 

Interdependence ± Related to the characteristic co-creation is the characteristic interdependence. It 
describes the degree to which different actors in the ecosystem must interact and share data to perform their 
roles and tasks [38]. Expert 4 has expressed this as follows: ³Characteristic of a data ecosystem is that the 
actors are dependent on each other in some way. For some companies, this dependence on others may be 
stronger than for others.´ Analogous to other ecosystem types, this interdependence can vary [8]. Close and 
highly dependent relationships are called tightly coupled [39]. Loosely coupled refers to relationships that 
are less formal and close, suggesting a higher degree of openness in the ecosystem [15]. For example, [21] 
showed in their study that the same roles in a data ecosystem usually have little or no relationship to each 
other and are therefore relatively independent. The authors explain their findings with the fact that the same 
roles in a data ecosystem can be in competition with each other and therefore do not want to exchange data 
with each other, for example. However, a dependency does not have to be bilateral. [26] point out, for 
example, that in some cases service providers can be very dependent on certain data providers, and therefore, 
there may be more of a one-sided dependency. 

Trust ± It became apparent in both the literature review and the expert interviews that trust is a central 
characteristic of any relationship in a data ecosystem. [40] VWDWH�� IRU�H[DPSOH��³Trust is the fundamental 
component of all relationships in a data sharing ecosystem´��,Q�GDWD�HFRV\VWHPV��WKLV�XVXDOO\�LQYROYHV�WUXVW�
in how other actors handle the data of the data providers and whether they adhere to the agreed terms of use 
[18]��([SHUW���KLJKOLJKWHG�WKH�IROORZLQJ�LQ�WKLV�UHJDUG��³But that means you have to trust your supplier not 
to, let's say, play fast and loose with your data and pass it on to some other competitor and say to them, 
"look how they do it in their factory".´�+RZHYHU��LW�LV�GLIILFXOW�WR�VD\�KRZ�WUXVW�WDNHV�VKDSH�LQ�D�UHODWLRQVKLS�
since trust is an informal factor that can be difficult to measure [17,27]. Nevertheless, theory and practice 
agree that relationships in data ecosystems are often built on pre-existing business relationships [11]. 
Furthermore, in a data ecosystem, various measures such as technological design decisions and formal 
agreements can be taken to increase trust in the data exchange and thus in the relationships between the 
actors [27,6]. Examples of this are the use of technologies that allow data usage conditions to be defined and 
enforced, such as the International Data Spaces [11], or the use of blockchain technologies that can replace 
trust in an intermediary [41]. 

Intention ± Every actor in an ecosystem has an incentive and motivation for their participation [15,21]. A 
relationship in an ecosystem can only develop if the motivation of both actors matches together [42,4]. 
However, this is not trivial, as the motivation of an actor is not always clear for the other actors, can be 
contradictory in some areas due to competition, or can also change over time [22,11]. A relationship in a 
data ecosystem is therefore characterized by a constant tension between the motivations of the actors. Several 
experts emphasized in the interviews that a relationship between two actors can only emerge and develop if 
the added value of the relationship, i.e. how they can benefit from the collaboration, is clear to both sides. 
Expert 11 states in this regard in the LQWHUYLHZ��³If in the end not everyone benefits, companies would not be 
interested. This is one of the basic principles of the industry: "I don't do anything I can't profit from".´ 

Relevance ± Looking at a data ecosystem as an interconnected system, it can be noted that some relationships 
are more important to the emergence and functioning of the ecosystem than others. This can be explained 
by the fact that some actors bring resources such as data or services into the ecosystem that cannot be 
provided at all or only with difficulty by other actors [18]. The relationships that these actors have with other 
actors, especially if these are relationships between important actors, may therefore be more relevant to the 
functioning of the ecosystem than others [11,21]. Typically, these are the relationships between the data 
providers, who offer much of the relevant data, and the analysis service providers, who offer the core service 
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of the data ecosystem [18,43]. Conversely, some relationships provide more supportive services to the 
ecosystem and are easier to replace. Examples of support services are data quality evaluation or 
matchmaking services [43]. A frequently mentioned support service is also the so-called infrastructure 
provider [18,17]. However, it became clear in the interviews that this service is difficult to categorize 
uniformly in terms of its relevance, since the infrastructure can have a high or rather low relevance depending 
on the protection requirements of the shared data. For example, expert 2 said ³The technology used for data 
sharing can be important in some data ecosystems, but not in others. For example, when it comes to possible 
areas of competition, i.e. company X may not be able to run its products over an architecture from company 
Y.´ For this reason, among others, we believe that the relevance of a relationship in a data ecosystem is 
highly context-dependent and can only be determined through qualitative analysis. 

5. Conclusion 

This study deals with the description and characterization of relationships between actors in data ecosystems. 
A precise understanding of the relationships is important as the interactions between the actors span the data 
ecosystem and it is only through collaboration that the added value of the ecosystem is created. Against this 
background, this study developed characteristics which describe relationships in data ecosystems in a 
structured and concise way. 

Several implications for research and practice arise from the results of this work. From a scientific 
perspective, our results contribute to the still relatively young data ecosystem literature. While a few 
previous studies have dealt with the description and characterization of data ecosystems in general, the 
results of this study go deeper by describing the relationships between actors in more detail and more 
specifically. Consequently, the results, derived from the scientific knowledge base and expert interviews, 
can help to expand the existing body of knowledge and specify the common understandings and definitions 
of data ecosystems. Ultimately, this can be a further step towards developing fundamental and 
comprehensive theories of data ecosystems that do not currently exist in the scientific literature [8,9].  

From a managerial perspective, the study results can be used by practitioners as a starting point to better 
understand the relationships of the data ecosystem in which the organization already participates. Based on 
this, relationships could be better managed and actively shaped. Ultimately, the findings of the study can 
help organizations develop relationships with other actors to build new data ecosystems to realize the 
potential of cross-organizational data sharing in data ecosystems. 

However, our study is naturally subject to certain limitations which must be considered when interpreting 
the results. First, the steady progress of digitization and the still young age of the data ecosystem literature 
leads to evolving concepts and definitions around data ecosystems. Linked to this lack of commonly accepted 
theories is the challenge of distinguishing data ecosystems from related ecosystem concepts such as digital 
and platform ecosystems and associated forms of collaboration such as alliances and networks. Furthermore, 
data collection and analysis are also subject to certain limitations. On the one hand, additional articles could 
be found as data sources by using further scientific databases besides Scopus. On the other hand, the 
statements from the expert interviews are limited in their generalizability as other experts might give 
different answers. Finally, the analysis of the literature, as well as the interviews is subject to some 
interpretation, which means that other researchers may identify different characteristics depending on their 
influences, preferences, and biases. 

However, the aforementioned limitations also point to possibilities for future research paths. By combining 
existing role descriptions and the results of this work, an ontology for data ecosystems could be developed 
that represents the essential roles and their relationships to each other in a structured way. An ontology would 
create a shared understanding of the topic of data ecosystems and be a further step towards developing a 
comprehensive theory [9]. Furthermore, it would be interesting to investigate how some characteristics can 
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be built or developed. For example, what can be done if the intentions of two actors do not match? This may 
require incentive mechanisms in the data ecosystem that motivate actors to actively participate in the 
ecosystem and share their data [17,42]. 
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Abstract 

The increasing number of variants in product portfolios contributes to the challenge of efficient 
manufacturing on production lines due to the resulting small batch sizes and thus frequent product changes 
that lower the average overall plant effectiveness. Especially for companies that manufacture at high speed 
on production lines, such as in the Fast Moving Consumer Good (FMCG) industry, it is a central task of 
operational management to increase the performance of production lines. Due to the multitude of different 
adjustment levers at several interdependent machines, the identification of efficient actions and their 
combination into economic improvement trajectories is challenging. There is a variety of approaches to 
address this challenge, e.g. simulation-based heuristics. However, these approaches mostly focus on details 
instead of giving a holistic perspective of the possibilities to improve a production line or are limited in 
practical application.  

In other areas of application, reinforcement learning has shown remarkable success in recent years. The 
principle feasibility of using reinforcement learning in this application context has been demonstrated as 
well. However, it became apparent that the integration of expert knowledge throughout the improvement 
process is necessary. For this reason this paper transforms five modules defined from an engineering point 
of view into the mathematical scheme of a markov decision problem, a default framework for reinforcement 
learning. This provides the foundation for applying reinforcement learning in combination with expert 
knowledge from an engineering perspective. 

Keywords 

Production Lines; Production Management; Reinforcement Learning; Discrete Event Simulation; 
Performance; Effectiveness; Economic Efficiency; Markov Decision Problem; OEE 

1. Introduction and challenges in increasing the performance of production lines economically

The high product variance demanded by the market combined with steadily increasing cost pressure and 
price sensitivity are raising the demands on the management of production to achieve business success. The 
resulting small batch sizes and frequent product changes lead to a reduction in average overall equipment 
effectiveness (OEE) [1±3]. This applies particularly to production lines, which can be found for example in 
the fast moving consumer goods (FMCG) industry, are characterized by generally high production speed 
and low margins [1]. Furthermore, companies allocate products in production networks back to western 
countries due to a higher standard of digitalization [4]. This combination results in consolidation and hence 
in increased planned utilization of production lines. As a result, the demands on the productivity and stability 
of production lines are rising. For this reason, a focus on the topic of performance increase in industry and 
research is perceived. [5,6]. 
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OEE, the productivity and stability of production systems and ultimately the production costs depend 
strongly on the configuration of production lines, consisting of several machines, buffers, conveyors, etc.[7]. 
Improving these production lines is a complex problem and the complexity increases drastically with the 
number of involved aggregates. The buffer allocation sub-problem on its own is an NP-hard problem [8,9]. 
As these problems can not be solved analytically, Discrete Simulation-Based Optimization (DSBO) is widely 
used in the industry to improve the configuration of production lines [10,9]. However, Studies show that 
companies need support in conducting precisely this DSBO studies, interpreting their results and deriving 
feasible step-by-step actions from them [11,12].  

Besides this complexity of such systems, which makes optimization per se demanding, the identification 
of effective adjustment levers is challenging because the restraining element of the system shifts 
dynamically, due to the mutual dependencies of the system¶s elements. Additionally, not only the V\VWHP¶s 
output is difficult to describe, but also the input in terms of efforts made, which converts to costs. The OEE 
only represents the output, but does not consider the input to achieve this output�� 7KDW¶V� ZK\� WKH 
identification and prioritization of economic actions for improvement only makes sense by considering the 
overall system behaviour and costs, not only by focusing on the bottleneck-orientated OEE [5,13±15].  

The combination of several small actions on different machines is expected to yield higher efficiency gains 
than a major improvement on a single machine [16], an isolated consideration of sub-problems is therefore 
of limited benefit [14,9,15]. For this reason, economic performance considerations must focus specifically 
on the combination of individual measures.  

Looking for decision support in such complex but well-defined optimization problems, artificial 
intelligence (AI) methods, especially reinforcement learning (RL), receive increasing attention in the last 
years [17,18]. The motivation for applying RL is that the RL agent learns to react efficiently to the dynamics 
of the environment, without any prior knowledge of the system dynamics [19].  

This paper presents a method for increasing the performance of production lines in an economic and 
practical way using RL. The focus is not the demonstration of technical feasibility, which [13] already 
showed, but the integration of RL into a holistic improvement methodology. The aim is to discover 
trajectories of sequential improvements, which could be interpreted by engineers and implemented 
successively, but not to find optimal parameter settings. The method intends to provide practical decision 
support in individual cases without losing the character of a generalistic method. 

The work is structured as follows. Section 2 discusses existing approaches in terms of meeting these 
challenges. Section 3 shows the opportunities of combining RL and DSBO in this application context. 
Section 4 then presents an approach combining these two technologies taking domain-specific knowledge 
into account. Section 5 provides a summary and outlines further planned research activities. 

2. State of the art 

The following literature search is based on the procedure according to BORREGO ET AL [20], was conducted 
to identify an overview of previous approaches. First, a search string including synonyms is defined, see 
Figure 1. To ensure a broader search, no narrowing word related to economic increase is included in the 
string. This search string is used in the following search engines ScienceDirect, Web of Science, IEEE 
Explore, Scopus, Google Scholar and returned 765 results. Removing duplicates resulted in 431 unique 
papers. Based on the title the number of relevant papers is reduced to 151. In the next step, figures and 
abstracts of the remaining papers are reviewed, resulting in a final 51 papers to be considered. 
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Figure 1: Search words used resulting in 64 search strings by combination  

The majority (34 out of 51, 67%) of these papers do not present a methodology, but a case study on a unique 
application. Thus, these approaches can not be generalized and applied to other similar problems. Based on 
the other approaches presenting a method, additional papers of relevance are identified using the snowballing 
method. The combined results are discussed below. 

The approaches can be roughly divided into mathematical and simulation-based approaches [21]. Even 
though mathematical approaches cannot cover the complexity of real use cases [22,10,9], a variety of specific 
analytical models for sub-problems exist [23,24]. Especially the optimization of buffer allocation has 
received much attention from researchers [25], such as in [26,8]. 

[14,9,15] argue that optimization is only possible by considering the entire system and not by focusing on 
improvement actions in such a specific way as the analytical models do, due to the complex dependencies 
of aggregates of production lines. At the same time, after a certain point, optimizing cycle times of individual 
aggregates is more economical than further improving the availability of all machines [14]. 

[1,27±29] explicitly consider fill-and-pack lines in the FMCG industry. However, they do not present an 
optimization approach, but rather simulation case studies as mentioned above. They underline the potential 
of optimizing such lines and show the need for a combined consideration of improvement costs and increased 
performance nevertheless and thus underline the motivation above. 

[21,30,31,15] show that without considering the overall system, prioritizing improvement activities such 
as maintenance activities is not advisable and that this is not adequately addressed in the literature. None of 
the approaches listed systematically considers improvement trajectories, i.e. a sequence of independently 
realizable actions to improve a production system. Rather, they focuses on finding an (near-) optimal overall 
solution rather than looking at the path to get there, i.e. the improvement trajectories. 

[12] gives an overview of DSBO approaches in manufacturing in general and shows that machine learning 
approaches for optimizing production systems are getting more and more attention in research. [10] sees the 
need for further research combining statistical learning in combination with DSBO. [17] predicts a vast 
increase in the importance of automated decisions based on AI in production management. 

Due to the fact, that the improvement of production lines has been the subject of research for decades, the 
discussion above can only be a short summary. For more detailed references, the reader is advised to refer 
to [21,25,12,9].  

In summary, there is a lack of approaches that provide practical support for improving the performance of 
production lines while considering the inherent complexity. As described in Section 1, reinforcement 
learning offers new methods to meet this challenge. The following paragraph discusses these opportunities. 

3. Chances of combining reinforcement learning with simulation for the improvement of 
production lines 

Discrete-event simulations (DES) are suitable for the evaluation of complex, stochastic systems, where a 
closed-form mathematical model is hard to find. Simulation is not an optimization technique itself and needs 
to be combined with optimization methods to improve problems of the real world [22]. It is advisable to 
statistically extract information from existing simulation runs to guide the parameter search and thus to 
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closely integrate the optimization with simulation [32,10] Thus, optimization methods may need to be 
adapted to the specific problems [33,32].  

For this reason, more and more approaches use AI for optimization in combination with simulation [12]. 
What makes RL a promising solution candidate is that it does not require holistic knowledge of the problem 
or a dedicated mathematical model of the production line setup. RL is model-free in the sense that the RL 
agent learns about its environment simply by interacting with it [22]. 

 
Figure 2: Markov Decision Process (MDP) as Default Framework for Reinforcement Learning (RL) [19]  

RL can be understood as learning from a sequence of interactions between an agent and its environment, 
where the agent learns how to behave in order to achieve a goal [19]. The default formal framework to model 
RL problems is the Markov Decision Process (MDP), a sequential decision process modelled by a state 
space, an action space, and transition probabilities between states and rewards, see Figure 2. [18,22,19] 

In an MDP, the agent acts based on observations of the states of the environment ± in our case, these are the 
observations returned by the DES. The rewards received by the agent are the basis for evaluating these 
choices. The agent learns a policy resp. strategy, which may be understood as a function from state 
observations to actions. 7KH� DJHQW¶V� REMHFWLYH� LV� WR�PD[LPL]H� WKH� future cumulative discounted reward 
received over a sequence of actions [19]. This procedure is called training. 

Especially the model-free character of reinforcement learning and the integration of simulations feedback 
data and thus the optimized parameter search motivate combining reinforcement learning with DES in this 
application. Previous work by the authors showed that this combination works in general and is very 
promising [13]. However, it is also stated that a promising practical application is unlikely without the 
explicit modelling of domain knowledge. Therefore, in the following paragraph an approach is presented, 
which describes the problem holistically based on a MDP and shows connecting points for the integration 
into a feasible improvement process for practice. 

4. Methodology to improve production lines using reinforcement learning and simulation 

To address the complex task of improving the economic performance of production lines, the task is 
formulated as a MDP for the approach presented here. This results in a problem structuring using a 
mathematical description, which remains comprehensible and application-oriented, since the problem is 
broken down into individual modules, which engineers can work with in a familiar manner based on their 
experience. 

The basic idea of the approach is that an RL agent combines actions constrained by domain experts and sets 
explicit parameter values for them. For this purpose, the agent "plays" with the simulation model 
(environment) and learns from the observations of the returned state and the resulting monetary profit 
(reward) to choose reasonable improvement actions.  
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Figure 3: Approach interpreting the performance increase of production lines as MDP combining RL and DES  

By evaluating these learnings of the agent (policies), conclusions can be drawn about overall superior 
parameter combinations and their implementation order i.e. improvement trajectories to give decision 
support. Figure 3 shows the interaction of these five modules and the translation into the corresponding 
formulation as a MDP. They are explained in more detail below. 

Discrete event simulation (DES): Representation of the real production line taking into account the 
system complexity of production lines (environment) 

The presented methodology requires a previously created and validated simulation model of a production 
line. A simulation model is necessary to represent the interdependence of the elements and thus the 
complexity of breakdowns in production lines. Methods for the data-based creation of such models can be 
found, for example, in. [34±36]. The presented approach uses standardized interfaces to communicate with 
established simulation software such as Siemens Plant Simulation [37]. 

Performance impact: Data based description of the influence of each element of a production line on 
the overall performance (state) 

An explanatory model and method for measuring the influence of individual aggregates on the overall 
performance of a production line form the performance impact module. For this purpose, layout and 
aggregate information (main and auxiliary elements like conveyors) need to be linked with machine 
downtime and performance data. Layout information is collected through drawings, measurements and read-
out data from machine controls and is already available in digital form in most companies of concern. 
Aggregate information is available in real resp. near time with modern production lines, since machine 
communication has become established through communication standards such as OMAC PackML [38]. An 
algorithm uses the combination of this data to allocate the performance losses to an individual aggregate 
taking into account the auxiliary and coupling elements. From breakdown of the losses per aggregate, the 
influence of each aggregate on the total performance of the production line can be determined. This influence 
on the performance of the production line from each individual aggregate makes it possible to prioritize 
based on the potential performance increase per aggregate, taking into account the performance losses in 
terms of OEE at constant machine speed. In terms of a MDP, this module of the method represents the 
observation of the current state and forms the state space. By integrating domain knowledge into the 
description of this observation, it is intended that the agent can identify potential process improvements more 
quickly and that learning time is reduced. 
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Catalogue of actions: Description of generic measures of performance increase for individual line 
elements (action) 

In this module a catalogue of generic improvement measures as an explanatory model serves as a basis for 
later concretized improvement measures. For each of these measures, a description and abstraction in form 
of changes in simulation parameters and a cost function is created. This takes into account both investment 
and operating costs. The consideration of costs already at the stage of the creation of generic measures 
enables the later evaluation of the economic aspects of the improvement measures. On the basis of this 
catalogue, technically sensible and possible adjustment ranges for each parameter will be determined 
company and application specific to ensure practical applicability in individual settings. The description of 
this potential solution space forms the basis for the definition of the action space in terms of the MDP. 
Constraining the action space with expert and domain knowledge eliminates nonsensical parameter 
configurations, thus reducing the solution space and simplifying the agent's learning of effective strategies 
to improve the production line. 

Costs: Evaluation of the concrete improvement measures in terms of economic benefit (reward) 

This module evaluates the improvement measures chosen by the agent according to expected costs and 
potential performance improvement. For this, an equation is developed mapping the expected increase in 
performance and the expected costs of an improvement measure. The potential increase in performance is 
the result of the simulation. The costs are the result of the catalogue of actions. The development of this 
equation is based on traditional investment theory see e.g. [39,40]. Since different measures with different 
cost functions can change the same parameters of the production line, a heuristic is necessary to decide for 
the most economic measure for the parameter setting range of concern.  

Decision support: Forming strategies for the economic performance increase of production lines in 
the form of improvement trajectories (agent) 

The last module generates concrete action trajectories for improving production lines. These incremental 
steps can be interpreted by engineers and are practical and application-oriented, since adjustments to 
production lines in practice must also be made successively. For this purpose, the MDP descripted above is 
solved, which means an RL-agent learns to improve the system in terms of economic performance increase 
by maximizing the cumulative reward. Over time, the agent therefore identifies superior parameter 
combinations in the sense of sequencing individual measures at specific machines to trajectories. This is 
achieved by recording all parameter configurations tried throughout the training. The probability that a 
trajectory is superior is therefore higher for combinations of parameter configurations executed later, as the 
agent improves its strategies over time. Subsequently, these trajectories can be sorted according to the highest 
achieved reward and thus the most economical combinations are found. Figure 4 shows such trajectories. 
The diameter of the circles in this figure represents the cumulative profit of the action. Thus, it can be seen 
that different trajectories can cause similar profits and that not every single change in the production system 
has to generate positive profit in isolation. 

 
Figure 4: Visualisation of improvement trajectories as decision support for increasing performance of production 
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These combinations yield the basis for recommendations in terms of improvement trajectories. For these 
recommendations, a representation is developed which, in combination with a multi-criteria evaluation, 
provides the decision support for the practical modification of the production line. 

5. Conclusion and further research 

In this paper, a methodology for increasing the performance of production lines economically by 
identifiying alternative improvement trajectories using RL has been presented. The basic functionality has 
been proven by [13] and validated on an FMCG line. This paper embeds the problem solving method 
presented by [13] into a higher-level methodology for practical application.  

Discussions of this approach with industrial enterprises continue to reveal a desire for a fixed budget for 
an optimization or improvement trajectory, which can be given to the RL-agent as additional constraint. In 
the detailed design it becomes apparent that the definition of the action space is critical for success and that 
the selection of variables by experts requires more precise support, since many engineers are not used to 
dealing with simulation-relevant parameters. A combination of the validation in [13] and this extended 
methodology is outstanding and is planned together with a comparison of different available algorithms as 
in [9]. 
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Abstract 

Crises including the COVID-19 pandemic have caused disruptive changes to many industries and supply 

chains around the world. Their severe impacts on business and the economy provide an opportunity to 

increase preparedness and reveal the importance of implementing a collaborative supply chain risk 

management process. This paper uses a bibliometric analysis based on a co-citation analysis to reveal the 

research areas and gaps concerning collaborative supply chain risk management with a focus on crisis 

situations. Using a structured approach based on Soni and Kodali [1]  and Gmür [2], 269 papers were 

extracted from the database Web of Science (WOS) using a specific search string. Data filtering and 

preparation using title, abstract, and full paper screening, as well as the number of cited-in references, led to 

a final sum of 50 papers. These papers were prepared for the co-citation analysis based on a co-citation 

matrix that served as an input for the Organizational Risk Analyzer (ORA) software. The cluster analysis 

was carried out in the ORA software with a threshold of 0.01, and based on that, five clusters were extracted 

from the network. Extracted main research areas include collaboration approaches and criteria as well as 

decision-making approaches and lessons learned from COVID-19. Research gaps and suggested future 

research areas are presented based on the clusters analysis.  

Keywords 
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1. Introduction

Due to the close interconnectedness of companies, interruptions and disruptions in the supply chain not only 

affect the acutely affected organization but can also result in financial losses and reputational damage for 

other organizations in the value network (see [3,4]). In addition, globalization increases supply chain 

complexity and makes supply and demand more volatile and difficult to forecast. The strong focus on 

efficiency in the context of supply chain management, which goes hand in hand with the reduction of buffer 

stocks in line with the lean philosophy, is increasingly making supply chains more vulnerable. Due to the 

high level of uncertainty and associated risks in global supply chains, it is of paramount importance for 

companies to understand the range of potential risks and their interconnectivity to establish appropriate risk 

mitigation strategies accordingly. These strategies should be accompanied by strong collaboration with 

supply chain partners to proactively manage different risk sources 

Traditional supply chain risk management techniques rely on individual companies that define and 

implement mitigation measures for identified risks and their spillover effects. Therefore, collaborative 
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approaches provide an opportunity to increase the effectiveness of the supply chain risk management process 

by focusing on interfirm relationship arrangements [5].  

Based on the current COVID-19 pandemic, a large body of literature focuses on publishing empirical and 

theoretical studies for topics related, for example, to supply chain resilience and crisis management. 

According to the knowledge of the authors, no previous studies focused on conducting a bibliometric 

analysis for collaborative supply chain risk management with a focus on crisis situations. For this reason, 

this paper aims at analysing the body of literature in this regard based on a co-citation analysis to examine 

the research areas and gaps. Building on this, suggested future research areas are presented to tackle existing 

and potential crisis situations. The paper proceeds in Section 2 by providing a brief theoretical background 

concerning supply chain risk management, collaborative supply chain risk management, and bibliometric 

analysis. Afterwards, the methodology of the bibliometric analysis is elucidated in Section 3. Section 4 

presents the results of the cluster analysis as well as the research areas, gaps, and suggested future research 

recommendations. Finally, Section 5 presents the conclusion and an outlook for further research. 

2. Background 

2.1 Supply Chain Risk Management 

For a company to be optimally prepared against the risks that may arise and to minimize possible damage, a 

risk management system should be put in place. Risk management also exists in the supply chain; however, 

it differs from classic risk management. Particularly within value chains that operate globally and 

dynamically, comprehensive risk management is of crucial relevance [6]. Supply chain risk management 

(SCRM) is a developing research area, stemming from the growing recognition of the value of supply chain 

risk by practitioners and researchers [7]. In our understanding, supply chain risk management (SCRM) is to 

be understood as "[...] a building block within supply chain management that encompasses all strategies and 
measures, all knowledge, all institutions, all processes, and all technologies that are suitable at the technical, 
personnel, and organisational levels for reducing risk within the supply chain." [8]. 

Proper assessment and planning using strategies, methods and tools for SCRM can minimize the impact of 

consequences that result from supply chain risks [9]. This necessitates a structured risk management process. 

The required steps comprise the identification, analysis, evaluation, and treatment of risks. Lastly, 

monitoring of risk management activities should be performed. These five steps of the risk management 

process should be carried out on a regular basis to meet the dynamic business environment [10]. 

Supply chain risk management is often linked with supply chain resilience. Supply chain resilience aims to 

maintain a certain desired performance in spite of disruptions. [11]. It is defined as “the firm’s capability to 
withstand, adapt, and recover from disruptions to meet customer demand, ensure target performance, and 
maintain operations in vulnerable environments” [12]. Supply chain resilience implies not only the ability 

of a system to “bounce back” after a disrupting event but also the ability to adapt and transform [13].  

2.2 Collaborative Supply Chain Risk Management 

While coordination and collaboration are included in SCRM definitions, traditional SCRM approaches are 

not particularly effective in fostering inter-firm arrangements to deal with risk spillovers both within firms 

and across supply chains [5]. Collaboration among supply chain partners is the key mechanism for a good 

resilience against damage in case of any crisis [14] and can be categorized based on micro-, macro-and meso-

levels [15].  

The micro-level describes the direct coordination among organisations about supply risk prevention and 

recovery. The macro-level comes into place when organizations collaborate with other institutions such as 

the government, whereas the meso-level occurs when several supply networks work together on short- to 
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medium-term supply risks [15]. Prerequisites for good cross-organisational collaboration are trust between 

the different actors, full traceability of the supply chain, awareness, knowledge of SCRM and its processes, 

and sharing of knowledge and information [14,16].  

In seeking logistics solutions, risk managers embrace an attitude of exchange and collaboration with partners 

regarding aspects related to risk mitigation and sharing [17]. Risk information sharing, supplier trust, and 

shared SCRM understanding can influence the effectiveness of collaboration among supply chain partners 

[18]. Companies reject isolated practices and individualistic or opportunistic behaviours such as transferring 

and managing risk in isolation [17].  

3. Methodology 

Bibliometric analysis is a comparatively novel approach towards making sense of available metadata from 

a vast number of sources derived from e.g., scientific databases or search engines. Its purpose is to uncover 

emerging trends, collaboration patterns or explore the intellectual structure of a specific domain [19].  The 

bibliometric analysis differs from a systematic literature review (SLR) in the fact, that an SLR tend to rely 

on qualitative techniques and is far better suited for confined research areas and that a bibliometric analysis 

solely relies on quantitative analysis that reduces researcher and author bias [19]. Bibliometric analysis can 

handle a large number of literature sources compared to SLRs, which typically contain a smaller number of 

papers for review. To investigate data, bibliometric methods such as citation analysis, co-citation analysis 

and bibliographic coupling are normally used [20].  

The co-citation analysis provides an effective methodology to analyse the relationship among core aspects 

of a specific scientific domain [21]. When two documents are cited together in one or more published articles, 

they are considered to be co-cited [22]. Co-citation count determines the proximity of content between two 

published articles [2]. This allows the extraction of clusters that correspond to research areas within a specific 

scientific domain. The overall research design of the performed analysis is adapted and further developed 

from [1] incorporating the bibliometric analysis based on [2] as illustrated in Figure 1. 

 

Figure 1: Approach of the research paper (own illustration based on [23]) 

First, Web of Science (WOS) was selected as a scientific database that includes required citation information. 

A specific set of keywords was selected as a search string to extract relevant articles from the database. This 

search string was entered in WOS using the logical operators “AND” and “OR” as follows: 

x ("Cooperat*" OR "Co-operat*" OR "Collaborat*") AND "Risk manag*" AND "Crisis" (All Fields) OR  

x ("Cooperat*" OR "Co-operat*" OR "Collaborat*") AND "Risk manag*" AND ("Corona" OR "Covid") 

(All Fields) OR 

x ("Cooperat*" OR "Co-operat*" OR "Collaborat*") AND "supply chain" AND "Risk" AND ("Corona" 

OR "Covid") (All Fields) 

Database and keywords‘ selection1

Data cleansing and preperation2

Bibliometric analysis3

Research areas and gaps4

Suggested future research areas5
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Second, the data cleaning and preparation step mirrors the filtering procedure required to obtain a set of 

articles relevant to the area under study. Duplicates and articles with missing information were removed 

from the dataset, and the title and abstract of each article were then carefully read and reviewed to remove 

irrelevant articles. Afterwards, a full-text screening was conducted to extract the final set of articles for the 

descriptive and co-citation analysis. 

Third, descriptive and co-citation analysis were conducted on the final set of articles, and the resulting 

findings were further examined in the fourth step to identify the main research areas and gaps in the current 

literature with regards to collaborative SCRM in crisis situations. Lastly, suggested future research areas 

based on the research gaps are proposed in the fifth step.  

The adopted document co-citation approach in this study reflects the content proximity within a research 

discipline by analysing co-citations among selected peer-reviewed documents. Within the co-citation 

analysis, a specific method for calculating the co-citation frequencies is required as an input for the cluster 

analysis [2]. In this research, a Visual Basic for Applications (VBA) Macro code is developed in Microsoft 

(MS) Excel to calculate the co-citation frequencies. The cluster analysis is conducted using the 

Organisational Risk Analyser (ORA) software, a dynamic meta-network analysis and assessment tool 

developed by CASOS at Carnegie Mellon University in Pittsburgh, USA.  

4. Results and Discussion 

4.1 Descriptive analysis  

The authors carefully selected 55 relevant articles from the 269 articles that emerged from the database 

queries based on the data cleaning and preparation phase. This phase comprises articles with missing 

information, title and abstract screening, as well as full-text screening. In total, 55 papers are considered to 

be relevant (see Figure 2).  

 

Figure 2: Data cleansing and preparation 

In order to characterize this final dataset of relevant articles, descriptive figures are used. The descriptive 

analysis comprises the chronological development of the articles as well as the 10 most cited first authors. 

 

Figure 3: Most cited first authors 
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The most cited first author (Juttner, U), based on the extracted papers from WOS, focuses on supply chain 

resilience in the global financial crisis. Similarly, the author (Scholten, K) examined supply chain resilience 

and developed an integrated supply chain resilience framework. The third most cited first author (Harrald, 

JR) presented critical success factors in his paper to prepare and respond to extreme events. The other authors 

focus on different studies related for instance to risk mitigation strategies, resilience approaches, inter-

organisational collaboration, as well as learnings from COVID-19. 

Figure 4: Number of papers per year 

The chronological trend of the extracted papers is presented in Figure 4. An increase in the number of papers 

is observed in the years 2020 and 2021 due to the COVID-19 pandemic. Before that, the number of papers 

published for crises noticed a slight increase until 2017. There is a gap between 2006 and 2011 with no 

papers published that deal with collaboration in crisis situations. The cluster analysis of the final dataset is 

presented in the next subsection.  

4.2 Cluster analysis 

The results of the co-citation analysis are presented in this subsection based on the previously described 

steps (see Figure 5). All cited-in references for each article were stored separately in MS Excel worksheets 

that correspond to each article. Five papers from the dataset were not cited by any authors and therefore were 

excluded from the analysis. The cited-in references were downloaded using the library of Google Scholar 

and saved as CSV files for each article. In total, 2,455 cited-in references are distributed among the 50 

articles. 

For the calculation of the co-citation frequencies, a 50 x 50 raw co-citation matrix was programmed using 

VBA Macro in MS Excel. The co-citation matrix represents an integral input to the ORA software. Using a 

developed Macro, the raw co-citation matrix was generated by comparing the list of cited references for each 

article in each worksheet. By looping through each article, the Macro enters the frequency of co-citation in 

the appropriate field in the co-citation matrix. 

The CoCit score was selected as the primary approach for creating the co-citation network and clusters. 

According to [24], the CoCit minimizes the relation of citation between the two co-citation partners. The 

approach adopts a value between 0 and 1 and associates the sum of co-citation counts with the mean and 

minimum values of the two individual citations.  

The analysis was done in the ORA software with a threshold value of 0.01. This threshold value was adjusted 

manually until a clear pattern was detected. An additional revision of the articles’ abstracts and introductions 
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was conducted to extract the clusters from the network. Of the 29 articles in the final data set filtered using 

the threshold value, 20 are clustered references in the co-citation network.  

Figure 5: Clusters of the co-citation analysis 

Cluster (I): Collaboration approaches and criteria (7 papers) 

This cluster deals with collaborative approaches and criteria in different industries with a focus on the 

COVID-19 pandemic. Reference A42:[15] developed a typology of resiliency strategies concerning different 

collaboration types within and between supply networks. Reference A50:[25] analyse and discuss based on 

a literature review and case study research the relationships between fast-fashion retail chains and their 

suppliers’ customers. The authors provided best business practices concerning cooperation with suppliers. 

Reference A12:[26] presents in their paper a collaborative approach for maintaining optimal inventory and 

mitigating stockout risks during a pandemic in healthcare supply chains based on a systematic literature 

review. Reference A39:[27] examine in their paper the role of relationship management between hotel chains 

and their key Tourism Supply Chain (TSC) agents to mitigate economic disruptions of epidemic outbreaks. 

Reference A49:[28] identified in their paper a total of 46 cross-sector collaboration activities based on the 

disaster management phases and resilience criteria that cover robustness, visibility, velocity and flexibility. 

Reference A29:[14] utilises seven semi-structured interviews with supply chain actors in the healthcare 

personal protective equipment supply chains as well as document analysis to analyse supply chain resilience 

during the COVID-19 pandemic response. The authors concluded that collaboration is considered a key to 

resilience. Reference A44:[29] found out in their paper that Collaboration Efficiency is the main criterion 

for accelerating the performance of Retail Supply Chains (RSCs) in a dynamic social environment. They 

concluded that RSCs require full integration and collaboration to mitigate the risks during and post-

pandemic.  

Cluster (II): Decision-making approaches and lessons learned from COVID-19 (5 papers) 

This cluster deals with decision-making approaches for risk management and lessons learned from COVID-

19. Reference A43:[30] present in their paper risk mitigation strategies for perishable food supply chains

based on the fuzzy-best worst methodology (F-BWM). Reference A45:[31] focuses on the development of

I: Collaboration approaches and criteria

II: Decision-making approaches and lessons learned from covid 19

III: Supply chain resilience

IV: Risk governance and communication

V: Methods and frameworks for crisis management
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a framework to utilise lean, agile, and leagile strategies in the supply chains. The authors analysed as well 

the impact of these strategies on crisis using the example of COVID-19. Reference A34:[32] examined 

agricultural supply chains risk caused by disruptions and identified strategies for decision-makers such as 

supply chain collaboration and shared responsibility. Reference A13:[16] stress the importance of involving 

communities in decisions during and after a crisis event occurs. The authors propose that risk managers may 

benefit from incorporating collaborative planning principles in their approaches, especially at the prevention 

stage. Using seven companies from different industries, supply chain positions, and countries, reference 

A37:[33] examine how insights from theories of the total cost of ownership, supplier segmentation, and 

supply chain change management can be applied to efforts to manage COVID-19 risks and disruptions in 

the supply chain.  

Cluster (III): Supply Chain Resilience (3 papers) 

This cluster comprises three papers that deal with supply chain resilience. Reference A10:[34] 

conceptualizes supply chain resilience and investigate its related concepts of SCRM and supply chain 

vulnerability. The authors of A36:[35] develop an integrated supply chain resilience framework utilising a 

qualitative case of a collaborative agency. Finally, reference A14:[36] analyses how energy supply chains 

function to increase resilience in the face of exogenous security threats and what support mechanisms the 

European Union should subsequently introduce or improve. 

Cluster (IV): Risk governance and communication (3 papers) 

This cluster deals with studies related to risk governance and communication with stakeholders. The authors 

of A4:[37] focus on defining the term supply chain governance and developed an associated conceptual 

framework that reflects different types of supply chains and actors. Reference A1:[38] deals with risk 

information sharing and investigates communication challenges linked to risk and vulnerability assessment. 

Similarly, reference A3:[39] focuses on communicating risk in disaster management systems, and based on 

two experiments, the authors reached a conclusion that the presence of risk information greatly influences 

the ability of stakeholders to carry out well-informed decisions.  

Cluster (V):  Methods and frameworks for crisis management (2 papers) 

This small cluster consists of two papers that present methods and frameworks for crisis management. 

Reference A24:[40] developed a method that integrates Business Impact Assessment (BIA) and Risk and 

Vulnerability Assessment (RVA) for the public crisis management sector. Reference A30:[41] develops a 

multilevel framework to enhance organisational resilience for responding to crises. The authors argue that 

crisis management and organisational resilience are shaped mutually across different levels, from 

environmental, organisational, to individual. 

4.3 Main Research areas and gaps 

Three main research areas were extracted based on the frequency of articles in each research area from the 

co-citation network. The threshold to detect a main research area is set to be three articles. First, collaborative 

approaches and criteria for different industries are thoroughly analysed by different authors as can be 

observed in the first cluster. For instance, papers related to this area investigate collaborative approaches for 

inventory optimization and criteria such as collaboration efficiency. Second, there is a focus on resilience as 

well as supply chain resilience approaches and frameworks that were developed for crisis management which 

can be noticed particularly in the third and fifth clusters. Papers from these clusters utilized conceptual 

analysis, qualitative case study as well as empirical studies. Third, decision-making approaches and lessons 

learned from the COVID-19 pandemic (see cluster II) is a main research area that tackles supply chain risks 

caused by disruptions. The incorporation of communities and collaborative planning principles are examples 

of decision-making approaches from this cluster to manage supply chain risks caused by disruptions.  
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From the cluster analysis, only a few studies focused on the role of risk governance and risk communication 

in managing risks or crisis situations. Additionally, only a few papers developed methods and frameworks 

for crisis situations based on SCRM. There is a lack of papers that provides conceptual analysis and a 

roadmap for implementing collaborative SCRM with a focus on crisis situations. None of the papers as well 

considered the integration of business continuity management with collaborative SCRM. Based on the 

aforementioned research gaps, suggested future research areas are elaborated in the next subsection. 

4.4 Suggested future research areas 

There is a need to conduct further research concerning frameworks and models that can guide companies in 

understanding the requirements for implementing a collaborative SCRM process. Empirical studies based 

on interview and survey studies can examine the current status of collaborative SCRM and extract 

implementation aspects. There is also a need to analyse the impact of risk governance on collaborative 

SCRM. In this regard, case studies, as well as explorative approaches, are recommended to understand the 

current situation, challenges, and opportunities for collaborative risk management. Transdisciplinary studies 

integrating related research fields such as resilience and business continuity management are recommended 

to develop holistic frameworks and models that support collaboration aspects, especially in crisis situations. 

Studies that define maturity levels linked to Key Performance Indicators (KPI) for collaborative performance 

systems can help companies to understand and improve their current collaborative risk management level 

(see [5]). An operationalization process is required in advance to enable the proper assessment of 

collaboration in SCRM. 

5. Conclusion and outlook 

This paper utilised a bibliometric analysis based on a co-citation analysis to reveal the research areas and 

gaps concerning collaborative SCRM with a focus on crisis situations. Based on the analysis, three main 

research areas are extracted: (1) collaborative approaches and criteria for different industries such as 

healthcare and fashion (2) resilience and supply chain resilience approaches and frameworks for crisis 

management (3) decision-making approaches and lessons learned from the COVID-19 pandemic. Besides 

the research areas, the research gaps are extracted based on the cluster analysis. A gap was detected 

concerning methods and frameworks for crisis situations based on SCRM. Another deficiency is connected 

to studies that provide conceptual analysis and a roadmap for developing a collaborative SCRM with a focus 

on crisis situations. Lastly, a clear gap is noticed with regards to the integration of business continuity 

management with collaborative SCRM. Based on the research gaps, future research areas are suggested 

covering collaborative SCRM, business continuity management, resilience and risk governance 

encompassing theoretical, conceptual, and explorative approaches. 

The co-citation analysis performed in this study has several limitations. First, the extracted papers were based 

on a specific search string that could have omitted other relevant papers. Second, several papers were not 

cited at all or only cited by a few authors since a large number of papers were published in the years 2020 

and 2021. Third, the cluster analysis was based on the CoCit method for generating the co-citation network. 

Future studies should consider applying a Multi Vocal Literature Review (MLR) to systematically analyse 

both white and grey papers.  The current research indicates a clear research gap concerning holistic 

frameworks and models for implementing collaborative SCRM. Therefore, it is recommended to develop 

theoretical and conceptual frameworks as well as models that present the building blocks and aspects for 

implementing a collaborative SCRM from theory and practice. These models and frameworks should 

investigate, for instance, the role of supply chain risk governance on collaborative SCRM as well as 

investigate how collaboration approaches for SCRM affect crisis management. Operationalization and 

quantification approaches that measure and assess the successful implementation of a collaborative SCRM 

and the intensity of collaboration should be examined in further research. The next step in our research is to 
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develop a conceptual framework for collaborative supply chain risk management with a focus on crisis 

situations. 
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Abstract 

The European Green Deal proposes the transformation to climate neutrality by 2050. Especially for 
manufacturing companies and their production sites, this transformation is a big challenge. Every aspect of 
the value stream needs to be re-evaluated and adjusted to reach the new target state of climate neutral 
production. In the last decades, many companies used lean management methods to improve production in 
the dimensions of time, quality, and cost. However, a growing number of studies show that lean methods 
can also be used to drive sustainability goals (with the target state being climate neutral production). This 
paper analyses the suitability of shop floor management, a popular lean method, in the context of climate 
neutral production. To this end, a literature research has been conducted to summarize the goals of shop floor 
management and the success factors for the transformation to climate neutral production. Then the results 
are contrasted and overlaps are analysed to identify possible shop floor management tools to accelerate the 
transformation to climate neutral production. Finally, the findings are briefly discussed and summarized in 
a matrix. The paper closes with specific recommendations for further research in this area. 

Keywords 

shop floor management; lean management; climate neutral production; climate neutrality; sustainable 
production 

1. Motivation

With the Paris Agreement the United Nations agreed that global warming is to be limited to a maximum of 
2 °C and that efforts are to be pursued to remain below 1.5 °C [1]. It was recently reaffirmed at COP26 in 
Glasgow [2]. This goal requires steps to be taken in all areas of society including industrial production. The 
manufacturing sector is challenged to integrate the goal of climate neutrality into operational company 
processes. In the last decades many companies used lean management methods to improve production in the 
dimensions of time, quality, and cost. An extension of the dimensions is therefore plausible and has already 
been investigated by several studies [3±5]. The difficulty is that elimination of waste (lean) and resource 
efficiency (climate neutrality) are dealt with in different committees or working groups [3]. Furthermore, 
approaches to Lean&Green to date are project-based and still focus on cost reduction as the main dimension 
[6]. For climate neutral production a much more fundamental and sustainable change in the companies must 
be achieved [7]. In their lead research study the ³'HXWVFKH�(QHUJLH-$JHQWXU´��GHQD��describes the change 
necessary in vision and strategic goals of companies to reach climate neutrality [8]. To operationalise 
strategic goals the widely accepted lean method of shop floor management (SFM) can be used. In 2018, a 
study from Germany shows that more than 80 percent of producing companies use SFM to lead workers on 
the shop floor and help them improve production processes [9]. Since climate neutrality is also a strategic 
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improvement process the question is whether SFM can support the success factors of climate neutral 
production. However, there is currently a lack of a comprehensive overview of the success factors for climate 
neutrality in production. Based on that, a comparison can be made to develop recommendations in which 
areas SFM can promote climate-neutral production. 

This paper is divided into three parts. First, the state of the art for both areas is analysed. The second part 
explores the success factors of climate neutral production through a systematic literature review. Then, 
matching areas are analysed and recommendations for further research are discussed.  

2. State of the art 

2.1 Climate neutral production 

In recent years, climate targets of various countries and other institutions have been tightened. The goals are 
often defined by the target state of climate neutrality. The European Union, for example, has set a target in 
the European Green Deal 2019 to become the first climate neutral continent by reducing net greenhouse gas 
emissions to zero by 2050 [10] and by 55 percent by 2035 compared to emissions in 1990 [11]. 

The term climate neutrality must be distinguished from greenhouse gas neutrality and CO2 neutrality. CO2 
neutrality refers to a state in which as much CO2 is emitted as is absorbed by natural and technical sinks. 
Additionally, greenhouse gas neutrality includes other greenhouse gases. Finally, climate neutrality is the 
condition in which no further increase of global temperatures exists. Since there are many effects on climate 
change, some of which are not directly measurable, the term climate neutrality is often used synonymously 
with greenhouse gas neutrality [7,12]. Despite significant reductions in recent years, the industrial sector still 
accounts for about 20 percent of greenhouse gas emissions of the European Union [10]. Accordingly, there 
is still a need for action in the industrial sector to further reduce emissions and contribute to the goal of 
climate neutrality. In addition to the ecological impact the goal of climate neutrality is also gaining 
importance for companies due to other reasons: The climate targets are becoming an important criterion for 
investors to base their decisions on. Emission certificates must be purchased, whereby rising prices can be 
assumed. Rising energy prices also make activities to increase energy efficiency economically attractive. In 
addition, the demand for climate neutral products on the customer side is growing as well. [13]  

A company's emissions are often broken down into three scopes according to the Greenhouse Gas Protocol 
[14]. Scope 1 includes direct emissions inside the company e.g., from the combustion of natural gas. Scope 
2 covers emissions from energy purchases. Scope 3 includes further emissions, for example caused by 
upstream and downstream processes in the supply chain and the use of the product [15]. In all three scopes, 
there is a multitude of possible actions for companies to reduce emissions. 

The goal of climate neutrality is often examined in cross-sectoral transformation studies for entire national 
economies [8,16,17]. In addition, there are studies that investigate transformation paths in specific sectors, 
such as the industrial sector, or specific industries [18]. Nevertheless, for a comparison of shop floor 
management with climate neutral production, an overview of success factors for climate neutrality is 
missing. There are guidelines for implementation, but these focus on partial aspects such as resource 
efficiency [19] or are limited to certain stakeholders, such as managers [8]. Therefore, an overview of the 
success factors must be created, on which further considerations will be built. 

2.2 Shop floor management 

SFM originated in lean manufacturing theories and was first introduced by Suzaki in 1993 with the book 
"The New Shop Floor Management" [20]. On the shop floor goals set by the management are translated into 
traceable key performance indicators (KPIs). SFM helps to identify deviations in the KPIs, analyse those in 
shop floor meetings and initiate a problem-solving process. Optimizations developed in the problem-solving 
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process are stabilized and standardized in order to reach a continuous improvement of the production 
processes [20,21]. The Darmstadt SFM model developed by Hertle et. al. identifies five core elements of 
shop floor management: performance management, problem management, lean leadership, glass wall 
management and competence management. For each element several goals and methods are presented in the 
following paragraphs: 

With performance management the work scheduling as well as the order scheduling in production is 
addressed [20±22]. In performance management, a basic distinction is made between two types of 
improvements: Reacting to problems and achieving more challenging goals [20±22]. A major lean principle 
for the reaction to problems is the stabilization of processes [20,21]. The initial standard is the baseline for 
further improvement and is controlled through KPIs. If there are regular deviations generated by unstable 
processes, these must first be addressed [23]. The definition of goals for the production processes by 
management is the prerequisite for the definition of KPIs to visualize the degree of target achievement. This 
JRDO�RULHQWHG�DSSURDFK�WR�6)0�LV�OLQNHG�ZLWK�WKH�OHDQ�PHWKRG�³+RVKLQ�.DQUL´��ZKHUH�HYHU\�.3,�RU�JRDO�LV�
linked to the long-time vision of the company [24]. All entities in the company are encouraged to have the 
same structure of KPIs to strengthen transparency [25]. KPIs are challenged every day and optimized 
towards the set goals to control and increase the production output [21,23]. 

In problem management the deviations in KPIs are presented to the employees and managers where they 
must make the decision how to handle the deviation. This can be categorized into three different reactions: 
If the deviation is not impactful or even a false alarm it can be ignored. If the deviation has an impact on 
production performance immediate action to prevent further damage or solve minor issues are to be taken. 
Finally, if the deviation is a major problem a systematic problem-solving process (SPSP) is used to find the 
right countermeasure. [20,21,24]  

Lean leadership LV�VWURQJO\�OLQNHG�ZLWK�WKH�³*HQFKL�*HQEXWVX´�PHWKRG�RI�OHDQ�PDQDJHPHQW [26]. Managers 
do not spend enough time on the shopfloor and loose connection to the problems of their employees [23,27]. 
By meeting on the shop floor together with their employees (Go and See), problems can be analysed and 
addressed faster. To further strengthen this strategy the hierarchical depth of management is reduced and 
managers are encouraged to be active on the shop floor to see for themselves. [28,29] 

The reduction of hierarchical depth also implies a reorganization of the work environment into smaller teams. 
Through the introduction of mini factories for visual management, the teams are responsible for their own 
area. Employees start to identify themselves with their work and communication with other mini factories is 
strengthened [29]. Such communication is only possible by the use of tools for transparency like shop floor 
boards or Andon that enable to analyse production efficiency even as an external visitor [30,31]. In addition, 
glass wall management includes the goal of information dissemination. In order to empower employees 
there is a need for systematic information dissemination from management to their employees [28]. The 
employee needs to know the goals/vision created by managers to understand their decisions [29].  

In competence management three goals are identified. As described beforehand SFM involves employees 
in the continuous improvement process. This transfer of responsibility to employees can be seen as an 
empowerment to carry out adjustments/optimizations of processes independently/together with colleagues 
[28,32]. Shop floor meetings are held each day at a set time with a series of topics that are discussed in a 
predefined order. This structured communication ensures that all relevant topics are discussed in a set 
timeframe while still leaving room for open discussion [23]. Moreover, the transfer of responsibility and the 
structured communication are used to achieve competence development for employees as well as 
management. Competence development on all hierarchical levels is necessary to have constant continuous 
improvement for the production process [28]. To achieve competence development, employees as well as 
management are given specific roles such as shop floor operator, manager and team leader [23]. Leading 
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personnel must be developed into methodical coaches willing to set an example for their employees[23,28]. 
Furthermore, targeted, work-integrated competence development is key for employees [28]. 

3. Systematic literature review to identify success factors for climate neutral production 

To identify success factors for climate neutral production a systematic literature research was conducted on 
the database of ScienceDirect. Only literature in English was considered. The database of ScienceDirect was 
scanned with the following search string: (("climate neutral" OR "carbon neutral") OR ("climate neutrality" 
OR "carbon neutrality" OR "net-zero")) AND ("manufacturing" OR "industrial production" OR "industry"). 
The query was limited to title, abstract or author-specified keywords. The focus is on articles that show the 
implications of the goal of climate neutrality for industrial production, and less on the description of specific 
technologies. From the results of the literature research, 16 success factors for climate neutral production 
were derived (see Table 1). Contrasting the methods of SFM these were grouped according to technical, 
organisational and human success factors [33]. The success factors are chosen to ensure that they can be 
actively influenced by a manufacturing company. External influencing factors such as the development of 
the regulatory framework or the energy system outside the factory are just as relevant for achieving climate 
neutrality but are not within a company's direct sphere of influence. They are therefore neglected in this 
analysis. Requirements for the implementation of the success factors are included in the description. 

Table 1: Success factors of climate neutral production 
Technical success 
factor 

Description 

Increasing energy 
efficiency 

Increasing energy efficiency is mentioned in a variety of studies across industry as a key success factor 
for the development towards climate neutrality [8,16,34±39]. The implementation of energy efficiency 
measures is also of importance because it supports the implementation of other success factors by 
reducing the overall energy consumption of the industry sector. Energy efficiency measures need to be 
targeted after identifying potentials for increasing energy efficiency. They can range from 
improvements in specific machines and processes to complex systemic measures [39]. Besides the 
ecological effect, energy efficiency measures can contribute to the profitability of a company by 
reducing energy costs [40].  

Increasing energy 
flexibility 

Energy flexibility describes the ability of a system to adapt to changes in the energy market, especially 
by shifting electrical loads over time[41,42]. Hence, increasing energy flexibility on the demand side 
creates the prerequisite for integrating an increased percentage of volatile renewable energy sources 
into the energy system. [8,16] Thus, energy flexibility is necessary not only for transforming factories 
but also the surrounding energy system towards climate neutrality. Increasing energy flexibility can be 
achieved for example by using energy storages or the planned adaption of production processes 
according to energy forecasts. [41] 

Increasing material 
efficiency 

Increasing material efficiency contributes to reducing material-related greenhouse gas emissions by 
efficient product design and reducing the creation of waste during production by ensuring high quality 
production processes. [8,16,37±40]. The increase of material efficiency as a success factor includes 
material substitution as well [39]. 

Reuse of waste heat The reuse of waste heat can be seen as a sub-aspect of increasing energy efficiency. However, it is of 
such importance for climate neutrality to decarbonise the heat supply that it is listed as a separate success 
factor. [8,36,43] 

Electrification of 
energy demands 

Electrification of energy demands can help reduce direct emissions at Scope 1 by replacing fossil fuels 
[8,12,37±39,44±46]. Heat pumps are a well-known example of those power-to-heat technologies [38]. 

Using green fuels Using green fuels covers synthetic fuels, hydrogen, and biomass. These fuels can help replace fossil 
fuels [8,12,16,36±39,43,44,46,47]. The emission reduction is based on the use of electricity to produce 
synthetic fuels or hydrogen, or the use of biological processes in the case of biomass. Their use is 
indicated when direct electrification is not an option [16,45]. 

Using renewable 
energies 

Using renewable energies is an obvious success factor and a prerequisite for other success factors such 
as electrification or the use of green fuels. Companies can both switch their energy purchases to 
renewable energies and operate renewable energy plants themselves. [8,16,34,35,43,48]  
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Implementing 
elements of circular 
economy 

Implementing elements of circular economy contributes to reducing the footprint of the used materials 
and the manufactured goods. [8,16,37±40,44] 

Carbon capture and 
storage/usage 
(CCS/CCU) 

Carbon capture and storage (CCS) processes may be used to avoid emissions, for example when the 
application of the technical success factors described above does not lead to achieving complete climate 
neutrality [37±39,48±51]. In the terms of Carbon Capture and Usage (CCU), the captured CO2 can also 
be reused for other processes [36,44,47]. 

  
Organisational 
success factor 

Description 

Definition and 
Implementation of a 
climate strategy 

The definition and implementation of a climate strategy is an essential step towards achieving climate 
neutrality. With a climate strategy, the goal of climate neutrality is strategically anchored in the 
company and the corporate culture to raise the awareness of employees. Sub-goals are defined for 
example for certain departments or cost centres, and steps are specified to achieve them. 
[34,37,40,52,53] 

Performing energy 
management 

Since a large proportion of greenhouse gas emissions from companies are energy-related, effective 
energy management is necessary. Key aspects are, for example, the creation of transparency regarding 
energy. It is characterised by a continuous improvement process, such as PDCA described by the ISO 
50001[54]. Systematic energy management supports the implementation of other success factors such 
as increasing energy efficiency. [8,35,39,40] 

Incentivising emission 
reduction 

Incentivising emission reductions may include the introduction of internal carbon pricing or the 
attribution of energy costs to departments according to their origin. To be effective, incentives for 
emission mitigation efforts should be communicated effectively. [55±57] 

Supply chain 
engagement 

A major part of the emissions arises from the production of goods in upstream processes outside the 
company's boundaries. They therefore belong to Scope 3 and can be influenced only indirectly by the 
company. However, companies can act on their supply chain and encourage suppliers to meet emission 
targets. Hence, supply chain engagement is considered a success factor [58]. 

Offsetting of 
remaining emissions 

Despite the application of various success factors, companies often have emissions that cannot be 
avoided directly. In this case, the mandatory purchase of emission certificates or the voluntary offsetting 
of remaining emissions can be considered, which can at least reduce the climate-damaging effect of 
emissions [8,16,38±40,59]. However, the effectiveness of offsetting payments is discussed 
controversially [60]. 

  
Human success 
factor 

Description 

Commitment of the 
employees and 
management 

The commitment of the employees and management is needed for the successful transformation towards 
climate neutrality [39]. It is crucial that they see climate change mitigation as a desirable goal [34]. 
Employee commitment impacts decisions towards sustainability at all levels, especially at the top 
management level [40,61]. 

Providing relevant 
competences 

To enable employees to facilitate the development of the company towards climate neutrality and raise 
awareness for this strategic goal, providing the relevant competences or their external availability is 
necessary [40]. This is particularly the case in SMEs, where it is hardly possible for employees to 
specialise in the implementation of climate strategies [8,35,40]. 

4. Aligning shop floor management with the success factors for climate neutral production 

After the detailed description of the literature results the relation of success factors for climate neutral 
production to SFM are analysed and discussed. The aim is to find out what element of SFM can actively 
support the success factors and to derive recommendations for further research. This is done by comparing 
the requirements for the implementation described in Table 1 with the elements of SFM. The findings are 
visualised in a matrix in Table 2.  

In total 9 of the 16 success factors can be supported by SFM. These are described in detail in the following 
paragraphs. The remaining seven success factors cannot be incorporated into SFM. Those are outside of the 
sphere of influence of classic SFM. Using green fuels or renewable energies are strategic decisions made by 
the management or during a production planning process. The same holds for decisions to implement aspects 
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of circular economy or carbon capture and storage. Supply chain engagement and the compensation of 
remaining emissions through the purchase of certificates is controlled by the purchasing department as they 
control where money is spent.  Both are not subjects of a production process optimization method like SFM. 

Table 2: Aligning SFM with the success factors of climate neutral production 

  

Success factors of climate neutral production 

Technical Organisational Human 
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Performance Management 
stabilization of processes, 
definition of goals and KPIs, 
control and increase of production 
output 

� � � �           � � �     � � 

Problem Management  
systematic problem-solving 
process, continuous improvement 

�  � �                        
Lean Leadership  
Go and See, Gemba                           � � 
Glass Wall Management 
visual management, transparency, 
information dissemination 

                  � � �    � � 
Competence Management 
transfer of responsibility to 
employees, open communication, 
competence development 

                  �        � � 

 

First, the technical success factors increase of energy and material efficiency, energy flexibility as well as 
reuse of waste heat are discussed. To increase energy efficiency one of the requirements is to identify 
potentials for energy reduction. Target values such as those used in performance management could be 
helpful for identifying potentials since target states are defined and deviations are determined. Deviations 
from the target state are dealt with in Problem Management. The increase of energy flexibility can be 
achieved by planning production according to energy availability. This is only possible when the processes 
are stable and therefore predictable. Through standardization in performance management this requirement 
can be achieved. For example, a standardized process with high energy demand is carried out at the time 
when the most renewable energy is available and therefore the energy costs are low. The increase of material 
efficiency is dependent on high quality in production processes. All forms of waste are to be eliminated 
which is in line with the goals of performance management as well as problem management. Another 
requirement to increase material efficiency is the low-waste design of products. It would be possible to use 
the proposal system of SFM for ideas to improve the design of components and products. 
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The first organizational success factor is the implementation of a climate strategy. Key elements of a climate 
strategy are the definition of goals for each department and awareness of every employee about their goals. 
Via Performance management these goals can be implemented on the shop floor. Through visual 
management and information dissemination (glass wall management) and an open communication 
(competence management) the strategy can be spread further and the chances of a successful change in 
corporate culture may increase. The second organizational success factor is to perform energy management. 
A requirement of an energy management system in line with ISO50001 is to achieve transparency of all 
energy processes. Once again KPIs in SFM can support this and elements of glass wall management like 
mini factories transparently display the energy processes. Furthermore, the ISO50001 recommends the use 
of PDCA (part of the SPSP) to manage energy related problems. For achieving an incentivising of emission 
reductions internal carbon pricing can be implemented. By making carbon emissions tangible in figures 
through internal pricing, a direct comparison with other areas is possible. The same strategy is applied in 
SFM with KPIs. A big part of internal carbon pricing is the effective communication to employees to make 
sure they understand why they are penalised for creating carbon emissions. Glass wall management in the 
form of mini factories could enhance transparency in that area. 

To provide relevant competences to employees WKHUH� QHHGV� WR� EH� D� GHILQLWLRQ� ZKDW� WKH� ³UHOHYDQW´�
competences for each employee are. Relevant competences are specified in SFM via the KPIs of each 
individual employee. The open and structured communication top-down as well as bottom-up as a main 
benefit of SFM can be a key feature for a successful transformation as well since it supports the requirement 
to make employees aware of the wastes around them. Furthermore, the goals of glass wall management could 
not only provide relevant information to develop competences but also support the commitment of the 
employees on the shop floor. On the other hand the commitment of management is shown transparently by 
Lean Leadership, where managers commit themselves to be active on the shop floor and support their 
employees. 

5. Recommendations for further research 

In summary, this paper analysed the suitability of SFM in the context of climate neutral production. After 
summarizing the success factors for the transformation to climate neutral production, the commonalities 
between SFM and the success factors were found. The paper identifies a need for further research and testing 
on two main topics. Topic one is that several success factors are dependent on KPIs to measure, control and 
improve resource efficiency of production processes. This requires new KPIs for climate neutral production 
which have played a subordinate role in classic SFM to date and have not yet been described in detail in this 
context. Following the recommendations by Diez et. al. [24]��WKHUH�LV�D�QHHG�IRU�D�FRPSOHWH�³+RVKLQ�.DQUL�
7UHH´�GHILQLQJ�WKH�JRDOV�DQG�.3,V�RI�FOLPDWH�QHXWUDO�SURGXFWLRQ�RQ�DOO�KLHUDUFKLFDO�OHYHOV� A major obstacle 
here is the delimitation of the resource consumption caused by each individual workstation because of the 
difficulty WR�³EUHDN�GRZQ´�WKH�VDYLQJV�IURP�H�J���FHQWUDO�VXSSO\�V\VWHPV�WKDW�SURYLGH�FRPSUHVVHG�DLU��KHDW��
or cooling to several machines. 

The second topic is the competences of employees and management in climate neutral production that need 
to be improved. To be able to use SFM for the transformation a full description of relevant competences for 
shop floor personnel as well as management is needed. These so-called competence tables can then be the 
basis for competence development through SFM.  

Both steps form the basis to evaluate if the methods of SFM are suitable to support a climate neutrality 
strategy. The authors are planning to implement the new approach in a company experienced with classic 
SFM. The implementation will reveal which further modifications in the methods of SFM are needed to 
work with the new goal of transforming production towards climate neutrality. 
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Abstract 

A volatile, non-transparent market environment leads to fluctuations in the load on production capacities in 
the manufacturing sector, which are reflected within production in over- or underutilization of machines and 
persons. Small and midsized enterprises (SMEs) are expecting increasing volatility, which is accompanied 
by an increase in the frequency of market and economic cycles. For SMEs it is difficult to handle these 
fluctuations. Capacity sharing platforms can be a solution for this challenge. Platforms are available in 
different forms. Currently, companies are not often using this possibility, because of prevailing scepticism 
in different fields. Therefore, a methodology will be developed to provide a decision support for or against 
platform usage. Additionally, the platform type choice will be supported, and the changes of logistic and 
economic indicators will be considered. With this information, companies can make a qualitative decision, 
and the existing inhibitions can be alleviated. 

Keywords 

Capacity sharing; decision support; supplier and consumer view; logistic and economic indicators 

1. Introduction

The digitization of the economy across industries is not only leading to the emergence of innovative products 
and services, but also to a transformation of existing market logics [1]. Digital platforms as a growing 
innovation driver of digital transformation exists [2]. By linking the sharing economy in the form of capacity 
sharing with digital platforms, companies can offer or purchase their free or required capacities on an inter-
company basis. This potential flexibility is currently getting more and more attention. SMEs are expecting 
increasing volatility, which goes hand in hand with an increase in the frequency of market and economic 
cycles [3]. Especially for SMEs, these fluctuations are difficult to map internally, so capacity sharing is seen 
as a solution to compensate these fluctuations. The decision of a beneficial of using capacity sharing for an 
individual company and which type of platform is suitable, depends on various factors. Therefore, a 
methodology has been developed to help companies to make this decision. It also provides a guidance on 
how economic and logistic indicators would likely change by using capacity sharing. Companies can make 
a high-quality decision based on this provided information in a user-friendly application including a guidance 
[4]. * 
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2. State of the art 

Many SMEs are currently affected by increasing workload fluctuations. The state of the art will first present, 
how the current way looks like to challenge these fluctuations, followed by a presentation of the current use 
of capacity sharing in companies. 

2.1 Workload fluctuations in SMEs and current compensation 

Most recently, more than a half of all German SMEs were affected by sales losses averaging 53% compared 
with expected sales in March 2020 [5]. The reasons for this are for example the measures to combat the 
pandemic or the declines in demand for orders [5]. A look at the change in production in the manufacturing 
sector in Germany compared with the previous month from January 2020 to 2021 shows significant 
fluctuations in orders and thus capacity utilization [6]. A study by GREAN GmbH in the issue of "Production 
after the pandemic" shows, that there is a high level of capacity utilization during the pandemic and most 
companies also expect a rapid recovery [7]. The high level of capacity utilization is due to an artificial 
reduction in available capacity, e.g. through short-time working, and to existing orders that were placed 
before the outbreak of the pandemic [8].  

Independently of pandemics, companies are confronted with fluctuations in capacity utilization. The reasons 
can be found in a volatile market and the globalization [9]. Furthermore, fluctuations in capacity utilization 
can be influenced by the economic situation, e.g., during the financial crisis in 2009 [10]. Additionally, 
political conditions or natural disasters can lead to material shortages [11]. However, the sector itself also 
entails a certain degree of fluctuation in capacity utilization, for example due to seasonal products [12].  

To counter fluctuations in capacity utilization, companies can make use of various flexibility instruments. 
These can include working time accounts, short-time work, temporary work, extending shift work or 
increasing weekly working hours [13]. Furthermore, permanent machine availability can be ensured by an 
in-house technical support. These measures counteract the consequences mainly by adjusting the available 
internal personnel capacities [13]. However, if these are fully exhausted or if no plant and machinery is 
available, or the disadvantages for the persons are to be abolished, the use of capacity sharing can be 
beneficial. This applies to the situation where free capacities are available in the own company and can 
therefore be offered as well as to an overload and the subsequent external assignment of orders.  

2.2 Capacity sharing for SMEs in the manufacturing sector 

Fluctuations in capacity utilization are increasingly challenging manufacturing companies. A digital 
platform makes it possible to exchange production capacities to compensate fluctuations in capacity 
utilization. It is possible to participate in a platform as a supplier, a consumer or both, depending on the 
current situation in the companies. 

In the private environment, the sharing economy is becoming increasingly important. Opportunities for car 
sharing and platforms for renting accommodation are widely used [14]. In the industry, there are 
opportunities for capacity sharing, which are little used. Reasons for the restrained use can be found, for 
example, in the competitive situation of the companies. The decision to outsource production steps or to use 
a platform is often equated with the disclosure of own production ideas [15]. But it is also difficult to assess 
the uncertainties about the course and cost of such an order, the quality of the externally produced product 
or the effects on the company's own production processes. 

Currently, there are several active platforms that offer different manufacturing processes such as milling, 
drilling, 3D printing or CAD design for different batch sizes. The possible customer groups are very diverse 
and cross-industry. Since the technical possibilities are available in a variety of different solutions, the 
companies must now be picked up, comprehensively informed, and supported.  
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The need for companies to be adaptable is seen and described in the literature. However, the flexibility 
instruments concern internal personnel, which creates only internal solutions. Due to the large number of 
platform providers, an external and cross-company solution could be provided. Nevertheless, this is mostly 
not used by SMEs because of uncertainties whether capacity sharing makes sense for the companies and 
which platform should be used. Furthermore, the effects on their own production are unknown. Currently, 
there is no scientific support for companies to decide whether the use of capacity sharing is individually 
useful, which capacity sharing platform is suitable and what are the effects on their production. This paper 
aims to fill the research gap by developing a method for decision support on participation in capacity sharing 
for manufacturing SMEs. 

3. Decision support for the use of capacity sharing 

The structure of the developed decision support is shown in figure 1. 

 

Figure 2: Structure of the methodology 

To provide comprehensive decision support, the first step is to develop a methodology that can be used to 
evaluate, whether it is beneficial to participate in capacity sharing as a supplier/consumer. For this, decision 
criteria must be identified as well as their expressions and ratings. As a result, morphologies arise for supplier 
and consumer criteria. In a second step, support is provided to decide which platform is suitable for a 
company and its requirements. For this, a questionnaire must be developed for the platform providers. As a 
result a classification can be create for each platform. These steps can be combined to create a platform 
selection support. Depending on the placement of the companies to the expressions of the decision criteria 
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as well as the questionnaire response of the platform providers, a suitable platform can be suggested. 
Additionally, the change in economic and logistic indicators, arise by using capacity sharing, will be 
presented. Therefore, relevant economic and logistic indicators were identified and the change due to 
capacity sharing will be presented. In the last step, the selection support and further information will be 
integrated and presented in an application for a low-effort use.  

3.1 Utility of capacity sharing 

To evaluate participation in a capacity sharing platform, decision criteria must be defined as well as their 
expressions. These will be presented in a morphology. Thereby, a morphological box is created for the 
supplier and consumer side. Already here, attention was paid to the following task, which deals with the 
assignment of a suitable platform and considers criteria in this topic too.  

3.1.1 Identification of decision criteria and expressions for supplier 

Table 2 shows the final supplier morphology, which was developed via iterative interviews with experts1. 
The forms of expression of the individual dimensions already give an indication of which characteristics 
stands for (column 3) and which stands against (column 1) participating in capacity sharing platforms. The 
middle column shows indicators which must be considered, when selecting a capacity sharing platform, but 
which do not give a clear indication for or against the use, but offers properties to select a suitable platform. 

The fluctuations in demand, postulated in this paper, are confirmed by the experts, and therefore enable 
temporary capacity sharing as an attractive application scenario. Also, the willingness to increase the 

machine utilization should be given. As far as the availability of utilization data is concerned, most of 
the companies do not currently have any (usable) data regarding to the utilization of individual machines. 
For this reason, automated a matching based on real utilization data can only be implemented in a few 
scenarios or by retrofitting the machines accordingly [16]. Due to the sometimes-large effort required for 
retrofitting and various critical security aspects about data provision, an alternative solution approach to 
capacity matching is the active maintenance of integrated production planning, in which corresponding slots 
for individual machines can be enabled or blocked.  
An evaluation of the availability of various manufacturing processes reveals major differences, which 
must be considered. Discussions with the experts identified the manufacturing processes, which are currently 
requested via platforms or offer potential for use.  
The quantity and variety of the raw material in inventory represents another decision dimension that must 
be queried in an automated matching process. Ideally, the available quantities of raw material should be read 
directly from a producer's system during the matching process. If an order is placed by means of individual 
quotations from the production partners, the check can be carried out as a part of the quotation preparation 
process. However, since it is not known in advance, which company has which materials and in which extent, 
the overall effort requires to prepare the offer increases and the efficiency of the platform suffers. It is 
recommended for the production partners to maintain a virtual material inventory, which can be considered 
during the matching.  
The infrastructure should give the possibility to add further orders for using capacity sharing platforms. 
The general flexibility of the organization as well as the general willingness of the companies to support an 
additional platform are queried, as these characteristics represent a basic condition for the use of a capacity 
sharing platform.  
 

 
1 The team of experts consists of employees of manufacturing companies (5), consulting companies (3) and research 
institutes / associations (4) as well as platform providers (3).  This team of experts is also meant in the further course 
of this paper. 
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Table 1: Supplier morphology 

Characteristic 
Eexpressions 

1 2 3 

Do fluctuations in demand frequently lead to 
temporary underutilization of machines? 

 no yes 

Do you have machines, whose utilization you would 
like to increase in general? 

 no yes 

Is your company's production capacity utilization 
data  available? unknown unknown, 

not standardized 
standardized, 

digital available 

Utilization 
of individual 
production 

areas 

Additive manufacturing (ceramic-
based) 

high utilization/ 
not relevant 

overload during 
order peaks 

low to medium 
 Utilization 

Additive manufacturing (metal-
based) 

high utilization/ 
not relevant 

overload during 
order peaks 

low to medium 
 Utilization 

Additive manufacturing (polymer-
based) 

high utilization/ 
not relevant 

overload during 
order peaks 

low to medium 
 Utilization 

Sheet metal processing (laser 
cutting, bending, surface treatm.) 

high utilization/ 
not relevant 

overload during 
order peaks 

low to medium 
 Utilization 

CNC-turning high utilization/ 
not relevant 

overload during 
order peaks 

low to medium 
 Utilization 

CNC-milling high utilization/ 
not relevant 

overload during 
order peaks 

low to medium 
 Utilization 

Plastic molding (injection molding, 
extrusion) 

high utilization/ 
not relevant 

overload during 
order peaks 

low to medium 
 Utilization 

Tube processing / tube bending high utilization/ 
not relevant 

overload during 
order peaks 

low to medium 
 Utilization 

Welding high utilization/ 
not relevant 

overload during 
order peaks 

low to medium 
 Utilization 

Quantity and variety of available stocked raw 
material for the specified manufacturing areas. low  high 

Additional orders can be added (infrastructure). no  yes 
How high do you rate the flexibility of your 

production planning and control system? low  high 

Personnel 
utilization 

Construction high  low 
Manufacturing high  low 

Assembly high  low 

Supporting 
Areas 

Is there a possibility in the WMS to 
consider additional orders? no  yes 

How high is the effort to integrate 
additional orders in the material 

flow? 
high  low 

How high is the effort to consider 
additional orders in the goods issue? high  low 

High number of tenders with low chance of success 
or few tenders with high chance of success? 

many offers 
great competition 

 few, individual 
offers 

Would you like much transparency and 
comparability about the processes and services of 

the platform? 
no  yes 

Knowledge/skills Certificates not 
available 

 Certificates 
available 

 

The personnel utilization in production represents another important decision criterion for capacity sharing. 
If there is a high utilization of personnel despite low utilization of individual machines, the orders must be 
selected in such a way that the pure production times, in which the machine works autonomously, dominate, 
in relation to the work preparation (setup, clamping, reclaiming, etc.). This can be achieved by particularly 
high machining times per part or large quantities of individual jobs. In the future, capacity sharing platforms 
should take this aspect into account.  
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In the supporting areas, serious differences also become apparent between companies, that manufacture 
their own products and contract manufacturers. While the latter have hardly any restrictions in the supporting 
areas and the processes are optimized for the short-term processing of external orders, the material flow-
oriented organization of manufacturing companies leads to serious restrictions about capacity sharing in the 
supporting processes. Here, new processes often must be developed to enable the integration of new special 
orders into the material flow, warehouse management (WMS) and goods issue processes.  
Also important is the preferred scenario about the number of offers and the competition as well as the 
availability of transparency and comparability, which effects the decision for one special platform.  
About the necessary knowledge and skills, there is also a widespread among the manufacturing partners 
surveyed. While all potential manufacturing partners have at least one external certification (mostly ISO 
9001), the companies have numerous other certifications that must be considered in the matching process. 
Relevant certifications exist, for example, for the automotive industry (IATF 16949), aerospace (EN 9001) 
or medical technology (ISO 13485). Due to liability issues across the supply chain, the central task of the 
platform here is to evaluate the production partners’ certificates to fulfil these requirements. In table 1, the 
differentiation between no certificates and certificates available is shown in a simplified form. In the 
resulting matching, the certificates must be considered in more detail. 

3.1.2 Identification of decision criteria and expressions for consumer 

Table 2 presents the relevant decision criteria from the consumer perspective. 

A central distinction is already provided by the question, whether the outsourcing part is a mission-critical 
process or a core competence of the company. In these cases, reservations about capacity sharing platforms 
are significantly greater than in the case of the production of spare parts, prototypes, or custom-made 
products from special mechanical engineering. In the case of the former, liability issues must be clarified 
(product liability, intellectual property), which is why close cooperation must be established between 
company’s purchasing department and the capacity sharing platform.  
In the indirect areas, capacity sharing platforms offer a major advantage when a company's purchasing 

department is working utilized. Through the platform, more purchasing autonomy can be assigned to 
individual departments (testing, prototype, construction), which relieves the indirect areas to some extent. 
Also, the experience of companies in the field of assigning external partner for an extern production could 
be a relevant indicator.  
The next characteristic is about the design data. The digital availability, the design data quality and the 
format are important for the usage of a capacity sharing platform. Since all capacity sharing platforms are 
fully digitized, the provision of design data in step format (Standard for the Exchange of Product model data) 
is usually recommended or, in some cases, assumed as a minimum requirement.  
The reduction of the geographical distance of the exchange partners is also important for many German 
companies. In addition to reducing costs, the environmental protection and support of global sustainability 
goals [17].  
Another important decision dimension is the characteristics of product properties of the orders to be 
placed. Important is the question, whether standard or special material must be used. In addition, it is 
decisive, whether the manufacturing process is exclusively for a single part or whether additional assembly 
steps are necessary for the manufacturing of assemblies or entire products. Assembly and the associated 
material procurement increase the complexity of matching enormously. Furthermore, it is also decisive 
whether semi-finished products must be provided for production or whether the initial process step is 
mediated. This is important because only a few platforms have a standardized process for the provision of 
input material.  
Important for the decision for one special platform type is the preferring price possibilities (instant price 
and comparison offers).   
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Table 2: Consumer morphology 

Characteristic 
Expressions 

1 2 3 

Core competence / success-critical process yes  no 
Utilization personnel purchasing low  high 

Would you like to increase the purchasing 
autonomy / flexibility of individual departments? no  yes 

Do you often need external partners  
to compensate for order peaks? no  yes 

Design 
data 

Digital availability no  yes 
Design data quality low  high 

The data is transmitted as a step 
file. Should orders also be placed 
by means of a technical drawing 

(pdf)? 

Partial orders 
 via pdf 

 no 

Importance of the environmental protection and 
CO² balance of the production partner. 

 not important important 

Geographical distance of production partners.  important not important 

Characteristics 
of potential 

contracts to be 
awarded 

Order material special material  standard material 
Produkt type produkt module component 

Is special input material 
required? 

Provision 
Semifinished 

product 

 
no starting 

material/initial 
process step 

Heterogeneity of orders low  high 
Average contract value  

of contracts to be awarded > 10.000€ 2.000 - 9.999 € < 2.000 € 

Do you prefer a binding immediate price or do 
you require several comparative offers? instant price  comparison offers 

Data 
protection/ 

Data security 

Desired server location of the 
platform Germany Europe worldwide 

Certification according to 
ISO/IEC 27001 or 27002 required desirable not relevant 

Flexibility low  high 
Legal framework conditions 

(e.g. standards and certificates to be met) available  not available 

3.1.3 Usage to identify the utility of capacity sharing 

The characteristic data protection and data security is also important, especially for the decision for one 
platform, as well as the flexibility itself.  
Finally, as with any other types of outsourcing, the legal framework conditions must be checked to 
determine the extent, to which a specific component can be earmarked for outsourcing. Most platforms have 
a standardized non-disclosure agreement (NDA), which can be viewed in advance on the homepage. 

In the next step, an individual company can select the expressions of the criteria. As a first result, the user 
receives a supplier and consumer score for the suitability in percent. The classification of the resulting 
recommendation is shown for an example in Figure 1. In discussion with experts and the first company 
results, by using the decision support, the borderline between the suitability and a necessary further 
examination was set at 30 percent. This borderline is not fixed, it represents only an orientation. In further 
validation steps, this borderline must be analysed in more detail. 
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Figure 2: Illustration of the suitability for capacity sharing 

In the present example, capacity sharing offers a great potential for the company, whereby the company can 
act as a supply and a consumer. 

3.2 Classifications of the platforms 

For the identification of the decision criteria for a platform type, the previously identified criteria were used 
as a basis. The two task areas were worked through in parallel, so that the companies do not have to provide 
any additional information. In consultation with platform providers, the differentiation possibilities of the 
platforms were worked out and integrated into the morphologies. The platform providers get a questionnaire, 
where they can provide information about their platforms. The following information should be provided by 
the platform providers: 

- Supporting manufacturing types of the platform: additive manufacturing (ceramic-based, metal-
based, and polymer-based), sheet metal working, CNC turning, CNC milling, plastics processing, 
tube processing, welding 

- Supplier and consumer role possibilities 
- Manufacturing of assemblies and/or individual products and/or individual work steps 
- Preferred order volume 
- Instant quotes / tender platform 
- Transparency (e.g. FAQ) 
- Orders via PDF possibility 
- CO² neutrality 
- Server location / data security (choose between: Germany, Europe, worldwide) 
- ISO /IEC 27001 or 27002 - certifications (choice between: mandatory, desirable, not required) 
- Hypertext Transfer, Protocol Secure (HTTPS) available 

Based on the classification of the companies into the morphological boxes presented above and the answers 
to the questionnaire of the platform providers, an individual suitability to the platforms (in percent) can be 
determined. An actual overview of the platform providers was made available for this purpose. 

 

 

418



3.3 Change in economic and logistic indicators, using capacity sharing 

For the final evaluation, whether participation in a capacity sharing platform is beneficial for a company, the 
companies should know, how their economic and logistic indicators are likely to change. For this purpose, 
the relevant indicators were identified in a first step and ranked according to the strength of a possible change. 
In a second step, the changes for supplier and consumer were analysed, depending on the company scenario 
or initial situation. For this purpose, standard scenarios were developed with experts, for each of them the 
anticipated changes can be worked out. 

3.3.1 Identification of relevant economic and logistic indicators 

To identify the relevant economic and logistic indicators, all economic and logistic indicators were first 
provided. A list of relevant indicators for capacity sharing was then compiled with the involvement of experts 
(Table 3). 

Table 3: Relevant economic and logistic indicators 

economic indicators logistic indicators 

transport costs delivery time 
planning and control costs downtime 

storage costs throughput time 
production costs delivery reliability 

igle capacity costs machine utilization 
quality costs personnel utilization 

  inventory 
  batch size 
  setup time 

 

The delivery time indicates the period of time that elapses from the placing of the order to its fulfilment [18]. 
Downtimes include technical malfunctions and other downtimes that were not scheduled [19]. Throughput 

time indicates the amount of time required from the start of production to completion. This includes idle 
time, setup time and processing time, as well as transport time, which reflects the distance between two 
workplaces [20, 21]. The adherence to promised delivery dates is described by the key figure delivery 

reliability [22]. Machine utilization indicates the ratio of actual machine working time to total available 
working time. The personnel utilization expresses the utilized personnel capacity in relation to the available 
working time [19]. Inventories give rise on the one hand to capital commitment costs, since goods held in 
inventory have to be financed, and on the other hand to storage costs [22]. The batch size is the quantity of 
products or parts that can be produced directly one after another without interrupting production [23]. Setup 

time is the time required to prepare a machine for the production of another variant [19]. 

Logistics costs are caused by the provision of a logistic service. In this paper, it includes the three 
superordinate service areas: Transportation, storage and production planning and control (PPC), which 
are considered individually due to the different influences and anticipated changes. Transportation costs are 
classified as the costs incurred by the spatial change of goods. Storage costs are represented by warehousing, 
storage, and retrieval as well as the provision of storage space. PPC costs are incurred due to the rescheduling 
effort involved in taking on placing external orders [22, 18]. Production costs describe direct costs due to 
processing as well as maintenance, workshop and production performance costs [19]. Idle capacity costs 
arise from the non-utilization of existing capacity and therefore also reflect a certain degree of 
underemployment [24]. Quality costs arise from quality assurance or the restoration of the required quality 
through rework [19].  

After identifying the relevant indicators, the next step is to assess the potential change itself. Some indicators 
are likely to change more than others, when capacity sharing is used. Table 4 shows the classification into 
high, medium, and low. This classification was made by discussions with experts. 
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These indicators can lead to both a positive and a negative change. It depends on the scenario or the present 
situation of a company as well as the role (supplier and/or consumer). 

Table 4: Classification of indicators according to the strength of a possible change 

high medium low 

planning and control costs production costs storage costs 
igle capacity costs delivery reliabilty inventory 
machine utilization batch size  

personnel utilization setup time  

delivery time quality costs  

downtime    

throughput time    

 

3.3.2 Change in indicators due to capacity sharing 

To be able to finally evaluate the participation in a capacity sharing platform, the resulting changes in the 
economic and logistic indicators should be known. For the evaluation of these, a spreadsheet was developed, 
where the respective change for supplier and consumer, depending on the scenario or initial situation, is 
shown. For this purpose, expert interviews were conducted with users and capacity sharing platform holders. 
In total, the experts identified 10 different scenarios. Furthermore, a simulation model was built to show the 
changes in a simulative way to confirm the previously assumed changes. To illustrate the changes in this 
paper, a standard scenario is considered below that describes a manufacturing company that can act as a 
supplier and a consumer. The company uses the platform to compensate their seasonal fluctuations in orders. 
In addition, internal company influences are described that can affect the strength of the change. 

The transport costs for the supplier or consumer increase due to the distance of the partner company and 
the additional transport effort. The product itself is a factor in the level of these costs. The bulkiness, volume 
and weight of a product are decisive factors. Another factor is the transport infrastructure between the partner 
companies.   
The PPC costs increase in the supplier process and the consumer process, since the additional orders must 
be adjusted in the PPC. One factor for the level of this influence is the presence of system support, e.g., ERP 
or ME systems [25].  
The behaviour of storage costs itself for the supplier and consumer does not normally differ from the original 
situation, but the capital commitment cost can be optimized.  
The production costs for the supplier for additional orders are normally unchanged from the normal 
production costs of an own order, furthermore the fixed costs recovery can be optimized. Factors according 
to the strength of the change results is the number of additional orders as well as the deviations from the own 
products. The costs for the production as a consumer, in comparison with the own production, will be higher. 
The suppliers' idle capacity costs can be drastically reduced. For a consumer, the idle capacity costs are 
already very low, when an outsourcing is used.  
The quality costs for the suppliers normally remain unchanged. Only an additional necessary control could 
increase the costs. Increasing quality costs are likely to be incurred for the consumer, if the products are not 
shipped directly to their customer. After receipt of the products, they are checked in more detail before being 
further processed or shipped.  
Participation can potentially have a negative impact on the delivery time of the supplier's own products. 
Therefore, additional orders should only be accepted, if the own production flow will not be negatively 
influenced. Buyers cannot manufacture the products themselves or only with long waiting times, which is 
why the delivery time at the consumer side should be reduced to the initial situation.  
The suppliers' downtimes should not be different compared to their own products. For the consumer, the 
situation can be different. The company can compensate the downtimes by placing orders externally. 
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Throughput times and delivery reliability behave in the same way as delivery times.   
Machine utilization can be increased by participation in capacity platforms for the supplier. From the 
consumer perspective, capacity utilization is already very good, which is why no change is assumed.  
The personnel utilization behaves simultaneously to the machine utilization.  
The inventories itself will be higher from the supplier view. In the event of seasonal fluctuations, 
participation in capacity platforms can smooth out the inventories for the supplier, so that a constant level of 
inventories can exist throughout the year and the ordering cycle can remain constant. The consumer's 
inventories remain unchanged if no additional steps to the actual process is needed, except for the material, 
which is now used or available at the partner’s company.  
The supplier can optimize the batch size and thus indirectly optimize the production. An internal influencing 
factor is the company's own current order situation and the potential for combining internal and external 
orders into combined batches. For the consumer, the batch size does not change.  
The last indicator is the setup time, which can increase for the supplier, but does not have to. The difference 
between in-house and external orders is not clear. Normally, no changes are expected for the consumer. 

3.4 Application of the methodology and validation 

A methodology was developed to support the decision-making process of companies, participating in a 
capacity sharing platform. This methodology can be used to support the utility of participation and the 
subsequent platform selection. In addition, changes in economic and logistic indicators were presented.   
In the last step, this methodology will be transferred in a user-friendly application tool. In an Excel sheet, 
companies can specify their current situation according to the morphologies and receive information on the 
utility of participation, expressed as a percentage. An assignment to possible platforms will be provided in 
this Excel tool too. Further information on the changes in the indicators is also presented in this tool, 
depending on the initial scenario of a company. For this, the companies must choose a suitable scenario for 
their actual situation.  
In addition to the implementation in an application, a guidance was developed. It presents the application 
and describes how to use it, as well as providing the basics of capacity sharing and further information on 
the platforms, which are available on the market. The companies can, without any research effort, recognize, 
whether participation is beneficial for them, as well as receive a pre-selection for possible platforms and 
view the expected changes of the economic and logistic indicators. 

The methodology was developed with the input and discussions of experts, so that a constant scrutiny and 
validation of the sub steps has taken place. To validate the total methodology, the described questionnaire 
was sent to platform providers. The questionnaires were processed and returned from above 20 platform 
providers in a short time, which present the importance of this topic as well as a low-effort processing of the 
questionnaire. The manufacturing companies of the expert teams test the application afterwards. The results 
were discussed with the hole expert team, with the result, that in these cases, the methodology gives a good 
support. Further detailed validation steps must be done next. 

4. Conclusion and outlook 

The presented methodology as well as the implementation in an application and the provision of a guidance 
for the decision support, for or against a participation in capacity sharing, helps companies to deal with the 
topic and to be able to make individual decisions. The need for more flexibility due to order fluctuations is 
more important nowadays to survive in the market, and companies are aware of this. The market already 
provides several platforms that can be used. Nevertheless, there is currently a great deal of scepticism. 
Companies are unsure, whether participation is beneficial for them, which platform is suitable and what 
changes can be expected. This can be counteracted with the presented approaches. For the long-term use of 
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these approaches, it is important to regularly check the platform market to include new market participants. 
In this way, the support can remain up to date and continue to help companies make decisions in the future. 
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Abstract 

The environment in which companies operate is increasingly volatile and complex. This results in an 
increased exposure to disruptions. Past disruptions have especially affected procurement. Thus, companies 
need to prepare for disruptions. The preparedness for disruptions in the context of procurement is 
significantly influenced by the design of the procurement strategy. However, a high number of purchased 
articles and a variety of influencing factors lead to high complexity in procurement. The systematic design 
of the procurement strategy should therefore take into account the criticality of the purchased articles. This 
enables to focus on the purchased articles that have a high impact on the disruption preparedness. Existing 
approaches regarding the design of the procurement strategy in uncertain environments either lack practical 
applicability and objective evaluation or focus on the criticality of raw materials rather than of purchased 
articles. Therefore, a data-based approach for the systematic design of the procurement strategy in the context 
of the Internet of Production has been proposed. One central aspect of this approach is the identification of 
success-critical purchased articles. Thus, this paper proposes a framework for characterizing purchased 
articles regarding supply risks by combining two systematic analyses. First, a systematic literature review is 
performed to answer the question of what factors can be used to describe the supply risks of purchased 
articles. The results are analyzed regarding sources and impacts of risks and thus contribute to a structured 
characterization of supply risks. Second, existing criticality assessment approaches for raw materials are 
analyzed to identify categories and indicators that describe purchased articles. The results of both reviews 
provide the basis for linking product characteristics with supply risks and assessing product criticality which 
will be integrated into an app prototype. 

Keywords 

Disruptions; Supply Risks; Procurement Strategy; Product Characteristics; Internet of Production 

1. Introduction

Past disruptions like the COVID-19 pandemic, the blockade of the Suez Canal or the flood in North-Rhine 
Westphalia have posed various challenges in supply chains and thus have demonstrated the need to prepare 
for disruptions. As past disruptions have demonstrated, the impact on the procurement side has been 
especially critical [1,2]. Procurement is responsible for organizing and ensuring the supply of external 
material and parts that are required for internal processes [1]. Preparing for disruptions should focus both on 
reducing the effecW�D�GLVUXSWLRQ�KDV�RQ�D�FRPSDQ\¶V�SHUIRUPDQFH�DV�ZHOO�DV�RQ�HQDEOLQJ�IDVW�UHFRYHU\�DIWHU�
being disturbed. The preparedness for disruptions is significantly influenced by actions and strategic choices 
taken prior to a disruption [3]. For the area of procurement, the level of disruption preparedness is thus 
influenced by the design of the procurement strategy [1]. The procurement strategy determines the 
fundamental orientation and design of the supply process within the company and deals for example with 
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the number of suppliers or the type of purchased objects [4]. A high level of complexity in procurement and 
a multitude of purchased products with different characteristics and various options for specifically shaping 
the procurement strategy contribute to the fact that one important prerequisite for increasing preparedness is 
having transparency of the current procurement situation and the purchased articles [5]. To handle the 
complexity, the systematic design of the procurement strategy with regards to disruptions should on one side 
take into account different data sources and on the other side consider the criticality of purchased articles. 
By taking into account the criticality of purchased articles, a focus can be set on articles with a high impact 
on preparedness. As part RI� WKH�UHVHDUFK�SURMHFW�&OXVWHU�RI�([FHOOHQFH�³,QWHUQHW�RI�3URGXFWLRQ´��H[LVWLQJ�
approaches for developing procurement strategies and identifying critical purchased articles have been 
analyzed and it has been concluded that they either focus on raw materials or lack practical applicability and 
objective evaluation. Therefore, a framework for a data-based design of the procurement strategy in the 
context of the Internet of Production (IoP) has been proposed. [6] 

This paper contributes to the framework and the criticality evaluation by systematically analyzing purchased 
articles regarding supply risks. On one hand, the paper aims at structuring supply risks by analyzing which 
aspects of supply risks are frequently mentioned in the literature and structuring them into distinct categories. 
On the other hand, the paper builds on existing work in the area of raw material criticality assessment to 
identify and structure indicators that characterize purchased articles. These sets of supply risk factors and 
purchased article characteristics are needed to link purchased articles to supply risks and assess their 
criticality. The systematic analysis thus provides the foundation for identifying relevant supply risks aspects 
based on different purchased article characteristics.  

The remainder of this paper is organized as follows. Section 2 reviews the literature regarding supply risks 
and characterization of purchased articles. Section 3 presents the approach and the results of the systematic 
analyses. Section 4 summarizes the results and gives an outlook on the use of the results for building an app 
prototype. 

2. State of the art 

This section summarizes existing approaches to structure supply risks and to characterize purchased articles. 

2.1 Supply risks 

According to IVANOV AND SOKOLOV risks arise from uncertainty which is a general property of a system 
environment [7]. This understanding also underlies the definition by ROMEIKE. According to ROMEIKE, risks 
are possibilities to deviate from planned target values that result from the unpredictability of the future. [5] 
In the context of risks, this deviation is usually negative, while positive deviations are described as chances 
[8]. In the context of procurement, supply risks UHIHU� WR�³WKH�XQFHUWDLQW\�DQG�VHYHULW\�RI� WKH�HYHQWV�DQG�
consequences of any activity that adversely affects the inbound supply performance in terms of its target 
YDOXHV´�[2]. Supply risks affect the availability and quality of products that a company requires for its further 
value creation [9].  

To analyze the current state regarding supply risks, general frameworks for structuring risks in supply chains 
are summarized first as they influence what risk factors are considered. In the literature, risks are categorized 
according to different criteria. SANCHIS AND POLER propose a general framework for disruption elements: 
A disruption is composed of a source that originates the disruption, a disruptive event that is the concrete 
incident that causes the negative effects and a consequence that is the impact of the disruptive event. [10]  

Against this background, cause-related categorizations focus on different sources from which risks can 
occur. On a high level of abstraction, sources of risks in the context of supply chains can either be internal 
or external for the considered company or supply chain. [8] A common framework has been proposed by 
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MASON-JONES AND TOWILL which has been referred to by different authors [e. g. 11,8]. External risks are 
referred to as environmental risks. Internal risks can be further divided into company and supply chain 
internal risks. Supply chain internal risks include supply and demand risks while company internal risks are 
divided into process and control risks. SANCHIS AND POLER introduced a framework for origins of 
disruptions which summarizes and structures origins on different levels. On the first level, they distinguish 
between 11 origins: customers, distribution, economic/financial, energetic, environment, inventory, 
legislation, production, social, supply and technology. These are further divided into 59 sub-origins. [12] 

Effect-related categorizations are oriented toward the consequences that result from the occurrence of 
risks. While operative risks refer to inherent fluctuations, disruptive risks are events that have a massive 
impact on the system. [8] SHEFFI ET AL. describe disruption in supply, disruption in transportation, disruption 
at facilities, freight breaches, disruption in communications and disruption in demand as possible failure 
modes within a supply chain [13]. CARVALHO identified four supply chain failures from the view of a single 
company: material shortage, capacity shortage, finished product completed but not delivered and 
scrap/rework [14]. With a focus on supply risks, VON CUBE ET AL. propose deviations from the expected 
quality of delivered parts, deviations from the scheduled date of delivery of ordered lots, deviations from the 
planned quantity of delivered goods, and deviations from the planned prices of procured goods as possible 
consequences of supply disruptions [15]. SUCKY distinguishes supply risks in quality, quantity, timing, cost 
and transport risks where deviations can occur [9].   

Additionally, there are literature reviews that summarize different risks factors that affect several of the 
above-mentioned categories. One example is the review presented by HO ET AL. who identified various risks 
factors in the context of supply chains. These factors are classified into macro risks, demand risks, 
manufacturing risks, supply risks and infrastructure risks (information, transportation and financial risks). 
[16] HUNDNURKAR ET AL. propose a supply chain risk classification scheme that distinguishes between risk 
sources and risks. The classification uses product characteristics, supply chain management processes, 
supply chain infrastructure, external environment and human resources as categories. [17] HOFFMANN AND 
ROLAND differentiate supply risks into environmental and behavioral risks. The behavioral risks are further 
divided into financial, operative, and strategic risks. For each category, they summarize relevant risks factors. 
[18] WIEDENMANN AND GRÖßLER focus on the identification and categorization of relevant supply risks in 
manufacturing supply networks. They use a mixed-method approach that combines a structured literature 
review and interviews. The proposed framework contains six risk dimensions (quality, delivery, 
collaboration, economic, ambience and compliance) which refer to the outcomes of risks and 27 supply risks 
factors that refer to the sources of risks. [2] 

This analysis demonstrates that the literature in terms of supply chain and supply risks is complex due to the 
use of different terminologies (e. g. risks, disruptions, disturbances, vulnerability) and various levels of 
consideration. Moreover, a vast amount of categorization approaches exists that each focus on different 
aspects when defining main and subcategories. The approaches often do not differentiate between sources 
of risks, disturbance events and consequences which increases the complexity and complicates structured 
analysis. Additionally, only a few approaches explicitly focus on supply risk categorization and 
specification. Thus, a structured analysis of supply risks is needed as a basis for a systematic design of 
procurement strategies. 

2.2 Characterization of purchased articles 

As described in a previous publication in the context of this research project, portfolio methods are often 
used to cluster purchased articles and derive procurement strategies. These approaches contain different 
indicators to characterize purchased articles regarding their supply risks. They typically divide the indicators 
considered into an external and an internal dimension. A limitation of portfolio methods is the lack of 
objectivity in the evaluation of the indicators used. A data-based evaluation is often missing. [6] 
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Additionally, these approaches mostly do not categorize the indicators. Due to a lack of criticality 
assessments for purchased articles, raw material criticality assessments were analyzed. It was found, that 
existing assessment approaches focus on different risks and indicators as well as on different aggregation 
levels [19]. Selecting the right indicators thus poses a challenge. [6] As stated before, the extent to which the 
identified indicators are applicable for the assessment of purchased articles other than raw material needs to 
be examined. These approaches thus serve as an input for the structuring of the purchased article 
characteristics in the next section. 

3. Framework for analyzing supply risks 

The proposed framework is part of the approach for the data-based design of procurement strategies in the 
IoP that was introduced by the authors in previous work [6]. In this approach, action research and the CRISP-
DM model are combined. By going through different action research cycles, the approach aims at ensuring 
the practical applicability and fast implementation of the results in companies. This paper contributes to the 
first action research cycle, which aims at characterizing purchased articles in the context of supply risks. It 
lies the foundation for the second cycle which concentrates on implementing a calculation logic that enables 
the identification of success-critical purchased articles. This paper focuses on characterizing supply risks 
and purchased articles. The systematic analysis of both areas results in two factor catalogues and is the 
foundation for the structured analysis of interdependencies between the developed catalogues.  

3.1 Structuring of supply risks factors 

In this section, the results for structuring supply risks factors are presented. The results are based on a 
systematic literature review. This research method is chosen since systematic literature reviews offer the 
possibility to integrate different findings and perspectives and create an overview of already existing 
empirical evidence. By using a systematic approach for the literature analysis reliable findings and 
conclusions can be generated while bias can be minimized. [20] Systematic literature reviews are thus 
replicable and transparent [21]. This research uses the five-step approach for conducting systematic literature 
reviews in management and organization studies which has been proposed by DENYER AND TRANFIELD. 
The systematic analysis starts by formulating a research question (Step 1) which is followed by locating the 
studies (Step 2). Locating the studies includes the selection of databases and search algorithms. This step is 
followed by studying and evaluating the studies (Step 3). To do so, criteria for inclusion and exclusion of 
studies need to be defined. These selection criteria must be recorded to meet the requirement of transparency. 
After studies have been selected, the analysis and synthesis take place (Step 4). While the analysis focuses 
on identifying the individual and constituent parts, the synthesis aims at finding associations between the 
identified parts. Synthesis thus goes beyond pure description and aims to create knowledge through 
combining different studies. The final step is the reporting and use of the results (Step 5). [22]  

Based on the underlying approach and the state of the art regarding supply risks, this literature review aims 
at answering the question ³What factors can be used to describe the supply risk of purchased products?´� 
The results of the research contribute to the structuring of different supply risk dimensions and corresponding 
negative effects on manufacturing companies. In this work, supply risk factors are understood as potential 
sources of supply disruptions that can cause different kinds of impacts. 

To identify relevant studies and cover a range of different types of information, various keywords were 
identified and subsequently a range of search strings was developed. Several keywords for the context of 
procurement (supply, upstream, supplier, procurement, source) were combined with keywords related to 
risks (risk, disruption, disturbance, critical, vulnerable) to identify risks that occur within procurement. 
Additionally, keywords were added to address any existing frameworks and measurement approaches 
(framework, assessment, evaluation, measurement, identification, classification) as well as keywords that 
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focus on factors (characteristic, feature, indicator, parameter, category). Scopus was chosen as a search 
database as it covers a wide range of articles. The search was performed in September 2021 and was limited 
to articles written in English. Additional search conventions such as filters for subject areas (Business, 
Management and Accounting; Decision Sciences; Engineering) have been added. After this step, a total of 
554 studies were found and were further examined in the third step of the process. 

Titles, keywords and abstracts of the articles were read to determine their suitability for inclusion. Studies 
were included if they focused on supply risks and identified specific factors that detail these risks. Studies 
that did not use the supply of a production firm as their primary focus, such as articles describing energy 
procurement, agricultural procurement or healthcare procurement were excluded as the identified factors 
were too specific. This process retained 142 studies out of 554 studies. Afterwards, the full texts of the 
studies were closely examined, removing another 100 studies as they only marginally addressed risk factors 
in the procurement context and therefore did not have an additional value for the paper. Particular attention 
has been given to studies that identify risk factors in the supply context and attempt to provide a framework, 
resulting in a total of 42 studies to be considered for analysis and synthesis. Figure 1 summarizes the 
successive reduction of the relevant studies. 

 
Figure 1: Progress of the systematic literature review and successive reduction of relevant studies 

During the fourth step, each study was first analyzed concerning the supply risk factors it contained. The 
supply risks factors identified in these papers were extracted. It was striking during the following analysis 
that many studies chose different levels of classification and thus no clear risk assignment has been 
established so far. Furthermore, the wording of supply risk factors was inconsistent, resulting in a blending 
of risk factors, disruption events, supplier or product characteristics, and disruption consequences. The result 
of the analysis of the selected paper was an unstructured list of factors related to supply risks as a basis for 
the following compilation. Next, the wording of the factors was adapted based on their description to reflect 
their underlying meaning. This enabled the aggregation of factors and the removal of factors that did not 
specifically refer to the procurement context. Moreover, factors that did not represent risks, but 
characteristics or consequences were identified. These were not included in the proposed framework. 
Considering, existing classification schemes, the identified risk factors were grouped into five categories. 
The categories and risk factors es are summarized in Figure 2. 

 
Figure 2: Framework for supply risk factors 

Supplier risks contain factors that arise from suppliers and relate to a specific supplier. Risk factors with 
regards to the production capacity of a supplier are capacity constraints [e. g. 23,24] and volume flexibility 
[e. g. 24,25]. They can lead to problems in the context of material availability. Besides, labor practice [e. g. 
26,27] can pose supply risks, as unethical practices like child labor can result in production restrictions. The 
supplier location [e. g. 24,28] contributes to site-specific risks, which are closely linked to the environmental 
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risks discussed later on. Additionally, the capability of a supplier with regards to technical [e. g. 25,28], 
quality [e. g. 29,26] and delivery issues [e. g. 29,26,30] are important risks factors. Technical capability 
refers to the technical skills that are needed to produce the articles, while quality requirements capability 
relates to the processes and control to ensure the quality of products. Delivery requirements capability is the 
ability to deliver the requested article at the requested time.  

Collaboration risks refer to the relationship with a supplier. An important risk factor mentioned by various 
authors is the information availability [e. g. 28,29]. Problems occur when information is delayed or the 
communication networks are unstable. The behavior within a collaboration poses a risk if one partner takes 
opportunistic actions [e. g. 26,30]. Another risk factor in this context is the lock-in effect [e. g. 31,27]. In 
that case, switching suppliers is difficult which hinders flexibility. 

Transportation risks summarize factors that relate to the logistical aspects of procurement. Risk factors 
like transport capacity constraints [e. g. 32,31] and handling capability [e. g. 32,33] correspond to the factors 
of the category supplier risks. Capacity constraints include shortages in terms of a specific transport mode 
or shortages in space and containers. The factor handling capability refers to the required ability when 
packing, loading and transporting goods so that no damages occur. Additionally, transport failure [e. g. 
29,34], transport complexity [e. g. 24,35] and transport restrictions [e. g. 24,30] are relevant risk factors in 
this context. Transport failure refers to the impossibility of transport execution for example due to an accident 
or transportation breakdown. Transport complexity is influenced for example through the number of transfer 
points and can increase vulnerability. Transport restrictions can occur when crossing borders are required 
and can impact timely delivery. 

Supply market risks focus on the supply market and its development as a whole. Risk factors relate to the 
availability of input material [e. g. 25,2] and supply sources [e. g. 36,26]. The factor input material 
availability refers to the availability of raw material and the input that is required by the suppliers. The factor 
supply sources availability includes the existence of potential suppliers. Another risk factor is the supply 
market development [e. g. 36,37], which includes for example volatility in terms of the number of consumers 
and suppliers. 

Ambient risks contain risk factors that arise from the supply environment. Following WIEDENMANN AND 
GRÖßLER this category is named ambient risks to avoid ambiguous interpretation [2]. This category is 
broader than the mere supply market risks and contains factors that cannot be influenced as such and affect 
various areas in the supply environment. Risk factors are geopolitical conditions [e. g. 35,34], natural hazards 
[e. g. 35,34], man-made incidents [e. g. 30,2] as well as health issues [e. g. 27,37] and economic issues [e. 
g. 35,33]. Geopolitical conditions are for example influenced by political conflicts and unrest or war but also 
include export or import restrictions that hinder supply activities. Natural hazards include tsunamis or 
earthquakes while terrorism is an example of man-made incidents. The factor health issues contains for 
example pandemics. Economic issues include currency fluctuations, stock market instability, global 
economic performance and inflation. [35]  

Following VON CUBE ET AL., impacts of supply risks can be distinguished in deviations from the expected 
quality, the planned quantity, the scheduled date of delivery and the planned price [15]. As an additional 
impact, the overall availability of the procured material was added to the framework as it results in deviations 
regarding quantity, time and price. Each risk factor can be linked to at least one of these impacts. 

3.2 Structuring of purchased article characteristics 

This section presents the results regarding the structuring of purchased article characteristics. In previous 
research by the authors existing criticality assessment approaches for raw materials have been identified [6]. 
These approaches as well as studies from the systematic literature review described above are the basis for 

429



 

 

the following analysis. The aim is to identify indicators and categories that describe purchased articles in the 
context of supply risks.  

Previous research analyzed eight different approaches, dealing with criticality assessment approaches for 
raw materials [38±44,19]. For this paper, each study was re-examined, and the indicators used to describe 
and categorize the purchased articles were incorporated into an unstructured list. Next, it was examined 
which studies explicitly referred to raw materials and whether they applied to the broader category purchased 
articles as well. Most characteristics were applicable if they did not specifically relate to raw material 
extraction in terms of mining. Besides, two other sources that characterize purchased articles were 
considered in the analysis [45,46]. In addition to these sources, results from the systematic literature review 
were taken into account. During the systematic literature review, it was found that some of the identified risk 
factors were not related to the general context of the procurement process, but were very specific in terms of 
the purchased articles. With regard to the structuring of purchased article characteristics, the risks and 
indicators directly relating to product characteristics were not considered in the above-described framework 
but analyzed here. Following the above-described approach for the synthesis and analysis, the characteristics 
were collected in a list and their wording was adjusted to reflect the underlying meaning. This enabled the 
aggregation of the named characteristics. This was followed by a grouping and categorization of the 
characteristics of the purchased articles. The compiled indicators needed to characterize the product and at 
the same time can be linked to the previously listed supply risks. As can be seen in Figure 3, four categories 
were established. The characteristics are either not-related to suppliers (product characteristics and 
economical aspects) or related to suppliers (supplier characteristics and logistical aspects). 

 
Figure 3: Framework for purchased articles characteristics 

Product characteristics cover not only the physical characteristics of the purchased product but also relate 
to its specific supply market. Product specialization [e. g. 44,46] describes the uniqueness of a purchased 
article in terms of its level of complexity and individuality. Product vulnerability [e. g. 46] describes the 
susceptibility of a procured article to external influences that have a diminishing effect on its performance 
level. The hazard risk or safety specification of a product [e. g. 23,26] is based on its occupational 
requirements in terms of physical, chemical, biological or ergonomic requirements. The frequency of product 
changes [e. g. 23,36,46] describes the number and intensity of both technical and design changes to the 
purchased article. $�SURGXFW¶V�OLIHF\FOH�SRVLWLRQ [e. g. 45,26] is usually defined by how long it has already 
been on the market and whether there is a chance that it might be discontinued. One characteristic that is 
also frequently mentioned regarding supply risks is the volatility of the demand [e. g. 24,43,19]. Resource 
competition [e. g. 42,43] refers to the popularity of the article and is based on competing demand for an 
article that is available only in limited quantities. Substitution possibility [e. g. 42,46] describes how well 
the purchased article can be replaced through another article. 

Economical aspects are mainly intended to describe the importance of an article for the buying company 
and the effects on economic targets. The purchasing volume or consumption volume [e. g. 40±42] is the 
quantity of a purchased article that is ordered within a certain period. Purchasing costs [e. g. 45,41] are 
understood to be the total costs for carrying out the procurement process, so that the importance of an article 
is described by its percentage of the total purchasing costs [42]. Material utilization [e. g. 45,47] describes 
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the extent to which a purchased article is used in finished products. The material value [45,40] refers to the 
financial value of the utilized material and is directly related to the purchasing cost. Strategic importance 
characterizes the impact of a product on the company's strategic objectives [e. g. 40,42], while revenue 
impact [e. g. 19,46] expresses the importance of the product to the company's income. Price volatility [e. g. 
39,41] describes the tendency of a product to fluctuate in price, which is explained, for example, by changes 
in the market or regular changes in the price of related raw materials. The tendency of a product to develop 
price spikes is also considered here. 

A purchased article is moreover characterized through the suppliers that deliver this article. Supplier 
characteristics thus contain characteristics that relate to the actual suppliers from which a company 
purchases the articles. The number of suppliers [e. g. 26,42] is the actual amount of available and capable 
suppliers. Despite the number of suppliers, a product is characterized through the diversity of supply [e. g. 
48,19] which refers to the geological distribution of suppliers and their production or export structures. A 
purchased article is also characterized through the lead time needed for its delivery [e. g. 45,39,28] which is 
dependent on the supplier. The last characteristic that directly refers to a supplier is its reliability [e. g. 45,39]. 
It includes the adherence to delivery dates, quality and delivery amount aspects. 

As the last category, logistical aspects include characteristics that refer to the transportation process which 
is performed when delivering the articles. These characteristics are thus influenced by the location of the 
suppliers. Import dependency [e. g. 40,19] indicates the extent to which an article must be imported or is 
available domestically. Supply distance [e. g. 41,46] refers to the transport distance between the suppliers 
and the location of the buying company. The supply distance influences possible modes of transportation, 
delivery time and transportation costs. 

4. Conclusion and outlook 

Risks in the context of procurement are interpreted and understood in various ways within the literature. The 
systematic design of the procurement strategy influences the risk exposure and thus requires knowledge 
about the relevant risk factors. Additionally, complexity in procurement requires focusing on articles with a 
high impact on disruption preparedness. Therefore, supply risks factors and purchased article characteristics 
have been systematically studied. Using a systematic literature analysis, a variety of sources were analyzed. 
Based on the results a framework for supply risk factors was proposed which contains five categories and 
23 risk factors. The identified risk factors are potential sources of supply disruptions. The disruptions can 
result in deviations from the expected quality, the planned quantity, the scheduled date of delivery, the 
planned price and deviations in the overall availability of the procured material. Additionally, purchased 
article characteristics were analyzed. The resulting framework for purchased article characteristics includes 
characteristics related to and not related to suppliers and is structured in four categories with 21 
characteristics. The results create transparency on the relevant aspects both in the context of supply risks and 
purchased article characteristics. They are thus the basis to analyze the interdependencies between article 
characteristics and supply risks. The supply risks for an article then result from a combination of certain 
purchased article characteristics. This allows the identification of critical articles. Further research is needed 
to identify the links between the identified factors and characteristics. In this context, interdependencies 
between different risk factors should be taken into account as well. Once the links have been analyzed the 
results will be integrated into an app prototype which enables the identification of critical purchased articles. 
The app prototype will use data from different business application systems to characterize purchased articles 
and derive statements regarding their supply risks. 
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�UG�&RQIHUHQFH�RQ�3URGXFWLRQ�6\VWHPV�DQG�/RJLVWLFV�

*HQHUDO�$SSURDFK�$QG�3UHUHTXLVLWHV�)RU�7UDQVIHUULQJ�)DFWRU\�3ODQ�
QLQJ�0HWKRGV�2Q�)ORZ�2ULHQWDWLRQ�$QG�7UDQVIRUPDELOLW\�7R�+RVSLWDO�

6\VWHPV�
/HQD�:HFNHQ���6KLYD�)DHJKL���/HQQDUW�+LQJVW���3HWHU�1\KXLV���.XQLEHUW�/HQQHUWV��

�,QVWLWXWH�RI�3URGXFWLRQ�6\VWHPV�DQG�/RJLVWLFV��*DUEVHQ��*HUPDQ\�
�,QVWLWXWH�RI�7HFKQRORJ\�DQG�0DQDJHPHQW�LQ�&RQVWUXFWLRQ��.DUOVUXKH�,QVWXWXWH�RI�7HFKQRORJ\��.DUOVUXKH��*HUPDQ\�

$EVWUDFW�

0DQXIDFWXULQJ�FRPSDQLHV�DUH�IDFHG�ZLWK�WKH�FKDOOHQJH�RI�RSHUDWLQJ�FRVW�HIILFLHQWO\�DQG�UHPDLQLQJ�FRPSHW�
LWLYH�LQ�D�WXUEXOHQW�HQYLURQPHQW�ZLWK�FRQVWDQWO\�FKDQJLQJ�GHPDQGV�RQ�SURGXFWLRQ��7R�PHHW�WKHVH�FKDOOHQJHV��
IDFWRU\�SODQQLQJ�KDV�GHYHORSHG�FRQFHSWV�RI�IORZ�RULHQWDWLRQ�DQG�WUDQVIRUPDELOLW\��7KURXJK�GHFDGHV�RI�UH�
VHDUFK��IDFWRU\�SODQQHUV�QRZ�KDYH�H[WHQVLYH�PHWKRGRORJLHV�DQG�QXPHURXV�SULQFLSOHV��HQDEOLQJ�WKHP�WR�GH�
VLJQ�IDFWRU\�REMHFWV�DSSURSULDWHO\�DQG�DOLJQ�IDFWRULHV�WR�EH�IORZ�RULHQWHG�DQG�WUDQVIRUPDEOH��+RVSLWDOV�IDFH�
VLPLODU�FKDOOHQJHV�OLNH�PDQXIDFWXULQJ�FRPSDQLHV��'XH�WR�SXEOLF�IXQGLQJ��PDQ\�KRVSLWDOV�KDYH�OLPLWHG�ILQDQ�
FLDO�UHVRXUFHV�DQG�PXVW��IRU�H[DPSOH��FRYHU�SDUWV�RI�WKHLU�ILQDQFLDO�UHTXLUHPHQWV�E\�WKHPVHOYHV�WKURXJK�FRVW�
HIILFLHQF\��,Q�DGGLWLRQ��KRVSLWDOV�DUH�LQIOXHQFHG�E\�RQJRLQJ�GHYHORSPHQWV�OLNH�GHPRJUDSKLF�FKDQJH�DQG�UH�
FHQW�FKDOOHQJHV�VXFK�DV�WKH�&29,'����SDQGHPLF��7KHVH�DQG�IXUWKHU�H[DPSOHV�QRW�RQO\�WLJKWHQ�WKH�HFRQRPLF�
VLWXDWLRQ�RI�KRVSLWDOV��EXW�DOVR�IRUFH�WKHLU�V\VWHPV�WR�DGDSW�WR�UHVXOWLQJ�FKDOOHQJHV��7KH\�PXVW�VXFFHVVIXOO\�
DOLJQ�WKHLU�V\VWHPV�WR�UHPDLQ�RSHUDWLRQDO�XQGHU�FKDQJLQJ�FRQGLWLRQV��,Q�FRQWUDVW�WR�IDFWRULHV��WKHVH�LVVXHV�
KDYH�QRW�EHHQ�DGGUHVVHG�VXIILFLHQWO\�LQ�WKH�ILHOG�RI�KRVSLWDO�SODQQLQJ��7KHUHIRUH��IDFWRU\�SODQQLQJ�DSSURDFKHV�
RQ�IORZ�RULHQWDWLRQ�DQG�WUDQVIRUPDELOLW\�ZLOO�EH�WUDQVIHUUHG�WR�KRVSLWDO�V\VWHPV�LQ�RUGHU�WR�VWUHQJWKHQ�KRVSL�
WDOV�DJDLQVW�JOREDOO\�H[LVWLQJ�DQG�VRFLDOO\�UHOHYDQW�FKDOOHQJHV�LQ�WKH�KHDOWKFDUH�V\VWHP��:LWK�WKH�DLP�WR�UHDOLVH�
WKLV�YHQWXUH��WKLV�SDSHU�SUHVHQWV�D�VWUXFWXUHG�DSSURDFK�IRU�LWV�LPSOHPHQWDWLRQ��,W�DOVR�LQYHVWLJDWHV�WKH�IXQGD�
PHQWDO�VLPLODULWLHV�EHWZHHQ�IDFWRULHV�DQG�KRVSLWDOV�DQG�H[DPLQHV�ZKHWKHU�WKH�PDLQ�SUHUHTXLVLWHV�IRU�WKH�VXF�
FHVVIXO�WUDQVIHU�RI�WKH�DSSURDFKHV�FDQ�EH�PHW����

.H\ZRUGV�

)DFWRU\�3ODQQLQJ��)ORZ�2ULHQWDWLRQ��7UDQVIRUPDELOLW\��+RVSLWDO�3ODQQLQJ��+RVSLWDO�6\VWHP�

,QWURGXFWLRQ�DQG�QHHG�IRU�UHVHDUFK�

5HTXLUHPHQWV�IRU�KRVSLWDO�V\VWHPV�KDYH�LQFUHDVHG�RYHU�WLPH��7KLV�DSSOLHV�WR�WKRVH�UHVXOWLQJ�IURP�ERWK�H[WHU�
QDO� LQIOXHQFHV� DQG� LQWHUQDO� SURSHUWLHV�� ,Q� *HUPDQ\�� HIIRUWV� WR� HFRQRPLVH� KRVSLWDOV� ZHUH�PDGH�ZLWK� WKH�
DPHQGPHQW�RI�WKH��/DZ�RQ�WKH�5HIRUP�RI�6WDWXWRU\�+HDOWK�,QVXUDQFH��LQ������>�@�DQG�ZDV�DFFRPSDQLHG�E\�
LQFUHDVLQJ�FRVW�SUHVVXUH��H[WHUQDO�LQIOXHQFH��RQ�KRVSLWDOV��+RVSLWDOV�DUH�QRZ�RQO\�SDLG�D�IODW�UDWH�SHU�FDVH�
DFFRUGLQJ�WR�'LDJQRVLV�5HODWHG�*URXSV��'5*���LQVWHDG�RI�EHLQJ�UHLPEXUVHG�IRU�WKH�LQGLYLGXDOO\�LQFXUUHG�
FRVWV��7KLV�IRUFHV�KRVSLWDOV�WR�VWULYH�IRU�HFRQRPLF�HIILFLHQF\�LQ�RUGHU�WR�FRYHU�WKH�FRVWV�RI�WUHDWPHQW�LQ�HYHU\�
FDVH�>�@��7R�EH�DEOH�WR�FRYHU�IXWXUH�LQYHVWPHQW�QHHGV�LQGHSHQGHQWO\��KRVSLWDOV�PXVW�DOVR�JHQHUDWH�D�SURILW�E\�
NHHSLQJ�WKHLU�FRVWV�VLJQLILFDQWO\�EHORZ�WKH�FDVH�EDVHG�IODW�UDWHV��7KLV�LV�QHFHVVDU\�VLQFH�IHGHUDO�VWDWHV�SURYLGH�
LQFUHDVLQJO\�OHVV�IXQGLQJ�LQ�WKH�KHDOWK�V\VWHP�>���@��+RZHYHU��RSHUDWLRQDO�EXVLQHVV�FDQ�RQO\�EH�HFRQRPLFDO�
LI�WKH�SURFHVVHV�UXQ�HIILFLHQWO\��+RVSLWDOV�DUH�FKDUDFWHULVHG�E\�D�IXQFWLRQ�RULHQWDWLRQ�ZKHUH�GHSDUWPHQWV�KDYH�
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D�SURQRXQFHG�GLYLVLRQDO�WKLQNLQJ��+HQFH��WKH�KRVSLWDO�V\VWHP�FDQ�EH�VHHQ�DV�D�IHGHUDO�V\VWHP�FRPSULVHG�RI�
GLIIHUHQW�DQG�LQGHSHQGHQW�EXW�LQFRPSDWLEOH�RUJDQLVDWLRQV��7KLV�OHDGV�WR�LQWHUIDFH�SUREOHPV�EHWZHHQ�GLIIHUHQW�
GLVFLSOLQHV�RU�GHSDUWPHQWV�DQG�LV�DOVR�QRWLFHDEOH�LQ�KRVSLWDO�OD\RXWV�E\�ORQJ�WUDYHO�DQG�ZDLWLQJ�WLPHV��7KXV��
D�FURVV�GHSDUWPHQWDO��PRUH�HIILFLHQW� IRUP�RI�VHUYLFH�SURYLVLRQ� LV�QRW� UHDOLVDEOH�>���@��'XH� WR�WKH�SURFHVV�
LQHIILFLHQFLHV��LQWHUQDO�SURSHUW\��PDQ\�KRVSLWDOV�DUH�XQDEOH�WR�PHHW�WKH�GHPDQG�IRU�HFRQRPLF�RSHUDWLRQV��

,Q�DGGLWLRQ�WR�WKH�DERYH�PHQWLRQHG�UHTXLUHPHQWV��KRVSLWDOV�PXVW�DOVR�FRSH�ZLWK�FKDQJH�GULYHUV��H[WHUQDO�
LQIOXHQFH��UHVXOWLQJ�IURP�WKHLU�WXUEXOHQW�HQYLURQPHQW�>�@��&KDQJH�GULYHUV�FDQ�KDYH�PDQ\�GLIIHUHQW�RULJLQV��
([DPSOHV�LQFOXGH�GHPRJUDSKLF�FKDQJHV�DQG�WKH�VKLIW�LQ�WKH�GLVWULEXWLRQ�RI�GLVHDVH�SDWWHUQV�>�@��WKH�FRQVROL�
GDWLRQ�RI�WKH�KRVSLWDO�PDUNHW�>�@�RU��PRVW�UHFHQWO\��WKH�&29,'����SDQGHPLF�>��@��+RVSLWDO�V\VWHPV�PXVW�EH�
DEOH�WR�DGDSW�WR�WKHVH�FKDQJH�GULYHUV�LQ�RUGHU�WR�UHPDLQ�RSHUDWLRQDO�LQ�WKH�VKRUW�WHUP�DQG�FRPSHWLWLYH�LQ�WKH�
PHGLXP�WR�ORQJ�WHUP��([DPSOHV�IURP�SUDFWLFH�VKRZ�WKDW�KRVSLWDOV�FDQQRW�PHHW�WKLV�UHTXLUHPHQW�GXH�WR�WKHLU�
WUDQVIRUPDWLRQ�LQHUWLD��LQWHUQDO�SURSHUW\��>�����������@�7KH�FKDQJH�GULYHUV�DQG�WKH�FKDQJHV�UHVXOWLQJ�IURP�
WKHP�PXVW�EH�LGHQWLILHG�DW�DQ�HDUO\�VWDJH��ZKLFK�DSSOLHV�QRW�RQO\�WR�KRVSLWDO�RSHUDWLRQV�EXW�DOUHDG\�WR�KRVSLWDO�
FRQVWUXFWLRQ�SODQQLQJ�>��@��ZKLFK�DUH�FKDUDFWHULVHG�E\�ORQJ�SODQQLQJ�SHULRGV��7KHUH�LV�D�KLJK�ULVN�WKDW�WKH\�
ZLOO�QR�ORQJHU�PHHW�WKH�UHTXLUHPHQWV�E\�WKH�WLPH�WKH\�DUH�SXW�LQWR�RSHUDWLRQ�>��@��7KHUHIRUH��LW�LV�QHFHVVDU\��
WKDW� WKH�FRQVHTXHQFHV�FDQ�EH�PLWLJDWHG�DW� DQ� HDUO\� VWDJH�ZLWK� DSSURSULDWH�PHDVXUHV�� VXFK�DV� DFFHOHUDWHG�
UHXWLOLVDWLRQ�F\FOHV�LQ�FRQVWUXFWLRQ�>��@���

$V�VXPPDULVHG�LQ�)LJXUH����WKH�SHUIRUPDQFH�RI�KRVSLWDO�V\VWHPV�LV�VWURQJO\�DIIHFWHG�E\�WKH�H[WHUQDO�LQIOX�
HQFHV�RI�FRVW�SUHVVXUH�DQG�FKDQJH�GULYHUV��7KH�V\VWHP�SURSHUWLHV�RI�SURFHVV�LQHIILFLHQFLHV�DQG�WUDQVIRUPDWLRQ�
LQHUWLD�RI�KRVSLWDOV�GR�QRW�SURYLGH�DQ�RSSRUWXQLW\�WR�DGHTXDWHO\�DGGUHVV�WKH�H[WHUQDO�LQIOXHQFHV��EXW�UDWKHU�
ZRUVHQ�WKH�VLWXDWLRQ�ZLWK�DQ�DGGLWLRQDO�QHJDWLYH�LPSDFW�RQ�SHUIRUPDQFH���

�
)LJXUH����([WHUQDO�,QIOXHQFHV�DQG�,QWHUQDO�3URSHUWLHV�RI�+RVSLWDO�6\VWHPV�

7R�LQFUHDVH�WKH�SURFHVV�HIILFLHQF\��WKH�LGHDO�OD\RXW�RI�D�KRVSLWDO�PXVW�EH�DOLJQHG�ZLWK�WKH�WUHDWPHQW�SURFHVVHV�
WR�UHGXFH�WUDYHO�DQG�ZDLWLQJ�WLPHV��,Q�DGGLWLRQ��WKH�KRVSLWDO�V\VWHP�PXVW�EH�GHVLJQHG�LQ�VXFK�D�ZD\�WKDW�LW�LV�
SUHSDUHG�DJDLQVW� WKH�FKDQJH�GULYHUV��&RQVHTXHQWO\�� LW�UHTXLUHV� WKH� LQWHJUDWLRQ�RI�IORZ�RULHQWDWLRQ��L�H�� WKH�
RULHQWDWLRQ�WRZDUGV�SURFHVV�RULHQWHG�VWUXFWXUHV�>��@��DQG�WUDQVIRUPDELOLW\��L�H��WKH�DELOLW\�WR�UHDOLVH�FKDQJHV�
EH\RQG�GHILQHG�DUHDV�DQG�DUH�DEVROXWHO\�QHFHVVDU\�WR�HQVXUH�IXWXUH�RULHQWHG�GHYHORSPHQWV�>��@��7KHVH�WZR�
IHDWXUHV�HQDEOH�WKH�KRVSLWDOV�WR�VKDSH�WKH�LQWHUQDO�SURSHUWLHV�DQG�FRSH�DGHTXDWHO\�ZLWK�H[WHUQDO�LQIOXHQFHV��
+RVSLWDO�SODQQLQJ��KHUH�DOVR�UHIHUV�WR�KRVSLWDO�FRQVWUXFWLRQ�SODQQLQJ��KDV�QRW�EHHQ�SURSHUO\�VFUXWLQLVHG�DV�DQ�
REMHFW�RI�UHVHDUFK�IRU�GHFDGHV��+HQFH��WKH�PHWKRGRORJLHV�LQ�WKLV�ILHOG�DUH�ODJJLQJ�EHKLQG�>�����@��7KHUHIRUH��
WKHUH�KDV�EHHQ�QR�DSSURDFK�WKDW�HQDEOHV�IORZ�RULHQWDWLRQ�DQG�WUDQVIRUPDELOLW\�HTXDOO\�LPSRUWDQW�ZLWK�WKH�
QHFHVVDU\�GHSWK�RI�GHWDLO�IRU�KRVSLWDO�SODQQLQJ���

5HJDUGLQJ�SURFHVV�HIILFLHQF\��WKH�DSSURDFKHV�DLP�WR�UHGXFH�WKH�HIIRUW�UHTXLUHG�WR�SURYLGH�VHUYLFHV��)RU�H[�
DPSOH��WKH\�PD[LPLVH�WKH�XWLOLVDWLRQ�RI�LQYHVWPHQW�DQG�RSHUDWLQJ�FRVW�LQWHQVLYH�UHVRXUFHV�E\�FHQWUDOLVLQJ�
IXQFWLRQDO�DUHDV�>��@�RU�PLQLPLVH�SURFHVV�WLPHV�WKURXJK�OHDQ�PHWKRGV�>��@��7KH�OD\RXW�SODQQLQJ�KDV�D�JUHDW�
LQIOXHQFH�RQ�WKH�SURFHVV�WLPHV�WKURXJK�WKH�GHWHUPLQDWLRQ�RI�WKH�WUDYHO�WLPHV��ZKHUHE\�D�SURFHVV�DQDO\VLV�IRU�
IORZ�RULHQWHG�OD\RXW�SODQQLQJ�GRHV�QRW�WDNH�SODFH�LQ�WKH�DSSURDFKHV�H[DPLQHG�LQ�WKH�FXUUHQW�VWXG\��([LVWLQJ�
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DSSURDFKHV�RQO\�FRQVLGHU�WKH�SURFHVVHV�LQ�WKH�FRQWH[W�RI�SURFHVV�PDQDJHPHQW�>�@��GXULQJ�WKH�LQWURGXFWLRQ�RI�
DFWLYLW\�EDVHG�FRVWLQJ�>�����@�RU�IRU�WKH�LPSOHPHQWDWLRQ�RI�,7�V\VWHPV�>����@��0RUHRYHU��QXPHURXV�TXDQWL�
WDWLYH�DSSURDFKHV�KDYH�EHHQ�GHYHORSHG�IRU�VXSSRUWLQJ�GHFLVLRQ�PDNLQJ�LQ�OD\RXW�SODQQLQJ��ZKLFK�DUUDQJH�
WKH�VSDFHV�LQ�LQGLYLGXDO�KRVSLWDO�DUHDV�EDVHG�RQ�REMHFWLYH�IXQFWLRQV�XQGHU�FRQVLGHUDWLRQ�RI�FHUWDLQ�FRQVWUDLQWV��
7KH�DSSURDFKHV�FRQVLGHUHG�FDQ�EH�GLYLGHG�LQWR�PDWKHPDWLFDO�RSWLPLVDWLRQ�PHWKRGV�>�������@��VLPXODWLRQ�
PRGHOV�>��±��@�DQG�K\EULG�DSSURDFKHV�>��±��@��

5HJDUGLQJ�IOH[LELOLW\��H[LVWLQJ�DSSURDFKHV�XQGHUVWDQG�WKLV�WHUP�DV�D�UHTXLUHPHQW�WKDW�LV�EHFRPLQJ�LQFUHDV�
LQJO\�LPSRUWDQW�GXH�WR�WKH�SHUPDQHQW�FKDQJH�LQ�WKH�KHDOWKFDUH�VHFWRU�>�@��)OH[LEOH�KRVSLWDOV�DUH�UHFRJQLVHG�
ZRUOGZLGH�DQG�DUH�FKDUDFWHULVHG��DPRQJ�RWKHU�WKLQJV��E\�GHFHQWUDOLVHG�VWUXFWXUHV�>�����@��DGGLWLRQDO�FDSDF�
LWLHV�>�����@�RU�YDULDELOLW\�RU�PXOWLIXQFWLRQDO�HTXLSPHQW�IHDWXUHV�>��±��@��7KH�H[SDQGDELOLW\�RU�UHGXFLELOLW\�
RI�D�KRVSLWDO�GXH�WR�JURZLQJ�RU�VKULQNLQJ�VSDFH�UHTXLUHPHQWV�>��������@��WKH�FKDQJHDELOLW\�RI�LQWHULRU�VSDFHV�
>�����@��YDULDEOH�IXQFWLRQV�ZLWK�D�FRQVWDQW�EXLOGLQJ�VWUXFWXUH�>�����@�RU�PRGXODU�KRVSLWDO�VWUXFWXUHV�>�����@�
DUH�PRVWO\�HTXDWHG�ZLWK�IOH[LELOLW\��EXW�DUH�WR�EH�XQGHUVWRRG�IDU�PRUH�SURIRXQGO\�DFFRUGLQJ�WR�WKH�XQGHU�
VWDQGLQJ�RI�IDFWRU\�SODQQLQJ�DQG�DUH�WKXV�UDWKHU�WR�EH�DVVLJQHG�WR�WUDQVIRUPDELOLW\��7KH�IOH[LELOLW\�LQ�IDFWRU\�
SODQQLQJ�LV�GHVFULEHG�DV�WKH�DELOLW\�WR�UHDFW�WR�IRUHVHHQ�FKDQJHV�ZLWKLQ�D�GHILQHG�DUHD��7UDQVIRUPDELOLW\��RQ�
WKH�RWKHU�KDQG��JRHV�EH\RQG�IOH[LELOLW\�DQG�LQYROYHV�PXOWLGLPHQVLRQDO�FKDQJHV�DQG�PXOWLSOH�DUHDV�>��@��

,Q�WKH�IROORZLQJ�WKH�JHQHUDO�DSSURDFK�EULGJH�WKH�UHVHDUFK�JDS�H[SODLQHG�DERYH�LV�GHVFULEHG�LQ�6HFWLRQ����
)XUWKHU��6HFWLRQ���H[DPLQHV�WKH�SUHUHTXLVLWHV�IRU�WUDQVIHUULQJ�IDFWRU\�SODQQLQJ�PHWKRGV�WR�KRVSLWDO�V\VWHPV��
EHIRUH�WKH�SDSHU�FRQFOXGHV�LQ�6HFWLRQ�����

� *HQHUDO�DSSURDFK�WR�FORVH�WKH�UHVHDUFK�JDS�

)DFWRULHV�DUH�DOVR�IDFHG�ZLWK�WKH�FKDOOHQJH�RI�GHVLJQLQJ�WKHLU�SURFHVVHV�DV�HIILFLHQWO\�DV�SRVVLEOH�DQG�HQVXULQJ�
VXVWDLQDELOLW\�LQ�D�WXUEXOHQW�HQYLURQPHQW��)ORZ�RULHQWDWLRQ�DQG�WUDQVIRUPDELOLW\�DUH�WKHUHIRUH�ZHOO�NQRZQ�
WDUJHW�DUHDV�LQ�IDFWRU\�SODQQLQJ��7KH\�DUH�DOUHDG\�VXFFHVVIXOO\�WDNHQ�LQWR�DFFRXQW�ZLWKLQ�WKH�IUDPHZRUN�RI�D�
VWUXFWXUHG�SURFHGXUH�IRU�WKH�JRDO�RULHQWHG�GHVLJQ�RI�D�IDFWRU\
V�REMHFWV�>��@��7KH�IDFWRU\�SODQQLQJ�WDVNV�UH�
TXLUHG�IRU�WKLV�SXUSRVH��ZKLFK�QHHG�H[SHUW�RU�H[SHULHQWLDO�NQRZOHGJH�>��@��DUH�VXSSRUWHG�E\�D�FRPSUHKHQVLYH�
VHW�RI�PHWKRGV�DQG�GHVLJQ�SULQFLSOHV�>��@��7KHVH�DUH�WR�EH�WDNHQ�XS�ZLWKLQ�WKH�IUDPHZRUN�RI�SODQQLQJ�VXSSRUW�
IRU�KRVSLWDOV�DQG�DGDSWHG�WR�WKH�KRVSLWDO�V\VWHP���

)DFWRU\�SODQQLQJ�GLVWLQJXLVKHV�EHWZHHQ�URXJK�DQG�GHWDLOHG�SODQQLQJ��,Q�WKH�URXJK�SODQQLQJ�SKDVH��IDFWRU\�
SODQQHUV�FUHDWH�D�IHDVLEOH�IDFWRU\�FRQFHSW�WKDW�IXOILOV�WKH�GHILQHG�IDFWRU\�JRDOV�LQ�WKH�EHVW�SRVVLEOH�ZD\�>��@��
,Q�RUGHU� WR�DFKLHYH�HIILFLHQW�SURFHVVHV�� LW� LV�QHFHVVDU\�WR�UHDOLVH�D�IORZ�RULHQWDWLRQ�LQ�WKH�OD\RXW�>��@��7R�
VXSSRUW�WKH�KRVSLWDO�SODQQLQJ�GHFLVLRQV��JXLGLQJ�SULQFLSOHV�DUH�WR�EH�GHYHORSHG�UHJDUGLQJ�FHQWUDOLVDWLRQ�RU�
GHFHQWUDOLVDWLRQ�DV�ZHOO�DV�WKH�DUUDQJHPHQW�RI�IXQFWLRQDO�DUHDV�DQG�URRPV�LQ�DFFRUGDQFH�ZLWK�WKH�IORZ�RUL�
HQWDWLRQ��,Q�GHWDLOHG�SODQQLQJ��WKH�IDFWRU\�SODQQHUV�ZRUN�RXW�WKH�IDFWRU\�FRQFHSW�DQG�GHVFULEH�LW�LQ�GHWDLO�
>��@��,Q�WKLV�FRXUVH��WKH�IDFWRU\�REMHFWV��ZKLFK�DUH�WKH�PDWHULDO�RU�LPPDWHULDO�FRPSRQHQWV�RI�D�IDFWRU\�WKDW�LW�
LV�EXLOW�IURP�>��@��DUH�GHVLJQHG�WR�EH�WUDQVIRUPDEOH�>�����@���7KLV�ZD\��IDFWRULHV�FDQ�DGHTXDWHO\�HQFRXQWHU�
WKH�FKDQJH�GULYHUV�IURP�WKHLU�WXUEXOHQW�HQYLURQPHQW�>��������@��7R�DGDSW�KRVSLWDOV�WR�WKH�FKDQJH�GULYHUV�WKDW�
DIIHFW�WKHP��KRVSLWDO�SODQQLQJ�LV�DOVR�WR�EH�VXSSRUWHG�ZLWK�JXLGLQJ�SULQFLSOHV�WR�LQFUHDVH�WKH�WUDQVIRUPDELOLW\��
7KH�SURFHGXUH�WR�GHYHORS�WKH�JXLGLQJ�SULQFLSOHV�LV�LOOXVWUDWHG�LQ�)LJXUH���DQG�GHVFULEHG�EHORZ���

6LQFH�KRVSLWDOV��OLNH�IDFWRULHV��DUH�WR�EH�XQGHUVWRRG�DV�D�ORQJ�ODVWLQJ��FRPSOH[�DQG�VRFLR�WHFKQLFDO�V\VWHPV�
WKDW�DUH�VXEMHFW�WR�SHUPDQHQW�DGDSWDWLRQ�>�@��DQ�DQDO\VLV�RI�WKH�HQWLUH�KRVSLWDO�DV�D�VLQJOH�REMHFW�RI�LQYHVWLJD�
WLRQ�LV�QRW�H[SHGLHQW�>��@��)DFWRU\�SODQQHUV�WKHUHIRUH�VXEGLYLGH�WKH�IDFWRU\�LQWR�LQGLYLGXDO�IDFWRU\�REMHFWV�
>��@��VR�WKDW�WKHVH�FDQ�EH�GHVLJQHG�LQ�D�IORZ�RULHQWDWHG�DQG�WUDQVIRUPDEOH�PDQQHU�>��@���

,Q�RUGHU� WR�GHILQH�YDOLG�JXLGLQJ�SULQFLSOHV�IRU�KRVSLWDO�V\VWHPV�� WKH�ILUVW�VWHS� LV�WR�GHYHORS�D�GHVFULSWLRQ�
PRGHO�RI�WKH�KRVSLWDO�V\VWHP��$QDORJRXV�WR�IDFWRU\�SODQQLQJ��WKH�KRVSLWDO�REMHFWV�IRU�ODWHU�GHVLJQ�PXVW�EH�
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LGHQWLILHG�DQG�DVVLJQHG�WR�WKH�SUHYLRXVO\�GHILQHG�V\VWHP�OHYHOV�DQG�WKH�GHVLJQ�ILHOGV�>��@��,Q�WKH�VHFRQG�VWHS��
WKH�IORZ�UHODWLRQVKLSV�PXVW�EH�LGHQWLILHG�WR�EH�DEOH�WR�PDNH�VWDWHPHQWV�DERXW�IORZ�RULHQWDWLRQ�LQ�KRVSLWDOV��
)RU�WKLV�SXUSRVH��WKH�YDULRXV�IORZV�UHVXOWLQJ�IURP�WKH�SURFHVV�IORZV�PXVW�EH�FRPELQHG�LQWR�D�KROLVWLF�TXDQWLW\�
VWUXFWXUH�DQG�SUHVHQWHG�LQ�D�JHQHUDOO\�YDOLG�IORZ�GLDJUDP��7KH�VHUYLFH�QHWZRUN�PXVW�EH�GHSLFWHG�KROLVWLFDOO\�
VR�WKDW�DOO�IORZV�RI�SDWLHQWV��VWDII�DQG�PDWHULDO�DORQJ�WKH�SULPDU\�DQG�VHFRQGDU\�SURFHVVHV�DUH�VKRZQ��,Q�WKH�

�
)LJXUH����3URFHGXUH�WR�GHYHORS�WKH�*XLGLQJ�3ULQFLSOHV�IRU�)ORZ�2ULHQWDWLRQ�DQG�7UDQVIRUPDELOLW\�

WKLUG�VWHS��WDUJHW�VWUXFWXUHV�DUH�WR�EH�GHYHORSHG�EDVHG�RQ�WKH�IDFWRU\�VWUXFWXUHV�>��@�DQG�GLYLGHG�LQWR�IXQF�
WLRQDO�DUHDV�RU�GHSDUWPHQWV�WKDW�GHILQH�WKH�SURFHVV�IORZ��:LWK�WKH�KHOS�RI�SURFHVV�IORZ�PRGHOV�DQG�WDUJHW�
VWUXFWXUHV��IORZ�RULHQWHG�IXQFWLRQ�GLDJUDPV�DUH�GUDZQ�XS�DV�LQ�IDFWRU\�SODQQLQJ�>��@��7KHVH�VHUYH�DV�WKH�EDVLV�
IRU�FUHDWLQJ�WKH�LGHDO�DUUDQJHPHQW�YDULDQWV��IURP�ZKLFK�JXLGLQJ�SULQFLSOHV�IRU�WKH�LGHDO�DUUDQJHPHQW�RI�KRV�
SLWDO�DUHDV�DUH�WKHQ�WR�EH�GHULYHG��2QFH�WKH�JXLGLQJ�SULQFLSOHV�KDYH�EHHQ�GUDZQ�XS��WKH�URXJK�SODQQLQJ�LV�
FRPSOHWH��6XEVHTXHQWO\��WKH�JXLGLQJ�SULQFLSOHV�IRU�WUDQVIRUPDELOLW\�DUH�WR�EH�ZRUNHG�RXW�ZLWKLQ�WKH�IUDPH�
ZRUN�RI�GHWDLOHG�SODQQLQJ��,Q�WKH�IRXUWK�VWHS��D�PDWXULW\�PRGHO�PXVW�ILUVW�EH�GHYHORSHG�WR�DVVHVV�WKH�WUDQV�
IRUPDWLRQ�SRWHQWLDO�RI�WKH�LQGLYLGXDO�KRVSLWDO�REMHFWV��,Q�WKH�SURFHVV��LQGLYLGXDO�WUDQVIRUPDWLRQ�HQDEOHUV�IRU�
KRVSLWDO�V\VWHPV�DUH�WR�EH�WDNHQ�LQWR�DFFRXQW�LQ�DFFRUGDQFH�WR�IDFWRU\�SODQQLQJ�>��@��DQG�WKHQ��FKDUDFWHULVWLFV�
RI�WKH�LQGLYLGXDO�IDFWRU\�REMHFWV�WKDW�SRVLWLYHO\�RU�QHJDWLYHO\�LQIOXHQFH�WKH�WUDQVIRUPDWLRQ�SRWHQWLDO�DUH�WR�EH�
LGHQWLILHG��7KH�FKDUDFWHULVWLFV�VHUYH�DV�WKH�EDVLV�IRU�D�XWLOLW\�DQDO\VLV�WR�DVVHVV�WKH�WUDQVIRUPDELOLW\�RI�WKH�
ZKROH�KRVSLWDO��,Q�WKH�ILIWK�VWHS��WKH�UHTXLUHG�GHJUHH�RI�WUDQVIRUPDELOLW\�IRU�WKH�LQGLYLGXDO�KRVSLWDO�REMHFWV�
PXVW�LQLWLDOO\�EH�GHWHUPLQHG�LQ�RUGHU�WR�GHULYH�JXLGLQJ�SULQFLSOHV�IRU�WKH�GHYHORSPHQW�RI�VSDFH��WHFKQRORJ\�
DQG�RUJDQLVDWLRQDO�FRQFHSWV�WKDW�PHHW�WKH�UHTXLUHPHQWV��7R�WKLV�HQG��PHJDWUHQGV�LQ�WKH�KRVSLWDO�HQYLURQPHQW�
PXVW�EH�LGHQWLILHG�DQG�WKH�UHVXOWLQJ�FKDQJH�GULYHUV�IRU�KRVSLWDOV�DQG�WKHLU�HIIHFWV�RQ�WKH�IXQFWLRQDO�DUHDV�PXVW�
EH�GHULYHG��6XEVHTXHQWO\��SRVVLEOH�SODQQLQJ�YDULDQWV�RI�WKH�KRVSLWDO�REMHFWV�DUH�WR�EH�GHYHORSHG��IURP�ZKLFK�
JXLGLQJ�SULQFLSOHV�DUH�WR�EH�GHULYHG�GHSHQGLQJ�RQ�WKH�QHFHVVDU\�GHJUHH�RI�WUDQVIRUPDELOLW\��)LQDOO\��WKH�HV�
WDEOLVKHG�JXLGLQJ�SULQFLSOHV�IRU�IORZ�RULHQWDWLRQ�DQG�WUDQVIRUPDELOLW\�DUH�WR�EH�HYDOXDWHG�ZLWK�WKH�KHOS�RI�
FDVH�VWXGLHV�DQG�WKH�DFWLYH�LQYROYHPHQW�RI�KRVSLWDO�SUDFWLWLRQHUV�VXFK�DV�PDQDJHUV�RU�SK\VLFLDQV�LQ�ZRUN�
VKRSV��

�
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� 3UHUHTXLVLWHV�IRU�WUDQVIHUULQJ�IDFWRU\�SODQQLQJ�DSSURDFKHV�WR�KRVSLWDO�V\VWHPV�

,Q�RUGHU� WR�FRSH�ZLWK�H[WHUQDO� LQIOXHQFHV�RI�FRVW�SUHVVXUH�DQG�FKDQJH�GULYHUV��KRVSLWDO�V\VWHPV�DUH� WR�EH�
GHVLJQHG�IORZ�RULHQWDWHG�DQG�WUDQVIRUPDEOH��$V�GHVFULEHG�EHIRUH��WKH�DSSURDFK�LV�EDVHG�RQ�WKH�PHWKRGLFDO�
DSSURDFKHV�IURP�IDFWRU\�SODQQLQJ��,Q�RUGHU�WR�VXFFHVVIXOO\�WUDQVIHU�WKH�GHVFULEHG�SURMHFW�WR�WKH�KRVSLWDO�V\V�
WHP��SUHUHTXLVLWHV�PXVW�EH�PHW�LQ�WKH�KRVSLWDO��MXVW�DV�WKH\�DUH�LQ�IDFWRULHV��7R�GHVLJQ�WKH�KRVSLWDO�LQ�D�WDUJHWHG�
PDQQHU��KRVSLWDO�REMHFWV�PXVW�EH�LGHQWLILDEOH��SUHUHTXLVLWH�����7R�UHDOLVH�IORZ�RULHQWDWLRQ��IORZ�UHODWLRQVKLSV�
PXVW�H[LVW�LQ�KRVSLWDOV��SUHUHTXLVLWH�����,Q�WKH�IROORZLQJ��WKH�QHFHVVDU\�VLPLODULWLHV�EHWZHHQ�WKH�KRVSLWDO�DQG�
IDFWRU\�V\VWHPV�DUH�VKRZQ�DQG�EDVHG�RQ�WKLV��WKH�IXOILOPHQW�RI�WKH�SUHUHTXLVLWHV�LV�GHULYHG���

����+RVSLWDO�REMHFWV�

$V�VXPPDULVHG�LQ�)LJXUH����WKHUH�DUH�VLPLODULWLHV�EHWZHHQ�WKH�ILHOGV�DQG�OHYHOV�RI�ERWK�V\VWHPV��$V�H[SODLQHG�
LQ�PRUH�GHWDLO�EHORZ��REMHFWV�FDQ�EH�LGHQWLILHG�YLD�WKH�OHYHOV�RI�WKH�KRVSLWDO�DQG�VRUWHG�LQWR�WKH�PDWUL[�RI�
ILHOGV�DQG�OHYHOV��7KH�EDVLF�SRVVLELOLW\�RI�LGHQWLI\LQJ�KRVSLWDO�REMHFWV��DV�SUHUHTXLVLWH����LV�WKXV�IXOILOOHG��

�
)LJXUH����6LPLODULWLHV�EHWZHHQ�)DFWRULHV�DQG�+RVSLWDOV�WR�GHULYH�2EMHFWV�LQ�+RVSLWDO�6\VWHPV�

)DFWRULHV�DUH�GLYLGHG�LQWR�ILYH�IDFWRU\�ILHOGV�RI�WHFKQRORJ\��RUJDQLVDWLRQ��VSDFH��SHRSOH�DQG�OHDGHUVKLS�>��@��
$FFRUGLQJ�WR�WKHLU�GHILQLWLRQ��D�GLYLVLRQ�LQWR�WKHVH�ILYH�ILHOGV�FDQ�DOVR�EH�DSSOLHG�WR�KRVSLWDO�V\VWHPV��7HFK�
QLFDO�HTXLSPHQW�DQG�LQIUDVWUXFWXUH�DUH�QHFHVVDU\�IRU�WKH�SURYLVLRQ�RI�VHUYLFHV�LQ�KRVSLWDOV�>�@��7KH�REMHFWV�
XVHG�LQ�KRVSLWDOV�GLIIHU�IURP�WKRVH�XVHG�LQ�IDFWRULHV��EXW�FDQ�DOVR�EH�VWUXFWXUHG�LQ�SURGXFWLRQ��VWRUDJH��RU�
WUDQVSRUW��/LNH�IDFWRULHV�>��@��KRVSLWDOV�KDYH�VWUXFWXUDO�DQG�SURFHGXUDO�RUJDQLVDWLRQV�WKDW�LQIOXHQFH�WKH�TXDOLW\�
RI�KRVSLWDO�VHUYLFHV�>�@��7KH�DUHDV�LQ�KRVSLWDOV�DUH�FOHDUO\�GHILQHG�DQG�VWUXFWXUHG�IRU�WKH�EXLOGLQJ�E\�VWDQGDUGV�
DQG�VSHFLILFDWLRQV�DFFRUGLQJ�WR�WKH�',1�����>��@�DQG�DVSHFWV�VXFK�DV�WKH�SORW�RI�ODQG�RU�WKH�OD\RXW�DUH�DOVR�
WDNHQ�LQWR�DFFRXQW�>��@��,Q�DGGLWLRQ��KRVSLWDO�HPSOR\HHV�DUH�VXEMHFW�WR�KLHUDUFKLFDO�PDQDJHPHQW�>�@���

7KH�IDFWRU\�LV�KLHUDUFKLFDOO\�GLYLGHG�LQWR�ILYH�GLIIHUHQW�IDFWRU\�OHYHOV�IURP�WKH�SODQW�OHYHO�WR�WKH�IDFWRU\�OHYHO��
DUHDV��VXE�DUHDV�DQG�WR�WKH�ZRUN�VWDWLRQ��FRQVLGHULQJ�WKDW�HYHU\�OHYHO�HQFRPSDVVHV�DOO�RI�LWV�VXERUGLQDWH�OHYHOV�
>��@��,Q�DQDORJ\��KLHUDUFKLFDO�OHYHOV�FDQ�EH�LGHQWLILHG�DQG�VWUXFWXUHG�IRU�KRVSLWDOV��VXFK�DV�IURP�WKH�VSHFLDOLW\�
OHYHO�WR�WKH�ZRUN�VWDWLRQ�>�@��5HIHUULQJ�WR�WKH�H[DPSOH�WKDW�D�SODQW�PD\�LQFOXGH�VHYHUDO�IDFWRU\�KDOOV�DW�WKH�
IDFWRU\�OHYHO��D�ODUJH�KRVSLWDO�PD\�KDYH�VHYHUDO�VSHFLDOLWLHV�DW�RQH�ORFDWLRQ��7KHVH�VSHFLDOLWLHV�DUH�GLYLGHG�
LQWR�YDULRXV�DUHDV��H�J���VXUJLFDO�DUHDV�RU�ZDUGV��ZKLFK�LQ�WXUQ�DUH�GLYLGHG�LQWR�GLIIHUHQW�ZRUN�VWDWLRQV���

,Q�WKH�FRQWH[W�RI�IDFWRU\�SODQQLQJ��PDWHULDO�RU�LPPDWHULDO�UHVRXUFHV�DUH�QDPHG�IDFWRU\�REMHFWV�DQG�DUH�FODV�
VLILHG�LQ�WKH�PDWUL[�RI�IDFWRU\�ILHOGV�DQG�OHYHOV�>��@��'LIIHUHQW�UHVRXUFHV�FDQ�DOVR�EH�DOORFDWHG�WR�WKH�LQGLYLGXDO�
OHYHOV�LQ�WKH�KRVSLWDO�DQG�UHSUHVHQW�PDWHULDO�RU�LPPDWHULDO�FRPSRQHQWV��VXFK�DV�WKH�DOORFDWLRQ�RI�WKH�VXSSO\�
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VWUXFWXUH�WR�WKH�KRVSLWDO�OHYHO�RU�RI�PHGLFDWLRQV�DQG�RWKHU�PDWHULDOV�WR�WKH�ZRUNSODFH�OHYHO�>�@��$�GHILQLWLRQ�
RI�KRVSLWDO�REMHFWV�DQG�WKHLU�FODVVLILFDWLRQ�LQWR�KRVSLWDO�ILHOGV�DQG�OHYHOV�DUH�FRQVHTXHQWO\�SRVVLEOH��

����)ORZ�UHODWLRQVKLSV�LQ�WKH�KRVSLWDO�V\VWHP��

$V�H[SODLQHG�LQ�PRUH�GHWDLO�EHORZ�DQG�VXPPDULVHG�LQ�)LJXUH����WKHUH�DUH�VLPLODULWLHV�EHWZHHQ�WKH�SURGXFWV��
WKH�PDLQ�SURFHVVHV��DQG�WKH�ZRUNIORZV�RI�KRVSLWDO�DQG�IDFWRU\�V\VWHPV��7KLV�UHVXOWV�LQ�IORZ�UHODWLRQVKLSV��
SUHUHTXLVLWH���LV�WKHUHIRUH�DOVR�IXOILOOHG���

�
)LJXUH����6LPLODULWLHV�EHWZHHQ�)DFWRULHV�DQG�+RVSLWDOV�WR�GHULYH�)ORZ�5HODWLRQVKLSV�LQ�+RVSLWDO�6\VWHPV�

3URGXFWV�DUH�XQGHUVWRRG�DV�RXWSXW�RI�D�PDQXIDFWXULQJ�FRPSDQ\��ZKLFK�LV�PDGH�DYDLODEOH�WR�FRQVXPHUV�IRU�
SXUFKDVH�>��@��7KH�SURGXFW�RI�D�KRVSLWDO�LV�WKH�UHDG\�WUHDWHG�SDWLHQW��)RU�WKLV�SXUSRVH��VHUYLFHV�DUH�SURYLGHG��
VXFK�DV�QXUVLQJ�FDUH��DQ�H[DPLQDWLRQ��RU�DQ�RSHUDWLRQ�� ,Q�RUGHU� WR�EH�DEOH� WR�RIIHU� WKH� VHUYLFHV��SK\VLFDO�
FRPPRGLWLHV�RU�FRQVXPDEOHV�DUH�RIWHQ�QHFHVVDU\��VXFK�DV�PHGLFLQHV��;�UD\V�RU�VXUJLFDO�LQVWUXPHQWV��7KH�
WUHDWPHQW�RI�D�SDWLHQW�GHSHQGV�RQ�GLDJQRVLV��SURFHGXUHV��DJH��VH[�DQG�SRVVLEOH�FRPSOLFDWLRQV�RU�FRPRUELGL�
WLHV��LQ�VXPPDU\�'5*V��7KLV�OHDGV�WR�D�KLJK�YDULDQFH�RI�SURGXFWV�DQG�WR�WKH�DVVXPSWLRQ�WKDW�KRVSLWDOV�FDQ�
EH�XQGHUVWRRG�DV�PXOWL�SURGXFW�IDFWRULHV�>��@��,I�WKH�SURGXFWV�RI�IDFWRULHV�DUH�GLIIHUHQWLDWHG�LQWR�YDULDQWV�SHU�
SURGXFW�JURXS�>��@��DQDORJRXVO\�WKH�SURGXFWV�LQ�KRVSLWDOV�FDQ�EH�GLIIHUHQWLDWHG�E\�SDWLHQWV�SHU�'5*���

+RVSLWDO�SURFHVVHV�UHTXLUHG�WR�GHOLYHU�VHUYLFHV�FDQ�EH�GLYLGHG�LQWR�SULPDU\�DQG�VHFRQGDU\�SURFHVVHV��3DWLHQW�
WUHDWPHQW�UHSUHVHQWV�WKH�SULPDU\�SURFHVV�RI�D�KRVSLWDO�>��@��7KLV�FRPSULVHV�DOO�WDVNV�RI�DQDPQHVLV��GLDJQRV�
WLFV��DQG�WKHUDS\�IURP�DGPLVVLRQ�WR�GLVFKDUJH��ZKHUHE\�LWHUDWLRQV�EHWZHHQ�GLDJQRVLV�DQG�WKHUDS\�DUH�SRVVL�
EOH��6HFRQGDU\�SURFHVVHV�VXSSRUW�WKH�SULPDU\�SURFHVV�E\�SURYLGLQJ�WKH�VHUYLFHV�QHFHVVDU\�IRU�WUHDWPHQW�>��@��
6LQFH�WKH�QHFHVVDU\�SURFHVVHV�LQ�IDFWRU\�V\VWHPV�DUH�DOVR�VXEGLYLGHG��WKHUH�LV�D�IXUWKHU�DQDORJ\�EHWZHHQ�WKH�
WZR�V\VWHPV��,Q�IDFWRULHV��WKHUH�DUH�WKH�FRUH�SURFHVVHV�IRU�VHUYLFH�SURYLVLRQ��ZKLFK�LQFOXGH�VWRUDJH��PDQX�
IDFWXULQJ��DQG�DVVHPEO\�IURP�DUULYDO�WR�GHSDUWXUH�RI�JRRGV��7KHVH�DUH�DVVLVWHG�E\�VXSSRUW�SURFHVVHV�>��@���

+RVSLWDO�DQG�IDFWRU\�V\VWHPV�KDYH�GHILQHG�ZRUNIORZV��)RU�IDFWRULHV��WKLV�UHVXOWV�IURP�WKH�ZRUN�SODQ��ZKLFK�
LV�GHULYHG�IURP�WKH�FRQVWUXFWLRQ�DQG�SURGXFWLRQ�ELOO�RI�PDWHULDOV�>��@��:RUNIORZV�LQ�KRVSLWDOV�DUH�GHWHUPLQHG�
E\�FOLQLFDO�SDWKZD\V��&OLQLFDO�SDWKZD\V�DUH�GHYHORSHG�IRU�GLVHDVH�SDWWHUQV�DQG�JURXS�LQGLYLGXDO�FDVHV�LQWR�D�
KRPRJHQHRXV�JURXS�EDVHG�RQ�FHUWDLQ�LQGLFDWRUV�RU�V\PSWRPV�>����@��6WDUWLQJ�IURP�D�GLDJQRVLV��WKH�FOLQLFDO�
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SDWKZD\�UHSUHVHQWV�D�FRQVHQVXV�DFURVV�SURIHVVLRQDO�JURXSV�DQG�LQVWLWXWLRQV�IRU�WKH�VXFFHHGLQJ�VHTXHQFH�RI�
GLDJQRVWLF�DQG�WKHUDSHXWLF�PHDVXUHV�ZLWKLQ�WKH�IUDPHZRUN�RI�LQSDWLHQW�WUHDWPHQW�>�����@��

)RU�WKH�YDULRXV�GLDJQRVWLF�DQG�WKHUDSHXWLF�PHDVXUHV��SDWLHQWV�SDVV�WKURXJK�GLIIHUHQW�FOLQLFDO�GHSDUWPHQWV�RI�
WKH�KRVSLWDO�IRU�WUHDWPHQW�>��@��7KH�FRPELQDWLRQ�RI�SULPDU\�DQG�VHFRQGDU\�SURFHVVHV�UHVXOWV�LQ�D�QHWZRUN�RI�
VHUYLFHV�LQ�WKH�KRVSLWDO�FRQVLVWLQJ�RI�LQWHUQDO�FXVWRPHU�VXSSOLHU�UHODWLRQVKLSV�>��@��VLPLODU�WR�IDFWRULHV�>��@��
7KLV�OHDGV�WR�D�PXOWLWXGH�RI�IORZ�UHODWLRQVKLSV��IRU�H[DPSOH��RI�SDWLHQWV��HPSOR\HHV��RU�PDWHULDO��,Q�FDVH�RI�
DYDLODELOLW\�RI�QHFHVVDU\� IORZ� LQIRUPDWLRQ�� WKH� UHODWLRQVKLSV�FDQ�EH�UHSUHVHQWHG� LQ�D� VWUXFWXUHG�DQG�FOHDU�
PDQQHU�LQ�PDWULFHV��DV�WKH\�DUH�DOVR�XVHG�LQ�IDFWRU\�SODQQLQJ��

����'LIIHUHQFHV�EHWZHHQ�KRVSLWDO�DQG�IDFWRU\�V\VWHPV�

2I�FRXUVH��KRVSLWDO�V\VWHPV�DUH�QRW�FRPSDUDEOH�ZLWK�IDFWRU\�V\VWHPV�LQ�DOO�DVSHFWV��+RVSLWDOV�KDYH�URXWLQH�
SDWLHQW�WUHDWPHQWV��EXW�DOVR�D�ODUJH�SURSRUWLRQ�RI�HPHUJHQF\�FDVHV��7KH�RFFXUUHQFHV�RI�HPHUJHQF\�FDVHV�LV�
QRUPDOO\�WDNHQ�LQWR�DFFRXQW��KRZHYHU�WKH�LQGLYLGXDO�DQG�KLJKO\�GLYHUJLQJ�WUHDWPHQWV�FDQ�RQO\�EH�GHWHUPLQHG�
DIWHU�H[DPLQLQJ�WKH�SDWLHQWV��,Q�DGGLWLRQ��LQ�ODUJH�LQFLGHQWV��LW�LV�GLIILFXOW�WR�SODQ�QRW�RQO\�WKH�DFWLYLWLHV�WR�EH�
FDUULHG�RXW�EXW�DOVR�WKH�QXPEHU�RI�WUHDWPHQWV�>��@��7KLV�VKRUW�WHUP�RUGHU�SODQQLQJ�LV�XQXVXDO�IRU�PDQXIDF�
WXULQJ�FRPSDQLHV��WKH\�SODQ�LQ�DGYDQFH�DQG�DGMXVW�WKHLU�IDFWRU\�RSHUDWLRQV�DFFRUGLQJO\��$OWKRXJK�WKH�HPHU�
JHQF\�GHJUHH�LV�QRW�FRPSDUDEOH�ZLWK�WKRVH�LQ�KRVSLWDOV��DQG�WKH\�GR�QRW�GHDO�ZLWK�KXPDQ�OLYHV��PDQXIDFWXULQJ�
FRPSDQLHV�LQ�WKH�ILHOG�RI�PDLQWHQDQFH��UHSDLU�DQG�RYHUKDXO�DUH�IDPLOLDU�ZLWK�WKHVH�FKDOOHQJHV��%HIRUH�WKH\�
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Abstract 

Cyber-physical production systems are constituted of various sub-systems in a production environment, from 
machines to logistics networks, that are connected and exchange data in real-time. Every sub-system 
consumes and generates data. This data has the potential to support decision making and optimization of 
production processes. To extract valuable information from this data, however, different data sources must 
be consolidated and analyzed. A Knowledge Graph (KG), also known as a semantic network, represents a 
net of real-world entities, i.e., machines, sensors, processes, or concepts, and illustrates their relationship. 
KG allows us to encode the knowledge and data context into a human interpretable form and is amenable to 
automated analysis and inference. This paper presents the potential of KG in manufacturing and proposes a 
framework for its implementation. The proposed framework should assist practitioners in integrating raw 
data from multiple data sources in production, developing a suitable data model, creating the knowledge 
graph, and using it in a graph application. Although the framework is applicable for different purposes, this 
work illustrates its use for supporting the quality assessment of products in a discrete manufacturing 
production line. 

Keywords 

Knowledge Graph; Cyber-Physical Production Systems; Data and Knowledge Management. 

1. Introduction

The concept of Cyber-Physical Production Systems (CPPS) applies to autonomous and cooperative sub-
systems (e.g. machines, sensors, actuators) that are connected and exchange data across all levels of 
production [1]. The data generated by CPPS, particularly from Internet of Things (IoT) devices, can be used 
to monitor manufacturing processes online and support decision-making. A challenge inherent to CPPS is 
managing this data and extracting useful information which humans can use to improve productivity and 
prognosis [2]. Especially for applications that use Artificial Intelligence (AI) technologies, the data delivery 
itself and how this data is provided (in which quality, quantity, and context)  to the data analytics applications 
are decisive for its use [3]. Contextual information in particular allows AI applications to deal with 
ambiguity, thus improving predictions and their capacity of aiding the decision-making process [4]. 
Semantic technologies, such as  Knowledge Graphs (KG), which capture context and domain knowledge 
information, can contribute to the explainability and acceptance of AI for realizing flexible manufacturing 
systems [5]. Early adopters in the manufacturing industry have been using (industrial) KG to support the 
integration of various data sources and to enable inference and machine processing by providing a formal 
semantic representation of manufacturing domain knowledge [6]. However, the use of KG in the 
manufacturing industry is not as disseminated as in other sectors such as finance and biomedical, having 
mostly prototypical implementations [7]. Guidelines and frameworks for its implementation in the 
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manufacturing industry were not found in the current literature. This paper thus contextualizes KG, provides 
a novel framework and a practical example of developing an industrial KG for a CPPS. This publication 
aims at providing guidelines for practitioners and researchers who are not yet familiar with the usage and 
capabilities of KG. The goal is to break the initial barrier to understanding how to develop a KG, especially 
for manufacturing data and facilitating the implementation of this semantic technology. 

This paper is structured as follows; section 2 presents the theoretical background of KG, graph databases 
and ontologies. The goal is to situate KG in the broader spectrum of AI technologies. Section 3 introduces 
the methodology and the proposed framework. Finally, section 4 concretizes the framework by providing a 
step-by-step development of a KG application having as an example an openly accessible dataset provided 
by Bosch of four of its assembly lines. The section concludes with an outlook of how the developed KG can 
be used as part of a Machine Learning (ML) pipeline to predict part quality. The fifth and last section 
provides future work directions. 

2. Theoretical Background 

A Knowledge Graph (KG) is a collection of nodes (for each entity), and edges, representing the relationships 
which connect and relate these entities to the world [8]. Figure 1 provides an example of a basic graph. In 
this graph, three entities are shown (a person, a station, and a machine), together with the directed 
relationships that connect them (a person works in a station, and a station has a machine as resource).  

 
Figure 1: Nodes and relationships 

KG are particularly useful because they add a layer of metadata to the data, providing context to it and 
defining rules for its structure and interpretation [9]. KG can, therefore, represent complex relationships in 
a domain in both machine friendly and human-readable forms [9]. Graph databases are databases developed 
specifically to store graph-shaped data and are designed to take advantage of the data connectivity to extract 
information and generate insights [10]. The uses of KG and of graph databases can typically be divided into 
three areas: graph statistics (statistic measures about the graph), graph analytics (analysis of the graph data 
to answer specific questions through queries or graph algorithms), and graph-enhanced ML and AI 
(application of graph data and analytics results to create or select features for ML models) [11]. In the context 
of graph-enhanced ML, KG embeddings are techniques used to insert entities and relationships from a KG 
into continuous vector spaces to allow further mathematical manipulation (e.g. use as input data for ML 
models) while still preserving the KG structure [12]. KG embeddings are being used in ML pipelines to 
improve the learning process through the integration of semantic rich features [4]. 

An ontology represents a domain, its objects, and the formalized relationships between them in a declarative 
formalism [13]. It is a human-readable text that describes entities in a domain and contains formal axioms 
(propositions) constraining the interpretation and use of these terms [13]. An ontology is used to share a 
common understanding of the information structure between people and machines, formalize and thus allow 
the reuse and analysis/reasoning with domain knowledge, make domain assumptions explicit, and, finally, 
separate domain knowledge from the operational knowledge [14]. KG and ontologies are part of the broader 
field of Knowledge Representation and Reasoning, a subfield of AI. Ontologies can be applied to define the 
.*¶V�underlying structure and guarantee interoperability with other systems and applications from the same 
domain [15].  
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Graph technologies are particularly suitable if the relationships within the data are central for analytics and 
reasoning purposes. Although relational systems (also called SQL databases) are well documented and easier 
for developers, retrieving relationships out of relational systems is considerably more complex and less 
efficient than graph systems [16].  

Recent literature on graph databases deals with whether graph technology is appropriate for specific use 
cases. Gosnell et al. [16] propose three questions to decide whether a particular problem is suited for graph 
technologies: 

1. Does the problem need graph data? 
x Understand the shape of the data the problem requires ± when understanding the use case, is it natural 

to represent the data in a graph shape? What is the type of information to be extracted from the data? 
2. Do relationships between entities in the data help understand and solve the problem? 

x Are the relationships between entities in the data relevant to explain and clarify the problem? 
3. What is the purpose of exploring the relationships in the data? 

x Is the goal to generate a report (classical business intelligence)? Perform research on graph-
structured data? Provide a service to an end-user (retrieval)? Use as part of an ML pipeline? 

Nowadays, KG are being applied in various industries in application areas such as question answering, 
recommender systems, information retrieval, and feature engineering [17]. KG are also being adopted in the 
manufacturing industry, mostly in the form of prototypes. Zhou et al. use a KG-based approach for resource 
allocation in a discrete manufacturing workshop [18]. To achieve a self-configurable manufacturing process, 
Zheng et al. introduce a KG-based multi-agent reinforcement learning method [19]. Zhao et al. developed a 
service platform based on KG for resource allocation and scheduling of manufacturing orders [20]. 
Additional use cases include the use of KG for creating the digital twin of a building used in applications for 
building management and services, risk management in engineering projects, process monitoring, and 
machine service operations planning [6, 21]. 

3. Methodology and proposed framework 

This section introduces a framework for developing and using KG. The framework is based on the literature 
presented in the theoretical background section, mostly focused on the use of graph databases. Mainly the 
work from Robinson et al. [8], Barrasa et al. [9], Gosnell et al. [16], Sequeda and Lassila [22], combined 
with practical implementation experience from the authors, are translated into a general guideline for the 
adoption of KG. Figure 2 presents the framework consisting of five phases. The three questions proposed by 
Gosnell et al. [16] and introduced in section 2 are to be answered before the first phase of the framework. 
Next, each phase will be explained from a theoretical point of view.  

1. Problem understanding and identification of data sources. As a natural first step, the problem 
understanding aims at having a clear goal for the KG application. In this step, the purpose of exploring the 
relationships in the data should be differentiated between generating a business report (calculating key 
performance indicators), providing a service to an end-user (retrieval system), or being used as part of an 
ML pipeline. The identification of data sources and their relationships aids the data modelling. We suggest 
conducting a workshop with stakeholders for the problem understanding step.  

2. Data modelling. The data model represents the domain's entities and relationships and establishes the 
graph structure for receiving data in the subsequent steps. This step is paramount and should be guided by 
the goal defined in the problem understanding. When querying a graph, we talk about "traversing", which 
means going from one point (or node) of the graph to another. So how the entities and their relationships are 
represented in the data model will affect the traversals and, therefore, the efficiency of information retrieval 
and how the domain is represented in the graph. One of the biggest differences and advantages from graph 

447



data storage is that the conceptual data model (how the entities relate to each other in the domain, for example 
the one portrayed in Figure 1) translates directly to how the data is physically stored in the graph database 
[16]. We identify two main ways of defining the data model: through an existing or newly developed 
ontology stored, e.g., in a Resource Description Framework (RDF) file (2.1) or through graph modelling 
frameworks, such as the Labeled Property Graph (LPG) [8] or the Graph Schema Language (GSL) [16] 
(2.2). Independently of the chosen approach, each entity or object from the domain is assigned a specific 
node label. Node labels are used for entities from the same class, which will share the same type of 
relationships and properties. Similarly, relationships¶�ODEHOV define their type and properties. This step can 
likewise be conducted in a form of a workshop with stakeholders and using visual tools, e.g., whiteboards, 
to draw the entities and their relationships and derive the data model. 

3. Data preparation and integration. In most cases, the data sources come from relational databases or are 
stored in a relational data format, such as tables in CSV files or as unstructured data in NoSQL databases. 
The question in this task is how to prepare the data and integrate the various data sources to be loaded into 
the specified graph data model defined in step 2. The data preparation can be as simple as creating new CSV 
files that translate the relationship within the data that will be then loaded into the KG. For more complex 
scenarios, there are the so-called "mappings". A mapping is "a function representing the relationship from a 
source data model to a target data model" [22]. Mappings are usually formulated as rules (IF (condition) 
THEN (conclusion)) and indicate how a source (e.g., relational database) can be represented in the target (a 
KG). These functions or rules are applied to fill the KG with data originating from relational or NoSQL 
systems. At this stage, the graph database (such as Neo4j, DataStax, Amazon Neptune, and Cassandra) 
should be chosen, as it will influence the necessary changes in the original data for its integration. 

4. Knowledge Graph creation. Once the data sources are identified and prepared for integration, the next 
step is to load the data into the selected graph database. As mentioned before, different procedures depending 
on the graph database exist for conducting this task. The basic idea is to load the entities and relationships 
for the data as defined in the graph data model in step two. At the end of this step, entities and relationships 
from the data should be represented and connected in the KG. The KG can then be used to develop the 
application in the fifth step. 

5. Application development. The fifth and last step of the framework, application development, summarizes 
the efforts for creating an application that will ultimately use the KG. These uses can be assigned to three 
main categories: Generating business reports (5.1), querying, and retrieving information for an end-user 
(5.2), or as part of an ML pipeline for either producing graph features or facilitating the selection of features, 
e.g., for regression or classification tasks (5.3). 

 
Figure 2: Proposed framework 
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4. Framework Application: Case Study Product 360 

A well-known use case for KG in enterprises is the so-FDOOHG�³&XVWRPHU����´�DSSOLFDWLRQV��&XVWRPHU�����
are considered data products that consolidate and connect various data sources about the customer, creating 
a common approach to expose this information for use [22]. The 360-GHJUHH�YLHZ�RI�FXVWRPHU¶V�GDWD�DOORZV�
using the available and most relevant information about each customer to improve and customize service 
offerings, e.g., products recommendations [23]. Similarly, we propose a 360-degree view of the product. 
The idea is to gather in a KG all available and relevant information about a manufactured product to support 
additional analysis, e.g., for creating graph features for an ML pipeline to predict which part will fail quality 
control (predictive quality). In this work, steps one to four (from problem understanding to KG creation) are 
presented to clarify how to use the framework. The fifth step (application development) gives an outline and 
future work directions for the predictive quality case. For this application development, the graph database 
Neo4j through the Neo4j Desktop application was used. 

1. Problem understanding and identification of data sources. The data used to develop the product 360 
.*�LV�IURP�WKH�SXEOLFO\�DYDLODEOH�GDWDVHWV�³%RVFK�3URGXFWLRQ�/LQH�3HUIRUPDQFH´�SXEOLVKHG�LQ�.DJJOH�LQ�
20161. 7KH�GDWDVHWV�FRQWDLQ�PHDVXUHPHQWV�RI�SDUWV�DV�WKH\�PRYH�WKURXJK�%RVFK¶V�assembly lines and are 
divided into three types of features plus a response feature: numerical, categorical, date (timestamps) and 
binary labels indicating whether the part succeeded (Response = 0) or failed (Response = 1) quality control. 
The datasets are further divided into training and testing sets for each feature type. The training and testing 
sets have 1.184.687 and 1.183.748 samples, respectively. Further, the data contains 968 numerical features, 
2.140 categorical features and 1.156 date features. This results in a combined dataset of 14,3 Gigabyte. 
Besides the challenge of working with large datasets, the ground truth is highly imbalanced (approximately 
one in every 125 products are defective), and several product variants are represented in the dataset 
(identified by the 7.148 unique flow paths) [24]. The identified problem is then predicting which parts will 
fail quality control. Therefore, the data sources are the training and testing datasets: train and test numerical, 
train and test date, and train and test categorical datasets. 

2. Data modelling. The data model should aid the task of identifying which products pass or fail the quality 
control. The goal is to generate a KG with all information about that product. In this case, it means 
representing in the graph the numerical and categorical features related to each station and line, the sequence 
of stations and lines, and the data features in the form of timestamps. Figure 3 shows the data model developed 
using the LPG framework.  

 
Figure 3: LPG data model for product 360 knowledge graph 

In the figure, we identify three types of entities: Line, Station, and Feature. Lines are identified by the 
³OLQH,G´��ZKLFK�LV�VDYHG�DV�D�SWULQJ��6LPLODUO\��VWDWLRQV�DUH�LGHQWLILHG�E\�D�³VWDWLRQ,G´�VWRUHG�DV�D�String. 
)HDWXUHV�KDYH�WZR�SURSHUWLHV��WKH�LGHQWLILHU�³IHDWXUH,G´�VDYHG�DV�SWULQJ��DQG�WKH�³IHDWXUH9DOXH´�VWRUHG�DV�D�
Float and which holds the actual feature value (recordings from sensors or categorical data). The data model 
further defines three types of relationships: HAS_STATION, HAS_FEATURE, and TRANSFERS_TO. 
HAS_STATION is used to describe which stations the line comprises. HAS_FEATURE indicates in which 

 
1 Available at: https://www.kaggle.com/c/bosch-production-line-performance/data  
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station the feature was recorded. Finally, TRANSFERS_TO captures the sequence of stations and lines the 
SURGXFW�SDVVHG�WKURXJK�GXULQJ�WKH�DVVHPEO\�SURFHVV��7KH�³75$16)(56B72´�UHODWLRQVKLS�KDV�D�SURSHUW\�
FDOOHG� ³WLPHVWDPS´�� ZKLFK� UHFRUGV� WKH� WLPHVWDPS� RI the estimated time the transfer between stations 
occurred. This data model serves as the basis for preparing the data and loading it in the Neo4j graph 
database. Alternatively, an ontology can be used as the data model and imported in Neo4j using the 
neosemantics (n10s) plugin. Figure 4 shows an exemplary ontology created using WebProtègè2 and exported 
as a turtle (.ttl) file.  

 
Figure 4: Ontology in WebProtègè 

3. Data preparation and integration. The data preparation step consists of reshaping the Bosch production 
line dataset to be loaded into the graph database. Table 1 presents an excerpt of the first five rows and five 
columns of the raw numerical train dataset. This dataset was used to capture the entities for the Line, Station 
DQG�)HDWXUH�FODVVHV�DQG�WKH�³IHDWXUH9DOXH´�Ior the numerical features. 

Table 1: Excerpt of Bosch's production line numerical train dataset 

Index Id L0_S0_F0 L0_S0_F2 L0_S0_F4 L0_S0_F6 

0 4 0.03 -0.034 -0.197 -0.179 
1 6 nan nan nan nan 
2 7 0.088 0.086 0.003 -0.052 
3 9 -0.036 -0.064 0.294 0.33 
4 11 -0.055 -0.086 0.294 0.33 

 

Table 2 depicts the result of shaping the data for the first product in the dataset, product Id 4. For 
manipulating the raw data, the Python library pandas was used. The pandas data frame was saved into a CSV 
file which will be used in the subsequent step to create the KG. This table allows identifying all entities, their 
UHVSHFWLYH�,GV��DQG�WKH�UHODWLRQVKLSV�³+$6B67$7,21´�DQG�³+$6B)($785(´� 

Table 2: Entities and feature values for product Id 4 

Index lineId stationId featureId featureValue 

0 L0 L0_S0 L0_S0_F0 0.03 
1 L0 L0_S0 L0_S0_F2 -0.034 
2 L0 L0_S0 L0_S0_F4 -0.197 
3 L0 L0_S0 L0_S0_F6 -0.179 
4 L0 L0_S0 L0_S0_F8 0.118 

 

 
2 Available at: https://webprotege.stanford.edu/ 
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7KH� UHODWLRQVKLS� ³75$16)(56B72´�ZDV� REWDLQHG� IURP� WKH� GDWH� WUDLQ� GDWDVHW�� 7KH� WLPHVWDPSV� LQ� WKLV�
dataset were used to determine the station sequence and the estimated timestamp of transfer between stations. 
Table 3 shows the resulting table with the station of origin (stationId_s, s for the subject) and the destination 
�VWDWLRQ,GBR��R�IRU�WKH�REMHFW���DQG�WKH�WLPHVWDPS�OLVWHG�LQ�WKH�FROXPQ�³WUDQVIHUVBWR´. 

Table 3: TRASNFERS_TO relationship 

Index stationId_s transfers_to stationId_o 

0 L0_S0 82.24 L0_S1 
1 L0_S1 82.24 L0_S2 
2 L0_S2 82.24 L0_S4 
3 L0_S4 82.26 L0_S7 

4 L0_S7 82.26 L0_S8 

4. Knowledge Graph creation. The CSV files were used to create and save the data into the KG in Neo4j. 
Cypher commands to add the data to the graph database were written in the Neo4j Browser application. An 
excerpt of the commands used to create the nodes (entities) and relationships are listed in Table 4. 

Table 4: Excerpt of Cypher commands for creating nodes and relationships 

Command explanation Cypher command 

Create the nodes for lines, 
stations and features from 
SURGXFW�,G��¶V�CSV file 

LOAD CSV FROM 'file:///productid4.csv' AS row 
WITH row[1] AS lineId, row[2] AS stationId, row[3] AS featureId, 
toFloat(row[4]) AS featureValue 
MERGE (l:Line {lineId: lineId}) 
MERGE (s:Station {stationId: stationId}) 
MERGE (f:Feature {featureId: featureId}) 
  SET f.featureValue = featureValue 
RETURN count(l); 

Create relationships 
³+$6B)($785(´�IURP�
SURGXFW�,G��¶V�CSV file 

LOAD CSV WITH HEADERS FROM 'file:///productid4.csv' AS row 
WITH row.lineId AS lineId, row.stationId AS stationId, row.featureId 
AS featureId 
MATCH (l:Line {lineId: lineId}) 
MATCH (s:Station {stationId: stationId}) 
MATCH (f:Feature {featureId: featureId}) 
MERGE (s)-[rel:HAS_FEATURE]->(f) 
RETURN count(rel); 

Visualize ³75$16)(56B72´�
relationship and numerical 
features 

MATCH (s:Station)-[rel:TRANSFERS_TO]->(s:Station) 
MATCH (s:Station)-[rel2:HAS_FEATURE]->(f:Feature) 
RETURN s, f, rel, rel2; 

 

The result from the last query can be visualized in Figure 5. Figure 6 provides a detailed view of the 
"TRANSFER_TO" property, indicating the transfer's timestamp to the next station occurred. 
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Figure 5: Knowledge Graph in Neo4j for product Id 4 

 
Figure 6: Relationship property for product Id 4 

The same procedure used to create the KG for product Id 4 is applied to the remaining products. The result 
is one KG per product. 

Outlook: 5. Application development. The KG created in step four can now be used for various 
applications, from generating key performance indicators for each product and the assembly line and part of 
an ML pipeline for graph classification. Here we outline a predictive quality application currently being 
developed and seen as future work. The predictive quality application consists of conducting a graph 
classification task. First, it is necessary to generate low-dimensional vector representations of the KG created 
in step four through KG embeddings. For that, GraphSAGE3 can be used for products from the same variant 
and, therefore, present the same stations and lines sequence. The graph embeddings are used for training a 
classifier which should then predict whether the assembled product has Response = 0 (succeeded the quality 
control) or Response = 1 (failed the quality control). 

5. Conclusion 

This paper presented step-by-step guidance to create a KG from relational data sources. It starts with framing 
the problem as a graph to develop a data model and load it into the graph database. The guideline should 
assist practitioners and researchers who want to use semantic technologies as a source of information. Either 

 
3 Available at: http://snap.stanford.edu/graphsage/ 
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for calculating key performance indicators and generating business reports by ingesting data into the KG and 
performing graph analytics or as a retrieval system for providing a service to an end-user or as part of an ML 
pipeline. Future work includes providing more insights into the application development and exploring the 
potential to enrich feature expressiveness for ML pipelines. 
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Abstract 

Due to the digital transformation and global megatrends, the industrial environment of manufacturing 
companies is changing faster than ever. As a result, the tasks of managers in these companies are evolving. 
New management roles and competences are required to master the challenges of this industrial change and 
remain competitive in the global market. This paper describes the development of a competence-based role 
model of managers in manufacturing companies focusing on the influence of current megatrends and the 
associated digital transformation. The model provides an overview of future tasks and roles of managers, 
which are becoming increasingly important in view of current megatrends. In regard to existing role models, 
seven roles of modern managers are derived. These management roles were evaluated in an extensive survey 
and detailed with corresponding competence profiles. 

Keywords 

Digital Transformation; Megatrends; Competences; Management Roles; 

1. Introduction

With its technological and social changes, the digital transformation significantly impacts manufacturing 
companies [1]. Due to current megatrends like digitalization (e.g., big data, KI, Robotik, IoT), globalization 
(e.g., international competition, higher customer demands), volatility (e.g., uncertainty, instability, shortened 
product cycles), sustainability (e.g., environmental protection, climate change, decarbonization, circular 
economy), and demographic change (e.g., aging, shortage of skilled workers, lifelong learning, changing 
values), the industrial environment is evolving [2]. These challenging environmental conditions can also be 
described by the acronym VUCA (volatility, uncertainty, complexity, ambiguity) [3]. In today's VUCA 
world, the day-to-day tasks of managers are highly complex and dynamic. Therefore, managers are 
constantly facing new challenges. Especially in the course of the digital transformation, the tasks of managers 
are changing [4]. There is no scientific consensus on how managers' tasks will change in the context of the 
digital transformation and global megatrends, what roles they will take on, and what competences they will 
need.  

This paper aims to develop a competence-based role model of managers in manufacturing companies that 
considers the influence of current megatrends and the accompanying digital transformation. After describing 
the literature-based fundamentals of competence-based role models in section two, the description of the 
research method follows in section three. Section four includes the results of the role description and the 
empirical study results determining the competence requirements of the different management roles. The 
results will be presented in the form of competence profiles that are tailored to the corresponding role models. 
A discussion of the results follows before this contribution summarizes with a conclusion. 
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2. Management role models 

Based on the classic process- and task-oriented management models, the models of Koontz & O'Donnell [5] 
and Rühli [6] need to be mentioned. The former describes the management process and the associated tasks 
in five areas: planning, organization, personnel deployment, leadership, and control [5]. According to Koontz 
& O'Donnell [5], the central tasks of managers in these areas follow a chronological sequence. The tasks 
should be fully described and structured. A similar approach can be found in the Zurich management 
approach, according to Rühli [6], in which the four management functions, planning, decision, arrangement, 
and control, are distinguished. The main difference to Knootz & O'Donnell's management process is that the 
Zurich management model focuses less on the specific tasks of the respective manager and more on the 
overall management tasks of a company. 

In contrast to the above-mentioned process- and task-oriented models, Mintzberg's [7] and Quinn's [8] 
approaches are role-based. Mintzberg identifies ten management roles, which are divided into three 
superordinate groups [7]: Roles in establishing and maintaining interpersonal relationships (figurehead, 
leader, liaison), informational roles (monitor, disseminator, spokesperson), and roles in decision-making 
(entrepreneur, disturbance handler, resource allocator, negotiator). The ten management roles illustrate in a 
practical way the broad spectrum of tasks of a manager and are described precisely [7]. At the same time, 
they are kept general to ensure relevance even in today's world. Quinn's competing values framework 
examines which roles managers assume depending on the company's strategic orientation. Based on a study 
of organizational effectiveness [9], Quinn [8] derives the bipolar scales of flexibility vs. stability and internal 
vs. external focus. In the four quadrants of the two-dimensional model, eight specific management roles are 
described: facilitator and mentor, innovator and broker, producer and director, coordinator, and monitor [10]. 
The main difference to the approach of Mintzberg [7] is that Quinn [8] explicitly names the contradictions 
of different roles and processes within the framework of a coherent overall model [10]. According to Quinn, 
effective leadership behavior exists when all roles are fulfilled [8]. This includes the role-immanent conflict 
that a manager sometimes has to take on opposing roles simultaneously [11]. 

Reinhart describes the range of management tasks based on six categories: providing orientation and goals, 
deciding and taking responsibility, delegating, monitoring and controlling, informing and communicating, 
motivating, and developing [12]. The effects of digitalization and demographic change on the above-
mentioned management tasks are explicitly examined. Zeichhardt analyses the influence of digitalization on 
managers [13]. Here, not only the tasks of individual managers are analyzed, but the digital management 
tasks in the entire company are considered. These are classified based on seven digital management roles: 
digital figurehead, digital game changer, digital broker, agile facilitator, digital specialist, big data manager, 
and artificial intelligence. The management concept Teamlead of Graf et al. examines how managers 
efficiently lead teams in the context of digitalization and a VUCA environment [14]. The Teamlead model 
defines six system functions with 23 management tasks important for teams and leaders. The six functions 
are difference, resource, structure, process, reflection, and development management [14]. In the Teamlead 
concept, the tasks of a manager are viewed from a modern, team-based perspective.  

The analyzed approaches were assessed in terms of model structuring, the considered focus area, and 
clustering. Regarding model structuring, a distinction can be made between process-oriented, task-oriented, 
and role-oriented models [15,16]. The former is characterized by a chronological sequence of process steps, 
whereas individual management tasks are unordered in a task-oriented structure. A role-oriented structure 
can be distinguished by summarizing various subtasks in a role description. Most of the models examined 
are process or task-oriented; only Mintzberg [7] and Quinn [8] focus on the individual management roles. 
Furthermore, the models can be differentiated based on the chosen focus area. In contrast to a general focus, 
a trend-oriented focus takes current developments and megatrends into account. Current megatrends are 
considered in the approach of Reinhart [12]. In the other approaches, either no recent developments or only 
a few selected trends are addressed. In addition, most of the mentioned approaches developed a general, 
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exhaustive model, i.e., to represent all tasks or management roles [5,6]. Therefore, unspecific categories 
and clusters are formulated. Older models do not lose relevance because current trends hardly influence the 
results. However, the practical significance regarding current developments is diminished. The approach of 
Zeichhardt [13] describes the different management roles and tasks in a specific and concise manner. It can 
be stated that no model describes the roles of managers arising from current megatrends in the context of 
individual role descriptions. In addition, there is no competence model in which specific and prioritized 
competence profiles are assigned to roles arising from current trends. Figure 1 shows an overview of the 
evaluated role models of managers. 

3. Research method 

The research method used to develop the competence-based role model is divided into two steps: In the first 
step, individual preliminary roles of managers were identified. These were developed based on current 
megatrends and managers' existing tasks and role models. The following process was used to create the 
preliminary roles. With the help of developed guiding questions (e.g. 'How are the potential tasks and roles 
of managers changing with regard to the addressed megatrends?), hypotheses were collected from the 
presented literature and megatrends (e.g., change of a current role due to digitalization). The hypotheses 
describe aspects of managers' everyday work that are becoming increasingly important due to current 
megatrends. Afterwards, the hypotheses were combined and clustered to derive specific management roles. 

The second step represents an empirical survey among managers. The empirical-inductive procedure 
evaluated the preliminary roles from step one in a practical manner. For this purpose, the preliminary roles 
were integrated into a comprehensive survey concept. The empirical survey comprises two objectives: First, 
the preliminary developed roles were validated and examined regarding their relevance. Secondly, 
competence profiles for the respective roles were derived from an extensive collection of competences. 
Thereby, survey participants selected what they considered the five most important competences for each 
role from a collection of 40 future management competences. This competence collection was derived based 
on literature from Heyse & Erpenbeck [17], IFIDZ [18], Stifterverband & McKinsey [19] and Cloots [20]. 
60 production-related managers from various age groups, company sizes, and management levels took part 
in the online survey (17 % top management, 48 % middle management, 27 % operational management, 8 % 
consultants). 

4. Description of the results ± management roles and their required competences 

The preliminary roles of managers developed in step 1 were assessed by the survey participants in step 2 as 
part of the empirical survey. The role model contains seven roles of modern managers. According to the 

Figure 1: Analysis of relevant management  task and role models 
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survey results, each management role will become more significant in the future. The seven management 
roles are presented in more detail below.  

As a Data Analyst, a manager uses digital technologies to analyze large amounts of data and derives insights 
for management decisions. The task of a manager is to interpret the results of the data analysis and draw 
conclusions for their actions. Managers are thus enabled to make well-founded and data-based decisions.  

As a Change Manager, a leader organizes change processes from an initial state to a target state. The 
industrial environment is constantly changing. Therefore, companies need to adapt their products or services, 
react to unexpected events, and manage sudden crises. Managers have the task of responsibly shaping these 
changes and involving employees in the process. 

As a Digital Communicator, a manager uses digital tools to interact with people. Leadership tasks are 
performed digitally, and communication with employees, customers, and other stakeholders gradually shift 
into the digital space. 

As an Influencer & Digital Role Model, a manager represents the company or department internally and 
externally. Thereby, the manager acts as a symbolic figure in the digital space and influences the opinion 
and behavior of people in his or her network. This includes, for example, customers, employees, investors, 
and journalists. By using digital services, managers multiply their reach. 

As a Trend Seeker & Visionary, a manager engages deeply with current and future developments. The 
manager tries to anticipate trends and align the company with change or actively shape it through proactive 
as well as strategic leadership. 

As a Talent Scout & Talent Developer, it is the responsibility of a manager to recognize and develop the 
potential of employees. The shortage of skilled workers and international competition make it more difficult 
to recruit suitable employees. Moreover, the continuous development of employees is becoming increasingly 
important in view of advancing technological progress. 

As a Culture Manager, a manager establishes a corporate culture and a working environment in which the 
company's goals can be realized. The manager anchors methods and sets the framework to create a pleasant, 
productive, and inspiring work atmosphere. 

The seven roles of modern managers have been derived based on a literature review in step 1. Figure 2 shows 
a cutout of the most significant correlations between the megatrends and the management roles. It is evident 
that all roles have a trend-oriented focus. Especially the megatrend digitalization plays a significant role.  

Digitalization Globalization Volatility Sustainability Demographic change

Data Analyst large amounts of data 
available

global data streams in a 
networked world

identify trends faster 
based on data

Change Manager need for change in digital 
areas

change processes are on 
the daily agenda

ecological transformation 
leads to fundamental 

changes

changed understanding 
of values; involve 

employees

Digital 
Communicator

new and digital forms of 
communication are 

becoming established

employees and 
customers are globally 

dispersed

young and digital 
employees demand new 
forms of communication

Influencer &
Digital Role Model

external presentation of 
managers is shifted to 

digital space 

companies and their 
managers must show 

global presence

sustainability as a key 
topic in the public image 

of companies

young and digital 
employees who want to 

be inspired 

Trend Seeker & 
Visionary

proactively shaping
digital change

recognizing trends and 
developments and 
shaping the future

shaping the ecological 
future of the company

Talent Scout & 
Talent Developer

qualified employees in 
the digital field are 

becoming increasingly 
important

global war for talent
lifelong learning is 

becoming increasingly 
important

qualified employees in 
the sustainability area 

are becoming 
increasingly important

shortage of skilled 
workers and tight labor 

market situation

Culture Manager
new (agile) methods in 
software development

(e.g. scrum)

shorter product life 
cycles and constantly 

changing requirements

more personal 
responsibility for 

employees 

roles

megatrends

Figure 2: Correlation matrix of preliminary roles and megatrends 
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In the survey, the participating managers were asked to assess the relevance of each management role. The 
importance of the roles in the personal workday is widely confirmed, and the importance of the seven roles 
rises in the future. Figure 3 shows the comparison between the evaluated relevance of each role right now 
(black markers) and for the future (blue markers) (in 3 to 5 years). Thereby, the relevance of the management 
roles in the future personal work situation is consistently rated higher. The most significant discrepancy 
between the actual and the future situation is evident in the role of an Influencer & Digital Role Model. In 
total, the roles of Talent Scout & Talent Developer, Change Manager, and Trend Seeker & Visionary are 
currently the most important in the personal day-to-day work of the respondents and will continue to be so 
in the future. As a further result of the survey, competence profiles were derived for the respective roles. 
Figure 4 contains the five most essential competences for each role as rated by the survey participants, as 
described in chapter three. 

 

9 visionary & disruptive thinking
9 ability to innovate
9 strategic thinking
9 curiosity & optimism
9 creativity

9 digital media competence
9 communication skills
9 customer- & market orientation
9 creativity
9 integrity & credibility

9 coaching skills
9 appreciation & employee orientation
9 ability to motivate
9 communication skills
9 empathy & helpfulness

9 digital media competence
9 communication skills
9 digital- & IT-skills
9 ability to motivate
9 integrity & credibility

9 analytical skills
9 data understanding & data analysis
9 digital- & IT-skills
9 profit- & result-orientation
9 strategic thinking

9 communication skills
9 appreciation & employee orientation
9 integrity & credibility
9 ability to work in teams
9 ability to motivate

9 ability to motivate
9 ability to change
9 communication skills
9 coaching skills
9 dealing with uncertainty

Trend Seeker & Visionary Influencer & Digital Role Model

Talent Scout & Talent Developer Digital Communicator

Culture Manager

Data Analyst 

Change Manager

Figure 4: Seven roles of modern managers with the associated five most important competences 

Figure 3: Assessment of the current and future relevance of the individual management roles 
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5. Interpretation and discussion

The developed competence-based role model provides a wide range of possible applications. The model 
reflects managers' central roles and competences in the context of current megatrends. Therefore, managers 
can use the competence-based role model to analyze their personal competence profile for their self-
assessment. Based on the seven roles of modern managers, it is possible to assess to what extent and in what 
way the different roles are fulfilled and where the further potential for development exists. In addition, the 
competence-based role model can be used for the external assessment of managers. Possible applications 
arise when filling new management positions. For example, the model can serve as a starting point for 
developing a job profile. Although the 60 participants represent different company divisions, age groups, 
and roles, it should be noted that they do not constitute a holistically representative sample. Therefore, the 
study results of the questioned managers are only transferable to a limited extent. In addition, the competence 
profiles of the roles were developed based on the results of the empirical survey. They reflect the average 
opinion of the survey participants.  

6. Conclusion

Nowadays, the day-to-day tasks of managers are highly complex and dynamic, as the environment for 
manufacturing companies is constantly changing in the context of digital transformation and current 
megatrends. Consequently, the required competences of managers and their roles are transforming. New 
competence-based role descriptions for managers are therefore necessary. In this paper, a competence-based 
role model of managers in manufacturing companies was presented, considering the influence of current 
trends. First, seven roles of modern managers were derived analytically and detailed based on role 
descriptions. In the course of an empirical survey of 60 managers from manufacturing companies, the roles 
were validated and analyzed in terms of their increasing relevance. Subsequently, in the context of the study, 
competence profiles were created for the respective roles with the help of a generated competence collection. 
Thus, the model describes and illustrates managers' central tasks and competences in role descriptions that 
arise from current megatrends. Future research is needed to transfer the findings into practice. To increase 
the benefits and possible applications, practical guidelines and trainings should be developed, enabling 
managers to develop their future competences in a more targeted manner. 
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Abstract 

Welding tasks in small and medium-sized enterprises (SMEs) are exemplary for high mix and low volume 
manufacturing. Today, 96 % of newly installed workplaces in SMEs are set up without a robot, although 
collaborative robot solutions for small lot sizes are emerging. In a study across the institutional ecosystem, 
technology providers, and technology adopters of the regional state Baden-Württemberg in Germany, SME 
technology adoption with respect to the use of collaborative robots was surveyed in form of expert interviews 
with feedback by direct users. The study helps SMEs to understand the necessary requirements and 
prerequisites for the design of collaborative work systems. As a result, the main barriers and potentials of 
the use of collaborative robots in welding in SMEs are presented, including ergonomic benefits to workers, 
the importance of skilled tradesmen in robot programming, and the lack of general robot knowledge across 
SMEs. Furthermore, the detailed analysis of two case studies gives insights into individual implementation 
processes at pioneering SMEs in this technological application field. 

Keywords 

Industrie 4.0; Human-Robot Interaction; Collaborative Robots; Technology Adoption; Small and Medium-
sized Enterprises. 

1. Introduction

For over ten years, Industrie 4.0 has held various promises for technological advances with regard to 
productivity, cost-efficiency, quality and flexibility improvements [1,2]. We define Industrie 4.0 as the 
H[LVWHQFH� RI� QHWZRUNHG� IDFWRU\� V\VWHPV� WKDW� XVH� ³LQWHOOLJHQFH´� IURP� VHQVRUV� DQG� DOJRULWKPLF� GHFLVLRQ-
making to collaborate with other machines and humans within the factory, rather than operating 
independently [3]. Larger manufacturing companies have implemented multiple use cases based on Industrie 
4.0 technologies, while significant effects on productivity outcomes could not always be observed [4,5]. 
Although they represent a valuable fraction of industrial economies, small and medium-sized enterprises 
(SMEs) are especially lagging behind in terms of Industrie 4.0 technology adoption [6]. Large manufacturers 
are equipped with a multitude of industrial robots, and installations have grown steadily over the past years 
as robots have become more capable of both intelligence and networking across other factory systems [7]. 
SMEs have not yet reached the same level of automation due to limitations in economies of scale and 
investment budgets. 

SMEs are characteristically high mix and low volume manufacturing, which provides viable opportunities 
for the use of Industrie 4.0 technologies for increased flexibility [8], such as smarter and easier-to-program 
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robots that can support human-robot collaborations [3]. This study aims to explore Industrie 4.0 technology 
adoption with respect to the use of collaborative robots in welding processes at SMEs. The study is designed 
across the institutional ecosystem, technology providers, and technology adopters of the regional state 
Baden-Württemberg in Germany. 

This paper presents the findings from the study and is structured as follows. Chapter 2 explains the relevant 
EDFNJURXQGV�IRU�FROODERUDWLYH�URERW�ZHOGLQJ�LQ�60(V��LQFOXGLQJ�WKLV�VWXG\¶V�GHILQLWLRQ�RI�SMEs, the basics 
of human-robot collaboration and the manufacturing ecosystem of collaborative robot welding. In chapter 
3, the study design and research methodology are presented. Chapter 4 encompasses the overall results of 
the study with technology adoption barriers and benefits, as well as two case studies with detailed 
information on the technology adoption at two representative SMEs. The limitations of the study are 
discussed in chapter 5, followed by the conclusions in chapter 6. 

2. Background: the use of collaborative robots in welding processes at SMEs 

SMEs represent 99 % of all businesses in the EU as well as in Germany [9,10]. SMEs are usually 
characterized by the headcount of employees, sometimes in combination with financial limits. According to 
the definition of the European Commission, SMEs are defined by a staff headcount of up to 250 employees 
DQG�HLWKHU�D�WXUQRYHU�RI��¼�� PLOOLRQ�RU�EHORZ�RU�D�EDODQFH�VKHHW�WRWDO�RI�¼�� million or below [9]. In addition 
to SMEs, the widely used but not clearly defined German term Mittelstand exists, which describes highly 
focused, very efficient and often family-owned enterprises of up to 500 employees [11,12]. For this study, 
the definition limit for an SME was set to up to 500 employees. 

As one of many technological advances of Industrie 4.0, the use of collaborative robots in the form of human-
robot collaboration (HRC) or human-robot interaction (HRI) has become a broad spectrum for research 
activities [13±16,3]. Human-robot collaboration has the potential to safely increase productivity of human 
labour and improve the ergonomics of manual tasks, by optimizing for the inclusion of a human participant 
in the decision-making loop as a member of a human-robot team [17]. A collaborative robot is a robot that 
is capable of collaborative operation, defined as an operation where purposely designed robots work in direct 
cooperation with a human within a defined workspace [18]. Thus, a collaborative operation is always defined 
by a combination of workspace and task specifics, resulting in four different interaction levels according to 
Behrens (2019): (1) shared workspace without shared task; (2) shared workspace and shared task without 
physical interaction; (3) Shared workspace and shared task that is µµKDQGed-RYHU¶¶ from human to robot; and 
(4) shared workspace and shared task with physical interaction [19,20]. Users increasingly expect cobots to 
be easier to program than industrial or non-collaborative robots, often by the same shop-floor workers who 
share workspace with the cobots rather than dedicated robot programmers. 

The range of applications for use of collaborative robots includes assembly operations, transportation of 
goods, material handling and commissioning, machine feeding, service robotics, and the automation of 
unergonomic tasks, e.g. in welding. Welding is a manufacturing process to join materials, e.g. metals, by 
using high heat to melt different parts together and allowing them to cool, causing fusion [21]. Welding can 
be carried out with different filler materials and energy sources. In combination with a welding nozzle on a 
collaborative robot arm, different gas welding types are available [21]. 

This paper is concerned with an analysis of the manufacturing ecosystem and value chain of collaborative 
robots for welding, which is displayed in Figure 1. The value chain consists of technology providers and 
technology adopters as well as the end customers. The central group of technology adopters in this study is 
only represented by the sub-group of SMEs of up to 500 employees. In general, all types of metalworking 
manufacturing companies qualify as technology adopters and there are various examples for applications in 
larger manufacturing enterprises. The supplier side is represented by multiple stages of technology providers. 
The collaborative robots are produced by the original robot manufacturers, and then either sold via regionally 
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distributed resellers and integrators, or via a joint reseller/integrator organization. The end customers are not 
central in this study and have only been included as an external group with certain needs and requirements 
towards the technology adopting SMEs. The ecosystem of collaborative robot welding includes third-party 
institutions, associations and other funding bodies providing valuable assistance for SMEs and the other 
value chain entities. As new solutions such as easy programming becoming available, start-ups and other 
innovative service providers gain importance in the manufacturing ecosystem for collaborative robot 
welding. 

 
Figure 1: Manufacturing ecosystem for collaborative robot welding 

3. Study design and research methodology 

In the tradition of firm-level corporate interviews and factory tours across sociology and human factors 
research [22,23], this study consists of a field study with interviews of participants in the collaborative robot 
welding ecosystem of the German regional state Baden-Württemberg, from November 2021 ± January 2022. 
The aim of the study is to analyse the Industrie 4.0 technology adoption of SMEs as well as the institutional 
ecosystem. According to the manufacturing ecosystem presented in Figure 1, the study covers four levels: 
(1) institutional ecosystem; (2) technology providers; (3) technology adopters; (4) workplace and workers. 
As mentioned beforehand, the study is focused on SMEs as technology adopters. The workplace level is 
included in the study in order to not only analyse the managerial decision making by SMEs, but also the 
potential shop floor changes through the introduction of new technologies and their implications for new 
skills and competence profiles. 

 
Figure 2: Study levels 

The study design as well as the execution of interviews were affected by the global coronavirus pandemic. 
Interview questionnaires were designed to be used for both in-person and remote interviews. Strict General 
Data Protection Regulation (GDPR) measures were applied in order to guarantee the anonymous and only 
study-related use of company data during and after the interviews. E.g. the interviewees were always free to 

464



 

 

quit the interview or not to answer certain questions, and the raw data was held on secured servers reserved 
for this study only. 

The selection of participants for the study was made upon certain criteria to reach representative participants 
from each of the four study levels. Public and private ecosystem institutions were required to provide active 
support for SMEs to assess and acquire new Industrie 4.0 technologies. Criteria for technology providers 
were the provision of collaborative robots in an original manufacturer, reseller, or integrator role with 
multiple products sold to SMEs. Criteria for SMEs to be assessed as technology adopters were the workforce 
limit of up to 500 employees, the implementation of a cobot solution and the access to workplace insights. 
Because of the scarcity in SMEs with cobots for welding automation, the selection of participants was not 
made randomly, but through mainly publicly available information on pioneering SMEs with early 
installations. The analysis of the interviews from this field study is mainly based on qualitative data to 
explore the Industrie 4.0 technology adoption of the sample group. The analysis process is based on video 
and audio recordings, anonymised transcription of the recorded interviews, and attribution of codes for 
statements. A common transcription software was used for the transcription and coding activities. The 
clustering of codes allowed for detailed analysis of the interviews. The qualitative interview data serves to 
summarize technology adoption barriers and benefits for the sample group of interviewed participants. 

4. Study results: Industrie 4.0 technology adoption by SMEs in Baden-Württemberg 

During the field study from November 2021 ± January 2022, 16 interviews were carried out with companies 
and institutions from Baden-Württemberg. The field of participants consists of 7 public ecosystem 
institutions, 1 private ecosystem start-up, 4 technology providers (who have collectively provided dozens of 
collaborative robots to SMEs), and 4 technology-adopting SMEs (representing a total of 862 workers who 
have been exposed to cobots, although only a handful of workers regularly interact with the robots). Each 
group was interviewed with an adapted semi-standardized questionnaire, which asked how companies 
decided to buy a robot, how they integrated the robot, how they chose and educated people to operate the 
robot, whether operation has differed from expectations, and how the robot itself might be improved. The 
interviews were recorded, transcribed and analyzed. All technology providers and adopters voluntarily 
provided access to their factories and workplaces. In this chapter, the results will be presented in an overall 
summary of technology adoption barriers and benefits deduced from all 16 interviews. Sections 4.1 and 4.2 
provide detailed insights into the technology adoption at SMEs through two case studies from representative 
companies, in which many of the barriers and benefits listed below can be identified. 

In general, the reported barriers for cobot welding adoption are relatively low± in stark contrast to the 
difficulties experienced by SMEs adopting industrial robots [6,8]. All participants of the ecosystem and 
especially the SMEs as users of the technology were satisfied or even surprised by the successful 
implementation process. Open-mindedness was mentioned the most as a crucial success factor or barrier, 
when missing. Table 1 lists further technology adoption barriers, especially with regard to the current 
limitations of the relatively new technology. 

Table 1: Summary of technology adoption barriers from the interviews 

Technology adoption barriers for welding cobots 

1. Mindset: Management and workers cannot be closed-minded about new technology 
2. Lack of cobot versatility: Humans can better adjust to unexpected events and perform complex/critical tasks 
3. Lot sizes: Cobot automation of jobs is rarely beneficial for very small (<5) and large lot sizes (>100) 
4. Physical interference: Cobot can only weld in certain positions without bumping into itself or other limitations 
5. Welding jigs: Cobots require new jigs to hold parts in place during robotic welding, while humans can use hands 
6. Monotonous leftover jobs: After partial automation, cobots may create boring and monotonous leftover tasks 
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The interviews shed light on various possible benefits of the Industry 4.0 technology adoption for SMEs. 
The introduction of cobot welding has several positive effects on the work system, e.g. improvements of 
human factors and ergonomics for workers [14,16]. The work organization allows the welding experts to be 
autonomous in terms of their decision of which work piece to weld manually or with cobot assistance. The 
ease of use even causes excitement for the job, and was mentioned by two firms as a selling point for 
attracting welding apprentices to adopting workplaces. Most of the process preconditions are fulfilled by the 
cobot, while output in terms of high and steady welding quality as well as reduced rework can be optimized. 
From a managerial standpoint, the relatively low investment cost seems to be over-compensated by savings 
for health insurance costs, reduced wages for contract welders, waste reduction, and flexibility gains in shift 
planning. See Table 2 for the list of technology adoption benefits from the interviews. 

Table 2: Summary of technology adoption benefits from the interviews 

Technology adoption benefits for welding cobots 

1. Human factors: Less toxic fumes breathed in by welders 
2. Human factors: Reduced stress for eyes, particularly for older workers 
3. Human factors: Reduced physical strain with regard to uncomfortable posture, particularly for older workers 
4. Task: Welding is a very suitable process for cobot automation due to tooling and relatively low feeding speed 
5. Quality: Cobots provide consistently high-quality welding results over a whole shift or longer 
6. Rework: Cobot welding can reduce the overhead on rework processing due to the homogeneity of welds 
7. Ease of use: Cobot programming is perceived as very easy to use by the welding experts 
8. Investment costs: Relatively low investment costs (ca. 50.000 ¼ ± 100.000 ¼��YHUVus industrial robots 
9. Operating costs: Welding cobots can be cheaper than workers for repetitive, non-variable tasks 
10. Worker shortages: Automation of a fraction of welding jobs can help to cope with welding expert shortages 
11. Flexibility: Cobot use can be scaled up or down instead of hiring contractor workers 
12. Added shifts: Cobot can work through night shifts, holidays, and when humans are unwilling to work 
13. Worker autonomy: Welders can choose on their own which jobs to automate and which to do manually 
14. High-tech signalling: Adopting firms can use cobots to attract new workers and advertise to end customers 

 

Considering the task profile of human, collaborative or automated welding, different variables have to be 
taken into account when planning for the right individual workplace setup. In combination with other 
variables such as the geometry and length of welding parts and seams, the interviewees named the lot size 
of planned jobs as an important variable for the use of collaborative robots for welding. Even when jobs are 
technically feasible for welding with a collaborative robot, the process of programming the cobot for a small 
batch size takes too long to justify automation. In SMEs, this planning task is usually transferred to the 
welding expert with cobot programming skills, who decides which jobs to automate. From the interviews, 
these experts seemed to appreciate the additional workforce provided by the cobot. With growing, but rather 
low reported lot sizes, the programming efforts scale with the lot size. Since SMEs typically have high 
variety in their products and jobs, the lot size should be considered as a key variable in planning of cobot 
welding capacities. For higher lot sizes, cobot welding faces competition with existing industrial robot 
solutions, which tend to outperform them at scale even though the initial programming takes longer. 
However, other variables apply as well and need to be considered holistically. 

4.1 Case study 1: Medium-sized enterprise with movable welding cobot 

The first case study is based on the interview with the head of production of an SME from Baden-
Württemberg with 220 employees and annual revenues of about ¼23 million. The SME produces make-to-
order goods with smaller lot sizes. The SME has global customers, four international factory locations, and 
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delivers in the premium quality segment for special applications. The SME covers the full value-creation 
chain from electromechanical engineering and constructing, manufacturing, assembling, mounting, and 
servicing for the produced goods. With regard to the institutional ecosystem, the SME is member of the 
Chamber of Commerce and Industry (Industrie- und Handelskammer, IHK) and the German Welding 
Society (Deutscher Verband für Schweißen und verwandte Verfahren e.V., DVS). The SME regularly hosts 
three apprentices per year in its own facilities and is actively involved in the apprenticeship curriculum in 
collaboration with IHK and DVS. The SME also collaborates with research institutions for specific 
engineering-related projects and opens up its factory as a best practice for visits by other German 
manufacturing companies. 

As one of the first users of this technology, the SME set up a workplace consisting of a Universal Robot 
collaborative robot arm equipped with a welding tool and nozzle by an integrator. The workplace serves as 
an addition to other manual welding stations. In the initial setup from 2018, the cobot was attached to the 
welding table and able to be moved to various positions± which turned out to be too rigid (Barriers #2 and 
5). In order to build two separate workplaces next to each other, a five meter long linear axis was installed 
above the table with a hanging cobot solution in 2019. This new and current setup allows for the next job to 
be prepared by a human co-worker while another welding job is running. Usually, the preparation covers the 
removal of finished goods, the optional change of welding jigs, and the positioning of new welding pieces. 
Figure 3 and 4 show manual welding and the current cobot welding workplaces. 

The cobot welding solution was first identified as an innovation at a metalworking trade fair in 2017. With 
a suitable job of 100 identical parts to be delivered in 2018 (Barrier #3), both middle management and the 
owner were convinced that the relatively low investment costs would quickly pay off by freeing up more 
time for valuable human welders (Benefit #9) and improving workplace satisfaction by reducing welding 
fumes (Benefit #1). Except for welding time calculations, no other investment or cost-related calculations 
were made��WKH�FRERW¶V�ZHOGLQJ�VSHHG�ZDV�FRPSDUDEOH�WR�KXPDQ�ZHOGHUV��%HQHILW����. Due to the steel types 
welded at this SME, it was crucial that the cobot welding solution acquired was capable of switching between 
metal inert/active gas (MIG/MAG) and tungsten inert gas (TIG) welding, which was satisfied by a market 
ready and integrated solution. The trust as well as the open-mindedness by the owner/CEO is typical for an 
SME and was important for the fast acquisition process (Barrier #1). The welding manager estimated that 
95 % of WKH�ILUP¶V�welding jobs could theoretically be done by the cobot, yet the cobot is only responsible 
for about 3 % of jobs due to the burden of programming time for smaller batches.  

    
Figure 3 and 4: Workplaces for manual welding (left) and cobot welding (right) at the SME from case study 1 
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The SME identified further use cases for the application of a second cobot workplace, which is already 
planned as a next acquisition. The identified case would use another Universal Robots cobot to handle 
materials in an integrated IT system with an existing laser cutting machine, and could be used to add a night 
shift in addition to the current work organization (Benefit #12). The company is also trying to advance with 
the current welding cobot solution to weld thinner metal sheets as well as to add sensors to the welding tool 
for higher adaptability and quality (Benefit #5). 

4.2 Case study 2: Medium-sized enterprise with stationary welding cobot 

The second case study is based on an interview with three representatives of an SME from Baden-
Württemberg with 160 employees and annual revenues of about ¼26 million. The SME produces 
individually engineered machinery for a special branch application. The SME exports 80 % of its goods to 
global customers and offers a product range from small special machinery to small businesses, as well as 
premium and huge-dimension special machinery to industrial corporate firms. The SME covers the full 
value-creation chain from electromechanical engineering and constructing, manufacturing, assembling, 
mounting, and servicing for the produced goods. Over 70 current employees, i.e. nearly 50 % of the 
workforce, completed work-study apprenticeships in this company, and the SME hosts multiple apprentices 
per year in its own facilities. With regard to the institutional ecosystem, the SME as an early pioneer user 
collaborates with technology providers and research institutions in order to identify new improvement 
measures for the cobot welding workplace. Since 2007, the SME has built up and established its own lean 
production system, which is not typical for an SME, including a Kaizen system for continuous improvement 
processes, and various Lean principles and methods such as a milk run based on a Kanban system. 

As a pioneering SME, this company acquired a first version of an integrated cobot solution provider in 2017 
before its official market entry. The cobot is placed in an upright position on a typical welding table and can 
be flexibly moved (Barrier #4). As required by the SME from case study 1, the firm needed a solution to 
switch between the welding types MIG/MAG and TIG. With improvements during the last years, the 
analysed setup can be used for welding stainless steel plates of 1 mm or thicker. The cobot welding results 
were reported to be of high overall quality, leading to drastic reductions in rework after welding (Benefits 
#5 and 6). Figure 5 and 6 show the cobot welding setup with an exemplary, relatively complex work piece. 

    
Figure 5 and 6: Workplace for collaborative robot welding at the SME from case study 2 

The selection of programmers for the cobot was dependent on existing proficiency as a welding expert as 
well as open-mindedness (Barrier #1). At this SME, three welding experts were qualified for this role. One 
of them is under 22 years old, while the oldest is over 60 years old and appreciates the reduced eye strain 
from programming the robot instead of welding himself (Benefit #2). The training provided by the integrator 
took less than one day, followed up by 1-2 weeks of workers figuring out the programming on their own. 
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The direct users were surprised by the ease of use and improved ergonomics, and found joy in this new task 
(Benefits #3 and 7). The introduction of this technology was accompanied by the works council and did not 
lead to changes in wages paid, but to up-skilling and increased involvement of welders (Benefit #13). The 
SME built up expertise in their own construction of jigs and racks for welding automation (Barrier #5). In 
an exemplary joint effort by welding experts and the Lean production team, a high-volume job of 300-400 
pieces per year was set up for cobot welding, using a rack for five pieces per automated welding program. 

With help from shop floor welders, production managers have identified further work pieces to be welded 
by means of the cobot. Furthermore, the SME engages with research institutions to integrate sensor-based 
features for automated weld seam following, which could enable further applications and the need for 
standardisation of fabricated parts (Barrier #2). The management did not calculate the overall economic 
effects, but is convinced that the solution has led to several improvements for both workforce and company. 
The ease of use of cobot programming as well as the open-mindedness by the workers were stressed multiple 
times by the interviewees. 

5. Limitations of the study 

Although this study presents new insights, limitations are inherent in any study and should be transparently 
addressed. Due to the need to interview SMEs with the cobot technology in use, participants were not 
randomly selected. Another sample group could have resulted in different and further findings. The sample 
group of 16 participants including only 4 SMEs does not allow for broadly-applicable conclusions. As laid 
out in the research methodology, it was not planned to derive quantitative data from the interviews, but to 
perform a qualitative analysis on the ecosystem. The results from chapter 4 are promising for this approach. 
The authors look forward to continuing with interviews on this topic in order to gather further insights from 
the manufacturing ecosystem in an international context, especially focusing on the contribution of a publicly 
available qualitative and quantitative data set (see outlook in chapter 6). The interviews were carried out by 
four researchers from two research institutions from different continents and from three different professions. 
Despite the diverse backgrounds, researcher bias can be assumed. A predefined, semi-standardized 
questionnaire with a fixed set of questions was used to standardize and objectify the interviews. As another 
limitation, the interviews as well as the analytical work were carried out in German and English, which led 
to minor difficulties in the general understanding of translated technical terminology as well as colloquial 
expressions. The overall analysis results should not be affected by this. 

6. Conclusions 

This paper shows the results of a study with different participants of the collaborative robot welding 
ecosystem in Baden-Württemberg, Germany with a focus on SME technology adoption. In 16 interviews, 
several technology adoption benefits were identified, including worker safety, worker autonomy, quality and 
performance improvements, and organizational flexibility. Although technology adoption barriers exist, the 
reported limitations are mainly based on technological limitations of cobots, which can be assumed to be 
advancing with future developments, and the often-stressed managerial mindset of open-mindedness. The 
interview results highlight the feasibility of cobot welding solutions even for SMEs as a technology adoption 
group. Two case studies give detailed insights into the barriers and benefits experienced by early adopting 
SMEs, who proved to be successful pioneers of cobot welding in the analysed region. With first hand 
impressions of the workplace level, the perception of this new technology by SME workers can be described 
as very positive, with welding professionals easily becoming cobot programmers based on the latest market-
ready solutions. 
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The paper contributes to both academia and industrial practice. In contrast to other studies in which 
Industrie 4.0 technologies are too expensive and/or underdeveloped for use in manufacturing firms and 
especially SMEs, this study presents a solid picture of contemporary Industrie 4.0 technology adoption 
across a small subset of early-adopter SMEs [8]. The findings are based on interviews across the 
manufacturing ecosystem in a single regional state. Further industrial policy findings will be published in an 
according outlet. For industrial practice, the interview results and case studies serve as blueprints for other 
SMEs thinking of the adoption of similar cobot solutions. The interviewed companies were assisted with 
further assistance for own reflection with regard to improvement potentials. This research is part of an 
international comparative study between the industry-heavy regional states of Ohio, United States of 
America and Baden-Württemberg, Germany, which aims to better understand the workforce implications of 
robot adoption, and to support both SMEs and their workers in technological advancement. Future work will 
entail further interviews with robot-adopting SMEs and institutions, as well as additional analysis to build 
up a thorough data set for applied research purposes. 
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Abstract 

The unpredictable occurrence of a global pandemic and trade conflicts have currently shown us the fragility 

of global, industrial value chains. In contrast to this, local value creation structures have numerous potentials 

to meet present ecological, economic and social challenges (e.g. increasing the resilience of the manufactur-

ing sector, reducing CO2 emissions through smaller loops of value creation, empowering regional stakehold-

ers). This paper presents a study on local manufacturing designed to achieve a better understanding of the 

internal systematics of value creation in a local context using a sensitivity analysis. By modelling the causal 

effects, the direct and indirect influences of internal and environmental factors of local production as well as 

their independencies can be shown. This in turn will enable scenario analyses that show possible develop-

ments for local production systems arising due to changing social, political and technological factors. In the 

future these options may aid in decision-making processes aiming at a sustainable circular economy. 

Keywords 

Local Manufacturing; Distributed Manufacturing; Re-Distributed Manufacturing; Urban Manufacturing; 

Value Chain; Sustainability, Sensitivity Analysis 

1. Introduction

Recently, local value creation has been discussed as an instrument to reduce the increasing risks of complex 

global value chains (e.g. resource scarcity, trade barriers) and to expand the possibilities of sustainable pro-

duction (smaller value cycles, empowerment of regional actors) [1]. Current societal trends and challenges 

(individualisation, sustainable consumption) and technological innovations (flexibilization of production 

systems, new communication technologies, smart systems) could potentially promote this development [2–

4,1] . Thereby local value creation can have various forms: These may include regional value creation clus-

ters (e.g. Hamburg Aviation or Life Science Nord in the Hamburg region), decentralised production sites of 

globally operating enterprises, value creation through local crafts and the participation of citizens through 

fab labs or makerspaces.  

Reducing the size of the value creation cycles has the potential to improve the sustainability of product 

manufacturing [5]. If a value creation system is aligned with the local context in terms of product manufac-

turing, producers and demand, this forms a particularly good basis for small value creation cycles; local 

context meaning local production of goods, utilisation of local resources, addressing of local demands [6]. 

In this paper, we examine local production as a phenomenon that gravitates towards these three characteris-

tics and can thus be distinguished from global value creation.  
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2. Research Question and Motivation 

There are different and diverse approaches looking at the phenomenon of local value creation: e.g. Distrib-

uted Manufacturing, Re-Distributed Manufacturing, Local Production, Urban Production. Thereby the focus 

of consideration varies [6]. This variety of perspectives offers a broad picture of the different forms and 

characteristics of local manufacturing to the reader. But at the same time, the reader does not achieve a clear 

understanding of the object of study as the different foci (technological, economic, social perspective) distort 

the actual relevance of the key factors of local manufacturing. As a result, the attributes of local manufac-

turing bear the risk of being under- or overvalued depending on the viewing perspective.  

This paper presents a study that aims to contribute to a better understanding for the systematics of local 

manufacturing. A holistic perspective is taken on the object of study, in which political, social, economic 

and technological factors and their interactions are considered. Therefore, the research question is: Which 

internal and external factors of a local value creation system have a major impact on the implementation of 

local production, in the sense of:  

(A) The local production of goods (on site) 

(B) The use or inclusion of local resources in the production processes (equipment, actors, materials)  

(C) And the fulfilment of local demands 

3. Method 

The study is based on a systematic analysis that is guided by the methods according to Vester for the assess-

ment of complex systems [7–9]. Vester’s sensitivity analysis [8–10] facilitates the determination of interde-

pendencies between system dimensions in complex systems [8]. That way, options for a targeted develop-

ment of the system can be described [8]. The approach not only considers direct connections between system 

factors but also indirect causal effects as well as feedback effects and self-reinforcing (or self-weakening) 

loops. The goal is to identify representative patterns for the functioning of the value creation system in 

order to finally show possibilities for development of the system.  

Step 1 - System description: The system description serves to capture and also delimit the object of study 

[10]. The object of this study corresponds to systems of local value creation, which are characterized by the 

following attributes that can be viewed as dimensions [6]: (A) Local production of goods, (B) Utilization 
of local resources (stakeholders, materials), (C) Addressing of local demands.  

A value creation system aims to provide a material or immaterial service in a systematic and structured 

manner [11]. Value creation systems can be categorized as socio-technical systems [12]. They behave partly 

deterministic and partly probabilistic so that the predictability of their behaviour is limited [13][14]. 

Step 2 - Identification of influencing factors: To identify the influencing factors [10] about 90 texts were 

scanned that deal with different concepts of local manufacturing (e.g. Urban Manufacturing, Distributed 

Manufacturing, Re-Distributed Manufacturing) and thus take different perspectives regarding the object of 

study [6]. For the deeper analysis of the content those texts were chosen from which characteristic factors 

influencing local manufacturing could be derived. The choice of texts followed the principle of theoretical 

saturation [15]. The relevant influencing factors on local manufacturing were identified from the texts 

through a process of itemization, abstraction and condensation (further illustration of the approach, see [6]). 

Step 3 - Modelling of the causal network: The identified factors are put together in a causal network to 

capture the systemic interaction between them. This is based on the idea that a value creation system – while 

it is not deterministic – still has an inner order that can be uncovered to better understand the underlying 

systematics [14]. In the causal network the type of the different influencing factors, their causal effects 

among each other and the development over the course of time is assessed [10]. 
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Based on the literature review, the identified factors and their described interdependencies were transferred 

into a model that visualized the causal network using the software iModeler. The model was consolidated in 

moderated, interdisciplinary workshops (based on [10]) in order to achieve a realistic representation of the 

causal network. Through this process, the influences between factors that were often described as indirect 
influences in literature were successively reduced to their direct causal effects. Indirect effects between 

system factors were represented by causal chains based on the developed direct influences. 

The differentiation of direct and indirect factors in the model was important in order to determine the strength 

of the causal effects. This was done by comparatively assessing the causal effects of all input factors of one 

particular system factor. Therefore, the partial effect of an input factor was categorized into levels of impact 

(low 5%, moderate 10%, relevant 20%, significant 35%, essential 50%). The sum of the influences of all 

input factors is limited to a maximum of 100%. Throughout the assessment of the factors’ impacts, the sum 

was usually kept below the maximum of 100% to account for all influences not depicted in the model. Fur-

thermore, the causal effects between system factors over the course of time were considered (short-term: 1 

to 5 years, mid-term: 5 to 10 years, long-term: > 10 years). When several factors are connected in causal 

chains, the influence of indirect factors is calculated by multiplying the percentages of the influences along 

the chain. The influence of these indirect factors decreases depending on the distance. As a result, the strength 

of influences can be modelled more realistically by differentiating between direct and indirect factors. 

Step 4 - Evaluation of the causal effects in the model: Based on the developed model, the influences 

between system factors were analysed to answer the research question listed in Chapter 2. The aim is to 

identify the most important internal and environmental factors influencing local manufacturing, which can 

be described by three dimensions: (A) Local production of goods, (B) Utilisation of local resources, (C) 
Addressing of local demands. These dimensions are represented in the model by five main attributes of 

local manufacturing: Production at the place of need, Use of local (raw) materials, Implementation of 
production by local stakeholders, Production of individualised / locally adapted products, On demand 
production (refer to Table 1). The relevance of the impact of the system factors on the five main attributes 

of local manufacturing was assessed by evaluating the strength of influence of the direct and indirect input 

factors. The result is a comparative assessment of those factors influencing the main attributes of local 

manufacturing, which will be presented in the following. 

Table 1: Dimensions of local production and their depiction in the model 

Dimension of  
local manufacturing 

(A) Local production  
of goods 

(B) Utilisation  
of local resources 

(C) Addressing  
of local demands 

Main attributes of  
local manufacturing 

o Production at the place 

of need 

o Use of local (raw) materials 

o Implementation of production by 

local stakeholders 

o On demand production 

o Production of individualised / locally 

adapted products 

4. Findings 

The model includes a total of 160 factors. The characteristics of local manufacturing are represented by five 

main attributes in the model (refer to Table 1). The model also includes target factors of a local production 

(i.e. prosperity in the region, sustainable production), current trends (i.e. digitalisation, dynamization of the 

markets/the environment of value creation, individualisation, urbanisation) as well as other relevant factors 

(of technological, political, economic and social influence). Figure 1 shows an exemplary section of the 

model depicting the main key attribute production at the point of need with selected interactions. 
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Figure 1: Model of Local Production with an example close-up of an effect chain, showing production at the place of 

need as the central factor and selected direct and indirect influences 

4.1 Key factors influencing the local production of goods 

The dimension of local production of goods describes the spatially concentrated production at the place of 

demand. In the model, this dimension is represented by the factor production at the place of need. Driven 

by the trend of urbanization [16] production at the place of need will increasingly become production in the 
city in the future. 

 

Diagram 1: Top 10 factors influencing production at the place of need 

Diagram 1 shows the most important influences on the factor production at the place of need according to 

the model evaluation. The influences are intentionally not marked as positive or negative, since the manifes-

tation of the factor determines that, e.g. if the local cost for production areas is low, the influence on pro-
duction at the place of need is positive, but if the cost is high, it is negative. 

Production at the place of need stimulates sustainable product manufacturing by avoiding transport [17,18]. 

It reduces risks and costs of global logistics [19,4] and strengthens regional value creation structures and 

thus provides prosperity in the region. Furthermore, it has a direct impact on high quality of local life [20,21]. 

This factor is significantly determined by the economic efficiency of local product manufacturing. By reduc-

ing the sales market to the local area, cost-efficient production of small series  [22] and the spatial concen-
tration of demand (through urbanization) will have an increasingly, reinforcing influence on production at 
the place of need [23].  In contrast, rising costs for land in urban areas (trend: urbanization) [24,20,25,26] 
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will negatively influence economic efficiency of local product manufacturing in the future. Current trends 

toward more sustainable consumption, which will intensify in the future, will promote the emergence of a 

production at the place of need by increasing demand for locally produced products [3,4]. The availability 

of a local infrastructure suitable for production [24,21] and the acceptance of local residents [27] towards 

these forms of production remain essential for the development of local manufacturing [27].  

However, some influences of production at the place of need mentioned in the current academic discourse 

could not be confirmed within the model. I.e. urbanization, which has an ambivalent influence on production 

on site. On the one hand it promotes the emergence of local agglomerations and thus the spatial concentra-
tion of demand. On the other hand, it increases competition for local land [28,25], which increases the cost 
of local production space [20] and reduces the economic efficiency of local manufacturing. Furthermore, the 

increasing risks and costs of global logistic do not significantly influence production at the place of need, 

as they only affect the economic efficiency of local product manufacturing to a small to moderate extent.  

4.2 Key factors influencing the utilization of local resources  

The use of local resources in a local production encompasses the use of local (raw) materials and the 
involvement of regional actors, companies as well as workers, represented in the model by the factor imple-
mentation of production by local stakeholders.  

Use of local (raw) materials and implementation of production by local stakeholders strengthen the local 

value creation, support the creation and retention of regional jobs [3,29,17] and ultimately increase the pros-
perity in the region [20]. Additionally, the use of local (raw) materials through the downsizing of value-

added cycles and reduction of the global transport of goods leads to sustainable product creation [4,23].   

Diagram 2 and Diagram 3 show the comparative influence of the key factors on implementation of produc-
tion by local stakeholders and use of local (raw) materials respectively.  

At the moment, the use of local (raw) materials in local value-added cycles is especially determined by the 

(insufficient) availability of regional resources [30,22,1] and by possibilities for the economic extraction 
and processing of local resources. The relevance of local resource extraction, however, will decrease in the 

future while the recirculation of materials and products into value-added cycles will be raised. The increase 

of currently low disposal costs and low raw material prices as well as the consistent application of sustain-
able design principles [30], the modularity of products [31,4], the enhanced transparency along the value 
chain [32] and along the product life cycle will mid- to long-term significantly boost the relevance of recy-
cling as well as remanufacturing for the use of local (raw) materials in the context of local value creation. 

While the spatial proximity of the stakeholders (producer and user) does promote recycling as well as re-
manufacturing [33], it holds only secondary relevance compared to the aforementioned drivers (refer to 

 

Diagram 2: Top 10 factors influencing the implementa-

tion of production by local stakeholders 

 

Diagram 3: Top 10 factors influencing  

use of local (raw) materials  
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Diagram 3). The trend: sustainability and the related change of values will influence consumer behaviour 

long-term in so far that consumers will specifically call for the use and re-use of local resources [3]. 

The implementation of production by local stakeholders is dominated by the mostly lower labour costs 
abroad [4,34]. This factor’s relevance will however lessen in the future due to the assimilation of labour 

costs and due to attempts to impose standards along the value chain through regulations (e.g. supply chain 

law). The shortage of skilled workers on site will determine the implementation of production by local 
stakeholders mid- to long-term [35,27]. The involvement of local stakeholders will additionally be impacted 

by the production at the place of need and the related spatial proximity of the stakeholders [3,20,27]. 

4.3 Key factors influencing the addressing of local demands  

The dimension addressing of local needs is represented in the model by the following factors: on demand 
production and production of individualised / locally adapted products. The production of individualised 
/ locally adapted products refers to the potential of local manufacturing to adapt to the local or individual 

requirements of regional users (e.g. in terms of function, design). On demand production represents the 

ability to respond to local demand quickly and in the required quantities. 

Responding to local demands promotes sustainable manufacturing by avoiding overproduction and ware-

housing through ad hoc demand-driven production (on-demand) [28]. In addition, local, specific user re-

quirements are fulfilled and customer acceptance of locally manufactured products is increased [4,32].  

Diagram 4 and Diagram 5 show the compared relevance of the main factors to on demand production and 

production of individualised / locally adapted products in the context of a local production over time. 

The adaptability of local production determines its potential for the targeted fulfilment of local needs [30]. 

In the future, the importance of this factor will increase due to new, highly flexible production technologies 
[4,22,34], the generalization of production and the increased use of modular product structures [31]. The 

variability of locally produced goods also promotes addressing local needs, for instance through functional 

variability (e.g. through software customisation, modular product design) and product scale variability (e.g. 

the possibility to choose the production process depending on the production quantities) [34].  

Knowledge about local needs is gained through targeted identification of user needs, which has a high impact 

on addressing the local needs by concepts like co-creation or co-design [19,30,18] and the increasing abil-
ity to analyse large amounts of data (data mining, artificial intelligence) [34].  

In the future, changing consumer demands for individualisation and immediate availability of products will 

promote the emergence of demand-driven, ad hoc production in local contexts. 

The scarcity of space and related storage costs also have an important influence on on-demand production 
[18] in systems of local value creation when located in urban areas. 

 

Diagram 4: Top 10 factors influencing  

on demand production 

 

Diagram 5: Top 10 factors influencing  

production of individualised products  
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In contrast to some views in the literature [30,4,18], our model did not show that spatial proximity between 
producers and consumers facilitates addressing local needs. Instead, it can be assumed that knowledge of 

local needs can primarily be generated in ways other than spatial proximity (e.g. virtual cooperation between 

customer and producer in co-creation formats). 

4.4 Summary of the findings 

For an easier comparison of the analysis’ results, the most important factors of local manufacturing, the 

primary target factors and the key factors are summarized in Table 2. 

Table 2: Summary of the main attributes, target factors and key influencing factors of local manufacturing 

Dimension of local 
manufacturing 

(A) Local  
production of goods 

(b) Utilisation  
of local resources 

(c) Addressing  
of local demands 

Main attributes of 
local production 

Production at the 

place of need 

Use of local raw ma-

terials and materials 

Implementation of 

production by local 

stakeholders 

Production of indi-

vidualised / locally 

adapted products  

On demand produc-

tion  

Primary target 
factors 

o Sustainable pro-

duction of goods 

o Prosperity in the 

region 

o Sustainable pro-

duction of goods 

o Prosperity in the 

region 

o Prosperity in the 

region 

o Sustainable pro-

duction of goods 

o Fulfilment of local 

consumer demands 

o Sustainable pro-

duction of goods 

o Fulfilment of local 

consumer demands  

Key influencing 
factors 

o Economic effi-

ciency of local 

manufacturing 

o Local infrastruc-

ture suitable for 

production 

o Demand for lo-

cally produced 

goods 

o Acceptance of lo-

cal production by 

residents 

o Local costs for 

production areas 

o Cost-efficient 

production of 

small series  

o Trend: Sustaina-

bility 

o Spatial independ-

ence of R&D and 

Production 

o Competition for 

local land 

o Scarcity of space 

o Recycling 

o Re-Manufacturing 

o Risks and Costs 

of global logistics 

o Trend: Sustaina-

bility 

o Availability of re-

gional resources  

o Processing of lo-

cal resources 

o Application of 

sustainable design 

principles 

o Disposal costs 

o Prices of raw ma-

terial  

 

o Lower labour 

costs abroad 

o Shortage of skilled 

workers on site 

o Spacial proximity 

of the stakeholders  

o Production at the 

place of need  

o High quality of 

life on site   

o Economic effi-

ciency of local 

manufacturing 

 

o Adaptability / 

transformability of 

production  

o Identification of 

users need 

o Product variability 

o Trend: Demand for 

individualised 

products 

o Generalization of 

production 

o High degree of 

user involvement 

o Cooperative prod-

uct development 

o Modularity of 

products 

o Adaptable product 

model 

o Ability to analyse 

large amounts of 

data 

 

o Product-specific 

storage costs  

o Adaptability / 

transformability of 

production 

o Cost of warehous-

ing 

o Scarcity of space 

o Scarcity of land 

o Identification of 

users need 

o Generalization of 

production 

o Value chain and 

stakeholder respon-

siveness 

o Capital commit-

ment of product 

storage 

o High degree of 

user involvement 

o Ability to analyse 

large amounts of 

data  

The key factors influencing local manufacturing can be differentiated by being based primarily on techno-

logical, economic, political or societal developments. 

Product manufacturing addressing local needs is mainly driven by technological developments that focus 

on the adaptability of local value creation systems and the recording of the user’s needs. 

The development of production at the place of need is primarily influenced by political and societal drivers. 

While the adaptability of value creation systems does have a relevant influence on the economic production 

on-site, the negative influence of rapidly rising costs for local production sites caused by the merging of 

conurbations is more important. This challenge cannot only be solved technologically (e.g. by the downsiz-

ing and adapting of production technologies), but through political regulation. The availability of a suitable 

infrastructure for local manufacturing is also dependent on political decisions. Relevant societal drivers are 

the changing consumer behaviour and the rising demand for locally produced goods. 

The use of local (raw) materials benefits on a technological level from material and process innovations in 

order to achieve effective and efficient recycling and remanufacturing processes. The central drivers are 

rising costs for raw materials, energy and waste disposal (economic drivers), which depend on political de-

cisions (e.g. CO2 taxes, export bans on plastic waste). The implementation of production by local 
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stakeholders can benefit from the growing assimilation of labour costs as well as the political measures to 

avert the worsening shortage of skilled workers on-site. 

The differentiation between the key drivers of the main attribute of local manufacturing shows, that forms 

of sustainable, local value creation are not primarily driven by technological, operational or business model 

innovations, but by a combination of political and societal developments. In the end, political decisions will 

determine a production at the place of need (availability of space and of a suitable infrastructure) by local 

actors (international assimilation of labour costs, aversion of a shortage of skilled workers) while using local 

resources (promotion of a regional circular economy) for the fulfilment of local demand. 

In order to base such political decisions to promote local manufacturing on scientific findings, further re-

search is needed on the actual potentials and implementations for local production systems. In particular, 

multidimensional benchmarks must be developed in comparison to a global, industrial value creation. 

5. Discussion

Although the model shows the strengths of the influences of the mentioned factors in comparison to one 

another and describes potential short-, mid- and long-term developments of these factors, is has some limi-

tations. With its qualitative nature it sharpens the understanding for the systematics of local manufacturing, 

but it does not say anything about the probability of the actual occurrence of concrete developments. There-

fore, quantitative prognostic methods are needed. The complexity of the causal effects of the object of study, 

however, would not allow for a consistent quantification, which is why a qualitative approach was chosen 

here. In a next step, the model could be expanded through a systematic analysis of especially relevant sub-

systems, which are aimed at the quantification of the causal effects in order to be able to make more concrete 

statements regarding the development of the system within defined borders.  

6. Outlook

The presented model is able to sharpen the understanding for the key factors of local manufacturing on a 

technological, societal, political and economic level. Using these findings various scenarios can be generated 

to show different paths of development for local production systems. From these options concrete recom-

mendations of action for political, societal, operational and technological stakeholders can be derived in 

order to reach the goals mentioned in the introduction of this paper (e.g. reduction of CO2 emissions, em-

powerment of local actors). Nevertheless, the model cannot be considered complete since factors such as 

business taxes, etc. have not yet been depicted and would have to be added in the course of further text 

analyses. 
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Abstract 

To utilize the potential of machine and deep learning, enormous amounts of data are required. A common 
and beneficial approach is to share datasets between the parties involved for training purposes or even to 
release datasets to the public. However, several incidents have shown that despite anonymizing the data, 
attackers are still capable of identifying individuals in the data and extracting their sensitive information. 
The methods of differential privacy address this problem by adding a statistical noise to data points in the 
shared dataset. Since manufacturing data not only contains information about individual persons but also 
about the companies, their process knowledge, products, and orders add more complexity to the application 
of differential privacy compared to other domains. In this paper, we highlight why conventional methods of 
anonymization are not sufficient to guarantee data protection and thus present the necessity of using 
differential privacy. To illustrate its usefulness for manufacturing we present a specifc application scenario 
and examine potential threats when sharing manufacturing data. We identify mechanisms to perturbate data 
and map these to variable types in the manufacturing context. To guide practical application and research 
we finally outline existing differntial privacy libraries, and highlight current limitations. 

Keywords 

Local differential privacy; smart manufacturing, industrial Internet of Things, privacy preservation, LDP; 

1. Introduction

Driven by the digital transformation, traditional manufacturing is currently undergoing a change towards 
smart manufacturing. The digital transformation is especially initiated by key technologies such as the 
Internet of Things, 5G, CPSs, BigData, and Artificial Intelligence (AI) [1,2]. Due to the application of sensor 
technology and IT infrastructure, the amount of data generated during manufacturing processes are 
constantly increasing [3]. However, the amounts of data are often not sufficient to train generalizable 
machine learning or AI models. To address this issue, approaches such as the establishment of common data 
spaces and federated learning for collaborative training of algorithms are emerging [4]. Numerous real-world 
examples [5±7] have shown that sharing data with third parties is critical in terms of privacy violations. 
Typically, privacy is violated when attackers identify individuals in the published dataset and thus have 
access to sensitive information [8]. In the context of manufacturing, privacy threats are much more complex 
and increase since additional sensitive company-relevant data can be identified. For this reason, we 
contribute by mapping the concepts of differential privacy to the manufacturing context and presenting a 
real-world application scenario including perturbation mechanisms. At the beginning of the paper, we give 
an overview of the general motivations of differential privacy by comparing conventional methods and 
mentioning well-known privacy leaks. We then map the concept of differential privacy to manufacturing 
and specify the problem to machine manufacturers and their customers who operate the machines in their 
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factories. We then identify relevant parameters that occur in manufacturing, categorize them by variable 
type, and present examples of suitable differentially private mechanisms. Finally, we provide an overview 
of libraries and toolboxes for guiding the practical application of differential privacy, outline topics for 
further research and conclude the paper by highlighting the key points. 

1.1 Privacy concerns and the need for differential privacy 

Typical techniques to ensure the privacy of user data are masking, generalization, and k-anonymization. For 
additional security, these techniques can be complemented by encryption mechanisms such as 
homormorphic encryption [9]. However, the use of these techniques is vulnerable to a variety of attacks 
(e.g., linkage, reconstruction, and differentiation attacks). Linkage attacks for example use similar publicly 
available datasets to find similarities within the data. It has been proven that even a few data points are 
sufficient to uniquely identify individual persons [10,7]. The encryption of individual sensitive data points 
in a data series also involves vulnerabilities. If the attacker succeeds in gaining knowledge of the function 
used for encryption, the data can be decrypted again by systematically testing possible input values [11,12]. 

To overcome these problems, the research field differential privacy emerged. Differential privacy can be 
seen as a process ܣ, applied to some data ܦ. The process might be the estimation of the mean over the 
distribution of a dataset or a machine learning process to predict values. To achieve the formal definition of 
differential privacy the process ܣ has to be modified. This is usually done by adding noise at a certain point 
in the process. Adding the right amount of noise strongly depends on the use case and threat model.  

Considering two neighboring datasets ܦଵand ܦଶ, where dataset ܦଶ differs from dataset ܦଵ by just a record 
of a person, the process ܣ is considered ɂ-differentially private if the output ܱ �of the process is approximately 
the same when being applied to both datasets. This leads to approximately identical probabilities Զ. The 
relationship between the two probabilities is described by the following definition [13]. 

Զሾܣሺܦଵሻ ൌ ܱሿ � � ݁ఌ  �Զሾܣሺܦଶሻ ൌ ܱሿ   (1) 

The mechanism used to add noise is dependent on the data type. Typically, the Randomized Response, 
Laplace, Gaussian, and Exponential mechanisms are used. The parameterization must be adapted in each 
case to the variable to be determined. Several real-world applications demonstrate the potential, but also the 
complexity, of differential privacy. Apple uses differential privacy to collect data from end-users of iOS or 
macOS [14,15]. For example, words that are typed by a sufficient number of users but are not yet in the 
dictionary are collected differentially private. Facebook created and released a dataset that provides 
information about user interactions with websites that have been shared on their platform [16]. 

2. Scenario of differential privacy in manufacturing 

While the purpose of Differential privacy is easily accessible when exposing data to the general public to 
protect the privacy of individuals, the transfer of use cases to manufacturing is not immediately apparent. 
Considering the paradigm shift from traditional production to autonomous manufacturing, the relevance of 
data-driven approaches to make manufacturing processes more efficient is constantly increasing. The 
importance of data for the optimization of processes, plants, and machines is accordingly high. Sharing 
company-related or process data in manufacturing is therefore unavoidable for companies. [17] 

During our research, we identified a common scenario that represents the current issues and concerns of 
manufacturing companies in merging and sharing data for training machine learning algorithms. There is a 
trend to improve the customer's process by offering value-added services additional to the machine itself, 
thus opening up new business areas [18]. The machine manufacturer (curator), wants to collect data from 
the machines in the customer's productive operation in order to subsequently optimize the machine. The 
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motivations can be constructive improvements of the machine through insights into the daily production 
operation, quality checks or improved control loops of the machine. [19] 

Regardless of whether the machine manufacturer wants to process the aggregated data of the customer with 
statistical methods, machine learning, or artificial intelligence, there are two possible ways (Figure 1) for the 
customer to share his data. The differential private mechanism ܯis either held by the curator (GDP-Model) 
or by the customer (LDP).[20]  

In the global differential privacy (GDP) model, the customer can share his raw data with the curator. In this 
case, the customer has to fully trust the curator. It is not necessarily defined how and whether the curator 
provides the data to third parties or other customers. The curator can aggregate the datasets of individual 
customers and thus host a dataset in total. Other customers or external parties can make requests to learn 
distributions of certain quantities in the dataset. The privacy of the customer data can be protected if the 
output of the query is appropriately noisy. 

In the local differential privacy (LDP) model, noise is added to raw data before sending it to the curator. This 
model has the advantage that the curator does not have to be trusted. It should be noted that data can be of 
any variable type. The concept of federated learning enables distributed learning of a shared neural network 
[4]. In this case, the curator only aggregates the weights of the model. Prior to this, the client trains the model 
on a local instance (e.g. edge-device). Privacy is achieved by adding noise to the gradients, objective, or 
output during the training of the model. The biggest advantage of federated learning is that the mechanism 
works reliably regardless of the data type. However, there are several disadvantages. The customer must 
have the computing resources to perform the training of the neural network on the edge. In addition, qualified 
specialists are needed to implement the necessary IT infrastructure and pipelines [21]. In consequence this 
leads to high costs related to setup and operation. If the purpose and benefits are not immediately apparent 
to the customer, skepticism arises and they are not willing to make investments. For this reason, we refer to 
a scenario in which the customer has no computing resources locally available. 

A more effective solution in terms of cost and effort is offered by adding noise directly to the raw data. Due 
to many different types of parameters and attributes occurring on the shopfloor in manufacturing, adding 
noise to raw data is more complex and must be adapted to the individual case. To select suitable mechanisms 
and therefore ensure privacy protection it is necessary to identify type of the variable first. 

 
Figure 1: Comparison between global and local differential privacy 
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3. Parameters in manufacturing and corresponding threats 

In order to apply differential privacy to use cases in the manufacturing context, we first determine parameters 
that occur in the manufacturing environment. The parameters can be divided into different categories and 
specified (see Table 1). Each parameter category represents different types of information. Consequently, 
there are different risks in the case of a violation of privacy. While the manufacturing process parameters 
describe the manufacturing process itself, the process parameters further specify the process with its 
attributes. These parameters contain the manufacturer's main process knowledge for creating the product. 
The environment condition parameters have an indirect influence on the process. The ambient temperature 
can influence the thermal expansion of components within the machine and the workpiece itself, which in 
turn affects the quality of the workpiece. The attributes listed below can be of different variable types. For 
the application of mechanisms to satisfy differential privacy, the variable type plays a decisive role. 

Table 1: Different kinds of sensitive parameters occurring in the manufacturing context according to [22] 

Parameter Category Attribute 

Manufacturing Process Parameters milling, turning, laser cutting, welding, casting, extrusion, stamping, assembling, etc. 

Process Parameters spindle speed, cutting speed, pressure, coolant, voltage, feed, current, force, torque, etc. 

Environment Condition Parameters humidity, temperature, date, time, rainfall, etc. 

Working Condition Parameters duration, shift, worker id, machine id, etc. 

Target Parameters quality, yield, productivity, OEE, KPIs, etc. 

Other Parameters manufacturing order, material, production numbers, geometric data, position, etc. 

 

If we assume a company shares a large dataset containing the variables listed above multiple threats about 
the FRPSDQ\¶V process knowledge as well as sensitive business information can arise which are not 
immediately apparent. A potential attacker can analyze environment condition parameters in the dataset and 
combine them with publicly available weather data. If there are sufficient matches over time it is possible to 
identify the company itself at its location. Together with other parameters such as manufacturing orders, 
date, material, supply chains, or even suppliers thus the order situation might be revealed. If the data is then 
complemented with target parameters, attackers can reveal the company's productivity and efficiency in 
production. Therefore, it would be possible to estimate the turnover or profit of a company.  

Corporate-related threats link to the process knowledge, which is required to produce workpieces efficiently 
while ensuring quality. Potential attackers can use the type of the manufacturing process, machine ID, and 
the associated process parameters to gain sensitive process knowledge about the setup of the machine during 
the ramp-up process. Another threat can occur if the position data of AGVs is regarded in conjunction with 
the time stamp. This allows attackers to determine the factory layout and retrace the production routes within 
the factory. The previously mentioned threats should not be regarded as comprehensive. These are only a 
few examples for illustrating the problems that can arise from exposing the mentioned variables. 

4. Data perturbation mechanisms 

Different mechanisms can be used to prevent the exposure of the previously listed threats by adding noise 
to data before sharing. However, the mechanism used is directly dependent on the variable type and its 
parameterization is not trivial. In the following, the most common variable types are explained and their 
context for manufacturing is presented. In addition, the mechanism by which differential privacy can be 
satisfied and the analogies to related areas are described. 
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Essentially, the Randomized Response, Laplace Mechanism, Gaussian Mechanism, or Exponential 
Mechanism are used to add noise [23,24]. Depending on the application case the functions are parameterized 
by the so-called sensitivity. Hereby the privacy budget from low to high can be adjusted. 

Most publications and thus algorithms refer to the assumption that a user owns a data set and a potential 
attacker issues a query (e.g. mean value of a numeric variable) to the user's database. The query can be 
connected by AND, OR conditions [25]. In this case, the noise will be applied to the true value and then sent 
to the potential attacker. Depending on the sensitivity, the database size, and the number of variables, the 
number of possible queries of a user has to be limited. In addition, the number of combinations of AND, OR 
conditions also has to be limited. Since the determination of the noise, as well as the boundary conditions to 
the queries, must be individually adjusted for each problem, the implementation is very extensive. 

Our desired approach is an algorithm that allows publishing the dataset under conditions of differential 
privacy instead of hosting a dataset and answering the queries of clients. The goal is to apply noise to a 
dataset so that it can be passed on to third parties without being concerned about query limitations. Sensitive 
information or process variables can not be identified in this case. But the data should still contain enough 
information to learn the statistical distribution of the variable. For example, it would still be possible to learn 
something about the wear of the machine and upcoming maintenance but it is not possible to determine the 
exact process parameters used for manufacturing the workpieces. In reality, many different and complex 
data structures exist. In the following, we present suitable mechanisms for each variable type and highlight 
the relation to manufacturing. 

4.1 Binary data 

The most straightforward approach to publishing a variable differentially private is for binary variables. A 
very effective approach is the so-called Randomized Response.[26] As an example, the question is asked 
whether the machine owner (user) has used coolant in a certain process section. The possible answers in this 
scenario are just yes=1 or no=0. Before answering the question, an imaginary coin is tossed. If the coin 
lands on heads, the user must answer truthfully. If the coin lands on tails, a second coin is tossed. If the 
second coin lands on heads the user answer with yes, otherwise with no. This algorithm is differentially 
private by definition. Therefore, the user can safely reveal the truth. Though noise is also being added to the 
data by the mechanism. However, if a large set of responses from different companies is received, the noise 
can be canceled out and the statistical distribution of the use of coolant in the process can be determined. 
However, it cannot be determined whether a specific company used coolant in its process or not. The most 
known application of this algorithm is called RAPPOR (extended with additional operations). It was 
developed and used by Google to determine the default search engines of Google Chrome users [27]. 

4.2 Numerical data 

Applying noise to numerical data can be achieved by using the Laplace or Gaussian mechanism [28]. These 
mechanisms represent a distribution with probability values and a scaling factor. If we ask a machine user 
how often the fixture did break during the last year, we expect a numerical value as a response. Before 
publishing the true value, the dataset holder selects a random value from the Laplace distribution, adds it to 
the true value, and then writes the perturbed value to the dataset. Instead of the correct number of fixture 
breakages, a noisy value is given. If multiple machine users report their insert breakage data, the machine 
manufacturer will be able to determine the average without revealing how often the insert really broke at 
each user. Other numerical queries could be the calculation of the mean over several data rows or the query 
about the numerical distribution of a parameter. For example, a querier (machine manufacturer) may ask the 
question, how often machine failures in the range of [0-9;10-19;20-���«@ occurred. The output would thus 
be a histogram, which can also be released under the satisfaction of differential privacy. It is possible to 
apply an individual noise to each count by applying the distribution function to each single count.  
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4.3 Categorical data 

Publishing categorical variables taking into account differential privacy can be seen as an extended version 
of Randomized Response. But instead of two categories (0 and 1), finite categories are possible. An 
implementation is the Google algorithm RAPPOR [29]. Other algorithms are the Local Hash method [30] 
and the Unary Encoding Method [31] which is the basic concept of RAPPOR. The Unary Encoding method 
(Figure 2) is very intuitive and is presented using an example in the manufacturing context. A querier 
(machine manufacturer) wants to know which clamping tools his customers use in their production. All 
parties agree that there are four different possibilities in total. These four possibilities are each represented 
by a position within a bit string. Position 1 in the bit string stands for the three-jaw chuck, position 2 for the 
four-jaw chuck, position 3 for the collet chuck, and position 4 for the centering tip. The customer now 
encodes his clamping tool used in production into the bit string. Then each bit is perturbed according to the 
Randomized Response method. The perturbed bit strings will then be sent to the querier. The querier adds 
up the individual positions in the bit string and can thus calculate a distribution of the clamping tools used. 
However, the querier does not know which exact clamping tool is used by which customer. It should be 
noted that the accuracy increases significantly with a higher number of contributions. 

 
Figure 2: Example of Unary Encoding according to [31] 

4.4 Time series data 

Time series are becoming increasingly important due to smart sensor technology and advances in data 
transmission rates. It is possible to reliably record data at high sampling rates, to process and store it outside 
the PLC. In the context of data analysis for monitoring machines or predicting the occurrence of events, the 
analysis of time series is of great relevance. In addition to sensor data, time series can also be 
multidimensional position data from IoT devices on the shopfloor. There is no generally valid way to obtain 
information from time series. For example, a time series (e.g. sensor signal) can be sampled with sliding 
windows. A querier might be interested in the average value of each sliding window. Then response would 
just be a noisy numeric value, as seen above. The analogy to the histogram mentioned before would be if the 
querier asks for the frequency spectrum of a periodic signal. However, it is also possible to publish several 
time series under the condition of differential privacy. For example, this can be achieved by a re-quantization 
mapping [32]. Another reference introduces a perturbation mechanism consisting of several single steps to 
satisfy differential privacy [33]. 

Coordinate, position, or trajectory data often differ from one-dimensional time series by the property of 
multidimensionality. Publishing coordinate data is rarely addressed in the literature. However, some papers 
show possible ways how this can be achieved. [34±36]  
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5. Available libraries and tools for implementing differential privacy 

In order to apply differential privacy efficiently in manufacturing scenarios, it is necessary to keep the 
implementation as simple as possible. It should be avoided to implement the algorithms from scratch since 
it is too error-prone. Libraries with single building blocks and ready-to-use mechanisms are the preferred 
alternative. There are several libraries available that provide the basic mechanisms for different 
programming languages (e.g. Python, Java, C, GO, C++). We give a brief overview about some of them. 

A library that enables the application of basic mechanisms is the Google Differential Privacy library [37]. 
With this library at the same time, the mechanisms can be built on existing frameworks such as Apache 
Beam. The Google RAPPOR library [29] enables the application of the RAPPOR algorithm which was 
previously presented in the context of the Randomized Response Method. The OpenDP project [38] also 
provides easy access to the mechanisms to apply them to individual data with the smartnoise library. IBM 
offers a library to use the discrete Gaussian mechanism [39]. Ektelo is also a framework for implementing 
privacy algorithms [40]. 

Furthermore, libraries exist that allow the training of neural networks under conditions of differential 
privacy. The Opacus [41] framework allows differentially private training of PyTorch models. Opacus is 
open source and offers a modular API. TensorFlow [42] also offers a library that enables the differential 
private training of neural networks. The OpenMined Project [43], with its Syft and Grid modules, applies 
differential privacy in the context of federated learning. The project is compatible with PyTorch and 
TensorFlow. The diffprivlib [44] by IBM offers basic mechanisms, which can be applied individually by the 
user. However, simple machine learning algorithms such as a random forest or a logistic regression can also 
be trained under differential privacy with the diffprivlib. 

Since it is not trivial to determine how the algorithms are implemented in detail in each library, a comparison 
was conducted by Garrdio et.al [45]. The libraries were compared qualitatively, and quantitatively with four 
different types of queries using synthetic and real-world datasets. All libraries were suitable for productional 
use, however, they differ strongly in the function range. However, no library satisfies a universal utility for 
all applications. [45] 

6. Directions for future research 

The practical examples in section 5 show that specific mechanisms are needed considering different variable 
types. Extending the mechanisms to publishing multidimensional data, i.e. mixed data containing numeric 
and categorical data types, is not trivial. Research shows that applying the mechanisms to the individual 
attributes yields poor results. Therefore, solutions must be developed that can perturb multidimensional 
datasets in total containing numeric and categorical variables with the optimal worst-case error. [46±48]. 

The given examples also show that different queriers who act independently externally but combine their 
knowledge gained later, must be taken into account during the design of a LDP system. This comes into 
effect if other third parties can have access to the data instead of just the machine manufacturer. In case of 
doubt, the number of requests from each querier and the number of same requests must be limited [49]. If 
each analyst receives a slightly different answer, analysts could collaborate and calculate the mean of their 
answers. In a worst-case scenario, they are able to determine the true value. In this case, it makes sense to 
limit the number of queries and send the same answer to each analyst [28]. After defining the collaborators 
and the variable types to be published have been determined, the mechanisms for adding the noise must be 
suitably parameterized. Since the parameter epsilon ߝ is a measure of privacy and is also needed for the 
parameterization of the mechanisms, the choice of this value is very crucial. Currently there is no best 
practice for setting ߝ for a desired privacy utility tradeoff. Thus it would be helpful if early adopters of 
differential privacy could share their ߝ values from real-world applications [50]. 
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In the long term, it would be desirable to be able to publish entire differentially private datasets [49]. In the 
context of Open Science, the release of whole datasets would also be advantageous. Companies could share 
their data with the machine learning community without having any privacy concerns. The use of machine 
learning and artificial intelligence would become more quickly applicable through the collaborative work of 
the community and thus take a further step toward autonomous production. 

7. Conclusion

By identifying and defining an application scenario, mapping the concepts of LDP to the manufacturing 
context, we have shown that the demands and potential threats to privacy leaks when publishing or sharing 
data with third parties are of a different kind compared to the threats when considering public datasets for 
the protection of individual personal data. It must be understood that the company's process knowledge can 
be leaked by sharing production data with third parties. Beyond important process information, which is 
necessary to produce cost-effective products, sensitive business data as well as strategic data can be revealed. 
To apply LDP in the manufacturing context, it is mandatory to analyze the use case in advance. It should be 
asked who will have access to what kind of data and which potential threats can arise by sharing the data. 
From the point of view of the curator (machine manufacturer), it must be taken into account that the data 
amounts must be correspondingly large in order to learn valid insights. In general, when publishing 
differentially private data, it must be taken into account that there is a tradeoff between accuracy and privacy. 
There is no generic approach for determining the ideal value of the parameter yet.  
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Abstract 

For contract or make to order manufacturers, quotation costing is a complex process that is mainly performed 
based on experience. Due to the high diversity of the product range of these mostly small or medium-sized 
companies (SMEs) and the poor data situation at the time of quotation preparation, the quality of the 
calculation is subject to strong variations and uncertainties. The gap between the initial quotation costing 
and the actual costs to be spent (pre- and post-calculation) is crucial to the existence of SMEs. Digitalization 
in general can help companies to get a better understanding of processes and to generate data. For improving 
these processes, an understanding of the important data for that specific process is crucial.  Accurate 
quotation costing for customized products is time-consuming and resource-intensive, as there is a lack of an 
overview of data to be used within the process. This paper therefore derives a data model for supporting 
quotation costing in the company, based on literature-based costing procedures and recorded case studies for 
quotation and calculation. Based on the results, SMEs will have a first overview of the needed data for 
quotation costing to optimize their calculation process.   

Keywords 

Calculation costing; pre- and post-calculation; data model; make to order manufacturer 

1. Introduction

As stated above, the quotation costing is a very manual and time-consuming process with often inaccurate 
results for make to order manufacturers. The general digitalization trend can help these companies to 
improve the results by using valid and extensive data. As a first step to do so, companies must know, which 
data are important for the calculation process. The data can be shown in a data model derived from case 
studies of different make to order manufacturers to learn, how equal or different they use data for the 
quotation costing process. 

Today, companies in all industries are faced with the major challenge of digitizing their processes and using 
IT systems so that business processes can be carried out more automatically and efficiently. IT is assuming 
the role as an enabler of digitization in this process. [1] With the trend of digitalization in companies, the 
value of data has also been recognized. [2] The availability of information, and thus the ability to generate 
knowledge from data, significantly determines the competitiveness of a company. [3] IT systems in use 
require and generate data, which in turn can be used to optimize business processes and act more 
economically. However, there are some processes that still require a lot of manual work and personal 
experience. One of these is the process for quotation calculation in companies that produce individual 
products for customers (make to order manufacturers). To improve that complex and time-consuming 
process, an understanding of the actual data used and a generation of a data model with all needed data is 
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the first step to reach a data-based calculation. This paper deals with identifying the used data for quotation 
calculation from case studies and deriving a data model to optimize that process.  

2. Theoretical background 

In the following, the general problem statement and the theoretical foundations are described as well as the 
state of the art in the field of quotation costing for SMEs. 

2.1 Problem statement and theoretical foundations  

Calculation costing determines the costs for the production of a product or service unit. While direct costs 
can be allocated to an individual product or order, the allocation of overhead costs according to their cause 
is a major challenge for contract manufacturers. [4] [5] Quotation costing is the calculation for the first 
quotation for the customer. The challenge in quotation costing for contract manufacturers is that the 
quotation should be customer-oriented on the one hand, by determining the customer's upper price limits, 
and cost-oriented on the other hand, by determining the cost-covering lower price limit. [6] Companies with 
a high degree of complexity, such as contract manufacturers, require a much more detailed cost accounting 
system in order to be able to compete in the market than companies with a lower degree of complexity. 
However, a study shows that this is not implemented in practice, resulting in mostly inaccurate cost 
statements. [7]   

Make to order manufacturers use different methods for quotation costing (kilo-cost method, material cost 
method, division costing, similarity costing, equivalence number costing, surcharge costing, target pricing), 
which, however, are all characterized by a lack of precision due to the large proportion of estimated and 
empirical values. [8] A study on quotation costing shows that overhead costing is by far the most frequently 
used costing method. [7] However, this highly simplified method only allows a limited allocation of cost by 
its causes. The specific procedure for identifying the prime cost for the quotation calculation differs in the 
practical application in different companies, the theoretical goal however is always to find the exact costs 
that are spent to produce a good. 

A fast and precise quotation calculation represents an important competitive factor in industrial sectors, due 
to the fierce competition, the result must already have a very high quality. [9]  To be able to allocate costs 
according to causes would therefore mean an enormous gain regarding the quality of the quotation costing. 
Activity-based costing aims to allocate costs according to their cause and can thus reveal inefficiencies. But 
this type of cost accounting is only suitable for repetitive tasks and thus cannot be implemented in a 
meaningful way as a costing methodology for make to order manufacturers. [10] With increasing product 
variety and differences in the number of units, the allocation of costs within the company according to their 
cause becomes increasingly complex and difficult to implement economically. [11] For the calculation of a 
quotation this means that in contradiction to the great uncertainty of cost statements at the beginning of a 
project, there is the requirement of exact cost target setting. [11]  

2.2 State of the Art 

With the help of the repeatability of calculation results, it is possible to assess the calculation results in terms 
of their quality. The degree of standardization of methods correlates positively with the repeatability. A study 
shows that while 90% of respondents attach high or very high importance to repeatability, less than a third 
of companies are able to achieve this goal. Consequently, repeatability and the degree of standardization are 
considered significant by companies, but they are only partially able to meet this goal. [7]  

Based on an automatic analysis of CAD models of a work piece without detailed work and production 
planning, KNOBLACH has developed a system for a fast quotation calculation for flexible processes of sheet 
metal part production and for production with progressive dies. [12] This procedure finds an application 
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exclusively for sheet metal parts with specific process and manufacturing peculiarities (consideration of 
procedures of the shearing and laser cutting). All in all, the approach becomes very company-specific, since 
the respective company-specific cost structure must be represented in the calculation scheme. Another 
possibility is the approach of HAUSCHILD, who dealt with dynamic quotation costing for contract 
manufacturers. The aim of his work is to improve the internal coordination of the departments involved in 
costing (production, sales, purchasing). In addition, he has taken into account the time variability of the input 
variables used in his approach in order to increase the meaningfulness of the quotation costing. [13] In this 
approach a strong focus is put on the temporal factors of the in- and out payments and the data needed and 
available for a quotation costing is rather neglected. Due to the only sporadic use of corporate IT at the time 
of both publications, the data available in times of a variety of production systems are not taken into account, 
which leads overall to a non-transferable approach. 

With the help of special costing procedures, the costs for geometrically similar parts can be identified by 
providing geometrically based cost forecasts. [14] [15] In the application, an IT-supported, database-based 
costing model for project-accompanying costing has been developed, which consists of a coupling of 
methods for processing technical and business information and product costing. The procedure is based on 
feature descriptions of the production parts and uses the procedure of Case Based Reasoning. [16] However, 
the approach is not suitable for evaluating different components or for comparing different manufacturing 
processes. Furthermore, the approach focuses on product-accompanying costing and not on the process of 
quoting before manufacturing starts.  

In addition, there are also approaches that use artificial intelligence algorithms to approach the topic of 
manufacturing costs. However, these refer to other areas of application that can be calculated with simpler 
rules than make to order manufacturing (e.g. additive manufacturing, mass customization). [17] [18] 

WESTEKEMPER has looked into the methodology of quotation pricing for contract manufacturers. Initial 
costing procedures can also be found here, but the research focus is on pricing procedures, which addresses 
a completely different focus. The costing procedures he stated do not go beyond the state of the art. [19]  

A final look at the existing software landscape in the area of quotation costing shows that the existing 
software supporting this process either focuses on a specific industry (mainly automotive), or does not 
contain its own data model for the relevant data to be used, but transfers the previously manually calculated 
criteria into a software environment. This, in turn, is to be seen more as a digitization step and does not 
improve the general process. 

In conclusion, it is clear from the state of the art that there are a variety of approaches for supporting quotation 
calculation for contract manufacturers. What is lacking so far, is a data-driven approach that supports a direct 
improvement of the general calculation process as well as the calculation result through an easy application. 

3. Methodological approach 

In order to develop a data-supported or data-based quotation calculation, the data and criteria used by 
different companies within the quotation process are recorded in the methodical procedure by means of case 
studies. These different data are merged in a data model, which enables a later application in an IT system 
and thus represents a first step towards an actual data-based quotation costing. The research question can be 
formulated as follows: 

³:KDW�GDWD�LV�XVHG�LQ�WKH�TXRWDWLRQ�FRVWLQJ�SURFHVV�RI�GLIIHUHQW�PDNH�WR�RUGHU�PDQXIDFWXUHUV and how does 
D�GDWD�PRGHO�ORRN�OLNH�EDVHG�RQ�WKHVH�LQIRUPDWLRQ"´ 

Research Procedure 

494



First, case studies have been conducted in semi-structured interviews. The companies for the case studies 
were selected according to the following criteria: customer-specific production, complex product structure, 
make to order manufacturer (one-time or small batch production), small or medium-sized companies. In 
addition, a focus was placed on the diversity of the different companies (degree of digitization, company 
size, products, etc.) in order to obtain the most comprehensive result possible for the data model. During the 
interviews, after a brief theoretical introduction, the quotation costing process of the specific company was 
presented and discussed in detail. In each case, particular focus was placed on the data and associated IT 
systems used in individual process steps. At the end of the interview, the main challenges for the company 
in quotation costing and the information needed for optimizing the process were discussed. As a result, the 
case studies revealed the data used for quotation costing with the respective source (personal knowledge, 
Excel, ERP system, etc.) and further information and data needed for improving the quality of the quotation 
costing result. Based on these results, a data model was derived for each case study. Subsequently, these data 
models have been extended and combined into a common data model for quotation costing. 

Background Data Model  

A data model is a "model of the data to be described and processed in an application area and their 
relationships to each other". [20] Data models have emerged from the desire to organize existing data. As 
the use of IT systems increases, so does the volume of existing data and the demands on the quality of this 
data. With the help of ordering criteria and distinguishing features, data models structure relevant data. [21] 
With the help of this approach, the transparency of organizational structures is increased and potential for 
improving processes in the company is revealed, making data models an aid for solving organizational issues. 
[3] The logical data model is a data model for representing and explaining the statistical and database 
elements of a business unit or the requirements for its procedures and techniques in a logical and theoretical 
way that eventually leads to their application in a database. [22] 

Unified modelling language (UML) is a standardized representation or notation that allows object-oriented 
models to be represented in a uniform manner. Class diagrams can be used to represent classes and objects, 
their attributes and methods, and the relationships (so-called associations) between them. Classes and objects 
are represented as boxes. As shown in Figure 1, a class always contains a class name at the top. In the second 
section of the class, in the middle area, attributes are listed that can be assigned to the class. Behind a ":" 
likewise the data type (string, int, boolean...) is indicated. [23] Beneath this the methods are listed. Objects, 
which are specific examples of a class, possess a name, which is underlined in order to be able to differentiate 
an object quickly and transparently from a class. [24]  

 
Figure 1: Example of UML Class Diagram 

The visibility of attributes or methods of a class can also be mapped in UML. If an element of a class is 
public, this means that the corresponding element is also visible outside the class. Accordingly, if the 
attribute or method is prefixed with a "+". A "-" is used if the element should only be visible within its own 
class (private). Finally, the property protected can be listed, which describes that an element is only visible 
within the class in which it is described and in all subclasses. [24] The relationships that exist between the 
classes and/or objects are represented with the help of lines. Here, three different types of relationships are 
distinguished, associations, whole/part relationships and general/specialization relationships. [24] 

495



 

4. Case studies 

Different companies were interviewed in order to identify relevant and used data from SMEs for quotation 
costing. These companies have in common, that they all are contract manufacturers, which means that they 
face challenges for complex products with small batch sizes. On the other hand, these companies can be 
classified as small or medium-sized enterprises for which the quality of the quotation costing plays an 
important role. In order to also reflect the diversity within this group of companies, the companies differ in 
the type and scope of their service provision (products, services, interaction with customers, degree of 
digitization, etc.). The aim of the interviews were to get an understanding of the process of cost calculation 
in the context of quotation costing. In particular, it was asked, which criteria are considered to be cost-
relevant variables and which decision-making criteria are used to determine the level of costs. First and 
foremost, experience is a highly relevant aspect when estimating costs at an early stage, even before the 
customer actually places an order. Therefore, an attempt was made to list criteria that are relevant for 
decision-making when using experience-based, manual adjustments. 

Company 1 ± Interview conducted with the General Manager 

The company was founded in 1969. It is a DIN ISO 9001 certified company that manufactures prototypes, 
individual parts and small series. The company specializes in particular in the machining of components, 
some of which are large. In addition to machining, they also offer their own design department (machine and 
plant construction) as well as steel construction work including welding technology.  

The costing process at Company 1 begins with a customer inquiry, which in turn triggers an internal 
feasibility analysis. The product specifications (e.g. component dimensions, necessary production processes 
and number of pieces) are used. On the one hand, this enables a check to be made as to whether the 
technological constraints for manufacturing the components can be met within the company and whether all 
the relevant information for a complete production order is available. It is also checked on the basis of the 
current production capacity utilization, which is derived from the Enterprise Resource Planning System 
(ERP system), whether sufficient capacities are available in production to accept the order. After a successful 
check, a corresponding production order is created, whereby a work schedule and the associated bill of 
materials are generated. This information is now used to calculate the cost of goods sold as part of a 
preliminary costing. The cost of goods sold is made up of four components. These include the machine 
hourly rate calculation, the calculation of material costs, the consideration of external costs and other costs.  

First, the production costs are calculated with the help of a spreadsheet calculation in Excel. Here, the work 
schedule is used and the planned machine utilization is offset against the corresponding machine hourly 
rates. The machine hourly rates are based on the usual variables of the hourly rate calculation (investment 
costs, depreciation, maintenance costs, etc.), but in this case also on an overhead surcharge and the 
production wages. As a result, this cost module can be used to calculate all costs incurred during production 
on the corresponding machines. 

For the calculation of the material costs, the bill of material is used. The required raw materials are selected 
on the basis of dimensioning, material selection and quality and the corresponding quantity is offset against 
the current material prices. This then results in the material costs. It was emphasized at this point that the 
increasing volatility of material prices plays a significant role in this cost module.  As a rule, shipping costs 
are not incurred, as customers often prefer to collect the goods themselves. However, if the customer requests 
delivery, a shipping surcharge is calculated based on the transport volume and the distance to the customer. 
The level of these costs is also influenced by whether long-term customer relationships already exist. 
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After adding up the cost areas described above, the cost price for the requested component is calculated. A 
profit markup and any cash discount are added to these cost prices to obtain the net quotation price. In 
addition to this, the earliest possible delivery date is also specified and sent to the customer within a 
quotation. This completes the quotation process. 

Mainly used criteria for quotation costing: Product specifications, production capacity check, work 
schedule, bill of material, machine hourly rate, material costs out of current material prices 

Company 2 ± Interview conducted with the Production Controller 

As a subsidiary of a larger technology group Company 2 is a producer of banknotes and security papers. The 
company was founded in 1964 and today supplies banknotes to the European Central Bank.  

The request to the company includes the product specifications, which include the desired paper/substrate 
type and the number of pieces. Once all the relevant information are available, a production order is created, 
which includes the work schedule and bill of materials. The quotation calculation then follows using a 
spreadsheet containing current market prices for the required material, the annually updated planned values, 
and cost curves based on post-calculations of sold products. The product specifications are entered into the 
calculation tool and the cost curve provides information on the expected production costs depending on the 
batch size. The material costs are also derived accordingly from the spreadsheet.  A profit markup is added 
in the end. Numbers may be corrected again manually. This is done on the basis of findings from variance 
analyses, which are carried out monthly. An attempt is made to identify and understand deviations in past 
customer orders. 

Mainly used criteria for quotation costing: Product specifications, work schedule, bill of material, current 
market prices, cost curve from post-calculation of sold products  

Company 3 ± Interview conducted with the Sales Representative 

Company 3 was founded in Cologne in 1896 and offers a wide range of printed products for commercial 
purposes. In addition to the product steps of image processing and advertising technology, the company 
offers in particular digital and screen printing as well as offset printing.  

The process of quotation calculation at Company 3 starts with the customer inquiry, which includes product 
specifications such as the product type (e.g. advertising banner), the motif and the number of pieces. If the 
necessary information is complete, a production order with a corresponding work schedule is derived from 
it. The calculation consists of the direct production costs, the material costs and the additional overhead 
costs.  The work schedule and the resulting machine assignment serve as the basis for the direct production 
costs. The machine hourly rate associated with the respective machines is then multiplied by the 
corresponding forecast production time per machine to calculate the direct production costs. Here, 
production times are based to a large extent on the experience knowledge of the calculator. Important factors 
are the printing speed, which is strongly dependent on the selected motif, and estimates of the production 
employee. The material unit costs result from the production order or the customer's inquiry. A material 
selection is made, whereby the material quantity in turn depends on the work schedule. This is because, 
depending on the machine selection and the associated offcuts, as well as the material scrap during setup of 
the machine, there is an additional requirement for raw material. Consequently, the total material requirement 
is determined by the calculator and offset against the material prices. The material prices are again stored in 
the system and are based on price agreements requested on a quarterly basis. Finally, the total direct material 
costs are calculated.  

Together with a fixed surcharge for administration and sales, which is independent of the order volume, this 
results in the quotation cost. A profit markup, a cash discount and any commissions are then added to these 
to obtain the net quotation price. 
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Mainly used criteria for quotation costing: Product specifications, work schedule, material cost, overhead 
cost, machine hourly rate, machines used, forecast of production time, material prices for production material 

Company 4 ± Interview conducted with the Operations Planning Representative 

Company 4 was founded in 1996 and specializes in the manufacturing and repair of rolls. In addition to 
manufacturing, disassembly and repair, the company also offers surface treatment and coating of rolls and 
specialized technical consulting.   

After the process starts with a customer inquiry, the product specifications of the inquiry are analyzed. These 
include in particular the technical drawing of the product to be manufactured, where the component 
dimensions and the required manufacturing processes can be derived from. A corresponding production 
order is created, from which a work schedule can be taken. The quotation calculation then follows in the 
sense of a differentiated markup calculation. A distinction is made between the cost items direct production 
costs, direct material costs, special direct sales costs, administrative overheads and production overheads. 
Comparable orders are considered in the calculation and individual numerical values are estimated. The 
actual work schedule of the products already manufactured are exported from the accounting system.  

First, the direct production costs are determined. For this, the machine hourly rates and production wages 
are taken as a basis and multiplied by the respective forecast production times. The work schedule is used as 
a basis to map the machine selection. The manual input of the production times is of great importance in 
order to ensure a high degree of accuracy in the cost calculation. The times of comparable orders stored in 
the booking system are initially used as the basis for estimating the production time. Based on this, empirical 
values are used to increase precision. The calculator takes into account which employee is listed as a machine 
operator in the booking system. For example, the experience of long-serving employees can be an indicator 
that the production job already completed was completed particularly quickly. A more conservative 
estimation of the production time by adding a corresponding markup could therefore be recommended. Also 
the posting date in connection with the considered machine tool is used as criterion for the estimation of the 
production times. If a machine is newly acquired, it can be expected during commissioning that the employee 
is still untrained in its operation. Delays caused by technical problems that the machine operator is not able 
to eliminate as quickly as expected in normal operation are also conceivable. The transferability of the 
production times could therefore be accompanied by a certain lack of precision when this information is 
taken into account. A manual correction is therefore necessary. 

Another criterion is parallel jobs that may have been performed on the same machine without this being 
recorded in the booking system by the employee. This circumstance is not directly apparent, but can be 
checked by looking at other jobs that were logged in the booking system on the same day.  

In addition, the work schedule of the historical data under consideration can provide information about 
problems that the machine operator had to rectify. If incidents were documented, the calculator can make an 
appropriate correction to the production times on this basis. Material errors or setup times are conceivable 
incidents that delay further processing and can thus greatly distort the production time booked in the system.  
Once the direct production costs have been calculated by multiplying the respective hourly machine rates 
(or the equivalent of production wages) by the forecast production times, the direct material costs are 
determined. The necessary raw materials can be taken from the bill of materials of the production order. 
However, the design drawing also provides information on the selection of raw materials. The tolerances 
required by the customer and the mechanical boundary conditions are used and compared with the raw 
materials or standard parts actually available. A correction of the parts list is often necessary.  Multiplying 
the material selection by the corresponding material prices finally yields the material unit costs. The material 
prices are determined on the basis of quarterly price agreements. In this calculation, it should be noted that 
purchased parts are not yet taken into account. These are declared as special direct costs of the sales 
department and result either from concrete offers from suppliers, are estimated as a lump-sum markup or 
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can also be taken from post-calculations of past orders. The calculated costs are then added together and a 
variable administrative and production overhead rate is applied. The result is the cost of goods sold of the 
costing object. After taking into account the profit markup and a cash discount, the result is the net quoted 
price. 

Mainly used criteria for quotation costing: Product specifications (technical drawing of product), work 
schedule, comparable orders, machine hourly rate, production wages, forecasted production time (from work 
schedule of historical comparable orders), machine operator for historical orders, experience of machine 
operators, machine tool, check of parallel jobs of historical common orders, incidents documented in the 
work schedule 

5. Data model for quotation costing 

For the generation of the data model for quotation costing, the results from the interviews are summarized 
and explained briefly in the following.  

The expert interviews show that the criteria used for the quotation and the cost calculation is highly agreed 
upon by the interviewees. A production order is first created on the basis of the customer inquiry, which 
consists of the bill of material and the work schedule. This is then followed by the calculation of the cost. 
Here, a rough distinction can be made between production costs, material costs and other overheads. 

The production costs consist of those costs which arise from the machine assignment in the production. The 
basis for this is the work schedule, it specifies the sequence and allocation in which the raw parts are 
produced on the respective machines and tools. This can be used for a machine hourly rate calculation, the 
cost rates for the machines are fixed. A decisive variable for the cost determination is the production time. 
This is determined by the calculator as stated in the case studies on the basis of various factors. A correct 
estimation of the production time is a decisive success criterion for the precision of the forecast cost 
calculation. The interviews show that in business practice, empirical values are of great importance. 
Production times are estimated in conjunction with discussions with production employees and on the basis 
of (manually filtered) historical data. These are then multiplied by the corresponding machine hourly rates 
to produce the production costs. 

A preliminary calculation of the expected material costs is based merely on the evaluation of the bill of 
materials. It provides information on which raw parts and purchased parts are required for the production 
order. In addition to the dimensioning, type and number of pieces, it also shows which material specifications 
exist in order to be able to make an appropriate material selection. Depending on the industry and product 
spectrum, corrections may have to be made here because the requested components do not correspond to the 
dimensions of unfinished parts. This process, which is also based on personal experience, takes place with 
the help of feedback from the customer. Once the bill of material is finalized, costs are calculated and totaled 
based on price agreements, lump sums, or specific quotes from suppliers to determine the total material costs. 
The production costs are added to the material costs to give the expected production costs. In order to include 
those costs in the quotation that are not directly attributed to the criteria stated above, an overhead markup 
is added to the production costs. This is usually a fixed cost rate that is calculated based on an overhead 
calculation. In particular, administrative and selling expenses are included. All these information are 
summarized and outlined in the following UML Diagram (Figure 2). 

Description of the UML Diagram 

The class model ³3ULPH�&RVWV´ is used to calculate the cost of goods and the UML notation makes it possible 
to quickly obtain a general understanding of the basic structure of the data model. The prime cost class is at 
the end of the calculation. This class is used to calculate the quotation cost for the customer on the basis of 
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direct and overhead costs. The latter are determined on the basis of a stored overhead rate on the direct costs. 
The direct costs in turn consist of the material and production costs. 

 
Figure 2: Data Model for Quotation Costing in SMEs 

In the class material costs, the information from the bill of materials (BoM) is related to the costs for the 
corresponding raw parts and purchased parts. After creating an array list that associates the items from the 
BoM with the corresponding material prices from the Material Database class, the total material costs can 
be returned using a simple multiplication. This value is stored in the materialCostsTotal attribute and can be 
retrieved by a corresponding getter method in the cost price class. 

The production costs are calculated in the corresponding class with the help of machine hourly rates, the 
wage costs and the predicted production times. The machine hourly rates are also initialized as a separate 
class. This has all the relevant attributes of each machine that is actually used within the production 
operation. In addition to the machine-specific ID, the class stores all relevant values for the complete 
calculation of the machine hour rates. The result is stored in an array list containing the machine ID and the 
machine costs for one hour for all machines. The labor costs in turn are set as attribute laborCosts. A 
corresponding method in the production costs class can retrieve the values. The production time is also stored 
in a separate class. Since the values refer to the corresponding machines, it is also stored in an array list. The 
first value is the machine ID, the second value is the production time. The values, which are assumed for the 
production time, are initialized with the help of a manual input of the calculator.  

As stated in the expert interviews described above, the production times are estimates based on experience. 
At this point, the class diagram illustrates which information is used by the calculator to provide an 
estimation for the times. In addition to the current production order, past production orders are also included 
in the decision-making process. A list of the work steps and stations and thus the necessary machine 
assignment can be taken from the work schedule from the production order. Comparable historical orders 
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are then available to the calculator, in which the actual, but also the previously assumed production times 
can be taken. The associated class ManufacturingOrders_Historical also contains further attributes that can 
be useful for evaluating the historical data. For example, the employee of the work step, which is stored in 
the booking system, can be a decision criterion. The attribute machineAllocation provides information about 
the sequence in which the production took place. Depending on the layout of the production hall, this can 
provide information about transport routes and associated distortions of the production times in the booking 
system. The parallelOrders attribute stores the number of orders produced at the same time. A low capacity 
utilization, for example, is an indication that the production time could have been shorter. In addition to other 
influencing factors, a deviation between planned and actual values can also be used to improve the expected 
accuracy of the occupancy times of current production orders. The array list stored as postCalculation as 
well as the postOfferCalculation is used for this purpose. Intelligent processing of the above-mentioned 
attributes and influencing factors makes it possible to estimate production costs as precisely as possible. 

6. Summary and Outlook

Above all, it becomes clear that the process of quotation costing is currently highly dependent on people and 
is based in many places on estimations and personal experience. In order to transform quotation costing as a 
data-supported process, all necessary information and data must be available in used IT system(s). As stated 
in the very beginning, the interviews also underlined, how many different tools, databases or files are 
currently used in this process and how time consuming the generation of the prime costs are. To make such 
an effort for a quotation, not knowing whether the customer will accept it or not, is highly inefficient and 
risky.  

The different criteria used for quotation costing in the case studies are explained and summarized in the data 
model. Thanks to the UML notation, this data model can be transferred in Business Software or other IT 
systems to build up a data-bases quotation costing process.  

The first finding of the research was, which exact data are needed for the quotation. With the generated 
results SMEs can check the data model to get an overview, which data they might need to add to their 
calculation to improve the process and their results. Moreover, the model also shows, which data must be 
available and can lead companies to the transparency, which process they really need to digitize to get access 
to data-related information beside the personal experience they mostly rely on so far. 

A huge impact for the optimization of the quotation quality is the factor of personal experience and the 
estimation processes. Especially for important information that are crucial to the quality of the final result 
the case studies show, that they mainly rely on estimated information. Further research should be conducted 
KHUH�WR�GHWDLO�WKH�³(VWLPDWRU´- Class in the UML diagram, to receive a data-supported estimation. In this 
area, artificial intelligence applications are particularly conceivable in order to identify similar orders and to 
draw corresponding conclusions about the current quotation. 
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Abstract 

Industry 4.0 is driven by Cyber-Physical Systems and Smart Products. Smart Products provide a value to 
both its users and its manufacturers in terms of a closer connection to the customer and his data as well as 
the provided smart services. However, many companies, especially SMEs, struggle with the transformation 
of their existing product portfolio into smart products. In order to facilitate this process, this paper presents 
a set of smart product use cases IURP�D�PDQXIDFWXUHU¶V�SHUVSHFWLYH� These use cases can guide the definition 
of a smart product and be used during its architecture development and realization. Initially the paper gives 
an introduction in the field of smart products. After that the research results, based on case-study research, 
are presented. This includes the methodological approach, the case-study data collection and analysis. 
Finally, a set of use cases, their definitions and components are presented and highlighted from the 
perspective of a smart product manufacturer.  

Keywords 

Industry 4.0; Smart Products; Digitalization; Smart Machines; Product-Service-Systems 

1. Introduction

The digitalization found its way into the manufacturing environment. Even traditional industries such as 
mechanical engineering are affected by this trend [1]. The products of mechanical engineering, tools and 
machines, which previously contained only mechanical parts are becoming smart and connected. In other 
words, they are enhanced with electronic and digital components such as sensors and microprocessors [2]. 
The result are smart products. They are based on cyber-physical systems and consist of both physical and 
digital components [1]. They form the foundation of industry 4.0 and by that, the establishment of 
collaborative networks [3,4]. 

Smart products can be used to generate a competitive advantage by improving the services provided to their 
users [5]. Smart products are an exceptional opportunity of getting a data based, detailed understanding of a 
FRPSDQ\¶V�FXVWRPHU�DQG�how the product is actually used. This allows great insight into what future products 
might look like and which features need to be updated. Smart services can be tailored and continuously 
improved to serve a customer¶s need. [6,2,5] 

However, to gain those valuable insights, a well architected digital environment needs to be built around a 
product, finally making it and its insights smart [2,5]. Many companies, especially SMEs struggle with this 
challenge, as they are lacking the internal knowledge for developing such complex digital products and 
architectures and even expect a business loss if they fail to place a smart product on the market [6,7].  

In order to facilitate the process of developing a smart product as well as helping the business decisions for 
smart products, an overview of its possible applications in terms of use cases is needed. In the long run those 
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use case can serve as a basis for the development of the digital architecture of smart products. This is the 
goal of the underlying research project BlueSAM, which provides SMEs with blueprints for the development 
of smart products architectures.  

For this reason, this paper presents a set of use cases for smart products from a smart product PDQXIDFWXUHU¶V�
perspective. First of all, the term smart product is defined in the context of this paper. Subsequently the 
overarching research project and the envisioned smart product development process for SMEs is described. 
After that the process of case study research is explained and applied. This leads to an empirically derived 
set of use cases for smart products, that are validated by industry experts and literature.  

2. State of the art 

Smart products are in the limelight of Industry 4.0 and one of the main topics among the smart factory, smart 
logistics and smart development [6]. Smart Products, their definitions and differentiations have been widely 
covered in scientific literature, such as [8,2] and the authors¶ previous works [9,1,10]. Based on HICKING¶S 
definition in [1,10] WKH�DXWKRUV�GHILQH�D�VPDUW�SURGXFW�DV�³D�SURGXFW��ZKLFK�FRQVLVWV�RI�ERWK�D�SK\VLFDO�DQG�D�
digital component. They create value for both, its user (mostly the customer) as well its manufacturer. For 
XVHUV� D� VPDUW� SURGXFW¶V� PDLQ� DGGHG� YDOXH� LV� WR� SURYLGH� VPart services. For the manufacturer it is the 
RSSRUWXQLW\�WR�OHDUQ�IURP�LWV�QHZO\�JHQHUDWHG�XVDJH�GDWD´��6PDUW�VHUYLFHV�DUH�D�GDWD�EDVHG�FRPELQDWLRQ�RI�
both digital and physical services provided by smart products [11].  

In mechanical engineering there are two main fields of application for smart products: the use of smart 
products in the own production and the sale of smart products as well as accompanying services [12]. This 
paper will focus on the perspective of a smart product manufacturer. Examples for smart products in 
manufacturing are smart industrial air compressors, software applications for a mobile steering of machines 
or connected machines which are capable of gathering and analyzing production data in real-time [13,14].  

The applications of smart products are only limited by imagination. However, several publications have 
offered overviews of existing smart product use cases or described specific use cases. Examples are PORTER 
& HEPPELMANN [2,5], HERTERICH ET AL. [15,16], ABRAMOVICI [17] or MACHCHHAR ET AL. [8]. As this 
work employs smart product use cases derived from practical applications by Case Study Research [18], the 
aforementioned works ± among others - are applied in their literature based verification process (see section 
4.3). This results in the use case overview presented in this paper.  

3. Methodology and focus of this paper 

As mentioned before the results of this paper are part of an overall research project assisting SMEs in the 
GHYHORSPHQW�RI� WKHLU�VPDUW�SURGXFWV¶�GLJLWDO�DUFKLWHFWXUH�DQG�LQIUDVWUXFWXUH��This will be with a use case 
based, smart product reference architecture with focus on SMEs. From this reference architecture, for every 
use case, blueprints for a smart product architecture will be derived. The development of the reference 
architecture is based on the process by KRCMAR ET AL. [19]. This will lead to an overall process for the 
facilitated development of smart products based on blueprints. The process is drafted in Figure 1. Step one 
is the selection of smart product use cases in the beginning of the development process. It will give SMEs 
an inspiration into which applications can be realized with their future smart products. Secondly, architecture 
blueprints will be selected based on the selected use cases. In the third step, the blueprints will be specified 
and customized into a company-specific architecture. After that the, the process allows the delegation of 
development tasks among partner companies and external service providers marking the Co-Development 
phase. This fourth step considers, that most SMEs do not have all capabilities for smart product development 
in house and therefore need help in form of a Co-Development guideline for partnering up with and  
managing external partners.   
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Figure 1: Overall project approach (grey: focus of this paper) 

This paper focuses on step one of the envisioned development process, providing a list of smart product use 
cases based on a smart SURGXFW�PDQXIDFWXUHU¶V�SHUVSHFWLYH� To be up to date, the approach of case study 
research by EISENHARDT [18,20] was chosen to derive the use cases. It provides use cases derived from 
empirical evidence, validated with existing literature [18,20,21]. Furthermore, the selected research approach 
provides valuable insights into the realization of the use cases at the case study partners that could not be 
achieved by solely focusing on theoretical evidence and existing use case models.   

In case study research, theories or hypotheses are evaluated with the help of so called ³case studies´, that 
represent empirical data collections from multiple data sources. During the research case studies are collected 
and then analyzed individually as well as between each other. The identified hypotheses are then developed 
and enhanced from case to case. After that the derived theories are then verified based on a literature analysis. 
After 4 to 10 case studies a saturation of the built theory should be reached, meaning, there are no more 
additions to it [18,20,22,21]. Case study research has become a popular research methodology beyond its 
origins in social sciences as it delivers an opportunity to analyze theoretical situations where a statistical 
approach is not feasible or less effective [20,21].  

4. Smart Product Use Cases derived from Case Studies  

4.1 Selected Case Studies and saturation 

In compliance with case study research the set of case studies was very carefully selected in order to lead to 
valid results. Therefore the selection of use cases was based on theory not on sampling [18,21]. Case study 
research aims at a replication of results from case to case not on a statistical sampling [18]. Table 1 gives an 
overview of the case studies selected for this research. The case study companies were selected with the goal 
to deep dive on use cases analyzing usage data as well as providing smart services to customers. The case 
studies were selected by company size, measured in number of employees and revenue, the type of their 
business relationship (business to customer (B2C) or business to business (B2B)), the complexity of their 
smart product (machine or assembly group), the current lifecycle phase it is in (in use or in development) 
and their type of company (smart product manufacturer or smart product service provider). The selected set 
of case studies is both not theoretically identical but also not a random sample of companies. For the 
company type, next to manufacturers, service providers were chosen on purpose as they offer several smart 
products or cater to many different customers and thus have a wide knowledge of different applications and 
use cases for smart products.  
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Table 1 : Overview of selected case studies 

No. Employees Revenue 
Business 
type 

Product 
complexity 

Lifecycle 
phase Company Type 

1 > 500 ������0��¼ B2C, B2B Machine Usage Manufacturer 
2 > 1000 ������0��¼ B2B Machine Usage Manufacturer 
3 > 6500 ��������0��¼ B2B Machine Usage Manufacturer 
4 > 2000 ������0��¼ B2B Machine Usage Manufacturer 
5 > 1500 < 3,����0��¼ B2C, B2B Machine Development Manufacturer 
6 > 150 �����0��¼ B2C, B2B Machine Development Manufacturer 
7 > 15 ������0��¼ B2C, B2B Assembly group Usage Service Provider 
8 > 6000 ��������0�¼ B2B Machine Usage Service Provider 
9 > 10 ����0��¼ B2C, B2B Assembly group Development Service Provider 
10 > 10000 < ������0��¼ B2B Assembly group Usage Manufacturer 

For every case study an individual company was selected. Different data sources such as expert interviews 
performed by the authors of this paper, publications, presentations or product tests were used in the case 
VWXGLHV¶�analysis. During the data analysis, smart product use cases were derived from the collected case 
studies and compared to the a-priori use case model. Thusly the smart product use case model evolved during 
the research. As Figure 2 is showing, after seven case studies, no more new use cases were identified and 
added to the model. This means saturation is reached.      

 
Figure 2: Saturation curve of case study analysis 

4.2 Identified Smart Product use cases 

In Total 13 use cases were derived which can be distinguished into two main categories. They are shown in 
Table 2. The first category is focused on use cases focusing on usage and field data. The second category is 
focused on providing smart services IRU�WKH�VPDUW�SURGXFW¶V�XVHUV. The use cases are explained in detail in 
the following subsections. The descriptions of the use cases represent the aggregated and anonymized 
findings from the case study analysis. All of the use cases were verified during expert interviews with the 
user committee of the underlying research project and literature about smart product use cases.  

Table 2: Overview of derived smart product use cases 

Use Cases with focus on usage data Use Cases with focus on smart services 
Analyze usage behavior Offer Condition Monitoring 
Derive new products or services Provide Predictive Maintenance 
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Improve existing products or services Offer data analytics 
Update products or services Assist operation 
Upgrade products or services Optimize operation 
Offer Subscription Deliver consumables or supplies 
 Create digital product image 

4.3 Description of the use cases derived from the analyzed case studies 

4.3.1 Derive new products or services 

The data collected from smart products can be used to identify opportunities for new products and services. 
This means identifying completely new product ideas, missing product functions in existing smart products 
or changing the configuration of features in a smart product [23,15,24]. This means omitting unused 
functions or combining them into new functions. To do so, the existing product configuration is measured 
against the identified customer needs from the usage behavior analysis as well as the product usage and 
linked to product functions [25]. From here missing functions can be identified and evaluated for new 
products [25].  

4.3.2 Improve existing products or services 

Next to deriving new products and services, existing products or services can be improved with usage data 
from smart products. Though this use case is very similar to derive new products or services it is mentioned 
separately. The matter of differentiation for the authors is the improvement of existing functions versus the 
identification of missing ones, which leads to new products or services. In this case the focus of the analysis 
is set on the existing functions and features and if they can be improved, e.g. for better user experience or 
performance [26,15,24,2].  

4.3.3 Update products or services 

The update products or services use case means improving or enhancing the existing functions smart product 
by exchanging physical or digital components [27]. To do so, an update needs to be ready for deployment 
from the manufacturer. This may be an improvement of software such as a change in the user interface but 
may also include the exchange of a physical component [24,2]. Before that the update needs to be authorized 
by the user. If necessary, a downtime is scheduled for the smart product. Depending on service level 
agreements, an exchange product may be delivered on site during the smart products update time [2,5].  

4.3.4 Upgrade products or services 

Upgrading a product or a service, in contrast to an update, refers to deploying new digital or physical 
functions to a smart product, including an entire exchange of the product [28,14,27]. The process of 
upgrading a smart product is analogous to the update process. Meaning an upgrade is ready for deployment 
and will be executed similarly to the update (see section 4.3.3). To identify the need for an upgrade the usage 
of the smart product is monitored against predefined performance KPIs. Once a threshold is exceeded, the 
current product use is evaluated. This could mean using a smart product at its upper or lower performance 
limit triggers an exchange against a smaller or bigger product to better fit the customer¶s usage behavior 
[14]. The use of upgrades extends the lifecycle of products and the level of customer satisfaction by 
continuously satisfying the customer needs [28]. Furthermore it also allows a continuous evaluation and 
change of the smart product based on its usage [28].  
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4.3.5 Analyze usage behavior 

As the use cases are used in the conceptualization phase during the development of a smart product, a detailed 
yet easy to understand visualization is needed. Therefore, in addition to the use case description every use 
case is visualized in a UML Use case diagram [29]. It is a type of visualization that is easy to understand, 
solution agnostic, and yet leaves enough space for interpretation as the design of a smart product is evolving. 
Nevertheless, it contains the main components that are needed to realize a smart product. The use case 
diagram for analyze usage behavior is shown in Figure 3. 

TKLV�XVH�FDVH�IRFXVHV�RQ�XQGHUVWDQGLQJ�WKH�XVHU¶V�EHKDYLRU by analyzing usage data collected by the smart 
products [30,15,2]. It builds the foundation for better understanding how and why customers are using the 
smart product and their specific needs [30,15,31,8,2]. It means collecting the usage data such as frequency, 
duration, and location of usage as well as the used features from the smart product and storing it within the 
product cloud [30,8,2]. In addition to that, user feedback on the product itself or certain features is added to 
the analysis [24]. By analyzing the usage behavior over a certain period of time a behavioral profile of the 
user can be derived [24,2]. The collected data is then matched with customer specific data as well as data 
DERXW�WKH�FXVWRPHU¶ s segment [30,2]��,Q�DGGLWLRQ�WR�WKDW�WKH�FXVWRPHU¶V�XVDJH�SURILOHV�FDQ�EH�FRPSDUHG�WR�
one another determining certain usage patterns and customer needs [2,25]. In order to collect usage data, this 
use case will collect the usage data based on the use case offer condition monitoring (section 4.3.7) as well 
as customer feedback based on assist operation (section 4.3.10). 

 

 Figure 3: Use Case diagram for analyze usage behavior 

4.3.6 Offer Subscription 

Offering a subscription business model means delivering continuous value improvement for a fixed fee 
[32,33]. The online streaming service Netflix ± with a fixed price rate and ever growing offering ± is an 
example for a subscription based business model from a B2C context [34]. Moving from a transaction based 
customer interaction to an outcome based customer interaction is becoming increasingly popular in the B2B 
context and is enabled by smart products [32]. The delivery of value is often measured in product 
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performance [35,15]. The improvement in performance is achieved by analyzing the usage behavior to 
identify opportunities for process or product improvements for the specific customer use case [35,2]. 

4.3.7 Offer Condition Monitoring 

The use case offer condition monitoring consists of visualizing a products condition as well as providing the 
user with alerts in case predefined thresholds are exceeded or a set of rules triggers it. This means that the 
user is allowed to define alerts and rules [26,2,5]. To execute the rules the smart product collects data from 
different sources and aggregates them [15]. 7KH� GDWD�PD\� EH� IURP� WKH� SURGXFW¶V� HQYLURQPHQW� VXFh as 
brightness, humidity (environmental data), from within the product such as internal sensor values or errors 
(product data) or regarding the process the product is in (process data) [8]. The later visualized or monitored 
values may be specific values such as the vibration within a motor or KPIs aggregating different data streams. 
This could be the asset health or IRU�H[DPSOH�WKH�VPDUW�SURGXFW¶V�2(( [26]. The condition monitoring use 
case serves as a base for many of the identified use cases. This use case can also be applied to the smart 
SURGXFW¶V�PDQXIDFWXUHU�PRQLWRULQJ�FHUWDLQ�.3,V�IRU�WKH�VPDUW�SURGXFW�GXULQJ�LWV�XVDJH [26,35]. 

4.3.8 Provide Predictive Maintenance 

Predictive Maintenance aims at providing the user of the smart product with an interruption free usage 
period. It means identifying the need for maintenance and scheduling it before the smart product breaks 
down unexpectedly, avoiding unforeseen downtime [36]. In the case of an identified maintenance need a 
planned maintenance will be scheduled automatically to ensure maximum performance of the smart product 
[2,14]. To do so the remaining usable life of components or the whole smart product is calculated and 
monitored. This is done by connecting the as is data from the smart product with historical data and historical 
maintenance cases [8,5]. Based on the identified issues, maintenance measures are selected and a 
maintenance is scheduled. Depending on the situation, the maintenance can be executed remotely [26]. As 
the component to be exchanged is known in advance the maintenance personnel can bring the right 
equipment and plan the maintenance process accordingly [2,14]. If needed an exchange product can be 
provided during the maintenance period [37]. 

4.3.9 Offer data analytics 

This use case allows the smart product¶s user to individually deploy data analytics models on the smart 
product using its field and product data. This means selecting from a set of predefined analytics models that 
can be applied to the smart product and its environment [23]. These can be anomaly detection, assistance for 
teach in of sensor values, vibration and temperature analytics, etc. [5]. It includes external data sources such 
as business systems as well as storing and exporting the analytics results [2]. Offering such functions may 
have a positive effect on the perceived value of the smart product. 

4.3.10 Assist operation 

Assisting the operation refers to KHOSLQJ�WKH�VPDUW�SURGXFW¶V�XVHU�WR�RSHUDWH�LW��7KLV�PHDQV�the smart product 
automatically guides its user. It monitors the way it is used and provides helpful information such as manuals, 
warning about dangerous or unintended maluses of the product and prevents the user from making mistakes 
[15,16,2]. It will allow remote assistance and remote control as well as collect feedback from the users via 
its digital interface [35,2]. 

4.3.11 Optimize operation 

Optimize RSHUDWLRQ�UHIHUV�WR�KHOSLQJ�WKH�VPDUW�SURGXFW¶V�XVHU�WR�RSHUDWH�LW�DW�DQ�RSWLPDO�VWDWH� This is done 
via UHFRPPHQGDWLRQV� IRU� WKH� XVHU� WR� LPSURYH� WKH� SURGXFW¶V� SHUIRUPDQFH� RU� OLIHWLPH [2,14]. The 
recommendations can be drawn from a predefined set of recommendations. The recommendations are 
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selected on the base of an optimization model constantly comparing the current operation parameters to an 
optimal state [26,15,2]. 7KH� VPDUW� SURGXFW¶V� GDWD� FDQ� EH� HQULFKHG� ZLWK� H[WHUQDO� GDWD� VRXUFHV� OLNH� WKH�
production schedule from an MES or ERP software [2]. 

4.3.12 Deliver consumables or supplies 

In this use case the smart product watches the usage of supplies or consumables during its use. Based on the 
usage it can estimate the remaining time until new supplies will be needed. Being connected to the stock 
management system at the company or the supplier it can order material just in time to not run out of stock 
[38,15,14]. This may also lead to a more detailed usage understanding for the product¶s manufacturer also 
offering an additional value stream in case the supplies are directly sold by him.  

4.3.13 Create a digital product image 

A digital product image gives an overview of historic data from the smart product based on a continuous 
data flow [39,40]. In the presented set of use cases, the term digital product image is used synonymously for 
digital shadow as well as digital product passport [39]. It stores all of the historical product data and allows 
the user to explore it from different views and contexts. Such views may be the manufacturing history or the 
maintenance history of the smart product. Additionally the data can be exported to other systems or be 
analyzed in a different context [39,41,40].  

5. Summary and outlook 

In this paper a set of smart product use cases for developing a smart product are presented. They are described 
from the perspective of a smart product manufacturer with industrial application. The overarching smart 
product development process is explained. The use cases are derived with case study research. The 
methodology as well as the selection and saturation of case studies and use cases is explained. After that, the 
validated use cases are described in detail and an exemplary use case diagram is shown.  

Future research will focus on building blueprints for easily applying the use cases during the smart product 
development process as well as creating a methodology for a focused co-development of the smart products.  
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Abstract 

To achieve lightweight properties, a process for the local reinforcement of injection-moulded parts using 
additive manufactured continuous fibre reinforced inserts was developed. The process is based on the 
additive manufacturing (material extrusion) of semi-finished products (inserts) made of pre-impregnated 
continuous fibres, which are inserted in a defined position of the injection mould and then over-moulded 
with a compatible polymer matrix. Due to the manufacturing method of the inserts, a material, form and 
frictional bonding between the fibres and the polymer matrix can be realised. By choosing a specific 
positioning of the inserts resp. the continuous fibres, one can achieve a significant lightweight construction 
potential and the targeted elimination of process-related weak points such as weld lines of the injection-
moulded parts.  

A virtual development process using digital product development tools were applied for the construction of 
a concrete application example. A combination of topology optimisation and finite element analysis (FEA) 
was used to determine the load- and material-optimised design. For the simulation and optimisation of hybrid 
parts a new method of virtual development and definition of material models for additively manufactured 
components was developed. The validation of the process chain for hybrid parts was carried out using a test 
setup that represents real load situations of an automotive part. The technical analysis of the hybrid part 
showed a weight saving of 19.5% compared with the reference part. Regarding the critical load case (load 
from above), a 38.1% lower deformation was achieved. The specified maximum load and deformation limits 
were maintained in the use case. In addition, in the weld line area malfunction was avoided by the continuous 
fibre-reinforced insert. 

Keywords 

Injection moulding; additive manufacturing; hybrid part; continuous fibre reinforced inserts; topology 
optimisation 

1. Introduction

Over decades, numerous manufacturing processes have been developed that enable the processing of 
polymers. Injection moulding has established itself as a standard process in industrial applications for the 
production of polymer parts. Due to the high level of existing know-how and the optimal control of the 
processes in the field of injection moulding, this manufacturing process enables the high-quality and cost-
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effective production of polymer parts in large quantities (large-scale production). The wide range of available 
materials also makes injection moulding interesting for the industry. However, the large number of 
advantages is offset by a number of disadvantages. The strengths and VWLIIQHVV¶V when using thermoplastics 
are low in relation to metal materials and are also stress-dependent [1]. Due to these circumstances, these 
injection-moulded parts are not suitable for high stresses, which means that the weight advantage of metal 
materials is no longer decisive. 

To leverage more of the lightweight potential of injection-moulded parts, it is necessary to improve their 
mechanical properties. Technically feasible approaches already exist, in which unfilled plastics are 
substituted in the injection moulding process by short (0.1 ± 1.0 mm) or long (1.0 ± 50.0 mm) glass fibre 
reinforced polymers. However, the use of significantly better reinforcing continuous fibres (endless) is not 
feasible here, as these fillers cannot be processed in injection moulding. Therefore, there is still a need for 
research in the case of local stress and simultaneously required minimum weight. [1] For these requirements, 
however, one alternative is to integrate continuous fibre into an injection-moulded part using an additional 
manufacturing process. In this case, additive manufacturing can be used to significantly improve the 
mechanical properties of polymer parts and utilizing the geometrical freedom to locally reinforce the 
polymer part [2-8].  

Accordingly, the aim of this scientific work is to develop a concept to improve the mechanical capabilities 
and at the same time save material and reduce weight of an injection moulded part by inserting an additive 
manufactured continuous fibre reinforced part. For this purpose, a virtual product development process is 
applied. 

2. State of the Art 

Insert technology is one way to open up further lightweight potential and at the same time improve the 
mechanical properties of an injection-moulded part. Here, the designing engineer can react to the local 
stresses and reinforce the stress hotspots in the injection-moulded part by locally positioned inserts. In 
polymer processing techniques usually, the inserts are made of metallic materials. Using metal inserts can 
create a friction or form bond and for material bonding a post processing step has to be applied. However, 
when the part volume is small, it is difficult to transfer the load to the metal. Following the example of long 
glass fibre reinforced injection moulding, inserts made of continuous fibre reinforced polymer composites 
offer new manufacturing possibilities. Thus, mechanical properties can be significantly increased at the areas 
subjected to the highest local stresses. For example, local reinforcement offers the possibility of reducing 
ribbing, wall thicknesses, and the long glass fibre filler content, which leads to further material and weight 
savings [1]. To realize the material and weight savings, continuous fibres can be integrated into an injection-
moulded part via an additional upstream manufacturing process. The additive manufacturing technologies 
offer new approaches for this purpose.  

The additive manufacturing process of material extrusion (MEX), which uses filaments as semi-finished 
products for producing parts, is increasingly developing from a manufacturing process for prototypes to a 
manufacturing process for end use parts. Similar to other polymer processing methods, mechanical properties 
of the manufactured parts can be further enhanced by MEX through the addition of fillers such as 
nanomaterials, particles or short fibres to the used filament. These composite filaments are characterised by 
high mechanical properties at low weight and very good functionality. However, the mechanical properties 
of short fibre reinforced composites produced by additive manufacturing are still more anisotropic with 
composites produced by conventional methods, depending on the orientation of the additive manufactured 
part and the processing parameters of the additive machine.  For the production of continuous fibre reinforced 
thermoplastic parts, MEX promises to be an alternative to conventional process chains, since no cost-
intensive equipment, such as tooling or autoclave, is required [9, 10]. In general, the additive manufacturing 
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process MEX for producing continuous fibre reinforced polymer parts uses a multi-material approach. Two 
filaments (continuous fibre reinforced filament with polymer matrix and an unfilled polymer filament) are 
heated up and extruded layer by layer in order to manufacture a continuous fibre reinforced polymer part 
(see Figure 1). 

 

Figure 1: Schematic structure of the Additive Fusion Technology [11] 

Therefore, the geometry of the additive manufactured continuous fibre reinforced polymer inserts can be 
individually and digitally adapted to the exposure path. In general, when processing the continuous fibre 
filament, their dimensions must be taken into account, since their stiffness means that they cannot be 
processed in the MEX in the same way as the unfilled polymer filaments because of the lower bending radius 
in comparison to the unfilled polymer filaments.[11] 

9T Labs' Additive Fusion Technology (AFT) uses the strategy of upstream co-extrusion process for 
composite filament production and dual extrusion method in the manufacturing process (Figure 1). The 
composite filament's fibre volume content of 60% is very high compared to others available on the market. 
[11, 12] 

3. Methodology 

The objective was to improve a reference part from the automotive industry: armrest. To increase the strength 
combined with a simultaneous reduction in weight, further development in design, simulation and production 
technology were necessary. The standard reference part was made of a long glass fibre reinforced 
thermoplastic using an injection moulding process. The approach pursued to increase strength was the use 
of continuous fibres, which could not previously be introduced or processed in the injection moulding 
process. The continuous fibres were integrated in an upstream production stage. Therefore, in order to 
achieve an improvement in strength, locally additively manufactured continuous fibre reinforced polymer 
inserts were implemented in the reference part. Additive manufacturing could be used to individually 
manufacture filigree structures from pre-stretched continuous fibre reinforced polymer filament with a rough 
surface without the need for tools, which was not possible using previous manufacturing technologies. The 
rough surface in case of the high fibre content is used for better bonding in injection mould and the 
continuous fibre reinforced insert. The simultaneous weight savings were achieved by using virtual product 
development tools to design the hybrid part. By identifying the load flow in the reference part, the part could 
be strengthened at highly loaded locations and material saved at less loaded locations (see Figure 2) 
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Figure 2: Procedure for the developed hybrid part 

In the first step of the process chain for hybrid parts, the boundary conditions of the reference part were 
defined, which reflected the conditions of use in reality. In particular, the load situation and the mounting 
conditions of the reference part were to be mentioned as boundary conditions. Based on these boundary 
conditions, a load-optimised reference part was developed in the subsequent step. A finite element analysis 
(FEA) and a topology optimisation were carried out to determine the optimum material distribution in the 
reference part in terms of the load. The reference part was redesigned on the basis of these simulation results. 
This already enabled an initial lightweight design potential to be raised. In addition, the simulation results 
served as a preliminary stage for analysing the possible position and alignment of the continuous fibre 
reinforced inserts. 

Before the design of the continuous fibre reinforced inserts could begin, it was necessary to evaluate the 
position in the injection-moulded part in which the continuous fibre reinforced inserts would be over-
moulded and how much space they would take up in the geometry of the injection-moulded part. The shape 
of the continuous fibre reinforced inserts was restricted by the geometry of the injection-moulded part and 
should be aligned with the stress distribution in the part [13, 14]. For this reason, the design of the continuous 
fibre reinforced inserts was based on the results of the FEA calculation, in addition to the restrictions imposed 
by the space and the manufacturing constraints resulting from the additive manufacturing process. In the 
material model the anisotropy resulting from the injection moulding process also had to be taken into 
account. [15] 

The next step was the virtual development of the hybrid reference part, which consists of two parts: the load-
optimised injection-moulded part and the continuous fibre reinforced insert. In this stage of the development 
various virtual product development tools were used to design the hybrid reference part. An iterative process, 
combining FEA, topology optimisation and redesign, was run through to determine a load-optimal design 
for the hybrid reference part. The focus was on further weight savings by optimising the injection-moulded 
part and determining the geometry and optimal number of layers of the continuous fibre reinforced inserts. 
The strength of the hybrid reference part was simulatively validated using FEA For the simulation of the 
mechanical behaviour of the continuous fibre reinforced insert a non-linear anisotropic material model was 
used. (see Figure 3) 
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Figure 3: Procedure of virtual product development of the hybrid part 

The optimum resulted from the cost aspect, whereby the size of the continuous fibre reinforced inserts was 
predominant, the insert costs were significantly higher than those of the injection-moulded part. Therefore, 
the optimal number of layers was primarily determined. The number of layers was considered optimal if the 
hybrid part reached the minimum safety factor and a further increase in the number of layers would not result 
in a significant improvement in strength or a reduction in the safety factor observed.  

At the beginning, a topology optimisation of the reference part, which was normally manufactured by 
injection moulding, was carried out. The results of the topology optimisation were used as an indication of 
the areas where material and corresponding weight could be saved. Subsequently, the newly designed 
topology optimised hybrid part had to be validated by performing FEA calculations for the critical load 
cases. The boundary conditions were the same for all FEA calculations. The safety factor of the topology 
optimised part was used as the primary decision criterion for evaluating the strength of the hybrid part. Here 
a minimal safety factor had to be achieved so that the material did not fatigue under loading cases. Especially 
fibre fracture have to be prevented . For the further procedure for integrating the continuous fibre reinforced 
inserts, the determined load optimised structure served as the design basis of the hybrid part. The results of 
this FEA calculation were used to locate the optimal positions for the continuous fibre reinforced inserts. 

Due to the load distribution and the formation of weld lines in the part, the area of the armrest's bearing 
surface and the area of the assembly suspension on which the armrest was mounted to the car seat were 
identified as critical.  Therefore, the continuous fibre reinforced inserts were used in these areas to further 
reinforce the part. The main objective was to ensure that the load flow when the armrest was under stress 
was primarily directed into the continuous fibre reinforced inserts and thus into the fibres, which leaded to 
the load relief of the topology optimised structure. The next step was to determine the design of the 
continuous fibre reinforced inserts. The design was limited on the existing volume of the topology optimised 
injection-moulded part and the manufacturing restrictions of the continuous fibre reinforced additive 
manufacturing process (layer height 0.27 mm, fibre width: 1.1 mm). In the first instance, the optimum 
number of layers of the continuous fibre reinforced inserts were determined, starting with a minimum 
number of layers of two. Subsequently, the structure of the hybrid part was validated by means of renewed 
FEA calculations. This involved checking whether the topology optimised structure together with the 
continuous fibre reinforced inserts (hybrid part) was sufficient for the existing loads. In particular, the focus 
here was on the continuous fibre reinforced inserts, where it was important to avoid fibre breaks so that the 
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load flow continued to be directed into the fibres. If the FEA calculation of the topology optimised hybrid 
part results insufficient safety factors the continuous fibre reinforced inserts were primarily redesigned by 
increasing the number of layers. If necessary, many iteration loops had to be performed until the optimum 
number of layers was achieved and the requirements of the topology optimised hybrid part could be observed 
simultaneously.  

However, if the threshold of the safety factors and the total deformation could not be exceeded or not reached 
and if there was no more space to increase the number of layers of the continuous fibre reinforced inserts, a 
constructive adaptation of the topology optimised part had to be carried out. This meant that too much 
material was removed in the first step of the topology optimisation and the continuous fibre reinforced inserts 
could not compensate loss of strength due to the material reduction.  

Therefore, an improvement of the stability of the topology optimised hybrid part had to take place by a 
constructive modification of the topology optimised structure. At this point, the iteration loop for 
determining the optimal number of layers and observation with the requirements for the topology optimised 
hybrid part started all over again. If, however, the optimal number of layers and the requirements for the part 
were achieved, it might also be possible to save material and weight by reducing the material additionally. 
The weight saving was to be chosen as the termination criterion of the iteration loop. As soon as no 
significant weight advantage could be achieved by the constructive modification of the topology optimised 
structure, the iteration loop was terminated and the continuous fibre reinforced insert did not result in a 
significant improvement of the strength. The procedure was characterised by numerous iteration loops until 
a result could be achieved. These iteration loops were carried out until the constructive redesign of the 
topology optimised structure showed no weight advantage compared to the reference part.  

Following the virtual validation of the topology optimised hybrid part, the physical validation procedure of 
the process chain for hybrid parts was carried out. After the continuous fibre reinforced inserts had been 
additively manufactured, they were inserted into specially provided and appropriately designed cavities in 
the injection mould. The inserts were manufactured from a continuous fibre-reinforced polymer filament, 
composed of 60 wt.-% 3K fibre filament count tows and 40 wt.-% Polyamide 12 polymer. Then the 
continuous fibre reinforced inserts were over-moulded with polymer (Polyamide 66 with 30 wt.-% glass 
fibre content). Otherwise, the process did not differ from the conventional injection moulding cycle. It was 
essential for a good injection moulding result that the continuous fibre reinforced inserts were suitably fixed, 
because otherwise the complete encapsulation by the melt was jeopardised and warpage could occur [1]. 

Furthermore, additional criteria had to be observed when the polymer melt flowing around the inserts. 
Ideally, the position of the continuous fibre reinforced inserts should be chosen advantageously in relation 
to the weld line positions in order to avoid air inclusions. Therefore, the flow of the melt around the 
continuous fibre reinforced inserts had to be optimised. In addition, the reorientation of the long glass fibre 
of the injection moulding material had to be taken into account, which occurred when flowing around the 
inserts by the polymer melt. The long glass fibres aligned along the continuous fibre reinforced inserts and 
enveloped these. The flow direction of the melt also helped pre stretching the continuous fibres in the load 
direction [4]. 

In the last step of the development several selected prototypes of the hybrid reference parts were 
manufactured, which have different modifications of the continuous fibre reinforced inserts (path design of 
the continuous fibre or the number of layers of the inserts). In this process, continuous fibre reinforced inserts 
were additively manufactured from a composite filament using the continuous fibre reinforced MEX process 
AFT. The continuous fibre reinforced inserts were placed in an injection moulding tool and over-moulded 
with long glass fibre reinforced thermoplastic. By attaching polymer distance keepers to the continuous fibre 
reinforced inserts, it was possible to ensure that they hold their position in the injection mould. Finally, the 
hybrid parts were validated by means of a test set-up that reproduced the real load situations in the mounted 
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state. This was used to validate the results from the simulation and to qualify the development process for 
series production. 

4. Results 

The technical analysis of the hybrid part compared to the reference part showed a 19.5% reduction in weight 
in the primary objective of weight saving. In the first critical load case (load from above), a 38.1% lower 
deformation was achieved (see figure 4). The specified maximum load and deformation limits resulting from 
the application were adhered too. In addition, failure in the area of the weld line could be avoided due to the 
continuous fibre reinforced inserts.  

 
Figure 4: Comparison of reference part (IM) and hybrid part (IM + AM) 

During the simulations, it was observed that an increase in the number of layers of the continuous fibre 
reinforced insert up to an optimum has a positive influence on the increase in the strength of the hybrid part. 
Further layer number increases beyond the optimum result in a reduction of the strength. This can be 
explained by the interlaminar interaction of the individual layers, whereby delamination takes place and the 
detachment of the individual layers leads to an overall reduced reinforcing effect of the continuous fibre 
reinforced inserts. The delamination beyond the optimum layer number of the inserts occurs because of the 
reduced layer bonding during long manufacturing time. The long manufacturing time results in 
inhomogeneous cooling conditions, which have a negative impact on layer bonding. In addition, the weak 
point of the weld lines could be compensated by the reinforcing effect of the continuous fibre reinforced 
inserts. A shift of the fracture points away from the critical area of the assembly fixture to the front area of 
the armrest was observed. The economic analysis of the hybrid part showed that the costs were still too high 
for the application in the automotive industry. The value of 5 ¼�NJ�DGGLWLRQDO�FRVWs per saved kilogram in the 
prototypes, which is usual for the automotive industry, was exceeded. However, it is an attractive solution 
for special solutions in vehicles or for applications in medical technology or the aviation industry. 

5. Summary and Outlook 

To answer the research question, which focuses on achieving lightweight construction goals in a long glass 
fibre reinforced injection-moulded part, the concept of continuous fibre reinforcement was developed. The 
lack of processing possibilities for continuous fibres within the injection moulding process made it necessary 
to add another manufacturing process to integrate the continuous fibres (process chain for hybrid parts). The 
continuous fibres were implemented as semi-finished products according to the principles of insert 
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technology. For the production of these continuous fibre reinforced inserts, the continuous fibre reinforced 
additive manufacturing was selected. An iterative procedure for the virtual product development of a hybrid 
part could be worked out. Especially the interaction of different tools of virtual product development from 
design, FEA validation and simulation has an innovative character. Furthermore, it should be critically noted 
that the anisotropic elastic constants and strengths of the parts and materials for the FEM and simulation 
were determined by semi-empirical equations, since no reliable material parameters were available from the 
manufacturers or in the literature. More realistic simulation results can be expected if the anisotropic elastic 
constants and strengths are determined experimentally by means of tensile tests. In addition, the quality of 
the simulation results can be increased if there is a better interface between injection moulding and FEM 
simulation. In this context, further developments of the software are to be made with regard to the 
consideration of continuous fibre reinforced laminates in the injection moulding simulation according to the 
principles of insert technology. 

Nevertheless, the validation of the hybrid parts showed that the simulation results correspond to the real load 
situation in terms of strength. In the hybrid parts, a further increase in the mechanical part properties could 
be achieved by optimising the continuous fibre reinforced inserts. The technical analysis of the hybrid part 
compared to the reference part showed a 19.5% reduction in weight in the primary objective of weight 
saving. In the first critical load case (load from above), a 38.1% lower deformation was achieved. An 
additional adaptation of the injection moulding tool is not necessary for this. In particular, the optimal 
increase in the number of layers to stabilise the continuous fibre reinforced inserts in the injection moulding 
tool. Likewise, the strength of the hybrid part can be further increased by compressing the continuous fibre 
reinforced inserts (improved layer adhesion of the individual continuous fibre layers). 

The bonding of the inserts with the injection-moulded matrix of the hybrid part creates a material, form and 
friction bond without the need of a post-processing step. Whereas with metal inserts only a friction or form 
bond can be created and for material bonding a post processing step is necessary. This is favoured by a low 
heat distortion temperature of the polymer matrix of the continuous fibre reinforced inserts, so that the 
polymer matrix of the continuous fibre reinforced inserts is also melting during over moulding with the long 
glass fibre reinforced thermoplastic. This results in an atomic bond between the two polymer matrices when 
the part solidifies. 

Considering the economic circumstances of the application in automotive industry the part costs to achieve 
this weight saving are considered too high, if the acceptable additional costs per weight saved in the 
DXWRPRWLYH�LQGXVWU\����¼�NJ��VHUYH�DV�D�UHIHUHQFH. Therefore, the application in aviation industry in order to 
substitute metallic parts through hybrid parts can be considered.  

Furthermore for more applications the superior thermal and electrical properties of the continuous fibre 
reinforced inserts can be utilised. Besides the enhancement of mechanical properties and the weight saving 
potential the continuous fibre reinforced inserts can reduce thermal expansion and increase the thermal 
conductivity for the application in the optics industry. The high electrical conductivity of the continuous 
fibre reinforced inserts can also be used to integrate sensors and selective conducting paths in injection 
moulding parts. 
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Abstract 

Despite a high degree of uncertainty about the scope of future orders and the corresponding capacity and 
material demands, Maintenance, Repair & Overhaul (MRO) service providers face high expectations 
regarding due date reliability by their customers. To meet these requirements while at the same time keeping 
delivery times short, the availability of the required spare parts or pool parts is an essential success factor. 
As these cannot be kept in stock in large quantities due to their high monetary value, reliable spare parts 
demand forecasts are of vital importance for the profitability of MRO service providers. As a result of a high 
degree of information uncertainty and the mostly lumpy demand patterns, conventional time-based and 
statistical methods do not show sufficient forecasting quality for application in the MRO industry. Data-
based approaches incorporating machine learning methods offer promising capabilities to achieve improved 
predictive accuracy but still need to be adequately linked to production planning and control to realize their 
full potential. This paper first analyses potential approaches to spare parts demand forecasting in the MRO 
industry, focusing on forecast accuracy and potential for integration into material and production planning. 
Based on this, a classification of demand forecasting approaches is presented and an approach for order-
based material demand forecasting with two-step feature selection is proposed. Finally, the presented 
approach is applied on a real dataset provided by an MRO service provider.  

Keywords 

MRO; spare parts demand; forecasting; Machine Learning; Artificial Neural Networks. 

1. Introduction

Maintenance, Repair and Overhaul (MRO) of complex capital goods, such as aero engines or wind turbines, 
LV�DOVR�NQRZQ�DV�³UHJHQHUDWLRQ´�[1].  This process comprises the disassembly, inspection, repair, reassembly, 
and test (quality control) of mostly high value products [2]. In addition to this, there are up to two pooling 
stages in the regeneration supply chain (see Figure 1) to provide repairable or serviceable spare parts to their 
downstream processes and by this improve robustness against disturbances or material shortage along the 
regeneration process. [3]. These pools are filled either from the respective upstream processes or via the 
procurement of new or used parts. The availability of the pool parts and the precision of the corresponding 
demand forecast thus have a significant influence on the punctuality of the material supply for the reassembly 
and the achievable adherence to delivery dates of the MRO service provider to its customers [4]. In turn, the 
on-time delivery by MRO service providers is complicated with the high degree of uncertainty about the 
future work scope at the beginning of the regeneration process. Due to the complexity of goods to be repaired, 
it is not possible until the end of the inspection to recognize all existing damages and thus to plan repair 
operations and forecast the material demand. Furthermore, it is uncertain, whether a component can be 
repaired or has to be replaced (e.g. due to heavy damage) [1]. 
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Figure 1 ± Universal supply chain structure for the regeneration of aero engines [5] 

As the spare parts cannot be kept in stock in large quantities due to their high monetary value, reliable 
forecasting is a crucial factor to ensure the profitability of the MRO service provider. Because of the lumpy 
patterns of spare parts demand, which will be described in the next section, traditional time-series and 
statistical forecasting methods do not provide sufficient forecasting quality for application in the MRO 
industry [6]. However, today more and more condition data, e.g. oil pressure or temperatures are measured 
during operation, which can be indicators regarding the wear of components [7]. Besides these quantitative 
parameters, also qualitative parameters, such as region, climate, maintenance politics of aircraft operator or 
owner have to be considered while forecasting material demand. This is possible e.g. using Machine 
Learning (ML)-based methods, which thus are the focus of this paper. Based on a brief introduction to spare 
parts demand classification a brief analysis of characteristics of spare parts demand in the MRO industry and 
potential methods for spare parts demand forecasting is performed in section 3. Based on this, section 4 
presents a hybrid approach to spare parts demand forecasting and outlines the first prediction results 
obtained. Finally, conclusions are given in section 5. 

2. Spare parts demand in the MRO industry 

Spare parts demand can be categorized, using periodicity (inter-demand intervals) and quantity variation. 
Typical demand structures are smooth, erratic, intermittent and lumpy demand (see Table 1) [8,9]. 

Table 1 ± Demand categorization according to [8], [9] 

Demand Type Inter-demand 
intervals 

Quantity 
variation 

Smooth 
Low 

Low 
Erratic High 

Intermittent 
High 

Low 
Lumpy High 

 
Smooth and erratic demand patterns can be distinguished according to quantity variation, which is relatively 
low in the case of smooth demand patterns and relatively high in case of erratic demand. Periods between 
demand occurrence are small in both cases. Intermittent and lumpy demand is characterized by the mostly 
random appearance of demand and many periods of zero demand. Furthermore, lumpy demand, in 
comparison to intermittent demand, shows high variance in spare parts quantity [11,10]. Cut-off values 
regarding the separation of these demand patterns are proposed in [10]. Considering complex capital goods 
like aircraft about 80% of the demand for repair, and corresponding material demand comes up unplanned 
[12]. Due to this and corresponding uncertainties regarding damage pattern, work scope  and spare parts 
demand of unplanned MRO-activities can mostly be categorized as intermittent or lumpy (cf. [6] for sources 
of intermittency and lumpiness for aircraft spare parts). Hence, different forecasting methods and potential 
fields of application in forecasting of intermittent or lumpy demand are analyzed in the next section. 
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Inspection QARepair

Pool
SA
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Serviceable partsSA:
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3. Literature review: Forecasting of material demand 

Methods for demand forecasting methods overall can be grouped in deterministic, stochastic demand 
assessment and subjective estimation methods [13]. [14] categorizes forecasting approaches depending on 
the influencing variables in causal, lifecycle, time series and consumption analysis. A differentiation between 
qualitative and quantitative approaches is used in [15], whereby the quantitative methods are subdivided in 
uni- and multivariate methods. [16] uses a similar structure but subdivides quantitative methods in time-
series and causal forecasts. An alternative classification is presented in [17] that distinguishes between past-
based and future-based methods, each divided into qualitative and quantitative methods. These are further 
differentiated in methods for forecasting of time and quantity of material demand by  [18]. These approaches 
to classification of material demand forecasting form the basis for the classification scheme (see Figure 2) 
that is presented in the following sections. 

3.1 Deterministic approaches 

Deterministic demand forecasting methods are methods by which material demand is determined solely 
based on an existing independent primary demand [13]. These methods comprise analytical and synthetic 
approaches [13]. Analytical methods rely on the bills of material of the finished product. Based on them, the 
demand on finished product (primary demand) is disassembled in demand for subassemblies and 
components [13]. Synthetical methods to forecasting make use of parts usage lists as a forecast basis and are 
suitable especially for long-term planning [13]. Another deterministic approach is e.g. consumption analysis. 
This method is based on maintenance measures planning [14]. Due to their inability to consider uncertainties 
and thus unplanned material demand in the regeneration process, deterministic approaches are only suitable 
for spare parts provision during planned regeneration events (e.g. mandatory replacements of components). 
For intermittent and lumpy demands, which are in the focus of this paper, stochastic methods are commonly 
used [19]. 

3.2 Stochastic approaches 

Stochastic demand forecasting can be defined as "mathematical-statistical methods, in which past 
consumption values are used to infer future demand´� [13]. These methods can again be grouped into 
quantitative and qualitative. Quantitative stochastic methods include univariate and multivariate approaches 
[15] that are presented separately in the following sections. 

3.2.1 Quantitative univariate approaches 

Univariate approaches are those based on consideration of only one independent variable and include e.g. 
time-series and life-cycle analysis. Time-series methods are methods by which the forecasting for a future 
time horizon is made based on a demand history from the past. Among others, the approaches based on well-
known statistical methods, such as exponential smoothing or moving average, are to be emphasized. 
Statistical methods for forecasting intermittent and lumpy demands were first studied by CROSTON [20]. In 
his work, he found that exponential smoothing does not provide sufficient forecast quality to forecast 
intermittent demand and proposed his method, based on exponential smoothing, in which demand rate and 
time intervals between its occurrence are analyzed and forecasted separately [20], [21]. [10] and [22] 
identified a bias in CROSTON¶V�PHWKRG�DQG� LQWURGXFHG�DQ�DGGLWLRQDO�FRUUHFWLRQ�IDFWRU to avoid this bias. 
Further statistical methods for predicting intermittent and lumpy demand are also presented and discussed 
in [23], [24], [25] and [26]. 

Life-cycle analytical methods for demand forecasting are based on an "estimation of the time until failure of 
the corresponding component" [14]. These methods are based on failure rates or, in other words, the 
probability of a failure as a function of its lifetime [15]. Practical studies on these methods are presented e.g. 
in [27] and [28]. 
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Time-series and life-cycle analytical methods are easy to use and require a relatively small amount of input 
data. Nevertheless, the increasing number of influencing factors that MRO service providers are provided 
with, e.g., from condition monitoring systems, cannot be taken into account completely with the help of 
these approaches, which leaves potential for improvements of the forecast quality unused.  

 
Figure 2 ± Classification of demand forecasting methods (based on [13], [14], [15], [16], [17], [18]) 
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3.2.2 Quantitative multivariate approaches 

As forecasting material demand is usually dependent on more than one variable, multivariate forecasting 
methods are gaining more and more importance over the recent years. These methods include 
coefficient-based and causal analysis methods [15]. These approaches typically apply data from the use 
phase, for example using condition monitoring systems, or the maintenance phase of the goods (cf. [7]). 
Coefficient-based methods consider several influencing factors (quantitative and qualitative) to determine a 
wear coefficient (cf. [15] for definition). These methods include, for example, ML-based methods, such as 
Artificial Neural Networks (ANN) that represent simplified representations of the biological neural network 
(cf. [29] for the definition of ANN). They consist of several information processing units �³QHXURQV´��that 
contain mathematical functions and are interconnected. The signals entering a neuron are weighted and 
converted into the output signals using an activation function. To do so, the ANN is trained based on a 
training data set, e.g. to achieve desired prediction results. Lumpy demand forecasting using a multilayer 
perceptron (MLP) type of ANN is explored and analyzed in [8], [30], and [31]. The analysis of  60 
contributions related to ANN-based intermittent demand forecasting in [8] reveals, that MLP-based methods 
provide the best forecasting performance compared to other types of ANN. Above mentioned research also 
proves that the forecasting accuracy of MLP outperforms that of time series analytical methods. Other 
ANN-based methods for forecasting material demand are investigated in [32] (e.g. Recurrent Neural 
Networks (RNN)), that also show good results in the forecasting of non-stationary demand in the field of 
aircraft spare parts management. Through good forecasting performance, big input-data requirements as well 
as poor traceability auf causal relationships can be highlighted as disadvantages of ANN-based methods. 
These can be identified using causal analysis forecasting methods [15]. One of the most common causal 
forecasting methods are Bayesian networks (BN). BN are a set of variables (nodes) and directed edges 
between them, that form a directed acyclic graph (DAG). Edges of this graph represent potentially causal 
dependencies between the nodes [3], [33]. First applications of different types of BN (expert-initiated BN, 
data-based BN, and hybrid ML-based BN, which combines the first two approaches) for forecasting lumpy 
spare parts demand are performed in [34]. Here, the hybrid BN outperforms the expert-initiated BN and the 
data-based BN as well as logistic regression in terms of prediction accuracy [34]. First applications of BN 
in regeneration logistics can be found in [3]. In this context, they are used to determine the probability with 
which regeneration orders are required for a component or an assembly. For this purpose, the product 
structure of the regeneration good is represented in form of a BN, in which the assemblies and components 
are mapped as its nodes. The edges are derived from the product structure and existing influencing factors. 
For the determination of the initializing probability distribution, existing service data from the past is 
provided as the basis for the BN. In both [3] and [34] good causality determination performance of BN is 
reported. In contrast to time-series based methods, quantitative multivariate forecasting can be used for 
order-specific forecasting to predict the demand for a certain regeneration order, e.g. based on conditional 
or operating data of a certain regeneration good. However, this only allows the total demand per order to be 
predicted and does not include information about the specific time this demand occurs. This is illustrated 
graphically in Figure 3 using a fictitious demand time-series. 

 
Figure 3 ± Types of material demand forecasting 
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3.2.3 Qualitative approaches 

Qualitative approaches are methods based on expert estimates or the analysis of existing information 
(without causality determination) about the forecasting asset. These can be subdivided in past-based and 
future-based qualitative forecasting methods. Methods based on past data include, for example, relevance 
tree analysis. The future-based methods include, among others, questioning, brainstorming, Delphi method, 
and scenario technique. [17]. Although qualitative methods are widely used for spare parts demand 
estimation in the MRO sector due to their simplicity, they are still strongly dependent on individual, 
subjective estimations and thus can neither be proven by data, nor can they be reproduced or even automated. 
Due to high financial risks, the high variability in demand as well as the complexity of the goods, the quality 
of the forecasts is often insufficient, which is why they are not the focus of this paper.  

3.3 Hybrid approaches to material demand forecasting 

Hybrid forecasting approaches combine different forecasting methods to improve forecast accuracy. In [35] 
hybrid approach for intermittent demand forecasting in the semiconductor supply chain is proposed, which 
combines RNN-based and time-series-based methods. In this study, the presented method outperforms 
time-series and RNN-based forecasting methods in terms of demand prediction accuracy. In [36] a hybrid 
approach for material demand forecasting dedicated to the mining industry is proposed. It combines 
regression modeling and ANN-based method and which also shows better forecasting performance 
compared with time-series and ANN-based methods as standalone approaches.  

The overview of relevant literature has shown, that advanced ANN MLP-based approaches outperform 
conventional statistics methods in forecasting accuracy. Hence, in the following section an ANN-based 
order-specific approach dedicated to the MRO industry is presented. This order-specific forecast could 
afterwards potentially be distributed over the demand time periods, which could be a topic of further 
research. 

4. Overview of ANN MLP-based approach for material demand forecasting 

As mentioned in section 3, ML-based and, especially, ANN MLP-based methods provide better forecasting 
performance in comparison to the time-series methods. In this section, hence, an approach for systematic 
application of ANN for order-specific material demand forecasting in the MRO industry is presented. First 
the approach functionality and general process is presented in section 4.1. Afterwards its software-based 
implementation based on real dataset provided by MRO service provider is presented in section 4.2.  

4.1 Overview of approach functionality 

The performance of ANN MLP-based methods can be significantly improved by the selection of relevant 
input-features (cf. [38,37]). The approach presented in this section (see Figure 4) is focused on sufficient 
data preparation and feature selection for ANN MLP-based order-specific demand forecasting for the MRO 
industry. It combines qualitative and causal analysis methods into a two-step process to select relevant 
features and, by this, increase forecasting accuracy. The structure of the approach is based on typical 
structure of data analytics project, presented e.g. in [39]. Consequently, the first step of the approach is data 
preparation based on typical datasets available to MRO service providers. This usually comprises condition 
parameters, contractual information, customer related data and data from previous regenerations of similar 
or the same product. To apply ANN-processing this data needs to be prepared accordingly (e.g. through 
normalization). Afterwards the data irrelevant to the subject area needs to be excluded ± usually in 
corporation with a subject area expert (e.g. internal customer numbers). This may help to decrease 
computational time and costs for the next FS-step (see Figure 4). After this assessment and basic filtering of 
irrelevant features, systematic techniques for feature selection have to be applied to avoid redundancy [37], 
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which can not be identified during expert evaluation, as well as to enhance the understandability and to 
minimize the effort of further data processing [38].  

  
Figure 4 ± ANN MLP-based approach for material demand forecasting in the MRO industry 

This paper focuses on Forward Feature Selection (FFS) only as one of the most popular feature selection 
methods. This represents an iterative approach, that progressively adds features that improve the model¶V�
forecasting accuracy the most until no additional accuracy can be gained [40]. Due to the increasing number 
of features available in regeneration this needs to be supported systematical. To do so, BN are chosen as a 
model learner, due to their good performance in the identification of interdependencies as reported in [3] and 
[34]. After relevant features have been selected, forecasting can be performed and analyzed using statistical 
failure rates. This assessment allows for a preliminary evaluation of forecasting results. If the applied 
forecasting method did require the normalization of data during pre-processing, data has to be denormalized 
to obtain forecast values usable in practice.  

4.2 Software-based application of ANN-based order-specific demand forecasting 

For validation of the proposed approach functionality, it was applied to a real data set, provided by an MRO 
service provider. The data provided comprises more than 600 datasets with 22 qualitative and quantitative 
parameters each. The data preparation and forecasting method were implemented using the open-source 
visual-programming tool KNIME Analytics Platform v4.5. Using above described two-step-FS the following 
features were selected: cycles since new and last regeneration and (partially) product owner, region of 
operation, regeneration project type. To analyze the forecasting accuracy the results obtained by forecasting 
with one-step (only expert estimation) feature selection is compared with results obtained using the presented 
two-step (expert estimation and FFS) feature selection based on typical statistical measures: Mean Absolute 
Error (MAE), Mean Squared Error (MSE) and Root Mean Squared Error (RMSE) (see Table 2). In this 
comparison the normalized values are used for better understanding of the range of the forecasted value. The 
training algorithm was repeated ten times to determine the achievable range of forecasting accuracy. 

Table 2 ± Comparison of forecasting accuracy of ANN MLP with one-step and two-step of feature selection 

Error MAE MSE RMSE 
ANN MLP (1 St.) �����«����� �����«����� �����«����� 
 ANN MLP (2 St.) �����«����� �����«����� �����«����� 

 
The comparison confirms that ANN MLP-based approach with two stages of feature selection outperforms 
the similar order specific approach with only one step of feature selection (expert evaluation) in forecasting 
accuracy. It needs to be mentioned, that in this example only required demand for serviceable components 
were forecasted, as there was no information on capacity demands per regeneration order, which have to be 
included for demand forecasting and demand-oriented inventory dimensioning of repairable spare parts. For 
comparison with conventional time series-based approaches, it also has to be taken into account that the 
prediction results obtained with the ANN-MLP approach so far only forecast order-specific demands without 
their demand timing. Consequently, it requires a scheduling of the demands based on the probability of 
occurrence of the regeneration events as well as the delay in demand based on the date of occurrence of the 
regeneration events. A potential approach to this estimation is described in [41] that uses a hybrid approach 
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of data mining and logistics models to predict throughput times of regeneration orders. As mentioned in 
section 4, this coupling should be focused next to allow for an application in the MRO industry. 

5. Summary and outlook

Despite various research regarding the prediction of mostly intermittent or lumpy spare parts demand in the 
MRO-industry service providers still lack suitable and applicable approaches to spare parts demand 
forecasting using available quantitative and qualitative information. In this paper, different methods for 
material demand forecasting are analyzed, compared and systematically structured. Here it needs to be 
differentiated between time-based and order-based forecasting. The literature review has shown, that 
ML- and especially ANN-based forecasting methods significantly outperform conventional time-series
methods in terms of forecasting non-stationary demand. Taking into account MLP as the best performing
approach among other ANN-based methods, a systemic approach for application of ANN MLP to forecast
material demand in the MRO industry was proposed afterwards. Further this approach was applied to a real
dataset provided by an MRO service provider for the prediction of required quantity of serviceable
components with two stages of feature selection (expert estimation and FFS). Its performance was compared
with the similar approach, using one-step feature selection (expert estimation) only, afterwards. This
comparison has shown, that using two-stage feature selection with FFS technique, based on a BN learner,
better forecasting accuracy can be achieved. Further research needs to be dedicated to the hybridization of
time-based and order-based forecasting approaches with the purpose of distributing precise ANN-based
demand forecasts over time periods. In this context, the material demand forecast must also be extended to
include the expected demand for repair, so that inventories of repairable components can also be
systematically taken into account for the purpose of meeting the total material demand. An additional
direction of research is the comparison of alternative feature selection methods and different selection model
learners to further improve forecast accuracy.
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Abstract 

Openness is becoming increasingly important in scientific research and practice. It describes the 
phenomenon of sharing information with other internal or external stakeholders by using different 
technologies, e.g., cloud computing, distributed ledger, or digital twins. Hence, many researchers investigate 
and evaluate the openness of platforms. Alongside these platforms, digital twins are gaining influence in 
industrial processes. A digital twin is a virtual representation of a physical entity connected through a bi-
directional data linkage. Its primary purpose is to visualize, analyze, and optimize production and logistics 
systems. Nevertheless, research shows a lack of knowledge in the domain of the openness of digital twins 
and that the topic has not been addressed adequately. To approach this research gap, this paper provides a 
review of literature-based work on digital twins focusing on logistical contexts. It aims to answer the question 
of how open digital twins are, depending on their use case, purpose, and status as digital twin or digital 
shadow. Through a comprehensive research approach, this paper provides researchers and practitioners with 
meaningful insights into the openness of digital twins. 
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1. Introduction

It was inconceivable to make internal operations transparent to external stakeholders for decades. Even 
within a supply chain, each company operated within its premises. But transparency along a supply chain 
holds many advantages for logistics because logistics connects places and companies in global networks and 
creates value [1]. Therefore, the aspect of openness has become increasingly important, especially in 
research. Openness results from transparency, which in turn is created by the exchange of data between 
different entities [2]. This data exchange is supported, among other things, by a so-called digital twin. The 
digital twin is a virtual construct of an actual entity with a bidirectional connection [3]. It is this connection 
that enables new applications. Following [4], the interest in the digital twin has increased in research and 
industry. Many companies see great potential in using the digital twin [2], so it will gain further influence 
on industrial operations in the future. One of the primary purposes of a digital twin is to create transparency 
in logistics by solving problems regarding visibility [5]. Nevertheless, as with many digital constructs, e.g., 
virtual platforms, data sharing is often limited by user requirements, data sovereignty of owners, as well as 
suppliers [6]. At this point, the following research question arises: 

RQ1: Are digital twins enabling data sharing within ecosystems? 
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Before research may address the level of openness, we must ensure that digital twins, in principle, can 
provide transparency through data sharing. Then, if data sharing capability is guaranteed, we examine the 
level of openness of digital twins for data sharing. Thus, the second research question reads as follows: 

RQ2: How open are digital twins used in logistics? 

To answer the research questions, we conduct an exploratory examination of the topic area based on a 
systematic literature review following [7] as well as [8]. The paper is structured as follows. First, we provide 
insight into the concepts of digital twins, their data sharing capabilities, and the general concept of openness. 
Then, we give an overview of the research method before we describe the literature review results. After 
that, we explain and discuss our observations. Finally, we summarize the findings and offer contributions, 
limitations, and an outlook for further research topics. 

2. State of the Art 

2.1 Digital Twins 

Digital twins originate from the decades-old concept of physical twins as simulation and experiment 
environments for real-world applications [4]. One of the first noted deployments was the Apollo Space 
Project, in which physical twins mirrored the space capsules for testing purposes. Since then, the concept of 
digital twins has developed continuously. Starting from [3], who defined the digital twin as a combination 
of physical and virtual products that are connected by data and information. Later, [9] extended their view 
as they now see sensors as the primary data source for digital twins. They laid the ground for the digital twin 
as a concept for product life cycle management [10]. 

Simultaneously, NASA pushed digital twin concepts further. Researchers from this ecosystem see the digital 
WZLQ�DV�³DQ�LQWHJUDWHG�PXOWLSK\VLFV��PXOWLVFDOH��SUREDELOLVWLF�VLPXODWLRQ´�[11, p.7]. This paves the way for 
the second research stream in which the digital twin is seen as the current development stage of the classical 
simulation of production and logistic processes [4]. Both research streams combine the fact that they lack a 
fundamental understanding of what a digital twin consists of [12]. In the last two years, extensive research 
and work have tackled this research gap. [13] concentrate on the data flows towards and from a digital twin 
to specify the concept. They demand a bi-directional data flow for digital twins as the distinguishing feature 
between digital twins and digital shadows as well as digital models. [14] extends the digital twin by the 
dimension of services and examines the question of what a digital twin should be able of in hindsight to data 
processing. A more thorough analysis was the creation of a taxonomy of digital twins, which describes the 
digital twin in the eight dimensions data link, purpose, conceptual elements, accuracy, interfaces, 
synchronization, data input, and time of creation [15]. [16] come to similar but more nuanced dimensions 
with their twelve characteristics and extend the eight dimensions with the aspects of physical and 
environment, fidelity, and system state. The latest development is five archetypes of digital twins, ranging 
from a basic twin with low capabilities to a fully enhanced digital twin that can process complex operations 
and monitor and control physical systems [17]. From this research, we follow the most recent and concluding 
GHILQLWLRQ��³7KH�digital twin is a virtual construct that represents a physical counterpart, integrates several 
data inputs with the aim of data handling, data storing, and data processing, and provides an automatic, bi-
directional data linkage between the virtual world and the physical one. Synchronization is crucial to the 
digital twin to display any changes in the state of the physical object. Additionally, a digital twin must comply 
ZLWK�GDWD�JRYHUQDQFH�UXOHV�DQG�PXVW�SURYLGH�LQWHURSHUDELOLW\�ZLWK�RWKHU�V\VWHPV´ [17, p. 14]. Especially, the 
new and not yet in combination with digital twins portrayed dimensions of data governance and 
interoperability are crucial for this paper. Data governance may consist of many rules, but it is not specified 
which rules should apply. For interoperability, three configurations are provided by [17]. There is either no 
interoperability, a certain degree of interoperability via translation devices within the interfaces, or full 
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interoperability between all agents within a given ecosystem. We assume a high level of openness for a fully 
interoperable digital twin, which we will analyze in this paper. A related concept to digital twins is the 
concept of digital shadows. In this paper, we follow the differentiation of [13]. Hence, a digital shadow 
shows many aspects and properties of a digital twin but lacks a bi-directional, automatic data flow. 

[18] have investigated the use of the digital twin and provide an overview of the industries in which digital 
twins are used. Here, the Digital Twin supports simulation, monitoring as well as optimization of the physical 
plant [18,15]. 

2.2 Openness  

The term openness describes the way technologies are used concerning exchanges with other stakeholders. 
The focus here is on the use of technology [19]. According to [20], openness is achieved through 
collaboration between different actors. It is possible that organizational boundaries may limit the actors. 
Thus, it is unnecessary to share the technology with external stakeholders to operate ³open´. Thereby, 
transparency is one prerequisite for openness [21]. The challenge is to find the right balance between control 
and openness [22±25]. One challenge, for example, is to create governance rules that appropriately limit 
participants' freedom of action [22]. Therefore, [19] sort openness into different degrees. Closed technologies 
have the smallest degree of openness. Only one actor controls them. Usually, the access for other actors is 
restricted by the owner through, e.g., the imposition of patents or copyrights [19,26]. Opposing technologies 
are those that are used to be purely open. They are accessible to all actors [19]. Between both extremes are 
many levels of openness, which depend on individual use cases. 

The combination of openness and information technologies generates opportunities. Information 
technologies enable a broad scope of open practices such as open source, open source software, and open 
innovation [27]. Open source is often used in the field of programming. The idea is to unify the efforts of 
programmers. Sharing the code or granting access to the code are essential parts of being open source in 
programming. The term is based on open source software [28,29]. The unique feature of the open source 
software is that a comprehensive group of users has access to the software's source code. Furthermore, they 
are allowed to use and to modify the software. These changes give rise to further artifacts, which in turn can 
be distributed. 

In recent years, the term open innovation achieved a lot of attention. Open innovation describes the necessity 
to access a technology and concentrate on an open research and development process [30]. [31] has 
developed six principles regarding open innovation. Among other things, he assumes that it is crucial to use 
the expertise and experience of external parties. This extern research and development create an added value 
that could be useable for the intern analysis. The optimum will be achieved by combining the intern and the 
extern research and development. Since there are several definitions of the term open innovation, [32] defines 
it newly. According to him, open innovation is a distributed innovation process. The basis of this process is 
a consortium of precisely controlled knowledge flows. These go beyond the boundaries of the company. 
These knowledge flows are used in a targeted manner in line with the business model. 

3. Research Method 

The aim is to analyze the digital twin in logistics in terms of its openness. For this reason, the research 
method starts with a structured literature analysis according to [7] and [8] to obtain an overview of existing 
literature. Thus, the first step is the database search. Therefore, the search string has been defined. The search 
should focus on the digital twin, which results in the first part of the string "Digital Twin". Furthermore, the 
search is to be restricted to the domain of logistics. Since in English, the terms "logistics" and "supply chain" 
are sometimes used as synonyms, the second part of the search string ("Logistics" OR "Supply Chain") 
results. The subject area of openness is not specifically narrowed down at this point. Some publications 
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describe the construct of openness but do not explicitly call it openness. The search result confirms this 
statement (see [33,34]). The entire search string reads as follows "Digital Twin" AND ("Logistics" OR 
"Supply Chain"). This has been entered into five common databases (AISeL, IEEEXplore, WoS, Scopus, 
and Science Direct). To make possible developments of the digital twin visible, the search has not been 
restricted to a publication period. Also, to obtain a high-quality literature review, the search has been limited 
to peer-reviewed papers. Additionally, only papers in English have been included. The period in which the 
search has been carried out extends through winter 2021/2022. 

 
Figure 1: Search Process. 

The search, including forward and backward searches, resulted in 497 publications (see Figure 1), of which 
175 were declared relevant after an analysis of title, abstract, and keywords and the application of the quality 
criteria. As quality criteria, we demanded a peer-review process, a sound description of the research process, 
the application of commonly accepted research methods, and a noticeable consistency throughout the paper. 
The extraction of duplicates resulted in a literature sample of 141 publications. These were entirely analyzed 
by the two authors and then included in the final literature sample according to their relevance. The final 
sample consists of 75 publications. 

4. Openness of Digital Twins 

To answer how open digital twins are, we first have to ensure the overall capability of a digital twin to be 
open (see RQ1). We define a concept as being able to be open if it can provide transparency over a process. 
[17] state that the two most important purposes of a digital twin are simulation and monitoring. Deriving 
from there, we may expect the capability to provide transparency. In fact, monitoring any process will bring 
transparency to the monitored process. Additionally, simulation operations offer an overview of a particular 
system and provide transparency. [35] even developed an architectural model for digital twins primarily used 
to create transparency in supply chains based on the International Data Spaces and their connectors. As 
operational digital twins in production and construction already exist (e.g., [36], [37]), which create 
transparency, we attest to the digital twin`s ability to create transparency. 

This leads to the second research question, how open are digital twins in logistics. During the analysis, we 
could identify three classifications of openness: intraorganizational, dual, and multisided. If the digital twin 
is just implemented within one participant of the supply chain, we allocate the digital twin to the label 
intraorganizational. There is no exchange of information between different participants of the supply chain 
via the digital twin. If the digital twin is shared with only one other participant in the supply chain, we label 
the digital twin as dual. The third label is called multisided. This label describes the implementation of the 
digital twin by more than one participant of the logistical network. Data and information are shared within 
this ecosystem. These three classes align with the postulation that there are different degrees of openness 
(see section 2). 

Initial Search: 
497 publications

Quality criteria & 
relevance after 
title, abstract, 

keywords:
175 publications

Elimination of
duplicates: 141 

publications

Relevant:
75 publications
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Figure 2: Shares of Openness. 

An analysis of our concept matrix shows that 71% of the articles describe the implementation of the digital 
twin within just one participant (see Figure 2). The other 29% percent are split between dual (7%) and 
multisided (22%). This result contradicts our expectations that the participating enterprises share the digital 
twin within the entire supply chain. An explanation for this is that enterprises may see risks regarding data 
security, governance, or data abuse [38]. Therefore, they use the digital twin primarily within their own 
enterprise. 

To gain a deeper insight, we specify the analysis and search for relationships between the openness and other 
categories like use case, purpose, and twin type. The use case is based on the established Supply Chain 
Operations Reference Model (SCOR Model). This model is used for standardizing the processes in a supply 
chain. It consists of the five different operational phases: plan, source, make, deliver, and return [39]. 
Additionally, we note that digital twins have three primary logistics purposes: simulation, optimization, and 
monitoring [17]. Furthermore, there are two twin types, digital twin and digital shadow, which are explained 
in section 2.1. Table 1 visualizes the results. 

Table 1: Correlations Openness (max. values highlighted). 

Meta-
Dimension 

Dimension* Intraorganizational Dual Multisided 

Use Case 

Plan 18% 17% 11% 
Source 7% 33% 11% 
Make 61% 25% 22% 
Deliver 12% 25% 49% 
Return 2% 0% 7% 

Purpose 
Simulation 46% 28% 52% 
Optimization 26% 43% 16% 
Monitoring 28% 29% 32% 

Twin Type 
Digital Twin 83% 67% 85% 
Digital Shadow 17% 33% 15% 

*Each object may address multiple dimensions within one meta-dimension. However, only the primary 
dimension is noted. 

Due to space limitations, we have not included the conceptual matrix with all 75 publications in this paper. 
The results show some interesting insights. Starting with the use cases, we notice different distributions 
between the level of openness. Intraorganizational digital twins show the most significant variations between 

71%

7%

22%

Intraorganizational Digital Twin Dual Digital Twin Multi-Sided Digital Twin
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the extreme values. Sixty-one percent of the analyzed digital twins are mainly operated in the make phase. 
Hence, this is the most common relation. As the make phase is often within one enterprise, the usage of 
intraorganizational twin is plausible. In these cases, the digital twin is mainly used to simulate and optimize 
WKH�HQWHUSULVH¶V�RZQ�PDWHULDO�IORZ�DQG�QRW�WKH�HQWLUH�VXSSO\�FKDLQ. On the contrary, just two percent of the 
digital twins are used within the return phase. These cases often include the former customer and an external 
return company. The manufacturer is mostly not integrated into these processes. Hence, intraorganizational 
twins are demanding, as this is a highly transactional business that includes at least three parties 
(manufacturer, customer, and return company). 

Dual twins are most common in the phase source, in which bilateral relationships between manufacturer and 
supplier are common. Though, make and deliver are essential phases for dual twins as well. Whereas 
multisided digital twins are concentrated on the deliver phase. This is no surprise, as a manufacturer naturally 
delivers its products to many customers who need access to the digital twin. That nearly one-quarter of the 
dual and multisided digital twins are used in the make phase shows the potential of the more open twins. The 
production processes are more and more intertwined with other factories and companies. Hence, a digital 
representation, which follows this exchange level, needs to be in place. 

The main benefit of a digital twin is the possibility of simulation [40]. So, it poses no surprise that many 
digital twins for simulation purposes are intraorganizational twins. However, it is surprising that the dual 
twins` primary purpose is optimization. Often these twins optimize logistics flows between two companies. 
So, these two companies are forced to share data. Nevertheless, often they do not want to integrate further 
participants. Hence, multisided twins are not so common in optimization. 

These multisided digital twins are more often used for visibility, monitoring, and simulation purposes. 
Visibility is justified by the aim of transparency across the entire supply chain. Hence, data from various 
suppliers need to be integrated. Similarly, simulation gets better as the amount of data increases. So, it is 
reasonable that the consolidation of data from different enterprises supports the simulation. As expected, 
most analyzed objects describe true digital twins. The intraorganizational and multisided digital twins are 
mostly true twins, as the commonly related twin type is the digital twin. However, many so-called dual 
digital twins are digital shadows (33%), following the definition of [13]. Hence, the digital shadow is 
common when shared with other enterprises. As mentioned, enterprises see risks in sharing their data with 
other enterprises. Through the manual data return flow provided by a digital shadow, the enterprise can 
influence the quantity of the shared data. Using a digital twin will lose this influence because the digital twin 
shares the data automatically with the other enterprises. In addition, the automatic data return flow could 
directly influence WKH�HQWHUSULVH¶V�SURGXFWLYLW\�ZKHQ� the other enterprise performs changes via the digital 
twin. 

5. Conclusion and Outlook 

This paper reviews the levels of openness of digital twins in the domain of logistics. Therefore, we analyzed 
the literature through a structured literature review. Regarding RQ1, we state that digital twins are per se 
able for interorganizational data sharing. They are able to create transparency over a process. Hence, digital 
twins provide the basics and fundamental capabilities to be considered open. For RQ2, the review gives us 
a deeper look at the openness of digital twins in logistics. The results show that combining the topics of 
digital twin and openness opens a new field of research. 

Regarding openness, the focus on intraorganizational digital twins is rather astonishing. This result 
contradicts our expectations that the participating enterprises share the digital twin within an entire supply 
chain. An explanation for this is that enterprises may see risks regarding data security, data governance, or 
data abuse. Through the manual data return flow, which is provided by a digital shadow, the participants 
have the possibility to influence the quantity of the shared data. If they use a digital twin, they may lose this 
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influence because the digital twin should share the data automatically with other participants. In addition, 
the automatic data return flow could directly influence WKH� SDUWLFLSDQW¶V� SURGXFWLYLW\� ZKHQ� DQRWKHU�
participant performs changes via the digital twin. Therefore, they use the digital twin primarily within their 
own enterprise. At this point, a research gap arises since openness is an important topic in logistics. Hence, 
a certain level of visibility is justified by the aim of transparency across the entire supply chain. Concluding 
the discussion, we identify several research gaps that should be investigated in further research: 

x Focus on the openness of digital twins in practice
x Providing reference architecture and standard procedures for data security in open digital twins
x Description of industrial applications and use cases
x Focus on additional domains besides classical logistics

Our work is subject to certain limitations. Even if we tried to keep any subjective influence to a minimum, 
the classification naturally suffers subjective influences. In particular, other researchers may make the 
distinction between digital twins and the evaluation of openness differently. Therefore, they obtain different 
results. However, this research makes multiple contributions to the corps of scientific research, as well as 
managerial contributions. We structure the literature on digital twins in logistics and visualize certain 
conclusions regarding the openness of digital twins. These conclusions provide white spots that are suitable 
for further research. Hence, new research streams may be implemented upon this paper. The managerial 
contributions are not quite as direct as the scientific ones. Digital twins still lack a broad operation base in 
logistics contexts. Nevertheless, we provide the industrial experts with the prerequisite for a deeper look at 
their projects regarding open digital objects that accompany their logistics. Furthermore, practitioners will 
benefit from future research on this topic. 
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Abstract 

Current developments and trends are causing an increasingly turbulent environment for manufacturing 
companies. In order to respond to these dynamic market conditions, products and thus also production 
systems have to be adapted more frequently and much faster. However, time and cost targets are often missed 
by classic factory planning approaches due to poor communication, inadequate tools, and lack of interfaces. 
Therefore, new ways have to be found in factory planning to overcome these problems. Building Information 
Modeling, which is already used in the construction industry, provides a promising method for the 
collaboration of stakeholders based on digital models.  This would allow communication to be structured, 
new tools to be used, and interfaces to be stabilized to improve the target achievement in factory planning 
projects. However, which information should be provided in which level of detail in which phase of a factory 
planning project and how the quality of this information can be ensured has not yet been answered. A 
possible solution to these questions is addressed in this article. First, the concept of the so-called Level of 
Development, i.e. the geometric and non-geometric definition of the model contents, is transferred to 
factory layout planning. 7KHQ��EDVHG�RQ�WZR�XVH�FDVHV��WKH�SURFHVV�RI�TXDOLW\�DVVXUDQFH�LV�GHILQHG� 

Keywords 
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1.� Introduction

The manufacturing industry is one of Germany's most important economic sectors, accounting for 23.5% of 
gross domestic product [1]. However, companies in this sector are facing trends such as globalization, 
dynamization of product life cycles and climate change as well as current challenges such as supply 
bottlenecks. These new circumstances force manufacturing companies to adapt and innovate. The focus is 
on new products, new processes, innovative supply networks and also the adaptation of existing or the 
creation of new factories. The adaptation cycles must be implemented faster and more frequently. Factory 
planning is thus becoming a continuous task for companies. [2±4] 

The central target variables of planning projects are time, costs and quality. While the quality targets are 
generally achieved in factory planning projects, the time targets are missed in about 60% and the cost targets 
in approximately 72%. This is primarily due to four areas of potential improvement in the organization of 
factory planning projects: An improvement of communication and synchronization, a further development 
of instruments and tools used, an increase in planned agility in the course of the project, and an early 

544



detection of deviations [5]. The costs of errors on German construction sites amounted to 18.3 billion Euros 
in 2020 [6]. To solve these problems and leverage the potential for improvement, new approaches to factory 
planning must be found. 

It is precisely this potential that the Building Information Modeling (BIM) methodology addresses. BIM is 
a collaborative working methodology based on digital models, called the Building Information Model. The 
Building Information Model is the primary instrument of the methodology, which is generated by tools such 
as authoring software. Those involved in the planning process regularly exchange the models in a systematic 
communication process, which are checked for deviations at an early stage and thus continuously 
synchronized. Agility corridors are planned into the project from the beginning in order to be able to 
eliminate any deviations and, if necessary, to draw several iteration loops. In addition, each project is built 
up modularly via project-specific goals and use cases [7±9]. Current studies show that the use of BIM in 
construction projects leads to a reduction in time in 34% and to a reduction in costs in 60% of the investigated 
cases [10]. 

While there are recommendations for the use of the BIM methodology in public and municipal construction 
as well as in infrastructure construction [8,9,11], the use of the methodology in factory planning is still 
largely unexplored [12,13]. To overcome these shortcomings, this paper presents a modeling guideline 
regarding the geometric and non-geometric level of detail in the factory planning process. Then, two BIM 
use cases to ensure modeling quality are presented and finally described as a process. Thereby, the focus is 
laid on the layout planning process, since in this phase the production system merges with the building to 
form the factory and a large part of the planning interaction between the individual trades takes place. The 
approach presented will be primarily geared towards German companies, as the Honorarordnung für 
Architekten und Ingenieure (HOAI) as well as the VDI-Richtlinie 5200 will be used as basis [14,15]. For this 
purpose, Chapter 2 explains the fundamental procedure for the application of the BIM method. Chapter 3 
shows the different modeling contents of the planning phases, the so-called Level of Development (LoD). 
In Chapter 4 the process of quality assurance is discussed. Finally, the paper ends with a summary and a 
conclusion. 

2. Fundamentals 

2.1 Application of the BIM method 

In order to apply the BIM method in organizations and projects, there are already initial recommendations 
for action [8,9,11]. The procedure is divided into three steps, the formulation of BIM goals, BIM use cases 
and BIM processes. The BIM goals, i.e., which results are expected through the application of the BIM 
method, serve as the starting point. Examples of this are the increase in planning quality, cost and time 
certainty. The BIM use cases are then defined. These concretize the BIM goals as activities. To increase the 
planning quality, for example, the two use cases geometric collision checking between partial and functional 
models and quality checking of the models (cf. Chapter 4) can be formulated. The BIM processes, which 
thus describe the actual working method with BIM, can then be derived from these use cases. This procedure 
is illustrated in Figure 1. [9,16] 

 
Figure 1: Procedure for the application of the BIM method according to [9,16] 

When applying the BIM method in the context of projects, a distinction must also be made between little 
bim and BIG BIM, and between open and closed BIM (cf. Figure 2). Little bim is the use of BIM software 
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products as a so-called isolated solution. For example, one planner uses BIM software, while the other 
participants use conventional software products. The opposite of little bim is BIG BIM. Here, all parties 
involved in the planning process work with digital building models according to the BIM method. The terms 
open and closed BIM refer to the exchange of data between the stakeholders. In a closed BIM approach, 
only the software of a specific manufacturer and its proprietary data exchange format is used. In contrast, in 
an open BIM approach, the software can be freely selected and the manufacturer-independent Industry 
Foundation Classes (IFC) format is used for data exchange and the BIM Collaboration Format (BCF) for 
model-based collision communication. [7] 

 
Figure 2: Breadth and data exchange of the application of BIM according to [7] 

2.2 Development of the factory layout 

Factory layout planning describes the spatial arrangement of operational structural units. The factory is 
understood as a system in which individual elements are related to each other. The relationships form the 
structure of the factory, while the elements represent the individual structural units. Depending on the level 
of factory planning, the structural units can have different characteristics, resulting in two different types of 
layout with increasing levels of detail, as shown in Figure 3. [4,17] 

The first step of factory layout planning is the set-up of rough layouts (ideal and real), in which the functional 
areas (especially production and logistics areas) within the factory building are shown together with the main 
transport routes. Subsequently the fine layout is developed, in which the building services and media supply 
are planned in detail and the operating equipment is precisely positioned. Operating resources are defined as 
technical systems, equipment and facilities that are used to implement manufacturing, assembly and logistics 
processes. From a factory planning perspective, operating resources are production resources such as 
manufacturing machines, assembly resources such as joining tools, and logistics resources such as packaging 
equipment. All machines, tools, materials as well as energy and media connections are represented and thus 
the microstructure of the factory is visible. [4,15,17] 

 
Figure 3: Development of the factory layout during the planning process according to [4,14,15,17] 
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In contrast to Grundig's explanations [17], the third layout type, the workstation layout, is explicitly 
dispensed with and its contents are integrated into the fine layout. The layout types are thus adopted 
according to VDI-Richtlinie 5200 [15] since increasing the modeling detail within a planning phase is 
suboptimal for the quality assurance process. This would result in two different levels of modeling detail for 
this planning phase, and it would not be possible to clearly delineate according to which one quality 
assurance is to be performed. In addition, the rough layout is separated into ideal and real layout in order to 
be able to distinguish the content development of the modeling detail in the steps of ideal and real planning 
in Chapter 3. 

Such a development of the modeling detail over time is described in the BIM method with the Level of 
Development (LoD). The LoD is composed of the geometric modeling level, the Level of Geometry (LoG) 
and the non-geometric attribution level, the Level of Information (LoI). The literature distinguishes between 
five general LoDs with possible intermediate levels, 100 to 500, which show the increasing complexity in 
terms of qualitative granularity (accuracy) and quantitative granularity (richness of detail) of geometric and 
non-geometric information over the course of a project. However, these levels largely refer to elements from 
architecture, technical building equipment and structural design and are not transferred to the development 
of the factory layout yet. An approach for this is presented in the next Chapter 3. [7,18] 

3. Level of Development in the phases of factory layout planning 

If the development of the factory layout representation is described using the LoD, this results in two levels 
for the concept as well as the detailed planning. In terms of the LoD in the building design process, these 
phases run parallel to performance phases 2 and 3 according to the HOAI (cf. Figure 3), resulting in LoD 
100 to 200 for the layout planning phases [14,15,19]. The first two layout types, the ideal and the real rough 
layout, are both to be regarded as a preliminary draft model with LoD 100 and the final fine layout as the 
draft model with LoD 200. This is shown in Table 1. 

The ideal rough layout is represented as a three-dimensional block layout in which the functional areas of 
production and logistics are located. The blocks reflect the approximate space requirements and the main 
route network is also shown. Functional descriptions of the blocks are integrated as non-geometric 
information and special building design requirements are defined. 

The real rough layout is still modeled as a three-dimensional block layout on the area or segment level [15], 
but the LoG can already be extended to include machine drawings or envelope models. However, care must 
be taken not to use detailed Computer Aided Design (CAD) design models of machinery and facilities, as 
these can significantly affect the performance of the overall model. As non-geometric information, static and 
dynamic loads, required media, caused emissions and lighting requirements should also already be assigned 
to the individual blocks. If necessary, the blocks can be further subdivided, leaving the area level. 

In the final fine layout, the individual resources and workstations are shown in detail. The LoG is clearly 
deepened with the exact arrangement of the operating equipment, the representation of media connection 
points as well as maintenance and servicing, logistics and work spaces. In addition, the non-geometric 
information previously available at area level is assigned to the individual operating equipment and localized 
there. 

Without the clear definition of the LoD for all specialist planners at the start of the project, there is no 
comparability of the models. The LoD should therefore be an integral part of the Employers Information 
Requirements (EIR), respectively, the BIM Execution Plan (BEP) in each factory planning project in order 
to be able to fulfill the BIM goals and use cases based on the Building Information Model. Thus, the LoD is 
an essential basis for the quality assurance process described in the following chapter.  
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Table 1: Level of Development in the phases of factory layout planning according to Hausknecht et al. [20] 

  LoD 100 LoD 100 LoD 200 
  Ideal rough layout Real rough layout Fine layout 

Illustration 

 
 

 

Description 

First ideal arrangement of 
production and logistics 
areas as preliminary draft 
model 

Investigation of layout 
variants and 
determination of the 
preferred variant as 
preliminary draft model 

Detailed layout up to the 
representation of the 
individual operating 
resources and 
workstations as draft 
model 

LOG 

Three-dimensional block 
layout with the main route 
network of the factory 
with approximate space 
requirements 

Three-dimensional block 
layout with the main route 
network of the factory 
with machine drawings or 
envelope models 

Detailed arrangement of 
equipment, representation 
of media connection 
points as well as, 
maintenance and service, 
logistics and work spaces 
with specific dimensions, 
location and orientation 

LOI 
Functional description of 
the blocks including 
special requirements 

First general 
alphanumeric information 
such as static and 
dynamic loads, required 
media and causing 
emissions as well as 
lighting requirements 

Detailing of all 
alphanumeric 
information, such as the 
assignment of media 
connection values to the 
media connection points 

4. Assurance of the planning quality 

When it comes to assurance of planning quality, the focus is primarily on the BIM goal of increasing planning 
quality. However, if this BIM goal is achieved, this leads directly to an increase in cost and time certainty 
because defects such as those at Berlin's BER Airport are avoided at an early stage [21]. Accordingly, by 
achieving the BIM goal of increased planning quality, a significant contribution can be made to increasing 
the degree to which time and cost targets are achieved in factory planning projects. 

From this, the two BIM use cases geometric collision checking between partial and functional models and 
quality checking of the models are derived. In the following, these use cases are assigned to the phases of 
layout planning and described with the corresponding process. 

4.1 BIM use case geometric collision checking 

The use case of geometric collision checking between partial and functional models describes the merging 
of the individual models, their mutual checking for geometric collisions and the subsequent communication 
of the collisions. For the execution of the use case, it is necessary that models of different disciplines are or 
at least that several partial models are available in order to be able to check them against each other. Thus, 
in a little bim approach, this BIM use case is only possible as a check between partial models. [9,11] 
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In layout planning, geometric collision checking is usually only useful from the real planning phase onwards, 
since any collisions in ideal planning are possible but still negligible. This is due to the relatively low LoD 
of the production system model in the form of a block layout and to the subsequent generation of planning 
variants, which in turn can differ significantly from the ideal layout. The models should therefore be roughly 
coordinated with each other, but a software-based collision check does not usually have a positive cost-
benefit ratio. [19] 

Software-based collision checks are more reasonable in the context of real planning, e.g. whether a 
production area collides with larger building structures like walls. Detailed collision checks are only useful 
from the detailed planning phase onwards, as the corresponding LoD is only reached there. For example, it 
can be checked whether a maintenance and servicing area of a production facility collides with a column. 

4.2 BIM use case quality checking 

Based on the BIM use case geometric collision check between partial and functional models, the following 
section focuses on the quality checking of the models in the form of an analysis of the spatial requirements 
of possible layout variants in terms of their properties in relation to their technical feasibility. For this 
purpose, it is necessary to design different rule checks to examine restrictions on technical feasibility 
regarding legal, normative, product-specific or component-specific interfaces and dependencies. [22] 

The evaluation criteria for quality assurance are to be analyzed separately in relation to the respective 
definition of targets, and based on this, corresponding regulatory checks need to be developed. In this 
context, the examination of legal issues can be identified as an important field of action for the development 
of quality checks. Accordingly, legal requirements can be identified as first field of action, such as the 
adherence to the Industrial Building Guideline, e.g. ensuring a maximum escape route length (cf. Figure 4) 
or the Workplace Guideline, e.g. guaranteeing an appropriate level of illumination in an area of the layout 
analogous to the work activities to be performed therein. [22] 

 
Figure 4: Example rule check escape route analysis [22] 

In addition, the second field of action, possible product-specific influencing criteria for the case as well as 
product information, such as material properties, must be analyzed and, if necessary, transferred to the 
analysis of technical feasibility by means of standard tests. Accordingly, the second field of action describes 
product-specific influencing parameters, such as manufacturer information on the minimum concrete quality 
of the fastening substructure for the application of a building product. [22] 

Potential component-specific interfaces and, if relevant, existing dependencies between individual 
components represent a third field of action with potential for the development of rule-based checks. 
Accordingly, in the third field of action, interfaces and dependencies between individual building 
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components are presented and examined in terms of possible geometric but also qualitative collisions 
between one another. [22] 

For the implementation of the BIM use case, it is necessary, analogous to Chapter 4.1, that models of 
different disciplines or at least that several partial models are available in order to be able to check them in 
relation to each other. Thus, in a little bim application, this BIM use case is only possible as a check between 
partial models and is only possible in layout planning from the real planning phase onwards, since the first 
non-geometric data is available in the models, which is indispensable for a quality check. 

Within the framework of real planning, only conceptual quality checks are useful, e.g. whether the energy 
requirements of a production area can be covered by the planned energy supply. Detailed checks are only 
recommended from the detailed planning phase onwards, since again, analogous to Chapter 4.1, the 
correspondingly required LoD is achieved there. For example, it can be checked whether the load-bearing 
capacity of the floor is sufficient for a particular piece of equipment or not. 

4.3 Quality assurance process 

These use cases result in the following BIM process. A BIM coordinator and at least two BIM authors must 
be available as BIM roles. The BIM coordinator takes over the merging of the functional or partial models, 
the collision and quality checking as well as the communication of collisions and quality reports and is thus 
responsible for ensuring quality. The BIM authors create the BIM models and are thus responsible for 
modeling according to the required LoD. However, before the models are handed over by the authors to the 
coordinator, it is advisable to first subject their own model to quality assurance. For this purpose, the 
adherence to the specified designations, the adherence to the agreed model structure, the correct placement 
within the coordination body, the use of the uniform axis grid, the adherence to the coordinate system as 
well as the project zero point, the use of the correct model units, a space-filling modeling of the spaces as 
well as the internal collision freedom should be checked. The two use cases of geometric collision checking 
and quality assurance should thus be implemented within a functional discipline, as in a little bim approach, 
before they are applied across disciplines. 

BIM authoring software and collision checking software are used as tools for this purpose. A Common Data 
Environment (CDE) can also be used as a central exchange platform. The data transfer points, i.e. data drops, 
are to be selected project-specifically and depending on the project progress. In real planning, the models 
are checked rather sporadically for collisions. In fine planning, on the other hand, the models are merged at 
regular intervals, e.g. at intervals of one to six weeks. The IFC and BCF formats are used for data exchange 
in an open BIM approach. The resulting BIM process is shown in Figure 5. 
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Figure 5: Quality assurance process according to [19] 

5. Summary and conclusion 

In this paper, a modeling guideline regarding the geometric and non-geometric level of detail in the factory 
layout planning process, i.e. the Level of Development, is presented. Focusing on the BIM goal of improving 
planning quality, two BIM use cases, the geometric collision checking of functional and partial models and 
the quality checking of models are described and merged to a quality assurance process. Thereby, the focus 
is laid on the layout planning process, since in this phase the production system merges with the building to 
form the factory and a large part of the planning interaction between the individual trades takes place. 

Based on the average of 5,820 completed factory and workshop buildings from 2011 to 2020 in Germany 
with a total cost volume of 4.7 billion euros and a share of 60% of factory planning projects in which cost 
targets are missed by about 10%, this results in error costs of about 283 million euros per year [5,23]. The 
presented potentials of the BIM methodology offer the possibility to avoid these error costs. But how and 
whether this can also be realized by the approach presented must be evaluated and assessed in the next step 
on the basis of initial use cases. There are two use cases from the metal processing industry, one Greenfield 
and one Brownfield project. The Greenfield project is about 25,000 square meters of production and the 
Brownfield project is about 2,000 square meters. The evaluated and validated results will subsequently be 
published. 

Furthermore, to generate a baseline for BIM-based factory layout planning, more BIM goals and their related 
use cases will be investigated. Afterwards, this procedure can be extended on the whole factory planning 
process, as well as the whole factory life cycle. Parts of this follow-up work will be addressed within the 
framework of VDI Guideline 2552 part 11.8.1 BIM use case factory layout planning, the VDI expert 
recommendation BIM-based factory planning and the buildingSMART expert group open BIM in factory 
planning. 
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Abstract 

The transport spot rate in trucking logistics is an important factor for market participants in the recycling 
industry. Knowledge about the current spot rate is essential for operational decision-making in price 
negotiations between brokers and shippers. Due to the characteristics and dynamics of the industry, this task 
is particularly challenging. So far, businesses mainly rely on traditional calculation methods combined with 
their own expertise in price negotiations. The growing amount of existing business and market data may 
enable companies to take advantage of data-driven decision processes. However, the resulting volume of 
data and required effort for analysis do not match the fast pace of daily business.  

To improve current forecasting practices, this paper conducts a comparative study of machine learning (ML) 
approaches for shipment-specific spot rate prediction. For this, the paper builds on the experience and 
database of a small broker in the recycling industry in Northern Germany and complements it with external 
market information. The study shows the ability of ML to internalize underlying patterns between spot rates 
and market data. During the use case the CRISP-DM framework is followed to select the most appropriate 
features and train multiple ML algorithms. Several metrics are applied to determine the most accurate model 
for spot rate prediction. Results indicate that especially the ML-algorithm Random Forest shows 
considerable potential to provide brokers in the recycling industry with more reliable spot rate assumptions. 
Therefore, future implementation of ML approaches in the industry may open up new and beneficial business 
opportunities. The study paths the way for further research on the predictive potential of ML for prices in 
transportation with extended and diversified data sets. 

Keywords 

Machine Learning; Price Prediction; Transport spot rate; Reverse Logistics; Recycling 

1. Introduction

The latest supply shortages in Germany and Europe disclosed the urgency to exploit the possibilities of the 
circular economy for resource recovery to reduce dependency on primary resources [1]. The closing of 
material cycles by returning waste and product residues to reuse or recycle them is, together with narrowing 
and slowing the use of materials, at the core of this strategy [2]. Hence, recycling is an essential industry for 
closed loop supply chains. Along with the collection and storage, the transport of waste products is among 
the basic processes of logistics in recycling [3]. Since the management of logistics is rarely the core business 
of the waste owners, specialized companies handle the process. In recycling, a broker arranges the disposal 
of waste on behalf of others with or without taking possession of it [4]. To their customers they act as a 
disposer, whereas to carriers and disposal facilities they act as the waste producer. Thereby, they connect 
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customers and disposal facilities providing efficient and economic transport of waste by contracting an 
appropriate carrier at the best costs [5]. For shipment, road transport via trucks is often the preferred solution 
due to their speed, flexibility and versatility [3,6]. Hence, brokers in recycling industry need to seek capacity 
on the trucking market. 

In road transportation, freight rates are distinguished in contract rates and spot rates. Spot rates are a lot more 
volatile and at times exceed long-term contract rates by more than 60% [7]. Smarter algorithms and sharing 
economy have led to the rise of digital freight exchange platforms, giving the spot market even more 
importance [8]. In, addition, the recycling industry is characterized through extensive legal requirements 
shaping the competition [9]. Further certification and know-how are required to successfully participate in 
the market, which reflects on less elasticity of the available capacity. Moreover, less-than-truckload 
shipments are unusual and, depending on the type of waste product, additional permissions and cleaning 
processes of trucks are mandatory. These aspects enhance the existing uncertainty in price negotiations, as 
the rates for recycling and transportation of waste products underly high volatility [9]. Therefore, especially 
for brokers, who qualify through exquisite market knowledge and network, support in price prediction in 
such a dynamic environment is vital [10].  

For spot rate predictions, experience and constant knowledge of market conditions are required. This is 
becoming a challenge for logisticians due to the ever-increasing amount of data in logistics and the special 
conditions of the recycling industry. Machine learning (ML) algorithms can be trained with large amounts 
of data and use this as input to determine a desired response value [11]. It has also been successfully applied 
to price prediction problems in various industries. The enhanced volatility of spot market prices in the 
recycling industry and specific infrastructural as well as geographical conditions in Germany amplify the 
demands on the forecasting model¶V capabilities. Thus, the study explores the ability of ML models to deal 
with these settings. The objective of this study is to provide a new prediction approach for market participants 
that comes with realistic rate suggestions on the spot. The subsequent section reviews the current state of 
research. Next, ML is applied in a use case based on business data. After identifying relevant features, several 
ML algorithms are applied to predict future spot rates. The last section summarizes the insights and 
conclusions for future research.  

2. Theoretical background 

ML has been applied to price prediction tasks in many research fields (e.g. housing [12], gas [13] and stock 
prices [14]). In the transport industry, the majority of studies focuses on sea transport (e.g. tanker [15], dry 
bulk [16] or container freight rates [17]). Studies on price prediction in road transport cover primarily 
estimation models for spot and contract rates using statistical approaches [18,19]. Some studies also use 
prediction approaches with ML. Xiao et al. [20] apply GARCH, NN-GARCH and ARIMA models to predict 
the volatility on the freight rate on the spot market. In another study, Xiao et al. [21] compare a lagged 
coefficient weighted matrix-based multiple linear regression model with ARIMA and light gradient boosting 
to predict short term spot rates in southwestern China. 

Many studies predict the general price level over time. The forecasts are sometimes further specified to lanes 
or freight types imparting more specific information. With respect to brokers, simply observing price trends 
through an estimated index is often insufficient in daily operations. Market players value each transaction 
based on their individual network and know-how [22]. As every transaction is negotiated individually, spot 
rates for transport need to be considered shipment-specific. )URP�WKH�EURNHU¶V�SHUVSHFWLYH��Whe acceptance 
of neither the offer to the customer nor the bid to a possible carrier is certain at the time the quote is made to 
the customer [23]. Therefore, brokers face the challenge of pricing every single transaction with its 
characteristics in a profitable way to prevent economic risks. 

555



 

 

Few researchers have addressed the problem of shipment-specific spot rate prediction. Kay and Warsing 
[22] develop a non-linear regression model to estimate freight rates for less-than-truckload loads in the US. 
The model considers various shipment characteristics and public data to provide decision support through 
shipment price prediction. However, no evaluation of precision of the predicted freight rates is conducted. 
In a study by Lindsey et al. [24] a data set of a non-asset based broker in the US was used to predict arising 
carrier costs for the broker. Determinants for carrier costs on spot markets were identified on lane- and 
shipment-level. In a tactical planning scenario, a regression model was applied to predict carrier costs on 
unprofitable lanes. The results showed a mean absolute percentage error (MAPE) of 27% on the respective 
lanes. In another study, Lindsey et al. [10] built a decision making framework for freight brokers on the spot 
market. The statistical modeling framework consists of decision and profit maximization models. When 
applied to real-world data, the framework provides a profitable price suggestion for a transaction with 
potential carriers. Budak et al. [23] applied an artificial neural network and quantile regression to make 
predictions for spot rates in Turkey in both a route-based and a general model. Route-based predictions 
emerged more precise than predicting single transactions in the general model. The artificial neural network 
provides more precise predictions for spot rates in the route-based model (MAPE 0.8 %), while quantile 
regression performed better in the general model (MAPE 6.7 %).  

Few studies focus on analytical predictions on shipment-level and only one applies ML for this task. 
Therefore, this study aims to build on the shipment-specific studies by Lindsey et al. [24] and Budak et al. 
[23], by applying a set of ML algorithms for spot rate determination. In addition, the focus of this study on 
brokers in the recycling industry in Germany leads to special circumstances differing from the general 
approaches in the literature so far. No other studies covering this part of the circular economy were identified. 
Therefore, the present study demonstrates the applicability of ML for spot rate determination in the recycling 
industry by historical and current market data. It determines the best suited algorithms for the prediction task 
based on a set of evaluation metrics.  

3. Methodology 

This study follows the widely used Cross Industry Standard Process for Data Mining (CRISP-DM) 
developed by Chapman et al. [25]. 7KH� SURFHVV� FRQWDLQV� VL[� SKDVHV�� ³EXVLQHVV� XQGHUVWDQGLQJ´�� ³GDWD�
XQGHUVWDQGLQJ´�� ³GDWD� SUHSDUDWLRQ´� ³PRGHOLQJ´�� ³HYDOXDWLRQ´� DQG� ³GHSOR\PHQW´�� In the business 
understanding phase, the underlying business objectives, current situation and goals for the project are 
assessed. During the data preparation phase the final data set used for modeling is built from the initial data. 
For this, tables and features are selected and additional external data is added. The data is then transformed 
to be processed during modeling. In the subsequent phase, modeling techniques are determined and applied 
for the task at hand. This step includes the iterative optimization of the data and model parameters. To 
determine the quality of the model and to ensure that it meets the expectations of the business, a 
comprehensive assessment of performance is conducted during the evaluation phase. In the last phase, the 
final model is deployed. This includes the integration of a closed application supporting or taking over the 
underlying process in the existing IT-system. The deployment phase is out of scope of this study. Data 
analysis and modeling is conducted in Jupyter Notebooks operating Python 3.1.0 and using libraries such as 
Numpy [26], Scikit-learn [27] as well as Pandas [28]. In the subsequent section this methodology will be 
applied to the use case.  

4. Application on the use case 

4.1 Business and data understanding 
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The data for this study is provided by a broker in the recycling industry in Northern Germany. The firm 
sources transport and recycling capacity for its clients and their waste products. As this study focusses on 
the road transportation of materials, the price for disposal is out of scope. Since the company is extensively 
using online freight exchange platforms for sourcing transport capacity, it is exposed to the dynamic rates 
on the spot market. The business intends to use its data to predict spot rates for future orders. The forecast 
shall support the order disposition process, where an employee needs to determine the value of an order 
within a horizon of 1 to 4 weeks based on past data.  

The data set for this study consists of several tables containing order, customer, carrier, disposal facilities 
and product type information. These are merged to a main table consisting 14,244 transactions and 14 
variables or features. The target variable in the data set is ³freight rate´. It is either stored as the total price 
or as price per ton. However, the spot rates in the transport industry are mainly negotiated as freight rates 
per km, which are not stored in the initial data set. The transformation of the target variable as well as data 
inconsistency issues and integration of features are addressed during data preparation.  

4.2 Data preparation 

The distance and duration for each transaction are obtained through an automated Google Maps API by 
passing the respective ZIP-codes and locations from the data set. Missing and incorrect data for the target 
variable are imputed or dropped, resulting in the final, normalized WDUJHW� YDULDEOH� ³IUHLJKW� UDWH� SHU� NP´ 
(FR/km). The data set then contains categorical and numerical features reflecting temporal, geographical, 
cargo-specific information. Through an exploratory analysis the impact of features on FR/km is examined. 
Further data preprocessing steps such as cleaning, grouping, extracting or excluding features and transactions 
are performed [29]. For example, the lowest and highest 5% of FR/km are removed from the data set, as 
these rates do not represent the core business activities of the broker. 

The numerical features, distance and duration both show a strong inverse correlation (ȡ� �-0.95), with the 
target variable. Transactions over short distances are significantly more expensive than long distance trips. 
Moreover, the time per km �µWLPH�NP¶��can be inferred as an additional feature. Slower trips, for example 
with longer sections on country roads or through congestion prone areas, show an increase in µ)5�NP¶. The 
weight of cargo revealed no interpretable relation to FR/km and was excluded. For categorical features, 
geographical features are used to group customers and disposal facilities into regions (North, South, East, 
West or old/new federal state). For trips between the respective regions, differences in FR/km are observed. 
Product waste types are further summarized into waste classes. As another feature, the carrier of an order is 
unknown at the point of prediction, unless the order is executed by a EURNHU¶V� WUXFN�� +HQFH�� WKLV� KLJK�
cardinality feature is split into two groups (broker, other). Other categorical features are derived from time-
related features such as order and transaction date. Information such as day of week, month, quarter or 
seasons is extracted from them. FR/km shows variation over the course of the year due to differences in 
capacity availability. Concerning the weekdays, weekend transports are rare and expensive. On Thursdays, 
market players plan the trips for next week reducing the available capacity and pushing the freight rates. 
,QWHJUDWLQJ�µKROLGD\¶�DV�DQ�extra feature reveals an increase of FR/km in the days directly before the holiday, 
especially for short trips. 

Some additional, publicly available external features with influence on FR/km are found. The diesel price 
per liter is available as a time-series data set on the web [30]. Moreover, the truck toll mileage index logs the 
truck volume on German highways [31]. From this, the available capacity can be inferred. When compared 
over time, both features accompany the current price level of FR/km and are consequently included in the 
model. The data preparation procedures result in a final dataset of 11,472 transactions and 23 features. 
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4.3 Modeling 

The prediction task is a regression problem with a continuous target variable. After fitting the model to a 
training set, it will be tested against unseen data from the hold-out test set [29]. In the order disposition 
process a lot of past data is used to predict spot rates in a relatively short future horizon (1-4 weeks). 
However, for modeling, a test set with sufficient data and variety is required. Therefore, the training set is 
built with 90% or 10,324 transactions from the final data set (from 01.01.2015 to 22.04.2021). The test set 
consists of 10% or 1,148 transactions from 22.04.2021 to 24.08.2021. This procedure approximates the real 
application and is referred to as the 90/10 split. Results for the 90/10 split are not generalizable, however, as 
they could have occurred simply due to the selected composition of the training and test data sets [29]. For 
more reliable results, cross-validation is applied. In cross-validation the data set is divided into k-folds of 
alternating training and test subsets for each fold. The model is then evaluated by averaging the error of each 
fold to the overall prediction error [32]. Although the data set is not a time series in particular, the prediction 
task is time dependent since the goal is to predict exclusively future spot rates from the past. Consequently, 
conventional cross-validation cannot be used, since it would leak future information that will not be available 
in a real-world setting. Instead, time-based cross validation using 10 time-dependent folds is applied. By 
integrating a GridSearch algorithm the ideal parameters for each model are determined. 

Before running the model, further preprocessing of numerical and categorical features is required. Numerical 
features are scaled using the StandardScaler algorithm. Categorical features are encoded using One-Hot 
Encoding. To reduce loss of performance caused by high dimensionality after encoding, a feature selection 
process is applied on the data set. Only the most relevant of the encoded features are passed on to the model 
as boolean features. Several feature selection methods have been compared to determine the number of 
features leading to the best performance. Out of all compared methods, SelectKBest for regression problems 
yielded the best results. It was found that performance peaks, when the 11 best features are used for 
modeling. The final features for the model are listed in Table 1.  

Table 1: Final set of selected features for modeling 

 Variable  Type Importance Meaning 

1 curr_diesel_price  numeric 0.31 Current price for Diesel fuel at the time of order 

2 distance  numeric 2.10 Distance covered during trip 

 distance_cat: categorical   

3 � dist_medium  boolean 0.32 Category, TRUE for trips 60 km to 150 km 

4 � dist_long boolean 0.35 Category, TRUE for trips > 150 km 

5 truck_toll_index_adj numeric 0.20 Current Truck Toll Index seasonally adjusted at the time of order 

6 frforw_kat_1 boolean 0.18 Category, TRUE for transactions with freight forwarder 1  

 direction_transport_old_new_state: categorical   

7 � ³new_new³ boolean 0.25 Category, TRUE for trips within new federal states 

8 � ³new_old³ boolean 0.22 Category, TRUE for trips between new and old federal states 

 direction_transport_region: categorical   

9 � ÄQRUWKBQRUWK³ boolean 0.19 Category, TRUE for trips within regions in Northern Germany 

10 � ÄHDVWBHDVW boolean 0.16 Category, TRUE for trips within regions in East of Germany 

11 time_km_breaks numeric 2.00 Time per km including mandatory breaks [sec] 
 

After feature selection, the authors tested the predictive performance of several ML algorithms on the set of 
features. As a benchmark, a simple model (BM) is used. The BM reflects estimation principles applied in 
business so far. During training, the BM calculates individual average spot rates for short (<60km), regional 
(60-150km) and long (>150km) transports. Surcharges are added for trips directly before public holidays 
and orders closed on Thursdays, as the data shows significant increases in spot rates in both cases. Regarding 
the ML algorithm selection, the availability via open source libraries for easy adaptability on this and similar 
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future cases was essential. The study includes simple, more interpretable ML models as well as less intuitive, 
but possibly more performant, ensemble learning methods that are built from a set of simple base models. 
Since neural networks are also popular for ML based prediction tasks, a corresponding algorithm was 
included as well. The simple models Decision Tree (DT) and Lasso Regression (LR) are selected. The 
ensemble methods consist of the Random Forest algorithm (RF), Gradient Boosting (GB) and eXtreme 
Gradient Boosting (XGB) [33±35]. Multilayer Perceptron (MLP) is added as a neural-network based 
algorithm accessible in Scikit-learn. 

4.4 Evaluation phase 

Evaluation is done using several metrics measuring the prediction error for the target variable of the models 
for a given order. Performance metrics for regression models have been controversially discussed and 
employed in literature without finding a common agreement. 6WLOO��QR�FRQVHQVXV�RQ�WKH�³EHVW´�PHWULF�KDV�
been achieved [36,37]. To obtain a more reliable evaluation, a combination of metrics should be applied 
[38]. Therefore, the mean absolute error (MAE), mean absolute percentage error (MAPE), root mean squared 
error (RMSE) and the coefficient of determination (R²), are applied as performance metrics in this study. 
The MAE metric is easily interpretable for practitioners, since it provides a general and bounded 
performance measure for the model. The MAPE measures relative deviations and is applicable since the 
target variable contains positive values only. However, MAPE scores are biased towards favoring lower 
predictions [36]. Even though unrealistic outliers have been removed in the data preparation phase, FR/km 
shows distinct variance for short distance trips. To assess the ability of models to deal with this variance, 
RMSE is used as an additional metric. It is more sensitive to variance by giving higher weight to larger errors 
[38]. R² SURYLGHV�D�KLJK�VFRUH��LI�WKH�JUHDWHU�SDUW�RI�HOHPHQWV�LV�SUHGLFWHG�FRUUHFWO\��VKRZLQJ�WKH�PRGHO¶V�
ability to explain the target variable [39]. Additionally, the computation time for training and prediction is 
considered as a metric.  

5. Results  

The results of the modeling phase are evaluated in Table 2. The results of the 90/10 data split are compared 
to the performance in cross-validation to measure the generalizability of the ML models. The BM was also 
applied to predict spot rates in the different validation sets of each fold. In general, it can be stated that all 
ML algorithms outperform the BM in both 90/10 split and cross-validation. In most cases, cross-validation 
results show a larger MAE, MAPE and RMSE, while R² is decreasing. 

Table 2: Results of modeling in a 90/10 split and with cross-validation (best three values in bold) 

 

In the 

90/10 split, RF shows the best performance of all ML algorithms regarding the MAE, with GB and DT being 
almost equally predictive. However, comparing the RMSE, performance of DT is substantially lower than 
RF and GB. Moreover, the superiority of RF over GB becomes clearer, when the RMSE is considered. This 
indicates more stable predictions by RF with less larger errors. LR reveals its limited applicability to non-

 90/10 Split Cross-validation 

 MAE 

>¼@ 

RMSE 

>¼@ 

MAPE 

[%] 

R² - 

Test 

Time 

[sec] 

MAE 

>¼@ 

RMSE 

>¼@ 

MAPE 

[%] 

R² - 

Test 

Time 

[sec] 

DT 0.109 0.208 5.97 0.908 2.92 0.142 0.245 8.105 0.745 8.056 

LR 0.198 0.301 10.12 0.808 0.16 0.176 0.280 9.912 0.680 7.047 

RF 0.105 0.185 5.62 0.927 9.02 0.124 0.208 7.275 0.807 10.647 

GB 0.106 0.194 5.61 0.920 5.21 0.129 0.211 7.533 0.801 7.895 

XGB 0.115 0.198 6.07 0.917 0.57 0.130 0.222 7.570 0.787 7.234 

MLP 0.129 0.196 7.16 0.918 7.19 0.179 0.270 10.763 0.663 10.138 

BM 0.216 0.324 11.17 0.778 0.05 0.206 0.326 11.85 0.642 3.03 

559



 

 

linear data structures scoring the highest MAE and RMSE and a R² which is only slightly better than the BM 
model. MLP does not achieve the best scores for the MAE, but presents the third best RMSE. Regarding the 
computation time, ML algorithms are slower than BM due to the fitting process. XGB and LR achieve the 
lowest computation time of all ML models.  

In cross-validation, the scores for all models worsen. Especially, the DT and MLP algorithms show 
substantial decrease in performance relatively to their score in the 90/10 split, indicating overfitting 
tendencies by both algorithms. Again, RF outperforms the other algorithms in most metrics. However, RF 
presents the worst computing time during cross-validation. XGB and GB show MAE and RMSE results 
within the range of RF and competitive computation times, making them suitable solutions, when 
computation time is of importance. Remarkably, LR is the only algorithms that performed better during 
cross-validation than in the 90/10 split. Yet, it is not competitive in terms of the MAE and RMSE.  

Figure 1 shows the distribution of prediction error of the best performing algorithm (RF) as a function of 
distance. RF predicts especially the dominating long distance trips with high precision. With shorter 
distances the amount of orders as well as the precision declines. To quantify the potential of using RF, an 
average transaction in the data set with a GLVWDQFH�RI�����NP�DQG�D�PHDQ�)5�NP�RI������¼�NP is considered. 
This accounts for average costs of around ���¼��&RQVLGHULQJ�WKH�FURVV-YDOLGDWHG�0$(�RI�������¼�NP, the 
average deviation is +/- ������¼�SHU�WUDQVSRUW. Using the BM approach, an average deviation of +/- ������¼�
was found. In daily operations, unexpected waiting times are another source for price deviations. For 
example, a minor delay of 30 min already may cause unplanned, additional charges of around 0.��¼�NP��
Hence, a one-hour delay on an average transaction due to congestion in traffic or at the point of disposal 
OHDGV�WR�GHYLDWLRQV�RI�DURXQG���������¼��7KHUHIRUH��WKH�DSSOLFDWLRQ�RI�0/, may reduce deviations caused by 
delays for future transactions. 

 
Figure 1: Distribution of prediction error of RF in the 90/10 split 

6. Conclusion 

The goal of this study was to demonstrate the applicability of ML algorithms for predicting spot rates for 
transports in the recycling industry. Data from a small broker in Northern Germany was used to train six ML 
algorithms. The predictive performance was benchmarked against a practical approach. In comparison, ML 
models outperformed the manually calculated benchmark method, proving the applicability of ML for spot 
rate prediction. From the set of ML algorithms, the Random Forest regressor minimized the prediction error 
the most.  
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The performance of ML on the prediction task in this study confirms promising application opportunities in 
real-world settings. In fact, performance is likely to improve during operation as more data is gradually fed 
into the model [32]. Moreover, the prediction horizon will be shorter (1-4 weeks) in comparison to the 
scenario in the study. More recent data is likely to prove beneficial for the predictive performance of all 
models. Future research can be dedicated various areas. For example, during modeling, effects of weighting 
more recent data or excluding older data on model performance can be investigated. Also, more advanced 
algorithms may yield improved results. Furthermore, the scope of application can be expanded. The effects 
of a geographical extension on the approach could be explored. Cooperation with other market participants 
offers opportunities to enlarge the database and improve the basis for modeling. The study not only built a 
foundation for ML application for spot rate prediction in the recycling industry. Rather, this study sets a 
VWDUWLQJ�SRLQW�IRU�IXUWKHU�H[SORUDWLRQ�RI�0/¶V�SUHGLFWLYH�SRWHQWLDO�IRU�SULFH�SUHGLFWLRQ� in the transportation 
industry in research and practice.  
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Abstract 

Manufacturing companies are facing increasing customer requirements regarding delivery times and 
delivery reliability. In this context, customers have different desired delivery times. The fulfillment of 
heterogeneous customer delivery times represents a major challenge in the competition for customers. If 
companies succeed in reliably meeting their customers' desired delivery times, this results in an enormous 
competitive advantage. Instruments for achieving specific delivery times include especially the use of fast-
track orders and shifting the customer order decoupling point. When these instruments are used, numerous 
interdependencies must be considered. Shifting the customer order decoupling point downstream toward a 
Make-to-Stock production results in higher stock levels. The use of fast-track orders induces longer 
throughput times for other orders and higher control effort. In this paper, taking these trade-offs into account, 
an approach is developed that allows delivery time requirements to be met through a systematic 
determination of the customer order decoupling point and a share of fast-track orders. For this purpose, 
interdependencies between both instruments and logistic objectives are identified and investigated using 
logistical models to meet the delivery time requirements at lower logistical costs. 

Keywords 

Delivery time requirements; Fast-track orders; Rush orders; Customer order decoupling point; Order 
processing strategy 

1. Introduction

In the context of globalisation, companies are facing increasing competition. Products must be manufactured 
at low cost and high quality. The importance of delivery time and delivery reliability as decisive purchasing 
criteria continuously increased over time [1,2]. Nowadays, they are considered critical competitive factors 
[3]. Customers are willing to pay high price premiums to obtain delivery times below standard [4]. 

As customer requirements vary widely, companies must face heterogeneous desired delivery times. These 
can only be mapped entirely by a standard delivery time if the standard delivery time is less than or equal to 
the minimum requested delivery time. If delivery times below the standard delivery time are requested, these 
can only be realised by accelerating the orders in the order throughput [5]. Therefore, production planning 
and control must be designed to handle accelerated orders to avoid undesired effects such as an excessive 
extension of the throughput times of normal orders. Another central instrument to influence delivery times 
is positioning the customer order decoupling point (CODP) [4]. However, this can lead to high stocks of 
finished or semi-finished goods. 
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Thus, a holistic view must be taken when designing the production system to map heterogeneous desired 
delivery times on the production side. As an initial step, section 2 identifies instruments for achieving 
specific delivery times and describes their suitability. Section 3 provides a literature review on approaches 
for positioning the CODP and the use of accelerated production orders. In section 4, these essential 
instruments are examined concerning their interdependencies with logistic objectives. For this purpose, the 
applicability of existing logistical models is described and possible modeling gaps are identified. Section 5 
describes the interactions and trade-offs that need to be considered when using the instruments and setting 
their parameters. Section 6 summarizes the paper and outlines future research possibilities. 

2. Instruments for achieving specific delivery times 

There are many instruments to influence the delivery time. They differ in their effects on logistic objectives 
and their activation time. Mostly they have to be applied long before their effects can be recognized. With 
most instruments, a short-term reaction to a high number of orders with short delivery times entering the 
system is impossible. Others can still be used in the short term, although the interactions with the logistic 
objectives must also be considered. Figure 1 shows the main time components of the delivery time and, 
depending on the order processing strategy, which time components are effective on the delivery time to the 
customer. 

 
Figure 1: Time components of order processing processes (extension of [6]) 

According to the order processing strategy, the CODP is positioned differently and time components are 
either customer order-specific or customer order-anonymous. Thus, the position of the CODP can already 
be identified as the first elementary instrument on delivery time. There are many different strategies for order 
processing, but they can be summarised into five main strategies, which are explained below. 

In Make-to-Stock (MTS), products are manufactured anonymously in stock, and customer orders are served 
from these stocks. Assemble-to-Order (ATO) is used when pre-fabricated components or assemblies are 
assembled to order. Make-to-Order (MTO) describes that production and assembly do not begin until the 
customer order is received. It is assumed that the raw materials are in stock in all these cases. [7] In Purchase-
to-Order, raw materials are also procured on a customer order-specific basis [8]. Lastly, there is Engineer-
to-Order, where development and design are customer order-specific [9]. 

The administration time is required primarily for creating orders [10] and is independent of the location of 
the CODP. It does not have a significant share in the order throughput but can be reduced, for example, 
through lean administration approaches [11]. For instance, by using concurrent engineering, development 
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and construction time can be reduced [12]. Procurement time can be influenced through targeted supplier 
selection or long-term coordination with the supplier. For example, suppliers closer to the production site 
can be selected or framework contracts can be used to hold safety stocks at the supplier's premises for a short 
and reliable replenishment time. Additionally, the introduction of consignment stocks from suppliers close 
to production can reduce the procurement time. [10] In the short term, the procurement time can be shortened 
through express deliveries or different transport means like air freight [4].  

The dispatch time can be influenced in both the short and long term. In the short term, dispatch time can be 
reduced analogous to the procurement time with express shipping through prioritised treatment in delivery 
or different transport means like air freight [4]. In the case of MTS production, the dispatch time can be 
reduced in the long term by setting up a distribution structure. For example, in addition to using the factory 
warehouse solely, stocks can also be stored close to the customer in central or regional warehouses to 
guarantee shorter delivery times [13]. However, this requires an accurate forecast of the customer demand. 

Within the production stages, the load shift, the inter-operation time, the operating time and the safety time 
can be influenced. In all order processing strategies with an order-specific production run, an extension of 
the delivery time can be caused by a load shift. A load shift occurs when capacities are already utilised for a 
more extended period and new orders can only be scheduled later on when capacities are free [4]. Within 
this framework, the provision of capacity flexibility is a possibility to accept new orders and realise short 
delivery times by using additional capacity at short notice [14]. To this end, measures must be taken to create 
capacity flexibility. However, capacity flexibility is limited and cost-intensive [14]. Capacity can also be 
reserved within the framework of production planning to be able to schedule orders at short notice [15]. But 
if short-term orders fail to materialise, capacity utilization losses are a risk. To avoid this, the capacity 
reservation can be combined with a work-in-process (WIP) regulating order release so that orders are brought 
forward. [4] On the one hand, this leads to a negative schedule deviation and thus to finished goods stocks 
due to premature order completion. On the other hand, short-term orders can be realised without using 
capacity flexibility and without overloading the production system, which would result in a backlog. 

The safety time can be scheduled as part of throughput scheduling to compensate for possible delays from 
production and still deliver on time. In this way, a safety time increases the delivery reliability, but 
simultaneously increases finished goods stock due to premature order completion. [16] To reduce the 
delivery time at short notice, less safety time or no safety time can be assigned during throughput scheduling. 
This might decrease the delivery reliability. The operation time can be reduced at short notice by splitting 
lots, assuming the availability of work systems that can be used in parallel. Work processes can also be 
carried out overlapping. [17] In the medium term, transport processes between work systems can be 
optimised. This aims at reducing the minimum transition time, which is the transport time as part of the inter-
operation time [2]. A central possibility for shortening the inter-operation time is the use of accelerated 
orders [17]. Rush orders can be used to achieve maximum speed-up for time-urgent orders by prioritising 
these orders to the front of a queue [5]. Fast-track orders differ from rush orders as they are scheduled with 
individual inter-operation times just to meet the delivery date and are sequenced by the due date. Fast-track 
orders can thus also be accelerated as much as rush orders. However, this is only done when necessary. As 
a result, normal orders will probably not be delayed as much and higher shares of fast-track orders can be 
accepted than is the case with rush orders. [18] 

It can be concluded that the positioning of the CODP and the use of accelerated orders are easy means to 
influence the delivery time in a targeted manner in comparison with the other means introduced before. 
Therefore, in section 3, existing approaches of achieving specific delivery times through fast-track orders 
and shifting the CODP are discussed to highlight the need for further research. 

 

566



3. Literature review and need for research  

TRZYNA modeled the throughput time of rush orders and, taking into account a rush order share, the 
throughput time of normal orders for single work systems [19]. This enables the calculation of the minimal 
achievable throughput times for given production systems. LÖDDING AND ENGEHAUSEN have developed an 
approach to maximise incoming orders in the context of heterogeneous desired delivery times using rush 
orders. This approach is based on pure MTO production. Therefore, only the rush order share is used as a 
control variable to realise different delivery times. In addition, simplifying a single-stage production is 
assumed. [20] Due to these assumptions, mainly the focus on MTO, the approach is limited for the 
application under consideration. Many other approaches focus on achieving different delivery times by using 
rush orders in an MTO production by providing production planning procedures. CHUNG ET AL. describe an 
order release that releases rush orders in a stock-controlled manner or at the same time interval so that the 
production system is not overloaded [21]. Some approaches focus on rescheduling when rush orders occur 
[22±24]. LIU AND LIU consider production and distribution together and minimise the delivery time using 
linear optimisation for scheduling, batching and delivering [25]. These works are essential for improving the 
usage of accelerated orders. However, they may not support the choice of whether to prefer accelerated 
orders or a shift of the CODP. Regarding this choice, the research done so far only provides for an upper 
limit of approx. 30% of the work content for rush orders. Otherwise, the rush orders would interfere with 
each other resulting in an increase in their mean throughput times and the throughput time variation [26,15]. 

A systematic description of influencing the delivery time through shifting the CODP was performed by 
HOEKSTRA AND ROMME [8]. TEIMOURY ET AL. determine the appropriate position of the CODP using a 
linear optimisation model taking into account the product costs [27]. Most authors provide a procedure in 
which the CODP is positioned to achieve the lowest required delivery time. GRIGUTSCH developed a model-
based positioning of the CODP. Contrary to other authors, this author clearly addresses delivery time and 
schedule compliance. [28] In the research project on which this paper is based, an approach was developed 
by MAIER ET AL. linking logistical models. This approach makes it possible to calculate which order 
processing strategy has the lowest logistical costs for each product, achieving a certain schedule compliance 
or a certain service level in the finished-goods store. In doing so, fixed delivery time requirements per 
product are assumed to narrow down the solution space. [29]  

In summary, there is no approach yet that enables companies to design their production through the choice 
of order processing strategy and the use of fast-track orders so that heterogeneous desired delivery times can 
be served, but low logistical costs are achieved. Approaches to the use of fast-track orders are usually only 
geared to their processing within the framework of MTO production. Approaches to the choice of order 
processing strategy usually consider a fixed delivery time to be achieved and neglect the possibility of 
producing orders with a lower than the standard planned throughput time. For example, this can result in 
MTS being planned for a product to guarantee the fixed delivery time, resulting in high costs due to finished 
goods stock. However, the proportion of orders for this product that require a short throughput time could 
also be handled in the context of MTO production through fast-track orders. That would mean that no stocks 
of finished goods would have to be kept. However, interactions of the fast-track orders with other orders 
have to be taken into account. 

Therefore, this paper aims to systematise these interdependencies to select the order processing strategy that 
would result in the lowest logistical costs under the assumption of the same logistical performance in service 
level (MTS) or schedule compliance (MTO, ATO) when using fast-track orders. 

4. Effects of using fast-track orders and shifting the CODP on logistic objectives 

Different order processing strategies with different needs for accelerating production orders are possible to 
serve heterogeneous desired delivery times. Therefore, this section describes the interdependencies that need 
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to be considered when deciding between these options. The effects of shifting the CODP and using fast-track 
orders on logistic objectives and interactions were summarised in Figure 2 and are explained in the following. 

 
Figure 2: Effects of fast-track orders and position of the CODP on logistic objectives 

A downstream shifted CODP (see the upper part of Figure 2) allows larger, more economical lot sizes LSpre 

in the pre-production stage. Lot size calculation rules can be taken from [30]. Larger lot sizes reduce the 
manufacturing costs Cm due to lower set-up costs. However, larger lot sizes also affect a higher level of WIP 
in the pre-production stage. Furthermore, the shift affects a higher CODP stock of semi-finished products 
SLCODP. [31] The calculation of the safety stock level SSLCODP and the stock level SLCODP depending on the 
target service level SERLtar,CODP can be taken from [32]. Since a smaller part of the order throughput is 
customer order-specific (see Figure 1), the throughput time TTPm,order for the product in question decreases. 
In addition, the variation of the lateness in the final stage LV,fin is reduced for this product as fewer work 
systems are passed through [28]. Thus, shorter safety times ST can be used to achieve the target schedule 
compliance SCtar. As a result, the delivery time TD and the finished products stock level SLfp due to orders 
completed too early are reduced [16]. 

Shorter delivery times can also be realised by integrating fast-track orders into production [20]. However, 
the integration of a share of fast-track orders on the work content ߬ has the consequence that the throughput 
times of normal orders TTPN are extended [18,19]. Similarly, the variation of the lateness of normal orders 
in the final production stage LV,fin may increase [18]. This interaction still has to be modeled to enable a 
holistic model-based evaluation of occurring logistical costs. Higher variation of lateness LV,fin and the longer 
throughput time of normal orders TTPN result in higher safety stocks SSLfp  for MTS products. The 
calculation of SSLfp and SLfp in accordance with SERLtar,fp can also be taken from [32]. In case of MTO or 
ATO products, with a higher variation of lateness LV,fin higher safety times ST have to be allocated to reach 
the target schedule compliance SCtar. How to dimension the safety time ST in accordance with the variation 
of the lateness LV,fin and the target schedule compliance SCtar and which delivery time TD and which finished 
product stock level SLfp result from this safety time, can be determined following [16].  
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5. Analysis of the delivery time related suitable order processing strategy 

Based on the previously identified interdependencies between the positioning of the CODP and the use of 
fast-track orders with logistic objectives, this section examines interactions and trade-offs between the 
instruments and their parameterisation. 

It is assumed that delivery times below the mean throughput time are served with fast-track orders if it is 
possible for the considered CODP position. Therefore, the position of the CODP determines how many 
orders can be served at all and how many fast-track orders must be used with which inter-operation time 
reduction. A product view and a resource view are described below for analysis purposes.  

The product view is shown in Figure 3 with a fictional example for producing a single product. The diagrams 
show the absolute frequency of delivery times requested by customers in the number of orders in a reference 
period. The delivery times considered here have been adjusted for time components such as dispatch time 
so that it is essentially a maximum permissible throughput time. For simplicity, the term delivery time will 
continue to be used in the following. Three possible scenarios are MTS, ATO and MTO. Since there is no 
order-related production throughput time for MTS, the logistical costs for MTS with a specific target service 
level can be calculated following the interdependencies from section 4. Therefore, only MTO and ATO are 
considered concerning the fulfillment of the heterogeneous desired delivery times. 

 
Figure 3: Fulfilling heterogenous desired delivery times with different order types 

It is assumed that a rush order's progressing starts at each work system as soon as the last order in progress 
finishes (see [18]). All desired delivery times below this cannot be served by accelerated orders either, which 
leads to a rejection rate ߮. In this example, the logistical positioning of planned WIP at MTO results in a 
mean throughput time ���୫ of 9 shop calendar days. Fast-track orders achieve delivery times shorter than 
the mean throughput time. The equilibrium condition, according to TRZYNA and HEUER ET AL., provides an 
approach to determine the planned throughput time for normal orders ��� as the boundary between normal 
and fast-track orders using the distribution of the desired delivery times, the minimum realisable throughput 
time ���୫୧୬ and the mean throughput time ���୫ (see Figure 4) [18,19]. All orders with a delivery time 
higher than the minimum delivery time and less than the planned throughput time for normal orders are 
therefore fast-track orders, which in their entirety give rise to a fast-track order share of ߬ in all orders.  
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Figure 4: Output and Throughput Time Operating Curves with fast-track orders [18] 

In the example for MTO, ߮ is 6%. These potentially lucrative orders cannot be accepted. With ATO, on the 
other hand, only 2% cannot be accepted. While for MTO both production stages are burdened with 170 fast-
track orders, for ATO only the final production stage is burdened with 35 fast-track orders. 

Due to the interactions with the logistic objectives of other products described in section 4, the product view 
described must be expanded to include a resource view to identify possible problems at the production stages 
under consideration and thus also other products (see Figure 5).  

 
Figure 5: Product view and resource view 

When deciding on a shift of the CODP or the use of fast-track orders, the same decision must always be 
made for other products. If the CODP for a product is set so that fast-track orders become necessary at a 
production stage, this must be taken into account in the resource view. The desired delivery times must be 
broken down to the maximum permissible throughput times in the order-specific production run on the 
individual production stages to be run through. Special effects such as a limitation of the inter-operation time 
reduction at work systems with set-up time-optimising sequencing may have to be considered. The resource 
view of a work system must be aggregated for all products whose maximum permissible throughput times 
are to be processed across all products. In this way, the resource view can derive planned throughput times 
for standard orders. 

For example, a production with two MTS products (product A and B) and one MTO product (product C) is 
assumed. Product B is switched from MTS to ATO to save costs (see Figure 5). To achieve the desired 
delivery time of the customer without shifting the COPD downstream, orders of product B in the final 
production stage have to be partially scheduled as fast-track orders. To check the profitability of this change, 
the interdependencies shown in Figure 2 must be taken into account. By scheduling fast-track orders in the 
final production stage, the throughput times of all other orders in this production stage are extended. This 
means that the throughput time of products A and C are extended. Thus, with a higher replenishment time, 
the safety stock of product A in the finished goods stock must be increased to achieve the same service level 
for product A. While an increase in safety stock can compensate for longer replenishment times for product 
A, it must be checked for product C whether the desired delivery times can still be realised despite this 
throughput time extension. If this is critical at the final production stage, there is still the possibility of using 
acceleration potentials at the production pre-stage for product C. To assess the profitability of changing the 
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order processing strategy of product B, the initial savings in the stock of product B must be weighed against 
the cost of the additional demand for safety stock for product A and secondary effects of product C.  

6. Conclusions

Meeting customers' heterogeneous delivery time requirements holds great potential for companies to 
increase customer satisfaction and revenues. There are many instruments to realise shorter delivery times. 
Some of them should be chosen strategically and in the long term, others can be used in the short term. As 
two key instruments, the positioning of the CODP and the use of fast-track orders were investigated in this 
paper. While the positioning of the CODP, in particular, reduces the average throughput time, a specific 
range of different delivery times can be mapped through the systematic use of fast-track orders. So far, 
however, there is no approach that takes into account a coupled decision on the position of the CODP and 
the use of accelerated production orders, potentially resulting in higher logistical costs. 

When positioning the CODP, numerous interactions with logistic objectives have to be considered. The 
positioning of the CODP per product cannot be done in isolation, assuming the use of fast-track orders. In 
addition, interactions with other products must be taken into account from a resource perspective. This paper 
describes the most important influences on logistic objectives and the interactions on the resource view. That 
makes the coupled positioning of the CODP using fast-track orders accessible to scientific research. Thus, a 
first approach for determining resource-based planned throughput times could already be developed to link 
the decision on product level and its influences on other products. That already allows a trade-off in the 
product-related decision to shift the CODP. The use of heterogeneous planned throughput times requires 
precise design but can meet heterogeneous delivery time requirements at the same target utilisation rates and 
lower stocks, thus being more competitive. 

The approach proposed in this paper for the positioning of the CODP in the context of the use of fast-track 
orders must be concretised. Modeling gaps, like the interaction of the share of fast-track orders on the 
variation of lateness, have to be quantified. As a result, it will be possible to determine for the entire product 
portfolio which position of the CODP should be selected, considerung fast-track orders, in order to achieve 
minimum logistical costs in the context of heterogeneous delivery time requirements for a given target 
logistical performance. 

Acknowledgements 

The research project was carried out in the framework of the industrial collective research programme (IGF 
no. 20906 N). It was supported by the Federal Ministry for Economic Affairs and Climate Action (BMWK) 
through the AiF (German Federation of Industrial Research Associations eV) and the BVL 
(Bundesvereinigung Logistik eV) based on a decision taken by the German Bundestag. 

References 

[1] Handfield, R.B., Straube, F., Pfohl, H.-C., Wieland, A., 2013. Embracing global logistics complexity
to drive market advantage. DVV Media Group, Hamburg.

[2] Wiendahl, H.-P., Reichardt, J., Nyhuis, P., 2015. Handbook factory planning and design. Springer,
Berlin, Heidelberg, 501 pp.

[3] Gudehus, T., Kotzab, H., 2012. Comprehensive logistics, 2., rev. and enl. ed. Springer, Berlin,
Heidelberg.

[4] Lödding, H., 2013. Handbook of Manufacturing Control: Fundamentals, description, configuration.
Springer, Berlin, Heidelberg.

571



[5] Trzyna, D., Kuyumcu, A., Lödding, H., 2012. Throughput time characteristics of rush orders and their 
impact on standard orders. Procedia CIRP (3), 311±316. 

[6] Sharman, G., 1984. The rediscovery of logistics. Harvard Business Review 62 (5), 71±80. 
[7] Wemmerlöv, U., 1984. Assemble-to-order manufacturing: Implications for materials management. 

Journal of Operations Management 4 (4), 347±368. 
[8] Hoekstra, S., Romme, J., Argelo, S.M., 1992. Integral Logistic Structures: Developing Cus-tomer-

Oriented Goods Flow. Industrial Press, New York. 
[9] Wortmann, J.C., 1983. A Classification Scheme for Master Production Scheduling, in: Wilson, B., 

Berg, C.C., French, D. (Eds.), Efficiency of Manufacturing Systems. Springer US, Boston, MA, pp. 
101±109. 

[10] Schönsleben, P., 2012. Integral Logistics Management: Operations and Supply Chain Management 
Within and Across Companies, 5th ed. Chapman & Hall/CRC Press, Boca Raton. 

[11] Chen, J., Cox, R., 2012. Value Stream Management for Lean Office²A Case Study. American 
Journal of Industrial and Business Management 2 (2), 17±29. 

[12] Sohlenius, G., 1992. Concurrent Engineering. CIRP Annals 41 (2), 645±655. 
[13] Chopra, S., 2003. Designing the distribution network in a supply chain. Transportation Research Part 

E: Logistics and Transportation Review 39 (2), 123±140. 
[14] Kingsman, B.G., Tatsiopoulos, I.P., Hendry, L.C., 1989. A structural methodology for managing 

manufacturing lead times in make-to-order companies. European journal of operational research 40, 
196±209. 

[15] Thürer, M., Silva, C., Stevenson, M., 2010. Workload control release mechanisms: from practice back 
to theory building. International journal of production research 48 (12), 3593±3617. 

[16] Schmidt, M., Bertsch, S., Nyhuis, P., 2014. Schedule compliance operating curves and their 
application in designing the supply chain of a metal producer. Production Planning & Control 25 (2), 
123±133. 

[17] Mertens, P., 2013. Integrierte Informationsverarbeitung 1: Operative Systeme in der Industrie, 18th 
ed. Springer Fachmedien Wiesbaden, Wiesbaden. 

[18] Heuer, T., Maier, J.T., Schmidt, M., Nyhuis, P., 2021. Be in control of rush orders logistically. wt 
Werkstattstechnik online 111 (4), 185±189. 

[19] Trzyna, D., Lödding, H., Nyhuis, P., 2015. Modellierung und Steuerung von Eilaufträgen in der 
Produktion. Zugl.: Diss. TUHH Institut für Produktionsmanagement und -technik, Hamburg. 

[20] Lödding, H., Engehausen, F., 2019. Use Rush Orders Strategically: How Make-to-Order Companies 
Can Increase Their Order Intake. Zeitschrift für wirtschaftlichen Fabrikbetrieb 114 (7-8), 449±454. 

[21] Chung, Y.H., Seo, J.C., Kim, C.M., Kim, B.H., Park, S.C., 2017. Reservation-based dispatching rule 
for make-to-order wafer FAB with high-priority lots. Concurrent Engineering 25 (1), 68±80. 

[22] He, X., Dong, S., Zhao, N., 2020. Research on rush order insertion rescheduling problem under 
hybrid flow shop based on NSGA-III. International journal of production research 58 (4), 1161±1177. 

[23] Psarommatis, F., Zheng, X., Kiritsis, D., 2021. A two-layer criteria evaluation approach for re-
scheduling efficiently semi-automated assembly lines with high number of rush orders. Procedia 
CIRP 97, 172±177. 

[24] Ren, X., Wang, X., Geng, N., Jiang, Z., 2021. The Just-In-Time Job-Shop Rescheduling with Rush 
Orders by Using a Meta-Heuristic Algorithm, in: 17th International Conference on Automation 
Science and Engineering (CASE), Lyon, France. IEEE, pp. 298±303. 

[25] Liu, L., Liu, S., 2020. Integrated Production and Distribution Problem of Perishable Products with a 
Minimum Total Order Weighted Delivery Time. Mathematics 8 (2), 146. 

[26] Jäger, Y., Roser, C., 2018. Effect of Prioritization on the Waiting Time, in: Moon I., Lee G., Park J., 
Kiritsis D., von Cieminski G. (Ed.), Advances in Production Management Systems. Production 

572



Management for Data-Driven, Intelligent, Collaborative, and Sustainable Manufacturing, vol. 535. 
Springer, Cham, pp. 21±26. 

[27] Teimoury, E., Modarres, M., Khondabi, I.G., Fathi, M., 2012. A queuing approach for making 
decisions about order penetration point in multiechelon supply chains. Int J Adv Manuf Technol 63 
(1-4), 359±371. 

[28] Grigutsch, M., 2016. Modellbasierte Bewertung der logistischen Leistungsfähigkeit in Abhängigkeit 
des Kundenauftragsentkopplungspunktes. Dissertation. 

[29] Maier, J.T., Heuer, T., Stoffersen, H., Nyhuis, P., Schmidt, M., 2022. Data based analysis of order 
processing strategies to support the positioning between conflicting economic and logistic objectives. 
Procedia CIRP, (Full Paper accepted). 

[30] Münzberg, B., 2013. Multikriterielle Losgrößenbildung. PZH-Verlag, Garbsen. 
[31] Nywlt, J., 2016. Logistikorientierte Positionierung des Kundenauftragsentkoppelungspunktes. 

Dissertation. 
[32] Nyhuis, P., 2009. Fundamentals of production logistics: Theory, tools and applications, Softcover re-

print of the hardcover 1st edition 2009 ed. Springer, Berlin, Heidelberg. 
 

Biography 

 

Tammo Heuer (*1992) studied industrial engineering at the Leibniz University 
Hannover and has been working as a research associate at the Institute of Production 
Systems and Logistics (IFA) at the Leibniz University Hannover in the field of 
production management since 2018. 

  

 

Janine Tatjana Maier (*1994) studied industrial engineering at the Leibniz 
University Hannover. Since 2018, she works as a research associate in the field of 
production management at the Institute of Product and Process Innovation (PPI) at 
the Leuphana University of Lüneburg. 

  

 

Matthias Schmidt (*1978) studied industrial engineering at the Leibniz University 
Hannover and subsequently worked as a research associate at the Institute of 
Production Systems and Logistics (IFA). After completing his doctorate in 
engineering, he became head of Research and Industry of the IFA and received his 
habilitation. Since 2018, he holds the chair of production management at the Institute 
for Product and Process Innovation (PPI) at the Leuphana University of Lüneburg. In 
addition, he became the head of the PPI in 2019. 

  

 

Peter Nyhuis (*1957) studied mechanical engineering at Leibniz University 
Hannover and subsequently worked as a research associate at the Institute of 
Production Systems and Logistics (IFA). After completing his doctorate in 
engineering, he received his habilitation before working as a manager in the field of 
supply chain management in the electronics and mechanical engineering industry. He 
is heading the IFA since 2003. In 2008 he became managing partner of the IPH - 
Institut für Integrierte Produktion Hannover gGmbH. 

573



CONFERENCE ON PRODUCTION SYSTEMS AND LOGISTICS 
CPSL 2022 

__________________________________________________________________________________ 

DOI:�KWWSV���GRL�RUJ��������������� 

3rd Conference on Production Systems and Logistics 

Business Model Scenarios For Digital Textile Microfactories 
Marcus Winkler1, Franziska Moltenbrey1, Meike Tilebein2,1 

1German Institutes of Textile and Fiber Research, Denkendorf, Germany 
2University of Stuttgart, Institute for Diversity Studies in Engineering, Stuttgart, Germany 

Abstract 

In several industries the concept of Microfactories has been developed and their potentials are still subject 
of research and development. Also in the Textile and Clothing Industry this concept of a digitally networked 
end-to-end digital design and production process finds its first realizations in different applications. Such a 
Digital Textile Microfactory can cover a complete value creating chain comprising all design and production 
steps from the customer to the ready-made product. It relies on virtual models of the process steps involved, 
as well as of the materials, the products, and the customers. The digital backbone allows for speed, efficiency, 
high quality, and deep consumer interaction leading to a great innovation potential in a wide area of 
applications and Business Models. They range from B2B types, where they can support and speed up the 
prototyping phase of product development (sampling) up to B2C settings for the innovative production of 
individualized products, including reordering as well as event-driven production and locally centred 
production. But in spite of the potential benefits of a Digital Textile Microfactory, there are still just a few 
realizations seen in the industry due to investment risks and uncertainty with regards to new Business 
Models. 

The goal of this paper is to explore Business Model scenarios for a Digital Textile Microfactory that uses 
digital textile printing as a core process. We first describe the economic characteristics of the Textile and 
Clothing Industry, and then the digital technology and process underlying such a Digital Textile 
Microfactory. Based on this description, we then explore different B2B and B2C application scenarios – 
developed in previous European and German research projects – and settings for related Business Models. 

Keywords 

Microfactory; Digital Textile Printing; Business Model; Textile Industry; Digitalization 

1. Introduction

The Textile and Clothing Industry (TCI), and especially the sectors of fashion and apparel as well as home 
and household textiles are characterised by global value chains and by high dynamics. Reasons for this 
include the megatrend individualization [1], worldwide competition, as well as recent technology and 
process innovations [2]. The traditional reactions of cost reductions, outsourcing of production to low-wage 
countries or unspecific stimulation of product demand trying to restore mass production are not promising 
for many new Business Models, and thus do not always offer an adequate answer to the extreme short product 
life cycles for many companies in the fashion sector.  

Specific additional challenges in the fashion sector arise from the facts that first, product development 
usually takes relatively long time, as it involves manual process steps and iterated production of physical 
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samples and second, end-consumer demand is highly volatile, resulting in stock-outs or wasteful 
overproduction. 

Moreover, apart from these economic characteristics the TCI is faced with social and ecological grievances, 
such as child labour and environmental pollution through chemicals playing a role in end consumers’ 
purchasing decisions. This can be seen in approaches such as Circular Fashion, Sharing Economy [3] and 
the consideration of sustainability aspects, e.g. ecological footprint, use of resources, cradle-to-cradle 
approaches or the large number of different labels and certificates, signalling sustainability aspects towards 
customers. 

Digital technologies deriving from the vision of Industry 4.0 offer great potential to address these challenges 
for the TCI. Solutions for value creation networks and production using intelligent networking [5], taking 
into account the possibilities of flexible production, adaptable factories, customer-centric solutions, 
optimised logistics, use of data for new Business Models and resource-saving circular economy [6], that 
have proven to be beneficial to other industries can also be applied to the TCI. 

Among these approaches Microfactories have recently been subject to research and development [7] and 
offer new possibilities for the TCI in the form of a Digital Textile Microfactory (DTMF). A DTMF is an 
end-to-end digitally networked development and production process for textile and clothing products. Its 
digital backbone allows for speed, efficiency, high quality, and deep consumer interaction leading to a great 
innovation potential in a wide area of applications and Business Models. A DTMF can provide solutions for 
efficient development and production of individualised products in small lot sizes, being fast and flexible in 
a more sustainable production and supply chain. 

Consistent digitalization along the entire value chain and the associated information transparency as included 
in the DTMF also offer solutions to issues of ecological and social sustainability. 

Within the next sections of this paper the basic principles and process steps of a DTMF will be presented 
(section 2), followed by a description of different B2B and B2C Business Model scenarios for the TCI. In 
particular, these Business Models address firstly the production of individualised products, the sampling of 
prototypes, the re-ordering (of best-sellers) and the event-driven and locally centred production by using 
different kinds of settings of the DTMF. They will be discussed in depth in section 3 and summarized in 
section 4. 

2. The Digital Textile Microfactory 

The first forms of Microfactories were described in Japan in the 1990s [8]. The DTMF has already existed 
as a technical implementation in different forms and settings for several years. The Adidas Group 
demonstrated one form with its Speedfactory for individualised running shoes [9]. Currently, DTMFs exist 
for three product groups: Knitted fabrics, home textiles, and clothing made from textile surfaces. 

The DMTF covers the complete value creating chain comprising all design and production steps from the 
customer to the ready-made product using these benefits of digitalization and, in most applications or 
settings, geographical proximity of the production steps. The operations rely on virtual models (digital twins) 
of the process steps involved, as well as of the materials, the products, and the customers. This digitalization 
allows effects regarding flexibility (deep consumer interaction), speed (availability), efficiency (less 
physical waste), high quality (no ramp up process), and personalization (lot size one). These effects will 
be picked up in section 3 and assigned there to specific application cases, in order to show their relevance 
and possible influence, besides the resource savings by using digital twins as long as possible (described in 
section 3). 
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In general, the traditional textile production workflow involves manual, labour-intensive steps from creating 
a design to sewing the final garment [4]. The DTMF approach reduces the long, time-consuming production 
steps to a minimum, especially in the development step, and ensures a continuous integrated workflow, e.g. 
with the help of the following value creation steps in a DTMF that uses digital textile printing on textile 
surfaces as a core process: 

� Body Scanning: There are already 3D body scanning technologies that allow the generation of 
digital twins and a virtual try-on in a 3D simulation programme. This can be used for made-to-
measure production and can help to determine body data on demand in order to integrate 
measurement data into existing processes. This enables the body scanner to replace the tape measure 
with digital measurements on an individual avatar. As a result, the measurement data can be reused 
and compared in the long term [10]. 

� 3D/Design: The basis of a DTMF is the development of creative design in CAD, where garments 
with real materials (colours/texture) are digitally mapped, e.g. onto individual avatars (virtual 
models). Thus, in this design step avatars that were previously created with the body scanner can be 
imported to adapt and grade cuts to individual measurements [11]. The realistic representation makes 
the interaction of material, cut and body in particular visible (e.g. virtual fit analyses) [12] which 
can save samples and thus development costs and effort to a considerable extent. With the help of a 
3D simulation, the design is then prepared for cutting out [11]. 

� Raster Image Processing (RIP): After the 3D design, a ‘print and cut’ file is created, which 
contains a multi-layer file and displays different layers, for example for contours and textures. For 
this purpose, identifying QR codes and position markers are integrated into the production order for 
later position recognition. It facilitates the colour-compliant preparation of the design data for the 
digital printer [11]. This workflow enables more efficient and resource-saving production compared 
to traditional ones. It is also suitable for on-demand productions, as the workflow can be flexibly 
adapted. 

� AR/VR: Virtual interaction options such as Augmented and Virtual Reality (AR/VR) can also be 
integrated into the DTMF, representing a digital showroom – a virtual place where collections can 
be viewed virtually. There are already digital and interactive 3D product presentations that can be 
used at the point of sale [13]. This saves the time-consuming procedure of handing over collections 
(via photo creation, manual uploading of files, entering in different tools) as it has been practised in 
previous processes. 

� Digital Printing: In the next step, the textiles are printed with the individual designs using the core 
process, the digital printing process [14]. The production files required for this are generated directly 
from a 3D simulation environment. The colour-accurate preparation of the design data is made 
possible with the help of the aforementioned RIP programme. The designs are printed on transfer 
paper, using sublimation equipment. The following thermo-fixing process is accomplished using the 
calender, thus ensuring a perfect print [11]. 

� Cutting Out: With the help of a camera, the identifying QR codes and position markers make it 
possible to identify the exact position of each component and the material then can be cut out, 
entirely automatically [11]. 

� Handling: The cut outs then can be sorted, in a completely automated process, using a robotic arm 
with a grab claw transporting them, directly and as efficiently as possible, to the assembly 
department [11]. 

� Assembling: Finally, the individual components are joined together to form a finished product, e.g. 
by means of sewing or ultrasonic welding machines [11]. 
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3. Business Models for DTMF 

A DTMF bears great innovation potential in a broad range of applications and Business Model scenarios, 
covering B2B settings, where they can improve the prototyping phase of product development up to B2C 
settings for the innovative production of single-lot, on-site, on-demand individualized products [15,16]. 
Those benefits of DTMF so far are not widely seen and realised in the TCI due to perceived investment risks 
and uncertainty with regard to new Business Models. Although there are different generic approaches for 
Business Model Innovation [17,18] the specific characteristics of the TCI call for a closer look at potential 
DTMF Business Models.  

The economic use of DTMF is a dynamic problem and depends on external conditions and internal design 
fields and their mutual influences. External conditions include product requirements and dominant market 
mechanisms, such as trends, competition, demand and delay effects. The internal design fields also include 
a large number of aspects, such as the setting of the DTMF, the necessary number of machines per value-
added stage (scaling), the possible throughput of the DTMF (dimensioning), the operational classification of 
the DTMF and the associated unit costs and margins to be realised, the resulting throughput times and the 
competence and personnel requirements. 

Besides the economic dimension of sustainability of DTMF – leading to reduced costs and increased margins 
– there are ecological aspects that refer mainly on ‘… reduction of waste and transportation needs’ [15]. 
Even digital textile printing as a core process and standalone technology is able to reduce the consumption 
of ink, waste, energy, and water in comparison to screen printing [15] and offers for all applications potentials 
to resource saving. The social dimension is met by the local or regional production being close to the 
customer, focusing together with the data-based transparency on socially responsible innovation and 
production [15]. 

Using the DTMF as an integrated concept covering all value creation steps in one place, as described in 
section 2 (possibly excluding the body scanning), there are at least four application cases that can serve for 
Business Models, as indicated above: individualization, sampling, reordering and event-driven and locally 
centred production. Those application cases have been developed in European and German research projects 
[2,14]. Especially the following ones, labelled as individualization, sampling and event-driven and locally 
centred production are an outcome of the European Research project ‘A Knowledge-based business model 
for small series fashion products by integrating customized innovative services in big data environment’, 
where they have been derived from different production scenarios [2]. The application case reordering has 
been developed in the wake of German research projects, dealing with the digital transformation in the 
apparel and clothing industry [14]: 

� Individualization: Companies can participate in the megatrend of individualization, which is 
estimated to have a positive impact on turnover next 10-15 years [19], even though there are still 
few quantitatively reliable statements on turnover development. Nevertheless, cautiously estimated 
turnover increases of 0.5% to 1% per year are assumed here. Specific customer requirements and 
wishes can thus be implemented quickly and efficiently in production. This leads to interactive and 
customer-driven value creation processes. Individual product designs also provide the customer with 
a special experience. As digitalization increases the range and choice of products and technologies, 
and consumer demands for uniqueness, quality and service grow. Accordingly, this can again lead 
to increased competition for individual products and cost pressure [14] and addresses more or less 
all three sustainability dimensions. Effected in a positive manner are flexibility (deep consumer 
interaction), speed (availability), high quality (no ramp up process) and personalization (lot size 
one). 

� Sampling: Working within a digitalised process, using digital twins as long as possible instead of 
physical samples offers significant cost reductions in new product development. Recent 
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investigations within the framework of the AiF research project ‘Digital Collection Development’ 
(IGF project 20892 N) at the Center of Management Research of the German Institutes of Textile 
and Fiber Research Denkendorf (DITF) in the area of small series in the workwear sector show 
saving potentials in the new product development and sample production process of 10% to 20% for 
a product line (e.g. a specific pair of work trousers) [20]. These savings result from the elimination 
of several physical (fabric) samples and the faster recognition and elimination of undesirable 
developments by simulating matching repeats, colours etc. Savings can even double when 
considering new product lines to be developed. Thus, noticeable cost savings of 20% to 40% are 
possible in product development, especially in sampling, which can then account for up to 1% of 
total turnover. This in turn simplifies communication and coordination processes between those 
involved within the process and thus reduces environmental impact by producing fewer physical 
samples. Digital sampling, however, also means changes from the perspective of the employees, 
including training, instruction and qualification as well as high investment costs for new systems 
(e.g. 3D tools) [2]. Business Models here can lead to services offering to re-invent parts or the whole 
sampling process and effect in particular efficiency (less physical waste) and high quality (no ramp 
up process) addressing mainly economic and ecologic dimensions of sustainability. 

� Reordering: In the case of sold out and highly demanded products a fast and flexible response would 
allow to satisfy customers’ needs and profit from them. This could include small batches from lot 
size one up to a big number of products in order to keep the customer’s loyalty and avoid 
overproduction in times of unstable demand. Hence, the benefits here are twofold: the production 
could be oriented due to a conservative forecast or demand with less warehousing costs, and the 
possibility to retain the customer, who will wait for the desired product, which will convert a lost 
sale into a so-called backlog [21]. Hence, speed (availability) and high quality (no ramp up process) 
are mainly addressed in a positive way and contribute strongly to economic dimensions of 
sustainability. 

� Event-driven and locally centred production: Concerning several events, such as seasonal, sport 
and cultural ones, there is an opportunity to sell products – often quite simple ones, like T-shirts or 
scarfs – to customers being fans, supporters, showing to public their opinion etc. This demand is 
often not predictable and does not allow long delivery times. This asks for a production in the 
surrounding area, a local production, with a fast and flexible response time. There is in general no 
time for ramp-up and complicated design and accessories, as the time to market is very close. 
The locally centred production, not only for events, as it is proclaimed in the trend of nearshoring 
[22], allows to react fast and flexible by using known structures, common rules and conditions [2]. 
This Business Model requires a powerful infrastructure (using digital twins) and a lot of know-how 
as well as qualified partners and workers. It could increase the risk of losing touch with new 
developments due to missing global influences. This means that innovative products must constantly 
be brought to market and organizational structures must be adapted [2]. In addition, there is the 
opportunity to choose resources in an environmentally oriented way, to produce under local 
conditions and thus to comply with socio-ecological standards, and the extent of product 
counterfeiting can be reduced, which often is a huge problem [23]. This effects positively flexibility 
(deep consumer interaction), speed (availability), efficiency (less physical waste), high quality (no 
ramp up process), and personalization (lot size one). Furthermore, all dimensions of sustainability 
are addressed to some extent here. 

These Business Models can be supported by the following settings of the DTMF [24]: 

� Factory-in-Shop: A DTMF placed in a retail and/or selling environment focusing on customer or 
consumer interaction with a fast throughput and production time. 
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� (Standalone) Factory: A DTMF with upscaling capacities allowing to produce a fast and flexible 
on-demand production, e.g. high-speed printing using multiple printers. 

� Factory-in-Factory: A DTMF as a workplace in a textile or garment factory for dedicated 
production jobs (sampling, lot-size one). 

� Technological Centre (Lab): A DTMF as part of a technological centre or a lab (following the fab 
lab concept) for design, experimenting, co-creation of products as well as training and education 
purposes of processes. 

In general individualization (1) can be supported by ‘Factory-in-Shop’ and ‘(standalone) Factory’, sampling 
(2) by ‘Factory-in-Factory’ and ‘Technological Centre (Lab)’, reordering (3) by ‘(standalone) Factory’ and 
event-driven and locally centred production (4) by ‘Factory-in-Shop’ and ‘(standalone) Factory’ as shown 
in Table 1:  

Table 1: Settings of DTMF for different Business Models 

Business Model Positive Effects (in 
addition to resource 
saving) on 

Dimension of 
sustainability 
addressed 

DTMF Setting Type of 
Business 
Model 

Individualization Flexibility, speed, high 
quality, personalization 
 

Ecologic, 
economic, social 

Factory-in-Shop, 
(standalone) Factory 

B2C 

Sampling Efficiency, high quality Ecologic, 
economic 

Factory-in-Factory, 
Technological Centre 
(Lab) 

B2B 

Reordering Speed, high quality 
 

Economic (Standalone) Factory B2C 

Event-driven and 
locally centred 
production 

Flexibility, speed, 
efficiency, high quality, 
personalization 

Ecologic, 
economic, social 

Factory-in-Shop, 
(standalone) Factory 

B2C 

 

These settings allow in general to use the DTMF as integrated process including all steps presented in section 
2 in one place for a fully networked production from body scanning, 3D simulation of the individual garment 
to digital printing and cutting out to the finished product. In addition, there are other settings (especially 
sampling) that allow e.g. the production of samples in digital networked forms widely spread over different 
countries, using only parts of the integrated concept DTMF [24].  

Encouraged by the DTMF economic benefits, a trend towards in-house manufacturing for several fashion 
retailers can already be observed (using the Factory-in-Factory setting), to control their supply chain and to 
have the benefit of speed to market as well as sustainability [25].  

4. Summary 

Recent trends and developments in the TCI call for an increased use of digital technologies in order to address 
changing market and sustainability needs. In this paper we have shown potential Business Models for a fully 
networked DTMF that uses digital textile printing as a core process step, starting with body scanning, 
3D/Design, RIP, AR/VR and completing with cutting out, handling and assembling. 

There are four scenarios (or application fields) for Business Models in the areas of B2B and B2C that can 
use a DTMF in order to cope with the challenges and yield profit. Therefore, the positive effects on the 
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scenarios are indicated and assigned to each of them as well as the dimensions of sustainability. The demand 
of customers for personalised products with high quality leads to the most noticeable application, the 
individualization that can be answered by fast local value chains as well as by organizational structures that 
create new opportunities through end-to-end digitalization. Besides individualization of products (in small 
lot sizes), there are other promising applications and Business Models for sampling, reordering and event-
driven as well as locally centred production, which benefit in the same way from digitally networked end-
to-end digital design and production processes. Different settings of DTMF match the presented Business 
Models. 

As an integrated and local production site the DTMF offers a fast (reducing the time to market), flexible and 
sustainable answer, especially for the fashion and clothing industry. But it has to be adapted according to the 
Business Models and settings with regard to the specific external conditions (product requirements and 
dominant market mechanisms, such as trends, competition, demand and delay effects), as well as the internal 
design fields (like setting of the DTMF, number of machines per value-added stage the dimensioning, 
personnel requirements) and their mutual influences in order to reach out for the greatest possible economic 
and sustainable success. 
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Abstract 

The manufacturing industry is in the midst of a digital transformation. As part of the increasing internal and 
external integration of manufacturing companies, ever more significant volumes of data are being exchanged 
in order to meet the challenges of a globalized production world. The European initiative Gaia-X aims to 
establish a federal data infrastructure based on European law to ensure data sovereignty in the resulting 
digital value creation ecosystems. Under the conditions thus created, it will be possible for manufacturing 
companies to develop entirely new business models. Within the scope of these business models, the benefit 
of data sharing in the sense of added value will come into focus.  

The following paper presents opportunities for the development of disruptive digital business models for 
manufacturing companies in the context of Gaia-X. The paper focuses on how data sharing can be used to 
create value. Furthermore, it highlights how the transition from technological use case to monetizable value 
creation can be made with data-based, digital business models in the context of Gaia-X. Finally, the state of 
work in business model development in the Gaia-X project EuProGigant is presented for discussion and 
exemplified by two use cases. 

Keywords 

Digitization; Business Models; Gaia-X; Production Technology 

1. Introduction

The industrial sector is currently in the midst of a fundamental digital transformation. In the last 12 years, 
the amount of data generated worldwide almost increased by fifty, and progressive growth is expected in the 
coming years as well [1]. Manufacturing companies support this increase by constantly driving forward the 
digitization of their products and processes. Due to the advancing use of sensors and increasing connectivity 
of machines and systems, information availability continues to rise [2]. In this context, digital, data-based 
business models represent an essential foundation for generating benefits from the data acquired. A platform-
based exchange of data across locations and company boundaries becomes increasingly important as a key 
benefit driver [3]. However, the spread of such platform-based business models is very limited. Many 
potential players are not willing to participate out of fear of losing their data sovereignty [4]. The European 
initiative Gaia-X, launched in 2019, addresses this challenge by establishing a federated data infrastructure 
to ensure data sovereignty based on the European legal situation. Gaia-X's decentralized approach aims to 
aggregate the heterogeneous infrastructures of different actors into a homogeneous system. Those systems 
are named ecosystems or data space and are characterized by technology, business and legal [5]. In this 
context, the idea of open source is of high priority. Especially smaller companies can also benefit from the 
development. Trust is established through transparency of code, contract and verifiable identities and 
credentials. Furthermore, various instances are networked via open interfaces and standards to optimize the 
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linkage of data sources and sinks. This intends to increase the sovereignty of customers of platform-based 
business models and the scalability, interlinkage and competitive position of their providers [6]. 

Research on platform-based business models in industrial production and the accompanying empowerment 
of companies is still in its infancy [3]. The same applies to the development efforts on building data 
infrastructure in the Gaia-X context. Among other things, parties involved are intensively working on 
designing the underlying architecture in numerous working groups. Accordingly, the overall requirements 
for corresponding data-based business models continue to change. The following remarks reveal future 
possibilities of platform-based business models within Gaia-X. First of all, this paper addresses the concept 
of platform-based business models. Subsequently, it presents a possible procedure for the structured 
development of decentralized, multi-platform-based business models in the context of Gaia-X. Thus, the 
current work on developing use cases and business models in the EuProGigant project is addressed and 
exemplified by two use cases. Due to the early stage of the project and the limited scope of the paper, the 
application is focused on the initial area of solution development. 

2. State of the Art 

A business model captures value and generates profitable outcomes through applying a particular 
technology. A business model is a connecting link between technology and its economic value characterized 
by the three complementary dimensions of value generation, value proposition and revenue structure [7]. 
The value proposition dimension depicts the benefits a company offers its customers with a particular 
product or service. The value generation dimension captures central processes and competencies required to 
implement the business model and fulfil the value proposition. Finally, the revenue structure dimension 
describes the composition of cost and revenue mechanisms and the resulting value generated from the 
business [8].  

Data-driven, digital business models represent a specific form and have a customer-oriented, service-driven 
value generation based on data and a full digitalized implementation [9]. Concerning value generation, a 
data value chain significantly shapes the interactions in such a business model's ecosystem [10]. The data 
thus utilized can be obtained from various internal and external data sources [11]. In the manufacturing field, 
data often originates from using products such as machine tools. This is not least due to the ongoing transition 
from physical products to product-service systems and software-as-a-service models, as the significance of 
dematerialized value increases continuously [12]. There is also an adjustment in the profile of the players 
involved in a data-driven business model ² the three essential roles of data user, data supplier and data 
enabler²the three essential roles of data user, data supplier and data enabler [13]. The data user utilizes the 
data resources available to him in order to create and realize value. The value creation can focus on internal 
and external value creation (optimization of internal process vs sale of products). The data supplier or data 
enabler supports the data user in his activities. A data provider ensures a supply of context-specific, relevant 
data. In contrast, a data enabler provides supporting data services or data infrastructure solutions [13,14]. 
The interaction of these players is not characterized by one-off or sporadic interactions but by reoccurring 
and regular ones. Accordingly, there is also a change in the revenue structure to reflect this transformation 
of service exchange. Thus, the trend is toward repetitive transactions in data-based service bundles. This 
trend includes subscriptions, key figure-oriented billing (e.g., payment per component produced) or profit-
sharing (e.g., participation in savings achieved through using a product). Likewise, compensation models 
are conceivable in which payment is made through the provision of data [15].  

Platform-based business models pick up on this aspect of a transformation in exchanging goods and services 
and drive it further. Their goal is to reach a more significant number of different participants and facilitate 
interactions between them [16]. In the business-to-consumer sector, such digital platforms are already 
widespread. A fundamental distinction can be made between three types of platforms: aggregation, social 
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and mobilization platforms. Aggregation platforms merge a wide range of relevant resources. They help a 
user connect to the resources he needs, making them highly transactional and task-oriented. The most 
common examples of this form are broker platforms like eBay and Amazon. Aggregation platforms often 
operate according to the hub-and-spoke principle, in which a platform owner mediates all transactions. Social 
platforms aggregate users and support engagement among those with common interests. The most common 
examples of this form are social media platforms like Facebook or Twitter. Social platforms mainly foster 
networks without the involvement of an organiser or owner.  

Lastly, mobilization platforms get users to collaborate to achieve common goals. Long-term relationships 
are targeted instead of completing short-term transactions or tasks. Mobilization platforms connect users in 
extended business processes, such as delivery networks or sales operations. Well-known examples of this 
are the global supply chain platform Li & Fung or Linux and Apache software platforms [17]. In the context 
of production, aggregation and mobilization platforms are in focus. In terms of data processing, these two 
concepts enable capturing financial value from data assets. The data provider and the platform provider can 
achieve a corresponding monetization. Thus, such platforms position themselves as a central interface 
between data user, data supplier and data enabler within a cross-process value network [4]. Although the 
spread of platform-based B2B business models in production is still in its infancy, the first corresponding 
offerings are already on the market [4]. However, these are essentially proprietary applications from machine 
manufacturers for company- or lifecycle-phase-specific applications. This contrasts with the openness and 
trustworthiness of digital platforms as a decisive success factor, as the Gaia-X initiative aims [18]. 

3. Methodology 

The following section addresses how the transition from technological use case to monetizable value creation 
can be performed within Gaia-X. To this end, the approach to business model development pursued in the 
EuProGigant project is depicted. The project is a German-Austrian cooperation, which was selected by the 
Gaia-X initiative as a lighthouse project in the production environment. The presented approach emerges 
from process models and methods of business model innovation and data science (see Figure 1).  

Successful implementation of data-based business models for production requires a systematic and 
structured process [19]. Concerning the underlying data-based applications, numerous process models exist 
in the literature. Most of them originate from the field of data mining [20]. Well-known approaches in this 
field include the Cross-Industry Standard Process for Data Mining (CRISP-DM), the Sample, Explore, 
Modify, Model, Assess (SEMMA) and the Knowledge Discovery in Databases (KDD) [21]. A deeper 
analysis of the models in terms of their suitability for the manufacturing industry reveals numerous 
shortcomings. These prevent a practical and holistic application in such a domain. Among the main criticisms 
are a lacking possibility of problem selection and a missing consideration of specific requirements from 
production environments [22].  

In order to address these shortcomings, Biegel et al. [22,19] introduced their own Artificial Intelligence 
Management Model for the Manufacturing Industry (AIMM). Although the model has its bases on artificial 
intelligence, the approach can also be adapted to the area of platform-based business models. This work then 
further utilizes the AIMM as a general framework for business model development. In the course of expert 
workshops in EuProGigant, the model was adapted in broad areas to the already known framework 
conditions of Gaia-X. This includes, among other things, necessary criteria and building blocks that enable 
the implementation of business models with Gaia-X. 

The process model is funneled and starts with potential problems, subsequently transformed into an 
application (see Figure 1). The approach has three phases: problem selection, solution design and solution 
development. In the initial phase of problem selection, the project team first identifies and evaluates relevant 
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problems from the production environment. These are then compared in terms of their complexity as well as 
relevance and their Gaia-X fit is checked. Promising approaches are selected for further work in the solution 
design phase. In this phase, the approaches are developed into business models from a holistic perspective. 
Further, they are evaluated in terms of their technical, organizational and economic feasibility. In the final 
solution development phase, the elaborated concepts are finally realized, tested and implemented in a 
development project. A significant difference between the process phases results from the availability of 
relevant information and the present degree of uncertainty. At the beginning of the process, there is only a 
low level of information and, at the same time, a high degree of uncertainty. This relationship is reversed as 
the process progresses [23]. The approach is further designed to fail quickly in the case of an unpromising 
endeavor. This considers that, particularly at the beginning of an application development process, the efforts 
incurred are still low. At the same time, a strong influence can be exerted on the future cost-benefit ratio in 
later phases of development and utilization [24]. Therefore, the process enforces to evaluate if a business 
case is technically, organizationally, financially and legally ± e.g., in terms of data sovereignty ± feasible. If 
an approach drops out, the process can be revisited with a different problem. Otherwise, the solution design 
can be adjusted accordingly. In this way, the waste of entrepreneurial resources is prevented at an early stage 
[22]. 

 
Figure 1: EuProGigant business model development process in accordance with [22,25] 

In addition to the evaluation mentioned above within dropout gates, the approach also integrates tools from 
business model innovation. These are applied in particular in the solution design phase. One of the tools used 
in this phase of the process model is the Business Model Canvas (BMC) by Osterwalder and Pigneur. The 
BMC is a framework for visualizing and structuring business models. It is used to generate initial business 
ideas and creates a holistic overview of business model components. Based on the already presented areas 
of a business model, the BMC divides them into a total of nine segments, namely: key partners, key activities, 
key resources, value proposition, customer relation, channels, customer segments, cost structure and revenue 
streams [25]. The advantage of the BMC is the ability to present a business model in a holistic and clear way 
and thus to identify possible dependencies. In addition, a uniform understanding of the significance of 
individual components of the business model can be generated in a project team [26]. One drawback of the 
model for application to data-based business models is its high degree of generality. Metelskaia et al. [27] 
address this shortcoming in their extension of the BMC. Based on a comparison of existing approaches to 
combining business models and data analysis, they specify possible contents of the canvas elements. For 
example, the key partners are supplemented by IT and data science companies and the revenue streams 
include novel approaches like Pay-per-X. These specifications make it easier for inexperienced users to 
create their own approaches with the help of the BMC. 

586



 

 

4. Application 

In this section, the current work on developing use cases and business models in the EuProGigant project is 
presented and exemplified in two use cases. Compared to an application in a real industrial environment, 
there is a significant difference when applied to a research project: Whereas in industry one often must 
choose between working on different problems arising from one's own company or from customer 
requirements, the problem in a research project is usually already defined in advance. For this reason, it was 
decided not to apply the methods from the Problem Selection phase. Furthermore, due to the early stage of 
the project and the limited scope of the paper, the application is focused on the initial area of solution 
development. For this purpose, the use case is first described, and then the BMC is applied. The two use 
cases shown are the ideal component matching and the validation platform. The results presented were 
developed within interdisciplinary workshops with the project participants. In both cases, domain experts, 
data scientists, as well as software and electronics developers were among the participants. 

4.1 Ideal Component Matching 

The assembly of modules (e.g., a shaft-hub connection) combines individual parts from various sources. 
Typically, some of these components are manufactured in-house by machining companies, and the rest of 
the parts are sourced from different suppliers. Due to stochastic variations in each company's 
manufacturing environment, the actual geometries of the components generally deviate slightly from the 
specifications. Limits are set for combination tolerances of the assembly and allowable deviations of 
individual parts. Specially manufactured components compensate deviations of a sum tolerance. The 
solution involves the use of sensory tools and workpiece clamping devices. The data is processed using 
artificial intelligence methods. In this way, the identification of statistical correlation between component 
dimensions and processes is enabled. This allows manufacturers to improve the quality of their assemblies 
and produce targeted matching components as needed.  

In the EuProGigant project, the novel concept is being tested on a machine tool spindle. Two project partners 
manufacture the two relevant components in the spindle housing and the spindle rotor at different locations. 
One reason why the machine tool spindle is suitable for the concept is that it is a higher-value component 
that accounts for a relevant proportion of the total cost of the end product. In addition, the spindle is essential 
for the manufacturing accuracy and thus for the quality of the components manufactured on a machine tool 
[28]. Therefore, there are high requirements for the manufacturing accuracies of the housing and the rotor. 
The same applies to the fitment accuracy and the concentricity of the resulting assembly. The concept of 
ideal component matching in EuProGigant is shown in Figure 2. The concept is only possible by the close 

Figure 2: Concept of ideal component matching for a machine tool spindle 
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interaction of data supplier, data enabler and data user. In this process, manufacturer A produces the spindle 
housing according to the tolerance specifications. The captured data - including actual deviations - is then 
digitized and contextualized via the middleware and stored in the data storage. The stored data are uniquely 
assigned to each produced component. With the available data, manufacturer B can identify the ideal 
counterpart to the spindle rotors it manufactures. In this process, the component data for component matching 
is merged via the middleware and ideal pairs of spindle and rotor are identified. The result in the form of a 
classification into modules is finally stored in the data storage. Manufacturer B can then plan its component 
assembly based on this information. Furthermore, manufacturer B can produce a matching spindle rotor 
based on this data if no corresponding counterpart is available.  

Figure 3 shows the application of the BMC. A central value proposition of the ideal component matching is 
a significant reduction in non-value-adding tasks. Another value proposition is a higher resource efficiency 
due to fewer rejected parts. This value proposition is made possible through a trustworthy data transfer within 
Gaia-X. The concept eliminates the need for a direct sequence of final goods inspection at the supplier and 
incoming goods inspection at the customer. Instead, the customer receives trustworthy component 
information directly from the supplier's final inspection. Furthermore, it enables creating time flexibility 
potentials in cross-company value chains. Thus, the sustainable value contribution for the stakeholders of 
the use case ideal component matching lies primarily in an increased speed of value creation. Through a 
resulting reduction in assembly time, a possible productivity increase of 10% can be achieved in case of the 
machine tool spindle. The data provider - in other words, the component supplier - and the data enabler - in 
other words, the infrastructure provider - can be remunerated for this added benefit to the data user within a 
revenue model. The pricing can thereby be aligned with the expected cost savings per assembled component. 
In the use case, the payment is made per purchased component for which the matching data was provided 
during the handover. In this case, billing can take place at regular intervals. This takes the high number of 
individual contacts and thus transactions into account. Data providers and enablers thus can cover their costs 
for operating the digital infrastructure and collecting trusted data. Accordingly, they can obtain a profit 
opportunity as an incentive to participate in the business model. 

 

Figure 3: BMC applied on the ideal component matching 
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4.2 Validation Platform 

Predictive maintenance in production promises to reduce maintenance costs and the number of unplanned 
machine downtimes. On the one hand, this can improve economic efficiency. On the other hand, it can 
increase the availability of machines and systems [29]. Many companies have already recognized the 
potential of this technology, but they often fail to implement it practically [30]. Predictive maintenance is 
based on mathematical models, which often originate from machine learning. These models use as input 
sensor data from machine components both for its training and operation. Especially models that are 
supposed to predict the remaining lifetime of components depend on a broad basis of historical data for a 
reliable output [31]. However, especially in the case of components that bear a high proportion of the cost 
of a machine ± such as a machine tool spindle ± it can be assumed that long-term recording of data on several, 
comparable machines is necessary to provide data records of degradation and wear events in sufficient 
quantity [32]. In particular, small and medium-sized enterprises have problems with the provision of 
corresponding data sets. One of the reasons for this is that they often only have access to historical data sets 
that are not very comprehensive or of insufficient quality [33]. In addition, they often have heterogeneous 
machine fleets that make collecting data on similar machines and their components even more difficult. The 
use of a validation platform enables monitoring machines and assemblies for companies without an extensive 
database. Collaborative and predictive maintenance of machines and their components can thus be enabled 
due to different companies' shared use of data.  

The EuProGigant project tests the concept of a validation platform on several similar machine tools. These 
are located at various sites of different production companies. The concept of the validation platform in 
EuProGigant can be seen in Figure 4. As in the case of the ideal component matching example, it can be 
seen here that the approach is only made possible by the close interaction of data suppliers, data enablers 
and data users. Here, the machine operator and the maintenance engineer simultaneously act as data suppliers 
and data users. During the operation and maintenance of the machine, both actors generate condition-relevant 
data, which is stored by the storage provider. The analytics provider can in turn use this data to train and 
operate its provided condition monitoring model. Thereby the machine tool OEM determines by registration 
of the machine, which reference data set of similar machine can be used. Based on the results of the condition 
monitoring model, the machine operator receives an assessment of the machine condition via the platform. 
Furthermore, the maintainer is informed as soon as the remaining service life of a component falls below a 

Figure 4: Concept of validation platform for machine tools 
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threshold value. Both actors then return feedback regarding the observed condition to the platform. This 
feedback can in turn be used to improve the condition monitoring model. The machine tool OEM, the storage 
provider and the analytics provider thus assume the roles of data enablers. 

Figure 5 shows the application of the BMC. The validation platform has several complementary value 
propositions. On the one hand, it enables companies with a heterogeneous machine park to apply predictive 
maintenance for a more significant part of their machines. Thus, it leverages the potential already presented. 
Furthermore, it is possible to build up an adequate database more quickly and thus reduce the start-up phases 
of corresponding solutions. Finally, the prediction accuracy of the models can be improved by a broader data 
basis with actual process data from machine operation.  

A Gaia-X-compliant platform enables trustworthy data transfer and merges data streams from different 
companies. This ensures that only authorized players can access the data and that there is no leakage of 
intellectual property over the data from machine usage. The data enablers - i.e., the machine tool OEM, the 
storage provider and the analytics provider - can generate new cash flows via an appropriate revenue model 
in return for the added value of the data user. Due to the continuous provision of services, a subscription 
model is recommended. In the context of the use case, it is intended that payment will be made per connected 
machine or component. Tiered pricing is also considered a possible model if several machines are connected. 
This pricing can be based on the expected cost savings due to an enabled or improved predictive maintenance 
use.  

Furthermore, the machine tool OEM can use the data to optimize its own products and product-service 
offerings. In return, a part of the payments could be compensated by this benefit. Through the revenue 
streams thus realized, the data enablers have the opportunity to cover their costs of operating the digital 
infrastructure and developing and maintaining the predictive models. Ultimately they receive a profit 
opportunity as an incentive to participate in the business model. 

 

 

Figure 5: BMC applied on the validation platform 
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5. Conclusion and Future Research 

This paper presents a possible methodological approach for developing digital, platform-based business 
models in the context of Gaia-X. First, fundamental properties of data-driven, platform-based business 
models were discussed and then a process model was derived. The presented approach and the tools 
contained therein are practically applied in the context of the Austrian-German lead project for Gaia-X in 
the manufacturing industry called EuProGigant. Two of the business models considered in the project were 
finally presented and captured in a BMC, which was utilized in the solution design phase of the project. A 
key insight from the presentation of the two use cases is that the utility value of a common data infrastructure 
does not only lie in the direct selling and buying of data and services. It is instead in the saving of value-
destroying sections of process chains. These, in turn, open up time-transparent flexibility potential and thus 
strengthen resilience in the network. 

In the considerations made in the context of this paper, it should be noted that the contents presented provide 
an initial outlook on the future possibilities of platform-based business models within Gaia-X. The Gaia-X 
initiative and the lighthouse project EuProGigant, are still in their infancy and are currently characterized by 
high development dynamics. Once the Gaia-X community has created a robust framework, the business 
models' technical details can be further refined. Thus, the presented process model shall be regarded as a 
working status. It will be continuously adapted by the progress of the project and optimized and extended 
with regard to the knowledge gained. Furthermore, the approaches to business model development must be 
further tested, and their technical feasibility must be confirmed. In the course of this, the evaluation methods 
outlined can also be used to assess the economic viability of the business models. Adjustments can be made 
as part of an iterative improvement process if necessary. Lastly, only one section of the process model, 
namely solution development with the BMC, was considered in the context of the paper. The aim of further 
work and publications in the project should be to apply and evaluate the tools of the other phases in practice 
as well. 
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Abstract 

The Digital Twin (DT), including its sub-categories Digital Model (DM) and Digital Shadow (DS), is a 
promising concept in the context of Smart Manufacturing and Industry 4.0. With ongoing maturation of its 
fundamental technologies like Simulation, Internet of Things (IoT), Cyber-Physical Systems (CPS), 
Artificial Intelligence (AI) and Big Data, DT has experienced a substantial increase in scholarly publications 
and industrial applications. According to academia, DT is considered as an ultra-realistic, high-fidelity 
virtual model of a physical entity, mirroring all of its properties most accurately. Furthermore, the DT is 
capable of altering this physical entity based on virtual modifications. Fidelity thereby refers to the number 
of parameters, their accuracy and level of abstraction. In practice, it is questionable whether the highest 
fidelity is required to achieve desired benefits. A literary analysis of 77 recent DT application articles reveals 
that there is currently no structured method supporting scholars and practitioners by elaborating appropriate 
fidelity levels. Hence, this article proposes the Digital Twin Fidelity Requirements Model (DT-FRM) as a 
possible solution. It has been developed by using concepts from Design Science Research methodology. 
Based on an initial problem definition, DT-FRM guides through problem breakdown, identifying problem 
centric dependent target variables (1), deriving (2) and prioritizing underlying independent variables (3), and 
defining the required fidelity level for each variable (4). This way, DT-FRM enables its users to efficiently 
solve their initial problem while minimizing DT implementation and recurring costs. It is shown that 
assessing the appropriate level of DT fidelity is crucial to realize benefits and reduce implementation 
complexity in manufacturing. 

Keywords 

Digital Twin; Virtual Twin; Fidelity; Requirements; Benefits; Value; Digital Shadow; Industry 4.0 

1. Introduction

Industrial manufacturing is becoming increasingly individual and complex [1]. Organizations must become 
more agile to satisfy changing customer needs faster and better. In today's globalized economy, they are 
under constant pressure to improve their performance [2]. One way to meet the increasing competitiveness 
is digitalization [3]. In the context of Smart Factory and Industry 4.0, there is a wide range of technologies 
that can be used for this purpose [4], [5]. One of the promising concepts is the Digital Twin (DT). In recent 
years, the number of scientific publications on the subject has increased exponentially [6]–[8]. At the same 
time, many companies, especially large corporations, are launching initiatives to explore the potential of 
DTs [9]–[12]. Despite this attention, the definition of DT remains controversial. The large number of 
publications has resulted in a multitude of definitions, each with its own specifics [13]–[16]. Their 
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understanding differs significantly, depending on the industry, use case, and context. The most accepted 
definitions are from [17]1, who first established the Digital Twin concept, and [18]2. The term DT is 
frequently used to profit from the hype [19] surrounding the concept. Claimed implementations are often 
just Digital Models (DM) or Digital Shadows (DS), which, based on [15], merely represent subcategories of 
DTs. Additionally, the value added by DTs is commonly unclear and intangible [5], [7], [13], [20]. This 
prevents the unbiased assessment of investments into DT technology and leads to a lack of acceptance within 
organizations. If organizations are still willing to invest, they often introduce such technology as an end in 
itself, with no strategy beyond demonstration [21]. 

One of the reasons why DT economic benefits are difficult to grasp is that the necessary fidelity seems not 
to be sufficiently considered. According to [7], fidelity indicates “the number of parameters, their accuracy, 
and level of abstraction”. In line with most academic definitions, it is assumed that DTs have to replicate the 
physical world as realistically as possible, i.e., in high-fidelity [18], [22]–[29]. Thereby, the DT benefits from 
the rapid technological progress of closely related technologies, such as Simulation, Internet of Things (IoT), 
Cyber-Physical Systems (CPS), Artificial Intelligence (AI) and Big Data [4], [6], [30]. In practice, however, 
organizations focus on achieving improvements with minimum effort. Therefore, it is questionable whether 
it is mandatory to create all-encompassing DTs [7], [31]. In Simulation, which is a core technique of DT [8], 
[32], focusing on relevant system elements instead of mapping all of its properties, behaviors and states is 
preferred [33], [34]. In fact, lower fidelity equals less cost compared to high-fidelity [31], [35]. Currently, 
there is no approach to bridge this gap between academic definitions and practical requirements with regard 
to DT fidelity. For this reason, the Digital Twin Fidelity Requirements Model (DT-FRM) is presented in this 
paper. The following sections are structured as follows: Section 2 includes a literary analysis of articles 
describing DT applications, Section 3 first puts the research question into a broader context and then explains 
the DT-FRM in detail, and Section 4 summarizes the research findings and discusses implications for 
scholars and practitioners. 

2. Literary Analysis

A literary analysis was conducted to examine current DT literature regarding its implementation procedure, 
investigating whether the identified articles describe structured implementation procedures. The analysis 
focused on how fidelity is considered in scholarly described DT applications. 

2.1 Methodology 

Figure 1: Literature selection process 

1 “The Digital Twin concept model […] contains three main parts: a) physical products in Real Space, b) virtual products in Virtual Space, and c) 
the connections of data and information that ties the virtual and real products together.” 
2 “A Digital Twin is an integrated multiphysics, multiscale, probabilistic simulation of an as-built vehicle or system that uses the best available 
physical models, sensor updates, fleet history, etc., to mirror the life of its corresponding flying twin. The Digital Twin is ultra-realistic and may 
consider one or more important and interdependent vehicle systems, including airframe, propulsion and energy storage, life support, avionics, thermal 
protection, etc.”
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Since there are an extensive number of publications in the field of DT, a two-step approach for finding 
relevant articles of actual DT applications was used. First, recent DT review articles were identified as such 
reviews usually include useful categorizations of DT applications. Second, relevant DT application articles 
were selected from these reviews. The search strings shown in Figure 1 were used to collect all matching 
articles from Web of Science, Scopus and Google Scholar. Figure 1 also visualizes the general literature 
selection process and all applied filters. From Google Scholar, only the first 1000 entries were included. The 
results of all three search engines were merged into one repository and duplicates were removed (F1). In the 
following steps, results were further refined by filtering for relevant titles (F2-F4). 27 review articles 
remained for further analysis. This was done by scanning the articles in question for tables providing 
structured information of considered DT applications. Finally, eight review articles including such tables 
were identified. Table 1 illustrates which application articles were chosen from each review for detailed 
investigation. The column “Selection criteria” refers to the review article’s categorization by which 
application articles were selected. From these reviews, 77 application articles were extracted. They were 
analyzed in detail to what extent they have considered DT fidelity requirements. 

Table 1: Review articles, corresponding application articles and selection criteria 

Review 
articles 

Number of 
articles reviewed 

Selected application 
articles 

Selection criteria 

[16] 26 [36]–[40] Manufacturing context 

[41] 10 [42]–[46] Manufacturing context 

[15] 43 [32], [35], [42], [47]–[56] Level of integration DT or DS & 
type case-study 

[57] 32 [47], [58]–[69] Manufacturing phase 

[6] 39 [58]–[60], [70]–[83] Manufacturing phase 

[84] 52 [61], [74], [85]–[98] Control of real system from DT 

[99] 40 [12], [14], [46], [60], [100]–[107] Application examples (A) 

[108] 12 [109]–[112] Level of integration DT or DS/DT 

Sum (duplicates removed) Σ 85 (77) 

2.2 Results 

In summary, it can be confirmed that the understanding of DT among the authors is heterogeneous. 
Regardless of this, it was first analyzed whether the DT application articles describe a procedure for creating 
or implementing their DT. Figure 2 shows that 60 articles (78%) do not present any procedure at all. They 
only describe their individual final solution or architecture, e.g. [58], [60], [68], [74], [80], [85], [90], [98], 
[110], but not how it has been achieved. 
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Figure 2: Share of articles describing their DT implementation procedure 

The articles with a description of the procedure can be divided into specific [45], [62], [64], [72], [87], [100]–
[102], [106], [111] and general procedures [37], [46], [66], [67], [69], [78], [88]. A specific procedure is 
explicitly tailored to a particular use case, while a general procedure is also transferable to other similar 
applications. In about two thirds (65%) of the applications described, a structured procedure is recognizable 
that includes certain steps and sequences. Only one single article from the sample considers fidelity within 
its procedure. Although the term fidelity is not used directly, an iterative model evolution procedure exists 
in [67], which adjusts the fidelity step by step to the necessary degree. However, the ultimate goal in [67] is 
also a high-fidelity model. Due to the low consideration of fidelity within the described procedures, it was 
investigated whether fidelity is considered in general within the application articles. Figure 3 illustrates the 
results. 

Figure 3: Share of articles considering fidelity 

Almost two thirds of the articles do not address fidelity at all. 17 articles (22%) [12], [40], [42], [44], [46], 
[54], [60], [65], [67], [69], [74], [83], [90], [102]–[105] share the view that DT should represent the physical 
world in high-fidelity, with most articles referring to the NASA DT definition [18]. The authors usually do 
not question this definition with regard to fidelity. Only a minority of 10 articles (13%) [14], [32], [35], [37], 
[55], [56], [62], [97], [101], [110] mention that a suitable fidelity should be chosen. A dominant opinion 
comes from [32], who clearly mention that an application-specific fidelity should be selected for the DT to 
achieve a desired goal. [55] cite [32] and adopt their view. Moreover, [14], [37], [56] mention that a specific 
level of detail should be considered. 

Nevertheless, the benefits of applying DTs remain unclear in most articles. In [72] the increase in resource 
efficiency is evaluated and quantified. However, the authors neglect the cost of implementing the DT and 
only focus on the positive impact. To achieve economic benefits with the application of DTs, a structured 
approach must be developed that also takes the necessary DT fidelity level into account since fidelity 
significantly drives costs. 
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3. Digital Twin Fidelity

This section first puts the DT-FRM into a broader perspective by highlighting its relevance inside a cost-
benefit analysis. Then the methodology for the development of the DT-FRM is explained. Finally, the DT-
FRM is presented in detail. 

3.1 Cost-Benefit Analysis for Digital Twin Implementation 

The decision whether to implement a DT is a complex task. A cost-benefit analysis [21], [113], [114] must 
be conducted prior to the DT introduction to support an investment decision for or against the use of DT. 
Figure 4 describes such a procedure for a problem centric cost-benefit analysis based on the DT-FRM. All 
individual steps and their connections are briefly described below. This section shall help to increase the 
understanding of how the DT-FRM improves DT implementation decisions. 

Figure 4: Procedure for Digital Twin cost-benefit analysis 

3.1.1 Initial problem definition 

First, an existing problem in production must be identified. Once a Digital Twin is perceived to be a viable 
solution to this problem acknowledged by all stakeholders, an initial problem statement has to be formulated. 
The problem statement is the foundation of the entire project and facilitates common understanding within 
the project team. It should therefore precisely describe what constitutes a problem in the current state of a 
production. 

3.1.2 Digital Twin Fidelity Requirements Model (DT-FRM) 

This article’s main contribution is a structured approach for the elaboration of the required fidelity level for 
a specific DT implementation serving as a solution to the initially described problem. The DT-FRM is 
presented in detail in section 3.2. 

3.1.3 Impacted entities definition 

Following the joint agreement on the problem to be solved by DT implementation, an investigation is needed 
to identify impacted entities. In manufacturing environments, these might be products, processes and 
resources. Every relevant variable identified in the DT-FRM has to correspond to at least one entity. While 
reviewing those entities, the focus always needs to be on the initial problem. 

3.1.4 Current digitization state analysis 

After identifying all entities which are impacted by the initially defined problem, a technological analysis 
must be carried out. The result of such an analysis is a detailed overview of the current state of digitization, 
e.g., data, model or control loop availability. It includes an assessment of all relevant entities for a subsequent
estimate of the technical changes required to introduce a DT.
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3.1.5 Technical deviation analysis 

For each identified entity, the individual deviation between the required fidelity level, which has been 
elaborated within the DT-FRM, and the current state of digitization has to be determined. Some variables 
might already be digitally mapped or even controlled autonomously in current production. For this reason, 
it is necessary to identify gaps while working towards the elaborated level of fidelity. 

3.1.6 Digital Twin implementation cost estimate 

After the necessary changes in production have been identified in the technical deviation analysis, they must 
now be evaluated in terms of additional cost. This is where the individual comparison between actual 
digitization state and required DT fidelity becomes important. The identified deltas give guidance for 
estimating recurring and non-recurring costs to reach the desired target state and achieve initial problem 
solution. 

3.1.7 Digital Twin benefit estimation 

Based on the initial problem defined, benefits have to be estimated. The calculation is carried out 
independently of a specific technical implementation and its costs, purely on the basis of potential savings 
achieved by a still undefined solution. The aim of this analysis is to make an initial statement about the 
savings that can be expected as a result of fully solving the central problem. 

3.1.8 Digital Twin implementation decision 

With necessary changes for DT implementation evaluated financially, a final decision on DT implementation 
must be taken. Therefore, estimated benefits of solving the initial problem are directly compared with 
estimated costs of achieving required fidelity levels. The present value of all cash flows must be calculated 
for determining the overall net present value (NPV). 

3.2 Development of Digital Twin Fidelity Requirements Model (DT-FRM) 

The DT-FRM has been developed by employing concepts taken from the Design Science Research (DSR) 
methodology [115]. DSR has become the leading approach in the development of information systems [116]. 
Since the technologies around DTs are based on such systems, applying DSR seems adequate. Design 
Science comprises two iterative activities: the design cycle and the empirical cycle, which are used for the 
design and investigation of artifacts in different contexts [116]. Artifacts are single solutions to a problem 
within a specific context. Using the DSR template from [116], the research question for design is formulated 
as “How to develop a method that considers appropriate Digital Twin fidelity requirements so that users can 
increase the likelihood of achieving economic benefits by implementing Digital Twins in manufacturing to 
solve existing problems?” In this case, the DT-FRM is the final artifact resulting from several iterations of 
the design cycle. For the development of the DT-FRM, only the design cycle was needed. It includes three 
steps: problem investigation, treatment design and treatment validation [116]. Here, treatment refers to the 
desired interaction of artifact and problem context. The DT-FRM is designed as a universal artifact which 
can be applied to different contexts, i.e. DT application scenarios. Knowledge questions then have to be 
answered around this specific context. Whenever it is intended to implement DTs in manufacturing, DT-
FRM can be used to assist with problem centric fidelity assessment. In the DSR design cycle, validation 
occurs before implementation and is done by predicting the artifacts’ behavior within a given context [116]. 

3.3 Digital Twin Fidelity Requirements Model (DT-FRM) 

This section presents a structured method for the elaboration of fidelity requirements for DTs in production 
environments, called DT-FRM. Employing the DT-FRM is a crucial part of the cost assessment within the 
cost-benefit analysis as higher fidelity is associated with higher costs. Therefore, considering appropriate 
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fidelity levels contributes to achieving economic benefits when applying DTs for problem solving. Based on 
these requirements, an implementation strategy can be derived that provides an efficient solution to the 
problem statement described initially. 

3.3.1 Target variable identification (TV) 

The DT-FRM focuses on the decomposition of the initial problem (Section 3.1.1) into its quantifiable 
components. Therefore, the first step of the DT-FRM is to define target variables (TVs) which are often 
called Key Performance Indicators (KPIs) in practice. TVs are usually a set of KPIs which are already 
regularly calculated for monitoring manufacturing performance. Independent of the number of TVs a 
problem is represented by, the desired direction and magnitude of change for each variable towards the 
problem solution must be defined. In an example, a defined problem might be characterized primarily by 
one single KPI. Then for this TV, it needs to be determined whether an increase or a decrease contributes to 
solving the initial problem and how much the value must change. In a problem graph (Figure 5), the TVs 
represent the first layer. They are called dependent variables, since their value is dependent on a variety of 
other, underlying variables. 

3.3.2 Intermediate (IV) and elementary variable (EV) derivation 

To ensure that the initial problem is comprehensively broken down into its relevant and, in particular, 
influenceable components, the derivation of the TVs must be followed by a detailed examination of their 
calculation basis. This has to be done for each KPI defined as a TV in the previous step. If, for example, the 
initial problem is from the field of machining, a possible TV could be the tool life !. Typically, the tool life 
results from the theoretical tool life "!, the cutting speed #" and the slope of the Taylor line $. The TV tool 
life is thus dependent on these three underlying variables, which are referred to as intermediate variables 
(IVs) in the DT-FRM. IVs neither serve as a reference to the initial problem, nor can they directly be 
influenced. For complex problems in real manufacturing environments, it is common that the derivation of 
IVs yields multiple layers of interlaced variables. The goal of the decomposition of TVs into their calculation 
basis (IV) is the elaboration of all directly influenceable, fundamental variables. These variables are called 
elementary variables (EV) in the DT-FRM context. They are not based on any underlying variables and are, 
therefore, independent. In the simple example of tool life as a TV, an EV is the rotational speed of a machine, 
which in turn has an effect on the cutting speed (IV) of the machining operation. The EV rotational speed in 
this example can be considered as independent and therefore directly influenced by applying DT technology. 
Finally, an overall picture of the initial problem and its influenceable variables is obtained: all identified EVs 
ultimately result in the TVs defined at the beginning by calculating all IVs. Figure 5 illustrates the 
dependencies of TVs, IVs and EVs for a schematic problem. The use of such problem graphs in complex 
manufacturing scenarios is especially helpful to identify overlapping influences of individual variables and 
to provide a uniform understanding among all stakeholders. 

3.3.3 Elementary variable (EV) prioritization 

The goal of this step is the prioritization of EVs. All EVs must be evaluated according to their 
influenceability and their target contribution. For determining the influenceability, an optimization corridor 
around the current mean value must be defined for each EV. The optimization corridor determines to what 
extent a change in the corresponding EV is estimated to be realistically achievable, based on financial, 
technical or organizational constraints. Financial constraints refer to the costs of influencing the EV, 
technical constraints refer to technological feasibility and organizational constraints are based on the 
structure of the organization aiming to apply DT solutions. Since estimating the boundaries of the 
optimization corridor and defining the mathematical relationships between the variables are highly case-
specific, a certain experience in the problem context is necessary. If this knowledge is not available within  
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Figure 5: Example problem graph with variable breakdown 

the organization, it has to be questioned whether applying DT solutions is effective. Before implementing 
DTs, it is necessary to clearly understand the initial problem and the implementation objectives (Section 
3.1.1). The second step of the prioritization involves conducting a sensitivity analysis to identify target 
contribution. By conducting a sensitivity analysis, the potential impact of each EV change towards the 
problem solution is determined. Minimum and maximum values of the optimization corridor serve as input 
for sensitivity analysis. Ultimately, the EVs which provide the highest influenceability and highest target 
contribution are prioritized within the next steps to minimize required efforts and maximize benefits. EVs 
with low influenceability or low target contribution can be neglected in a first step.  Figure 6 illustrates a 
matrix for EV prioritization with different sectors and respective priorities. 

Figure 6: Elementary variables priority matrix 

3.3.4 Elementary variable (EV) fidelity elaboration 

Once the initial problem is broken down into its underlying EVs, the actual DT concept has to be developed. 
DT is commonly considered as an ultra-realistic, high-fidelity virtual model of a physical entity, mirroring 
all of its properties most accurately [13]. 
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Supporting the understanding of what characterizes a comprehensive DT, we concurrently question whether 
all EVs actually have to receive such treatment in reality. The DT fidelity required for a variable to support 
target contribution is highly context dependent. Therefore, the DT-FRM proposes a different approach to 
put DT technology into beneficial use in industrial applications. Starting with priority I EVs, the individual 
variables are assessed for their required fidelity to support TV adjustment towards problem solution. 
Generally sharing the understanding of [7] in terms of fidelity, the DT-FRM introduces two overall 
dimensions which are used to determine DT fidelity requirements: level of integration (1) and fidelity (2). 
Since the meaning of concepts around fidelity like abstraction, accuracy, granularity, precision, etc., is 
similar but not identical [117], this article additionally defines three sub-dimensions of fidelity.  

The first overall dimension is the level of integration. [15] defines the three different DT levels of integration: 
modeling, shadowing and twinning. Modeling refers to manual data exchange from physical to virtual (P2V) 
and virtual to physical (V2P). Shadowing describes P2V as fully automatic with V2P still being manual. 
Twinning is then understood as automatic P2V with the feedback loop V2P being automatic as well. For 
every EV incorporated into a DT application, the level of integration has to be defined. If the variable needs 
to be monitored autonomously and digital control is required to alter its value in terms of target contribution, 
the level of integration to implement is twinning. If monitoring is required but no automatic control is needed, 
the level of integration is shadowing. If none is the case, modeling is sufficient for the particular variable. 
The second overall dimension is fidelity, which consists of three sub-dimensions: tolerance (1), frequency 
(2) and latency (3). For each EV, the technical tolerance for measuring and, in the case of twinning, for
control needs to be determined. The tolerance defines how precisely a value needs to be monitored or altered
to achieve target contribution. Furthermore, the frequency needed for data exchange between the DTs
physical and virtual space needs to be considered. Frequency thereby is regarded as how often data is
transferred during a given time interval. The third sub-dimension is latency. Latency describes the amount
of time data needs to reach its destination, which is also known as delay. Instead of using scarce financial
resources to reach out for maximum fidelity, it must be carefully evaluated which minimum level is required
to secure the respective variables’ target contribution. Otherwise, over-engineering fidelity leads to excess
costs, which must be avoided. Thus, not all EVs require high-fidelity twinning. After the level of integration
and the DT fidelity are elaborated for all relevant variables, the EVs can be numbered and plotted into a DT
fidelity requirements matrix. Figure 7 gives a basic example of such a matrix. By utilizing such matrices, the
overall complexity of proposed DT solutions to different problems can be visualized. The higher the level
of integration and fidelity, the higher the estimated costs for implementing the DT.

Figure 7: Digital Twin fidelity requirements matrix with example elementary variables 
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4. Results and Discussion

In today’s complex manufacturing environments, organizations face highly competitive pressure and are 
therefore dependent on promising digitalization concepts like Digital Twins. However, the understanding of 
what a DT is and how it can effectively be applied to solve existing problems differs among organizations. 
According to most academic definitions, the fidelity of the virtual models replicating the physical world 
must be as high as possible, whereas in practice this is not always feasible. Literary analysis of 77 scientific 
papers describing DT applications in manufacturing has revealed a lack of conceptual basis and guidelines 
for structured implementation of DTs. This hinders the applicability of DTs in different domains. Even if 
structured procedures have been described, they tend to be specific and not transferable. Additionally, DT 
fidelity has not been considered in most application articles. The majority have been found to support 
academia’s common understanding of targeting high-fidelity. Contrary, this article presented the Digital 
Twin Fidelity Requirements Model (DT-FRM) as part of a cost-benefit analysis for DT implementation 
decisions. The DT-FRM aims at securing economic benefits when applying DT technology to exploit 
existing improvement potentials in production environments. Despite questioning the focus of most 
academics aiming for high-fidelity models, we do not generally reject the available definitions of DT. 
Instead, we emphasize that elaborating suitable fidelity levels is necessary to maximize benefits by applying 
DTs to existing problems. Since concrete benefits of using DTs are currently still unclear, applying the DT-
FRM to defined problems serves as a good starting point to increase understanding and decrease 
implementation complexity of DTs and its related technologies. The method helps practitioners to estimate 
benefits of DT application while assisting with DT concept development. Nevertheless, we suppose that the 
benefits of applying DTs in the future go beyond merely solving known problems, e.g., by unveiling hidden 
improvement potentials and enabling new business models. Iteratively increasing fidelity during the lifetime 
of the DT might be a solution to exploit its full potential while still considering appropriate fidelity levels. 
Future research should address the application of the DT-FRM to real manufacturing scenarios to confirm 
its necessity and validity. Additionally, it should be investigated which other factors besides fidelity 
influence costs for DT implementation. 
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Abstract 

Technology management can significantly influence the strategic decisions of a company and thus cause 
success or failure. Basic templates for technology management are technology radars as well as the 
determination of the technology readiness level (TRL) to be able to evaluate the maturity of newly deployed 
technologies (e.g., newcomer vs. established). The radars, as well as the TRL, are identified in time-
consuming, manual research by subject matter experts from external consultancies. This process is often 
repeated due to the further development and new development of technologies so that the necessary research 
becomes an ongoing task. The TechRad research project, therefore, aims to automate the identification of 
the TRL as well as technology radars using web crawling and Natural Language Processing (NLP). To 
commercialize the pre-competitive prototype, the development of a pre-competitive business model is the 
goal of this paper. Based on customer analyses, a target group definition is created. Based on user interviews, 
the precompetitive business model will be detailed in a four-step approach using a business model canvas 
and a value proposition canvas. 

Keywords 

Technology Management; Technology Scouting; Technology Radar; Business Model; Business Model 
Canvas; Value Proposition Canvas 

1. Introduction

1.1 Challenge 

The number of devices using different digital technologies is increasing and will have more than tripled 
compared to today by 2025 [1]. Next to that, the number of new technologies is constantly growing [2]. 
Furthermore, the time until a technology is known to many users is decreasing [3]. It hints that the frequency 
at which both users and companies are exposed to new technologies is rising. Hence, managing technologies 
and innovations is a crucial component for entrepreneurial success as it will ensure a company’s market 
position [4]. Staying ahead of the market and managing the sheer number of technologies available is 
becoming more and more of a challenge for both, large and small enterprises. Being unable to oversee the 
growing technology market endangers companies to lose their market position and may even result in 
bankruptcy. Many popular examples such as Nokia and IBM have unveiled the gravity of identifying the 
right technology trends [5].  

1.2 Solution 

The TechRad research project, therefore, aims to automate the identification of the technology readiness 
level (TRL) as well as technology radars using web crawling and Natural Language Processing (NLP). The 
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solution will improve the technology-scouting process for enterprises, especially SMEs, and assist in 
building sustainable business growth. To commercialize the prototype developed in the research project, this 
paper will develop and discuss a pre-competitive open-source business model. The goal of the paper is to 
enable the commercialization of the prototype either by the project partners or foreign entrepreneurs. 

1.3 Structure of the Paper 

In the beginning, the paper gives a summary of the implemented prototype, business model, and value 
proposition canvas. Afterward the general approach for the derivation of the business model is presented in 
section 3. In section 4 the authors describe the business model and value proposition to commercialize the 
solution. In the end, there will be a discussion of the feasibility of the commercialization of the solution. 

2. Related Work

The proposed business model relies on a solution that enables automated technology monitoring and 
management. The following paragraph will introduce the solution topics to develop a common understanding 
of the elements used to develop the business model. 

2.1 Autonomous Technology Radar 

The solution comprises the gathering, storage, analysis, and visualization of unstructured text data (see 
Figure 1). 

Figure 1: Data Flow of the Solution [6] 

The data for the technology radar and TRL is gathered in both ways through API queries and Web-Crawling. 
Both steps are triggered through search keywords, which are entered by the user. Much information about 
technologies is available through restricted databases (e.g., Wikipedia) which are accessed via API queries. 
The topic that the user wants to research is passed as an argument to the interfaces to retrieve tailored results. 
Thus, the query process resembles an up-scaled, automatic version of using the traditional search function 
on a web page. Next to the API access, an automatic crawler identifies documents from a free web search. 
Here it needs to be assured to access only content in compliance with current laws and authority. Two distinct 
kinds of information streams are extracted from the sources. The metadata of the documents as well as 
information needed to build a crawl index is stored in a permanent database. The full-text versions of the 
documents are managed differently: Due to considerations of storage space and copyright guidelines, 
permanent storage of full-text copies is suboptimal, as it may conflict with copyright laws. After the pre-
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processing step of data analysis, the full copies are discarded, as the necessary information is stored in a 
high-dimensional vectorized form. It is also necessary to reduce the number of acquired documents as soon 
as possible. Spam as well as documents with low credibility are discarded. The vectorized texts undergo an 
analysis step that scores their relevance to the subject and the maturity of the described technology itself. 
The maturity assessment is performed with NLP. The previously trained model calculates the sentiment of 
the data based on the spatial distance to other vectorized text samples. That is, if a document in question has 
similar features to a certain subset of training samples, the resulting spatial distance to these samples will be 
comparatively low and the model will give it a similar maturity score. The features needed for said 
assessment are identified by the machine learning algorithm during the training phase. In the end, the results 
are sent back into the permanent database to aid future related queries. After defining the maturity of the 
technologies and clustering them into groups in a last step, all the necessary information for building the 
diagram of the technology radar is available. Supplementing information to the graphic, e.g., hyperlinks to 
the sources and keywords for further research, finalize the result presented to the user. A second database 
stores the technology radar in a pool of historical searches to accelerate the fulfillment of future requests. 
[6,7] 

2.2 Business Model Canvas 

A business model is a highly simplified and aggregated representation of the relevant activities of a company. 
It explains how the value creation component of a company generates information, products, and/or services. 
In addition to the architecture of value creation, the strategic, as well as the customer and market components, 
are considered to realize the overall goal of generating a competitive advantage. [8] 

The business model canvas (BMC) consists of nine elements and is used to define and document a business 
model [9]: 

� Customer Segments: The definition of market segments and target groups is the core of any
business model, on which all other elements depend.

� Value Proposition: The product and its value for the customer must be defined for the respective
target group.

� Channels: Communication channels and distribution channels are a prerequisite for customers to
learn about and purchase the products.

� Customer Relationships: The customer relationship describes how the business relationships with
the individual customer groups are structured.

� Revenue Streams: The goal of every business activity is to generate profit. The revenue streams
define how revenues are generated. Together with the cost structure, profitability calculations are
possible.

� Key Resources: Key resources describe which resources are required to fulfill the value proposition
and to serve the customers.

� Key Activities: Key activities describe the main activities and competencies to realize the business
model.

� Key Partnerships: In most cases, a company needs partners to successfully implement a business
model. This section lists, for example, the suppliers needed.

� Cost Structure: All the costs incurred to realize the business model are compiled and estimated
here.
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2.3 Value Proposition Canvas 

The value proposition canvas is divided into the areas of customer needs and value proposition. The areas 
are juxtaposed with each other to show in detail how the value proposition addresses customer needs. A 
value proposition canvas (VPC) is developed for each customer segment that was identified in the BMC. 
Customer needs are captured through three perspectives [10]: 

� Customer jobs: Customer jobs describe tasks and problems that customers want to perform or solve. 
For this purpose, the functional, emotional, and social needs of the customers are considered. 

� Pain points: Pain points are challenges that prevent customers from performing customer jobs or 
solving their problems. 

� Gains: Gains provide information about how the customer feels, how they describe their sense of 
achievement, and what they gain from completing the task. Gains also consider functional, 
emotional, and social aspects. 

After the needs and expectations of the customer group have been described, the value proposition is 
developed against the pains and gains of the customers. Three perspectives are also elaborated for this 
purpose [10]: 

� Products and Services: Products and services are selected functions or performance features that 
support customers in performing tasks and achieving their goals. A distinction is also made between 
functional, social, and emotional aspects. 

� Pain relievers: Pain relievers are the aspects of a product that address and resolve the customer's 
frustrations and problems. 

� Gain Creators: Gain creators are extras that generate additional and unexpected value and 
enthusiasm among customers. 

3. Methodology and research goal 

The overall goal of the underlying research project is to build a prototype to automate the development of 
technology radars. A business model is needed to commercialize the resulting prototype as a productive 
application. Therefore, the focus is set on the development of an open-source business model for the 
automated technology radar. Thus, the applied methodology (see Figure 2) focuses on creating a business 
model utilizing the BMC and VPC based on the results of qualitative data analysis [11]. The required data 
was gathered through expert interviews with potential user groups and the project team. Within the next 
chapter, the derivation of the elements of the business model based on the described approach is explained 
in detail. Afterward, the gap between the business model and prototype is discussed. 

 
Figure 2: Methodology 
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4. Pre-competitive Business Model 

The BMC and the VPC serve as the basis for the precompetitive business model. As a base of information 
customer workshops were performed to obtain the following information. In the context of the TechRad 
project, these models are detailed, and the results are described. 

4.1 Business Model Canvas 

In the following, the nine elements of the BMC are presented (see Figure 3): 

�  Customer Segments: The business is targeted to the following groups of customers. They are 
described by the frequency of use i.e., the number of searches per year. In general, the willingness 
of SMEs to pay is low due to their infrequent use, i.e., they rarely perform the activity of scouting 
from technology management. Whereas large companies with their technology unit show a high 
willingness to pay, as these actively perform monitoring, scouting, and scanning (cf. Customer jobs 
in VPC 4.2). Therefore, the potential for saving time is much higher in larger companies. 
Additionally, technology experts and providers are also addressed with the TechRad platform since 
they can link their expertise on specific technologies to the technology radar. 

� Value Proposition: The gained value is discussed in detail in the VPC (see Figure 4). 
� Customer Relationships: The interaction with potential customers is planned in the platform 

concept with community possibilities. This means that e.g., a forum is provided as an opportunity 
for interaction within the community. Moreover, the generated technology radars will have a contact 
person from the platform team for further problems and questions. After passing through the 
intended use case of the platform, the automated generation of a technology radar, the feedback of 
users is played back for internal optimization. In general, there is a second customer group, 
technology experts, and providers. The interaction with this group is done by additional intermediary 
contracts to act as a broker when customers searching for technologies and get at the same time 
recommendations for these experts and providers 
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Figure 3: Pre-competitive business model canvas for autonomous technology radars 
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� Key activities: The main aspect of the TechRad platform is the distribution of the actual product, 
the automated Technology Radar. However, the required activities also include continuous 
development to increase customer satisfaction. On the one hand, the data basis must be constantly 
expanded, and on the other hand, the algorithms must be maintained and improved. The basis for 
this can be customer feedback and performance indicators of the algorithms. In addition, a 
continuous review of the legal principles is required, as external information from a wide range of 
portals is processed. 

� Key partners: From an internal perspective, key partners are for front-end development (user 
interface), for back-end development (AI algorithms), for technological background knowledge, and 
for legal expertise. External support is provided by portals where technologies and trends are 
discussed. These range from scientific perspectives (e.g., ScienceDirect, ResearchGate) to popular 
scientific publications such as blogs (e.g., TechCrunch, Gartner) to standards and patents (e.g., DIN/ 
ISO). 

� Key resources: Essential resources can be divided into four groups. First, computing capacity is 
required in the project to be able to establish constant topicality. In addition, algorithms are also 
needed for the realization of the project. These include two major AI components, topic modeling 
algorithm (identification of a topic of a document) and technology readiness level algorithm 
(identification of a TRL). Basis of all computations is the documents respectively the data basis, 
which make up the third group. Furthermore, the AI competencies, as well as research competencies 
are relevant for the design of the platform concept. 

� Revenue Stream: In parallel to the customer segments, the level of sales is scaled to the size of the 
company. High revenue is generated by larger companies with frequent use, whereas lower revue is 
generated by less frequent use by SMEs. The profit is generated by new queries for autonomous 
technology radars or the update of existing radars. A pay-per-use [12] model is used for this purpose. 
However, sporadic use is more expensive than frequent use of the platform. The more often a 
company requests a new radar or updates existing radars, the more favorable these requests will be. 
In addition, a new branch is opening through the planned referral commissions to technology experts 
and providers that are associated with the radar. 

� Cost Structure: Ongoing costs are fundamentally made up of the costs for the data. This includes 
partnerships with portals and the costs of API accesses. Secondly, the costs of maintaining the 
infrastructure i.e., server and personnel costs. In addition, there is a further budget for the acquisition 
of new customers needed. 

� Channels: Key partners, as well as customers, are reached via several channels. On the one hand, is 
the online way. A large target group is addressed via blog articles as well as social and display 
advertisements. For support affiliate programs are used. In addition, search engine marketing and 
search engine optimization are used to access a larger audience. As a hybrid way of online and 
offline, community education via conferences is aimed as well as speaking engagements at trade 
shows. Moreover, direct sales are performed by using demos and training. 

4.2 Value Proposition Canvas 

In this section, the VPCs six elements are given. Thereby, the elements are split in the customer profile and 
value map. The VPC shown (see Figure 4) is modeled exemplarily for the customer segment with the highest 
expected revenue. In this case, these are large enterprises with frequent use of the platform. 
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Figure 4: Value Proposition Canvas for the customer segment of large enterprises 

Customer Needs: 

� Customer jobs: Customers generally want to validate their trend analyses in the context of
technologies. There are three main jobs that must get done that are part of the technology
management processes. First, there is technology scanning. This job aims to discover new
technology trends. The target image is broadly diversified where the whole market is scanned to
early identify new technologies. Thereby, in the business context competing technologies from the
perspective of a company are identifiable. Second, there is technology monitoring. This job covers
monitoring specific technologies to track their evolution. It aims at the one hand to determine the
right time to use a technology, on the other hand it is used to observe concrete technologies from
competitors. Third, there is technology scouting which is used to point out a suitable technology for
a specific use case. In other words, it performs a detailed search for predefined criteria. On this base,
it can be checked whether technology is appropriated for a purpose. Besides, all gathered results
should be manageable and individualizable from a single source.

� Pains: When performing the given jobs manually, customers are facing barriers. On the one hand,
they reach the limits of their language capabilities. These are comprehension problems caused by
foreign languages paired with specialist domain language, for example in patents. Moreover,
technology management is recurring and time-consuming work. If you don't know where and how
to look up and start, it costs even more time. However, missing technology expertise, in general,
leads to the problem of not knowing whether one's status quo in the company also corresponds to
the state of the art. It is therefore unclear which technology must be used to hold one's own against
competitors on the market. This is how the experience gap arises when a solution is already in use,
but the company is not satisfied with it and does not know what alternatives are available.

� Gains: The aspects of quick evaluations of the results, which are provided recurrently and
continuously, predominate the gains since technology management in general needs a lot of
resources (personnel as well as experience). Therefore, a major gain is to facilitate easier access to
these results to enable a simple and fast overview of technologies. Moreover, these intense resources
cause human errors which must be reduced because every TRL assessment is manually performed
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and leads to a summation of errors. This implies the need for a quality seal when results are gathered 
to ensure trust in the results. 

Value Proposition: 

� Products & Services: The focus of the platform is on the identification and comparison of
technologies. The automated generation of technology radars is mainly used for this purpose. The
automated identification of TRLs is also fundamental to be able to generate individual radars with
any technology. For each technology, profiles are generated in any language to make foreign
languages and domain language understandable. In addition, the user experience is enhanced with
additional functions. Personal comments are possible for each individually generated radar. The
generated radars can be saved and opened again. Also, suggestions are given to already generated
radars from the community, which could fit personal preferences. Moreover, special references can
be white and blacklisted to customize the automated rating processes. Technologies can also be
compared in pairs. In addition, subscription or newsletter functions are available to send emails or
customized notifications in the event of changes in trends or technology. Next to the comparison of
technologies, the product provides the possibility to display technology experts in the radar and
supports the establishment of contact with them.

� Pain Relievers: The following problems are addressed by the TechRad platform. First, it reduces
the time required for technology management, especially research. This is achieved by automatically
crawling the internet for sources and interpreting them in the same way to present domain language
and foreign languages in a comprehensible way. Furthermore, human errors in the interpretation of
these results are reduced, as the identification of a TRL is automated by a standardized process.
Overall, quick, and easy access to technology research and its results is offered, making the current
state of the art and technology trends transparent.

� Gain Creators: The added value of the product is created by automating the previously manual
processes, which are time-consuming and require experience. Software packages for technology
management already exist to generate technology radars, but the evaluation of the technologies is
still the responsibility of the user. Therefore, alternative products are outperformed by TechRad,
since no continuous and automated TRL determination exists yet and TechRad enables this.
Similarly, there are no summarized technology profiles, which are generated by TechRad in basic
language. All information is based on a variety of references, so a wide database exists. Conversely,
these sources can also be viewed in the technology radar to enable the traceability of the TRL
assessment. In conclusion, information extraction is automated and brought to the users in the broad
masses cost-effectively and understandable for everyone without increased effort.

5. Discussion

The business model is based on the assumption that the results of the technology radar are of high quality. 
That means that they meet the expectations of an expert in the respective domain. SCHUH ET AL. have shown 
that the results of TechRads prototype are acceptable, but the quality still needs improvements [7]. Moreover, 
not only the quality, but also the time factor proved to be essential in the user workshop. The willingness to 
pay for the TechRad platform has been shown in the fast delivery of the results. The users have specified 
fast in the range of up to one hour. Due to the fact that the processing in the current prototype phase takes 
about one day, further development is required in the context of efficiency. However, if the quality and 
efficiency requirements are not met, commercialization would not become an option. 

Furthermore, an autonomous technology radar improves the technology scouting process by reducing the 
research efforts. This is significant for large companies with technology and innovation management 
departments. Small companies do not make use of such processes because they do not have technology 
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management departments. Rather, they monitor new technologies until they are mature and then use them 
to maintain their competitiveness. To ensure that the business model also offers incentives for SMEs, 
monitoring functions must be developed in further research. 

Based on the qualitative content analyses of the results from the expert interviews also experts have been 
identified as a user group for a technology management platform including the use of autonomous 
technology radars. The prototype does not include functions to match experts with SMEs or large companies 
yet, why there is also a need for further development and research in this area. 

In summary, data is essential for business models based on AI applications. Therefore, aspects from the key 
activities, partners, and resources are required as a blueprint in any business models from this area. In fact, 
these are the continuous further development of the algorithms, legal framework conditions (especially in 
the European Union), the application infrastructure (frontend and backend), and the IT infrastructure to 
support the product. Overall, the technical competencies are always needed to implement the goal efficiently 
and sustainably. 
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Abstract 

Internal and external influencing factors force companies to adapt their production networks to changing 
conditions, which entails a high level of complexity. To be competitive in the future, manufacturing 
companies have to minimize the required adaptation time between the occurrence of a change and the 
implementation of an adaptation. While some approaches deal with modelling and evaluating network 
configuration, there is a lack in identifying the need for adaptation. In practice, the creation of scenarios is 
often based on the experience and knowledge of the network designer. This paper presents an approach to 
systematically link perceived key figure changes to possible adaptation alternatives in network 
configuration.  For this purpose, the relevant objects for network adaptations are first defined and adaptation 
alternatives are systematically described. Subsequently, these are combined with a set of key figures to derive 
suitable adaptation alternatives depending on their development. The approach is further implemented in a 
software-based prototype that enables the automated generation of adaptation alternatives in response to 
perceived changes and provides the user with a listing of possible alternatives prioritized by their utility. The 
validation with company data demonstrates that by earlier and automated identification of possible 
configuration adaptations, the adaptation time to changes can be reduced and the generated scenarios are 
less dependent on the individual experience of the user. 

Keywords 

Global Production Networks; Network Design; Network Configuration; Adaptation; Optimization Model 

1. Introduction

The majority of manufacturing companies of all sizes and industries operate globally in the form of global 
production networks [1]. These production networks are often historically grown and exposed to a multitude 
of influencing factors [2]. These internal and external influencing factors are dynamic and require 
adaptations in the design of the global production network, which is a complex challenge for companies [3]. 
However, in the face of increasing competitive pressure and dynamics, the ability to adapt to changes is a 
necessary prerequisite for companies to remain successful in the future [2]. The capability and ability of the 
footprint to regain a stable state after changes or disruptions is termed network resilience [2]. To improve 
resilience in global production networks, faster detection of adaptation needs and responsive 
countermeasures are required [4]. The time required to adapt to a change is divided into three parts and called 
hysteresis [5]. The first latency period between the occurrence of change until the change is perceived, 
followed by the latency period until a need for change is identified, and finally the planning latency until the 
adaptation is implemented [6]. To shorten the adaptation time, the network planner has to be able to react 
faster in the second part of hysteresis and choose the appropriate adaptation alternative despite the mentioned 
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complexity. Therefore this paper focuses on decreasing the time between the perception and identification 
of a need for change, which can be achieved by the creation of transparency and standardization [7]. The use 
of company data offers the possibility to record key figures and to present their changes transparently [8,9]. 
A systematization of adaptation alternatives further supports the selection of a possible response to change 
[9]. Previous research of the authors systematizes adaptation needs and describes concrete adaptation cases, 
which now need to be linked to the key figures [10]. In order to provide the network planner with decision 
support, interactive tools are useful to make the complexity of the planning task manageable [11]. 
Accordingly, this paper aims at reducing the design complexity of global production networks from a 
network perspective by combining identified changes and possible network reactions. For this purpose, an 
indicator-based systematic method is presented to reduce hysteresis by linking the adaptation cases with 
quantified influencing factors to identify the appropriate response to changes. The approach is further 
implemented in a software-based prototype that enables the automated generation of adaptation alternatives 
in response to perceived changes. Prioritization of the adaptation alternatives supports the user in the 
selection of network adaptations to be considered in more detail. 

2. State of the art 

In this context, research approaches regarding structural adaptations of network configuration and adaptation 
time in network design should be considered in particular. The most current and relevant approaches are 
presented in the following. WIEZORREK presents an approach for integrating a continuous decision process. 
Within the framework of permanent monitoring, this process records relevant influencing factors and thus 
addresses the early identification of the need for adaptation [12]. SCHUH ET AL. provide a reference process 
for the continuous design of global production networks. The process uses the performance of the production 
network as a decision basis for identifying the need for adaptation [13]. An approach based on Big data 
techniques for optimization of network design is presented by GÖLZER ET AL. Within the approach generic 
planning cases for planning, executing, and validating adjustments are proposed [14]. NEUNER provides a 
reference framework for the configuration of global production networks considering uncertainty. In the 
process, uninfluenceable factors are determined and structured according to target variables. These serve as 
the basis for the evaluation of the configuration alternatives [15]. Some authors use key figures to determine 
necessary adjustments or to evaluate global production networks. RITTSTIEG examines the factors 
influencing the performance of production sites. These are quantified by a comprehensive system of key 
figures [16]. The performance of the production network, as well as environmentally induced adaptation 
needs, are considered by SAGER. He describes an approach for configuring global production networks by 
using the concept of selective key figures. Both strategic and operational metrics are used to compare 
possible adaptation needs in the network configuration [17]. Few authors attempt to handle the complexity 
of the planning task by implementing interactive software. The solutions developed by SCHUH ET AL. and 
MOURTZIS ET AL. focus on identifying optimal network configurations based on decisions about the 
allocation of resources and tasks in the production network, but do not deal in detail with adaptation 
alternatives to changing influencing factors [18,19]. In summary, approaches to adapting network design as 
well as the elaboration of key figures can be found in the literature. However, a detailed consideration of the 
derivation of adaptation needs based on identified changes to shorten the adaptation time is lacking. 

3. Conception of the approach 

Based on an already existing method for systematizing adaptation cases, chapter 3.1 presents how identified 
key figure changes can be linked to the adaptation cases. Subsequently, chapter 3.2 prepares the integration 
into a software tool by creating a data model and introducing the object of the strategic unit. Finally, in 
chapter 3.3 an optimization model is presented to prioritize the adaptation alternatives. 
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3.1 Systematized derivation of adaptation alternatives 

Within preliminary work, the authors developed an approach to systematize adaptation cases for the design 
of global production networks. The approach describes each possible design case in the network 
configuration and allows to structure decisions for a generic production network. A production network is 
represented by the superposition of several node-edge models, each representing the subnetworks of the 
product families. Accordingly, the edge of a subnetwork can be understood as the flow of a product between 
locations in the production network. This flow is referred to as the production chain and can be changed 
specifically in an adaptation reaction. In addition to the production chain, other network objects are modelled 
that are relevant for the adaptation. These are the locations of the company with their resources and the 
manufacturing processes. The adaptation alternatives of the entire production chain result from combinations 
of the adaptation possibilities for the described object types of the production network. For this purpose, the 
individual adaptation options for each object type are first defined and bundled in a configuration framework. 
For example, the production chain has four adaptation options No Change, Ramp-Up, Adaptation and Ramp-
Down. By linking the adaptation options of each object type, 160 combinations of potential adaptations are 
obtained for the production chain. Due to internal dependencies and contradictions, these are further reduced 
to 61. Each of these adaptation cases can be identified by a code resulting from a concatenation of the 
individual codes. For example, the code 1132 means the modification of a resource and emergence of a new 
production process without the change of production chain or location (see Figure 1). [10] 

 
Figure 1: Adaptation reactions in the configuration of global production networks [10] 

In order to identify the appropriate adaptation reaction to internal and external influencing factors, the 
systematized adaptation alternatives described above have to be linked to change drivers. RITTSTIEG and 
other authors have developed extensive collections of relevant key figures. For the method and the 
implemented prototype, 15 key figures were selected that were considered to be generally relevant. However, 
the method works equally with other key figures, which should be selected on a company-specific basis. The 
linking of the selected key figures is done by analyzing for each adaptation case to what extent it is suitable 
to counteract deterioration of the key figures. The evaluation is carried out by company experts. Figure 2 
shows the section of a general example and represents the interrelations as a table. For adaptation case 1121 
it is deduced that it could potentially be used to counteract deteriorations in capacity utilization, area 
utilization, volume flexibility, or route flexibility. This potential is determined for all adaptation cases. Thus, 
starting from the deterioration of a key figure, all potentially suitable adaptation cases are captured. 

 
Figure 2: Linking the key figures with the adaptation cases (example) 

Combined, the individual adaptation cases result in an adaptation alternative for the entire production 
network. However, this approach still has application-related gaps that need to be closed. In a production 
network, there are numerous network objects that are all interdependent. Key figure changes can occur 
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simultaneously in several objects. Therefore, in the following a consideration of a multitude of key figures 
is enabled and adaptation alternatives are generated in an object related way. In addition, interdependencies 
between production chains have to be taken into account by determining the adaptation reactions of the entire 
production network simultaneously instead of considering the individual production chains successively. 

3.2 Division of the production network into strategic units  

In order to provide the network planner with software-based decision support, a data model has to be set up 
that contains the object types for defining adaptation cases. In addition, the model of the production network 
is extended by the suppliers and the sales market to take external key figures into account. Further, transport 
routes are integrated into the network that link two locations with each other as well as suppliers and sales 
markets with a location. The resulting data model is implemented as a class diagram based on the Unified 
Modeling Language (UML) and visualized in Figure 3.  

 
Figure 3: UML data model for configuring global production networks 

For an assignment of design measures in the production network, a distinction is made in the data model 
regarding the influenceability of the network objects. While the influenceable objects also serve as the output 
of an adaptation reaction, the non-influenceable objects are only seen as input, i.e. they can only be used to 
identify a need for action. The network objects that are addressed by the adaptation cases, i.e. the production 
chains, locations, resources and manufacturing processes, are classified as directly influenceable. On the 
other hand, the sales market and the suppliers cannot be influenced. These are defined as exogenous in the 
model. In between are the transport routes, which connect the locations internally with each other as well as 
locations with suppliers or customers. Since sites and production can be influenced, the transport routes can 
also be addressed indirectly through design measures. However, due to the dependency on the exogenous 
objects of the network, their adaptation possibilities are limited. The selection and distribution of suitable 
adaptation measures in the production network is based on the reference process for the continuous design 
of production networks according to SCHUH ET AL. [13]. In the reference process, a network configuration 
for the entire production network is determined on a tactical level by decomposing the network into the 
individual value streams. For these value streams, possible scenarios are developed and evaluated, checked 
for dependencies, and finally selected. In this work, the production network is grouped into strategic units, 
each containing a value stream and the network objects relevant to the value stream. The strategic units 
contain all strategic decisions of relevant objects, which are used for identification as well as for the 
implementation of an adaptation. By decomposing the production network into such units, several of the 
generic adaptation cases can be assigned to the production network at the same time, in that each strategic 
unit receives exactly one adaptation case if action is required within the strategic unit. Thus, the adaptation 
of the network is no longer dependent on the successive consideration of individual production chains, but 
all production chains can be considered simultaneously. In addition, several network objects of the same 
class can be addressed within a production chain. For example, adaptation alternatives can be identified that 
react simultaneously to key figure changes from two different locations and select suitable adaptation cases 
in each case. The structure of a strategic unit is shown in Figure 4. 
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Figure 4: Model of a strategic unit 

At the center of each strategic unit is the value stream, which always relates to a specific product and is 
therefore part of a production chain. The value stream begins with the inbound transport route, which delivers 
the product to the respective location. This transport route starts either at a supplier or at a company-internal 
location. At the core of the value stream is the manufacturing process used. As a value-adding element, the 
manufacturing process requires a suitable resource for its execution, which is located at a site. The output of 
the value stream is the outbound transport route, which leads either to another location (and thus to another 
strategic unit) or to the sales market. Each of the network objects mentioned occurs exactly once in a strategic 
unit, so that there are at least as many strategic units as there are manufacturing processes in the company. 
If a manufacturing process is linked to several transport routes at the input or output, the number of strategic 
units is even higher. Each strategic unit can be assigned to one of the 61 generic adaptation cases by 
addressing the network objects that can be directly influenced. The need for action is determined based on 
the key figure changes that occur in the network objects of the strategic units. Thus, there is a strategic 
dependency within each strategic unit, as the objects influence or constrain each other in the choice of an 
adaptation action. Outside the strategic unit, other primarily structural interdependencies have to be 
considered. For example, the same network objects may occur in several units, i.e. a site could have two 
resources, each has two manufacturing processes. In this case, four strategic units would be created, so that 
the site as well as the resources would occur various times. Therefore, when designing all strategic units, it 
is necessary to ensure that the actions of the network objects are unique. 

3.3 Optimization model 

3.3.1 Structure of an optimization model 

The method presented in this paper aims to identify adaptation needs at an early stage by automatically 
generating adaptation alternatives to changes in key figures. A decision problem arises about which 
adaptation cases are assigned to which strategic units, so that the action requirements are met in the best 
possible way considering the restrictions in the network. Decision problems can be solved with qualitative, 
quantitative and combined methods. In contrast to qualitative methods, quantitative ones are based on 
objectively measurable criteria and serve as a rule for the optimization of a target value by parameter 
variation [20]. The presented decision problem in this paper considers objectively measurable ratio changes. 
To enable an automatic identification of adaptation alternatives subjectivity is to be avoided and a 
quantitative evaluation method is appropriate. For mapping the decision problem a mathematical 
optimization model is chosen to deal with the optimization of functions under constraints. An optimization 
model is a formal representation of a decision problem that contains, in its simplest form, at least one set of 
alternatives and an objective function evaluating them. The model is developed to be able to determine 
optimal proposed solutions using appropriate procedures. In its basic structure, an optimization model 
consists of an objective function to be optimized, a variable vector describing the alternative courses of 
action, and a restriction system consisting of several constraints that restrict the solution space and define 
the range of values of the decision variables [21]. An important special case of mathematical optimization 
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are linear optimization models. A linear optimization model exists if the variables are not multiplied by each 
other and no variables are found in exponents. If it is possible to put a mathematical optimization model into 
this linear form, enormous advantages arise, since fundamental efficient methods for linear models have 
been developed. This enables to communicate the mapped problems as well as problem instances to standard 
software known as solvers, which solve the problem instance optimally. These solvers have increased their 
performance enormously in recent years, allowing them to solve increasingly complex problems more 
efficiently [22]. For this reason, a linear optimization model is chosen. By adding secondary conditions to 
the model, the solution space of the problem is narrowed down and restrictions from the structure of the 
production network considered [22]. In the following, the optimization model is described in detail. 

Objective function: 

ሻݔሺܰ����ݔܽ݉ ൌ �σ σ ݊ݔאאௌ     (1) 

Secondary conditions: 

σ אݔ ൌ ͳ݅�� א ܵ    (2) 

݊ ൌ σ ݎ כ ݁ כ ݅���ݖ א ܵǡ ݆ א ܲאᇱ     (3) 

ݔ א ሼͲǡͳሽ݅��� א ܵǡ ݆ א ܲ    (4) 

ݔ  ݔ � ͳ���ሺ݅ǡ ݆ǡ ݈ǡ ݉ሻ א  (5)    ܭ

ݔ  ൌ Ͳ���ሺ݅ǡ ݆ሻ א ܴ    (6) 

Table 1: Overview of the elements of the optimization model 

Category  Symbol Description 

Index i,l Index of a strategic unit 

j,m Index of a generic adaptation case 

k Index of a key figure change 
Decision variable x Binary variable indicating the assignment of an adaptation case to a strategic unit 
 e Binary variable for assigning an adaptation case to a key figure change 
 z Binary variable for assigning a key figure change to a strategic unit 
Coefficient n Matrix of the utility values of the adaptation cases for each strategic unit 
Objective function value N Total utility value of the adaptation alternative for the production network 
Set S Set of strategic units in the production network 

P Set of 61 generic adaptation cases 

K¶ Set of all key figures 

K Conflicts between two assignments resulting from the structure of the network 

R Restrictions that arise from individual specifications of the user 

3.3.2 Definition of the objective function 

The objective of the method is to generate the best possible adaptation alternatives for the production 
network, which is captured in the optimization model by the objective function (1). The first constraint (2) 
specifies that only one adaptation case ݆ܲא can be assigned to each strategic unit ݅ܵא. This condition is 
needed so that reasonable solutions can be determined. Overall, the adaptation cases are to be assigned to 
the strategic units in such a way that the total utility value of all assignments is maximized. To achieve this, 
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the first step is to calculate the individual utility values for all combinations of potential assignments. These 
individual utility values serve as parameter n for calculating the total utility value of an adaptation alternative. 
A utility analysis is used to calculate the individual utility values. In practice, this is a frequently applied 
procedure for the evaluation of alternative actions [20]. In this process, the alternatives are ordered according 
to the preferences of the decision maker concerning a multidimensional target system [23]. In the context of 
the method, the action alternatives are the adaptation cases of the production network. The target system 
results from the multidimensional key figure system. The utility of an adaptation case is calculated by how 
many key figure changes (considering their relevance) can be addressed. Formula (3) represents the 
individual benefits of each adaptation case for each strategic unit. K' is the set of all key figures and rk is the 
relevance of the development of a key figure kאK', which can be calculated via the relative deviation of the 
key figure development. The binary variable ejk indicates whether an adaptation case jאP is suitable for 
addressing a key figure change k. This information can be derived from the table in Figure 2. The individual 
utility values n have to be calculated for each strategic unit, since the key figure changes are assigned to the 
objects of the production network and several strategic units do not exclusively contain the same objects. 
Therefore, the action required per strategic unit may vary. In order to take this into account, the utility 
analysis is complemented by the additional binary variable zik, which indicates whether the key figure change 
k occurs within the strategic unit iאS. For the implementation of the method in a software demonstrator, the 
strategic unit is included as a network object in a database so that the relationship to the other objects can be 
retrieved and used to automatically determine zik. For individual strategic units, the calculation of individual 
utility values can be performed using a table (see Figure 5).  

 
Figure 5: Exemplary calculation of the individual utility values for a strategic unit 

In this example, the utility value of adaptation case 61 for the considered strategic unit with code number 1 
is calculated as followed: 

݊ଵǡଵ ൌ σ ݎ� כ ݁ଵǡ כ ଵǡݖ ൌ ሺͲǤ כ ͳ כ ͳሻ  ሺͲǤ͵ כ ͳ כ ͳሻ ൌ ͳǤͲאᇱ           (7) 

Thus, adaptation case 61 has the highest individual utility value of the adaptation cases considered in the 
example. The individual utility values are calculated for each strategic unit and serve as coefficients for the 
objective function (1) of the linear optimization model. The total utility value N is the sum of the individual 
utility values of all selected adaptation cases. The decision variable xij serves for the assignment of an 
adaptation case jאP to a strategic unit iאS. xij is a binary variable that takes the value one if an assignment 
takes place and zero if not. This binarity is expressed in the optimization model by constraint (4). The task 
of the solver is to determine a value for all assignments so that the objective function is maximized. 
Constraints (5) and (6) represent restrictions of the network and are explained in the following subchapter. 

3.3.3 Restrictions from the network configuration 

If there are no interdependencies between strategic units, the objective function could easily be optimized 
by selecting all adaptation cases with maximum individual utility values. In reality, the selected adaptation 
cases may contradict each other and thus not be feasible. For example, one adaptation case might involve 
the decommissioning of a resource, while another adaptation case involves only a modification for the same 
resource. Therefore, structural interdependencies between the strategic units of the production network have 
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to be considered when selecting adaptation cases. These interdependencies are accounted for by constraint 
(5) in the optimization model. The constraint specifies that two assignments (each between a strategic unit 
and an adaptation case) cannot both be selected if this constellation is stored in the conflict list K. The conflict 
list K is a list of interdependencies between the strategic units of the production network. The conflict list 
depends on the structure of the production network and the composition of the strategic unit. Therefore it 
has to be created individually for each production network in advance. In this method, the conflict list is 
created with the help of an algorithm. All possible assignments are reviewed and checked for dependencies 
between the strategic units. The basis is the contradictions in the generic actions of the individual network 
objects. If there is a contradiction, the two actions under consideration cannot be performed within the same 
object. In preliminary work of the authors, the actions were defined as unique and not overlapping [10]. 
Therefore, a uniform adaptation reaction has to be selected for a single object. However, there is the 
exceptional case that an adaptation reaction creates a new network object. Then it is possible to perform any 
action on the first object as well as to create the new object. For example, a new resource could be put into 
operation while the old resource is modified. This also applies to the opening of a site and the development 
of a new manufacturing process. The described constraints are used to consider the structure of the 
production network. With regard to the application of this methodology, however, it should be possible to 
generate additional constraints that incorporate strategic guidelines from the company. Thus, guidelines from 
the network strategy can be considered. For example, location decisions can be dependent on a superordinate 
strategy, such as the development of a new sales market. In addition, the solution space of the problem can 
be further restricted by following the guidelines, so that the decision is facilitated. In this optimization model, 
the user-specific restrictions form the constraints (6), which are not further detailed here. 

3.3.4 Iterative solution of the optimization problem and prioritization of the alternatives 

After all required coefficients and quantities have been determined, the optimization problem can be set up 
and solved. Since the optimization model contains a binary decision variable, an integer optimization 
problem has to be solved. Manual selection of an algorithm is not necessary, since a standard solver (Coin-
or-branch and cut) is used in the software implementation, which automatically determines a suitable 
algorithm. Since the adaptation alternatives as results of the method should only serve as decision support 
for the network planning, the specification of a single adaptation option is not purposeful. Rather, several 
alternatives for the production network should be generated and listed according to their utility value. This 
results in a clear solution space of potential alternatives, which are further checked for feasibility and 
reasonableness. For this purpose, the optimization problem is solved iteratively. In each subsequent iteration 
the solution of the previous iteration is forbidden. Thus, each iteration provides an additional adaptation 
alternative for the production network, whose utility is smaller or equal to the utility in the previous iteration. 
Thus, starting from the second iteration, a new constraint must be included in the optimization model that 
excludes all previous solutions.  

4. Application 

The described method was transferred into a software demonstrator, which is structured in the form of a web 
application and can be operated via any internet browser (see Figure 6). The software demonstrator allows 
the user to simulate various situations to identify individually tailored adaptation alternatives for a production 
network. The result is a prioritized list of adaptation options, which the user should then evaluate based on 
various criteria (effort, cost, risk, etc.) in order to finally adapt the production network. The decision is 
facilitated by the application, as the solution space is reduced by systematizing the adaptation cases and 
prioritizing the network alternatives. The software demonstrator was applied and validated at a household 
appliance manufacturer. The company's network consists of several global locations and has grown 
historically. There is high potential by adapting to changes such as growing unit numbers in new markets. A 
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key figure system for monitoring the production network consisting of 15 key figures was used for the 
validation. The key figures were examined for changes using historical data. Five key figures were identified 
that had changed in different optimization directions. By creating a table to determine the dependencies 
between the 61 adaptation cases and the key figures, the software demonstrator could be fed with the 
corresponding data. The resulting list of prioritized adaptation alternatives was validated by a network 
planner. 5 of the 8 highest prioritized alternatives were classified as realistic adaptation alternatives and 
could be investigated in a next step with respect to the criteria mentioned above. 

Figure 6: Excerpt of the software tool (anonymized example) 

5. Conclusion

The paper presents a methodology and its transfer into a software tool for the identification and prioritization 
of possible adaptation alternatives in global production networks. This provides decision support to the 
network planner by narrowing the solution space and suggesting possible adaptation alternatives in an early 
and automated way. There is currently a need for research in the processing of the data from the systems, 
which enables the automated calculation of the key figures used. In addition, possibilities for further 
evaluation of the prioritized adaptation alternatives should be investigated. Factors such as effort, cost, 
strategic importance, sustainability, and risk of the identified alternatives should be considered to assess the 
alternatives for feasibility and reasonableness. Further development of the method focuses on reducing the 
high degree of subjectivity in linking the metrics to the adaptation cases. This could potentially be countered 
by a feedback learning system, using appropriate machine learning algorithms to adjust the values of the 
table used to produce more meaningful results. 
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Abstract 

This paper presents a material requirements planning method that determines optimal safety stock levels 
using a heuristic optimization, based on a deterministic simulation of stock levels. Material requirements 
planning is a key competitiveness factor in a volatile, global market environment and is becoming 
increasingly complex due to the availability of more products, product variants and fluctuating demand. 
Digitalization offers significant potential benefits for this planning domain, however, tools ready for use in 
industry applications are still lacking, leading to untapped potential in companies. The approach presented 
herein investigates available safety stock calculation algorithms, develops a heuristic-based optimization 
method that determines the best fitting algorithm for each product and optimally parameterizes the algorithm. 
The method utilizes a deterministic simulation as an evaluation function. A case study for a company in the 
capital good industry is implemented to evaluate the application potential. The results reflect significantly 
improved service levels with a minor increase in cost. 

Keywords 

algorithms; calculation of stock; consumption-based material requirements planning; digitalization; heuristic 
optimization; inventory calculation; safety stock; safety stock planning; simulation 

1. Introduction

Data and information are sometimes referred to as WKH�³RLO�RI�WKH�GLJLWDO�DJH�. This increasingly applies to 
material requirements planning, which is confronted with increasing complexity in a volatile, global market 
environment and the associated increase in data volumes [1]. Disruptions due to digitalization, smaller batch 
sizes, fluctuating sales volumes, globalized supply chains and cost pressure are major complexity drivers in 
material requirements planning [2]. Material requirements planning refers to the coordination of the flow of 
materials into the company and the stock levels so that the required items are available on time and in the 
right quality, at the right place [3]. The aim of material requirements planning is to ensure that the company's 
material supply is economically secure in terms of type, quantity, time and quality [4]. The sub-disciplines 
of material requirements planning are divided into requirements planning, calculation of stock and purchase 
order calculation [3], see Figure 1. This paper focuses on the sub-discipline of calculation of stock, 
specifically on the application of safety stock algorithms in consumption-based material requirements 
planning. Although many companies view safety stock primarily as a cost driver, safety stocks are the key 
factor for maintaining a high service level [4]. Optimally defining safety stock levels help on the one hand 
to increase the service level for the customer, and on the other hand to minimize company-relevant inventory 
costs [5]. Digitalized, automated planning can achieve significant savings, ensure long-term customer loyalty 
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and improve competitiveness [6], and a variety of algorithms exist in consumption-based material 
requirements planning to improve its efficiency. However, only a very small proportion of mathematical 
models are applied in day-to-day operations [7]. 

 
Figure 1: Sub-disciplines of material requirements planning 

This paper presents the development of a digital planning tool for material requirements planning and 
operational purchasing that enables product-specific optimized calculation of stock. The objective is to 
guarantee the availability of consumption-controlled disposition, considering potential item-specific 
uncertainties in the supply chain, with the lowest possible safety stocks. For this purpose, a heuristic 
optimization based on a deterministic simulation is developed as an evaluation function. The potential 
benefits for optimized safety stock calculation are evaluated in a case study from the capital goods industry. 
Its relevance for the industry can be justified by the fact that capital goods are increasingly placed at shorter 
notice and for smaller volumes. Therefore, producers are being demanded short delivery times, a high degree 
of flexibility and of planning accuracy and this with an increasing variety of articles. 

The research hypothesis is that a digital planning method in consumption-based material requirements 
planning can significantly increase the service level compared to the safety stock determinations practiced 
today in companies in the capital goods industry. The Design Science Research Methodology according to 
Peffers et al. [8] was applied, supporting both the development of a solution and its communication into 
application. 

The paper is structured as follows: Following the introduction, section 2 provides relevant fundamentals for 
safety stock planning, while section 3 introduces simulation and optimization for safety stock planning. 
Section 4 presents the development of the planning method. In the concluding sections 5 and 6, the results 
are discussed, and an outlook is provided. 

2. Background: Safety stock planning 

A literature analysis provides an overview of available safety stock calculation algorithms (see Figure 2). 
Altogether, 16 different methods could be identified. None of the referenced literature considers all 
algorithms. Figure 3 categorizes the algorithms and outlines their relationships to each other. The algorithms 
were then characterized and the possible applications in the operational environment of the capital goods 
industry were evaluated. The procedures marked in dark grey were selected as the most common procedures 
though a prevalence analysis. Some of these 11 algorithms are already used in Enterprise resource planning 
(ERP) systems. However, decision-makers in companies lack a basis for deciding which of the safety stock 
algorithms are most suitable and how to parameterize them optimally and in a product-specific manner. 

In real-life settings there are numerous factors that can contribute to uncertainty in material requirements 
planning [9], such as delivery date deviations, delivery quantity deviations, consumption deviations, supplier 
quality problems and stock deviations. In order to counteract the occurrence of shortages in materials 
disposition, safety stocks are used as buffers in materials disposition. Planners have to decide between a high 
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level of service and the associated higher capital commitment and storage costs, and between low stocks and 
the associated risk of the occurrence of shortages [10]. 

Figure 2: Literature allocation to safety stock procedures 

Figure 3: Overview of safety stock algorithms 

3. Heuristic optimization, simulation and simulation-based optimization of safety stocks

Optimization is the process of finding the best possible solution for the objective ± in this case, maximum 
service level with minimum inventory ± with the help of mathematical operations. The optimization can 
either be implemented as a mathematical optimization program or as an algorithm that uses an evaluation 
function to achieve the objective. For complex real systems, some form of simulation is often useful for the 
evaluation function ± in this case, the stock is deterministically simulated over time for the different methods 
to analyze, how a chosen stock calculation method affects an objective function of stock costs and shortage 
costs. The static simulation is used to describe deterministic system behavior. In other cases, if the system 
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behavior cannot be predicted deterministically, the behavior results from events over time that influence one 
another - in such cases, discrete-event simulation is a commonly used [11]. 

Within optimization algorithms, there are exact procedures that determine an optimum, and optimization 
heuristics that can determine a good solution for complex practical problems in the practically available 
computing time [12]. Computation time is especially critical when simulation is used as an evaluation 
function, as simulation is usually computationally intensive. Metaheuristics are used for practical problems 
with complex search spaces in which there are many local optima, which are robust to local optima that 
simple local search procedures, such as hill-climbing procedures, cannot overcome. Rule based heuristics 
are less universally applicable and require a known optimization strategy, but they are computationally 
efficient. Kamhuber et al. [13] give an example of combining efficient rule-based heuristics, based on human 
planning expertise, with metaheuristics, in conjunction with discrete-event simulation in production 
planning. This example demonstrates that a combination or hybridization of the methods can prove to be 
more useful and advantageous to achieve efficient planning. 

In this paper, a heuristic with a static simulation is used as an evaluation function for the selection of the 
most suitable safety stock calculation. The safety calculation methods are themselves also usually heuristics, 
that have been established as standard methods in their specific planning domain. Table 1 gives an overview 
of literature on simulation, optimization and simulation optimization of safety stocks. 

Table 1: Literature research on simulation, optimization and simulation-based optimization of safety stocks 

Simulation of safety stocks Optimization of safety stocks Simulation-based optimization of 
safety stocks 

Schmidt et al., (2012) Gansterer et al., (2013) Mayer et al., (2020) 
Gansterer et al., (2013) Hernandez-Ruiz, (2016) Claus et al., (2018) 
Nenni et al., (2013) Albrecht, (2017) Bracht et al., (2018) 
Hernandez-Ruiz, (2016) Avci et al., (2017) Wenzel et al., (2017) 
Albrecht, (2017) Gruler et al., (2018) Gutenschwager et al., (2017) 
Avci et al., (2017) Ghadimi et al., (2020) Walmann et al., (2016) 
Gruler et al., (2018) Barrios et al., (2020) Hanschke, (2015) 
Ghadimi et al., (2020) Sourirajan et al., (2008) Witthaut et al., (2015) 
Barrios et al., (2020) Keskin et al., (2015)  
 Schuster-Puga et al., (2016)  
 Park, (2020)  

 

From the publications in Table 1, the authors highlighted in dark grey were identified as especially relevant 
publications for this work: Nenni et al. [14] evaluate the level of service for safety stocks calculated with 
different formulas and compare, whether the level of service determined by simulation corresponds to the 
target level of service of the safety stock level. Schmidt et al. [15] deal with the concept of virtual safety 
stock and evaluate its effectiveness by means of simulation. Freely selected values for lead times, 
consumption values and their standard deviations function as input data in both works. Schmidt et al. use 
250 days as the simulation period, which corresponds roughly to the total working days in a year. Nenni et 
al. simulate over 50.000 periods. Due to the uncertainties in demand and replenishment time contained in 
the models, a single simulation run is not meaningful. For this reason, the simulation results in the papers 
are arithmetically averaged after 10 or 15 simulation runs. Nenni et al. exclusively use the safety stock 
formula with uncertain lead time (Theory of Constraints), whereas Schmidt et al. provide a recommendation 
matrix for the selection among 9 safety stock algorithms. No real company data is used in each case. 

The Paper at hand utilizes 11 safety stock algorithms and provides an evaluation based on a company use-
case in the capital goods industry and a final total landed cost evaluation is carried out. 
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4. Development of the safety stock optimization method 

4.1 Characterization of the case study 

The case study was carried out with the disposition-relevant data of a company from the capital goods 
industry (production of fittings and valves). The company in the case study is embedded in a corporate group 
and has about 115 employees, an annual turnover of 22.3 million euro, 346 customers from 51 countries, an 
annual purchasing volume of 11.5 million Euros, 1.780 active suppliers from 61 countries, and uses an ERP 
as its central IT system. For the case study, the input files are available in a standardized form from the IT 
systems and are read in via an interface. The optimization method was implemented in a VBA-based MS 
Excel tool. The objective was to enable users (materials requirements planners, operational purchasers) to 
plan optimal safety stock levels independently, without requiring expert knowledge in the areas of 
optimization and simulation. 

4.2 Preliminary ranking of algorithms 

As the first step, a preliminary priority ranking of the 11 selected calculation methods was determined, 
independent of the concrete use case and data set. For this purpose, the capabilities of the safety stock 
algorithms are compared with the requirements from the uncertainty factors of Wiendahl [9] in the 
calculation of stock of material requirements planning. The result of the prioritization is shown in Table 2 
(the algorithms are listed with descending priority). At this stage, this prioritization can be used by 
application companies ± depending on the data availability, the best-ranked method can be chosen by the 
planner. In this paper, this ranking is only an additional orientation, with the final ranking determined via a 
simulation evaluation presented in section 4.5. 

Table 2: Safety stock procedures and operating principle 
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Uncertain lead time (Theory of Constraints) - - + + - + 
Safety stock dynamic with target service-level - - + + - + 
Safety stock with target service-level - + ~ + - + 
Safety stock with dynamic service-levels - - + + - + 
Calculation according to service-level - - ~ - ~ + 
Calculation by using the A-B-C/X-Y-Z method + - - + - - 
Dynamic safety stock method - - + ~ + - 
Calculation with a service-level of 100% - + ~ + - - 
Calculation by means of the rough estimate method - - - - - - 
Calculation by Lagrange method + - - - ~ ~ 
Calculation by Percent-Fill Method - - - - ~ ~ 

4.3 Data characterization and data preparation for the use case 

In the following section, the procedure of data collection as well as the data structure and results are 
described. As the first step, all data relevant for the application of the algorithms (stock levels, material, 
disposition master data, consumption data, etc.) are identified based on the 11 selected safety stock methods 
(see Figure 3) and obtained from the IT systems of the research partner from the capital goods industry. In 
the process, a total of seven different files in three different file formats (.xlsx, .csv and .pdf) are combined 
in the VBA-based MS Excel tool by means of an import logic, sorted by article number, and prepared for 
further use. 
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The following Figure 4 shows the data required for the heuristic optimization as well as for the subsequent 
simulation. In addition to the listed information, the article number is imported for each file for accurate 
sorting. 

 
Figure 4: Input data for safety stock calculation and simulation 

4.4 Calculation of logistical parameters 

After data preparation, relevant logistical parameters for the optimization are calculated from the existing 
historical and forecast-based input data for each article, as a calculation basis for the safety stock algorithms. 

Table 3: Logistical parameters for optimization 

Average daily consumption (historical) Standard deviation lead time (historical) 
Average monthly consumption (historical) Average lot size (historical) 

Standard deviation daily consumption (historical) Maximum monthly consumption (historical) 
Standard deviation monthly consumption (historical) Averaged forecast value (future) 
Average lead time (historical) Standard deviation of the forecast values (future) 

4.5 Ranking and selection of safety stock algorithms 

Using simulation, the safety stock algorithms are ranked: In the process, a subset of the data set is selected 
for which all 11 safety stock procedures can be applied for each article (if none or not a substantial share of 
the dataset is fit for all 11 algorithms, only the supported algorithms are selected and ranked). All algorithms 
are applied to all articles of the subset (products) and the resulting stock levels are simulated over time 
(material deliveries and material consumption calculated through a time series analysis) and the article-
specific service level is determined for each safety stock procedure. For the simulation, optimal purchase 
order lot sizes have to be defined ± this is achieved via a purchase order lot size optimization method, 
developed by the authors, which uses a total landed cost approach as the objective function of the 
optimization (all relevant costs are considered) and a deterministic simulation as the evaluation function 
[16]. 

Thus, mean lead time, mean consumption, and associated standard deviations of items are imported into the 
simulation and the warehouse inventory level is simulated for 300 days. The different safety stock levels of 
the individual algorithms are considered. The algorithms with a combination of the highest resulting service 
level and a low safety stock level are prioritized. As an example, Figure 5 shows a simulation over 300 days 
for an item with a mean lead time of 5 days and an associated standard deviation of 3 days. The mean 
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consumption of the example item is 1.000 units per day and the associated standard deviation is 750 units. 
Figure 5 shows that on days 47, 224 and 242, for example, the stock level would fall to 0 units, meaning that 
the item would not be available for delivery. The simulation calculates a service level of 96% for this article 
for a safety stock of 4.829 pieces. The optimal safety stock at a given service level of 98% would be approx. 
7.000 pieces, which would be delivered by the procedure with uncertain lead time (Theory of Constraints). 
Repeating these simulation runs with the subset of the data set plus variation of the items thus led to the 
decision to prioritize this algorithm. 

 
Figure 5: Simulation of the item-specific stock development 

The simulation results are translated into a case and data-set specific ranking of the algorithms. The 11 safety 
stock algorithms have different data requirements, therefore if the necessary data for certain algorithms is 
unavailable for an article, the next algorithm is tested. The algorithm with the highest available priority is 
then chosen for each article. 

4.6 Application of safety stock calculation 

For the sake of economic viability, safety stocks are not to be created for all articles, but only for those with 
a significant risk of a shortage, the simulation used in section 4.5 is used here again to assess the item-specific 
risk. All articles are simulated without setting safety stocks first. The simulation results are then evaluated 
and articles with risk of stock shortages are identified. Next, the optimal safety stock levels for these articles 
are calculated with the optimal algorithm chosen before for each article (Æ section 4.5). For these articles 
with safety stocks, the simulation is run anew, this time with the optimal safety stock values, to evaluate the 
successful avoidance of stock-out. 

4.7 Optimizing the heuristics based on the simulation results with optimized purchase order lot 
sizes and safety stocks 

In the evaluation, the items with stock shortages are identified and the optimal safety stock levels calculated 
in the previous safety stock optimization phase are applied to them - no safety stock is defined for items 
without shortages. It turned out that, despite optimized safety stocks, a safety stock level that was too low 
was set for some articles, because in some cases there were still understocking costs in the purchase order 
lot size simulation. Therefore, the heuristics were revised, and, as an example, the "Theory of Constraints" 
method was given priority over the "Dynamic service-levels" as the more optimal method. As a result, based 
on the defined heuristics, only items that are at risk of shortage are suggested or issued an optimal safety 
stock level. 

Lastly, another simulation is carried out for determining the total landed costs. After this second fine-tuning, 
optimized purchase order lot sizes and order times are defined for all articles, as well as optimized safety 
stocks according to demand. The entire procedure is illustrated in Figure 6. 
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Figure 6: Stochastic-heuristic optimization with subsequent simulation 

5. Results and discussion 

The results show that using the developed optimization method, different safety stock procedures are 
identified as optimal for the articles. In this case study, optimal safety stock procedures and safety stocks 
were determined for 595 articles for which there was a risk of stock shortage, according to the simulation. 
Of the 11 algorithms considered, 2 were selected by the optimization method. The "Uncertain lead time 
(Theory of Constraints)" method is used for 76% (452 articles) and the "Safety stock with target service-
level" method for 24% (143 articles). The other 9 algorithms have not been selected for this dataset. If the 
database were expanded from the 595 articles in the application example, other procedures would also be 
selected, based on the data availability of each article. However, since there is no danger of a stock shortage 
for these articles, no safety stock was suggested or determined according to the developed optimization 
method. 

The combined consideration of calculation of stock (safety stock method) and purchase order lot size 
calculation (purchase order calculation method) increases the service level (availability of goods). For all 
simulated 595 articles with understocking costs (out of 4.066 articles in total), a stock-out could be avoided 
for almost all articles (476 articles). For 119 articles, a stock-out could not be avoided due to the nature of 
the initial state at the beginning of the planning period: For those articles, errors in the material requirements 
planning in the period before the considered planning period have led to a stock level of zero at the start of 
the planning period, which led to unfulfilled demand right after the start. In principle, this phenomena cannot 
be avoided. 

It must be noted that the increase in the availability of goods through safety stocks is at the expense of 
warehouse and capital commitment costs, as shown in Table 4. Only costs represented through figures, data 
and facts in financial accounting records were able to be evaluated. For example, a possible customer 
fluctuation due to insufficient delivery capability could not be evaluated financially. Through this targeted 
and optimal application of safety stocks, it was possible to guarantee the service level and the associated 
availability of goods for those articles with understocking costs (apart from those 119 articles) with a 
minimal increase in costs of ~0.6 percentage points. 

After applying the last (2nd) phase of fine-tuning, the combined optimization of purchase order lot sizes and 
safety stocks, the total landed cost shows higher total costs for this combination compared to a procurement 
optimized only for purchase order lot sizes, without optimized safety stocks (see Table 4). From the point of 
view of the total landed cost objective function, the optimization result has thus even slightly deteriorated 
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due to the combined optimization, while it has improved from the point of view of the safety stock 
optimization objective function (service level 99,9% with the lowest possible safety stocks). Since the total 
landed cost approach only considers actual costs incurred and does not consider, for example, the negative 
effects of a stock-out on customers who could reorient themselves to other suppliers, it is reasonable to 
suggest refining the objective function from an overall optimization point of view - i.e., the entire material 
requirements planning. 

Table 4: Total landed cost (TLC) consideration before and after optimization of safety stocks 

TLC consideration before optimization 
of the safety stock level 

TLC consideration after optimization 
of the safety stock level 

Stock shortage costs 

Storage costs 

Capital commitment costs 

15.691 EUR 

60.855 EUR 

329.794 EUR 

6.811 EUR 

62.543 EUR 

339.317 EUR 

Total landed cost (TLC) 406.340 EUR 408.672 EUR 

6. Conclusion and outlook

The method was developed using an extensive case study and data set from the capital goods industry. It is 
based on established calculation methods for purchase orders and safety stocks. In principle, it is therefore 
suitable for most companies that operate complex material requirements planning. The benefits increase with 
an increasing number of articles as well as risk factors and other complexity drivers, all of which can be 
found in the capital goods industry ± this is where the digital (partial) automation of planning can prove to 
be most valuable. 

The results show that with the targeted use of digitalization in the calculation of stock of consumption-
controlled material requirements planning, the service levels can be significantly improved. In addition, the 
interaction and interdependence of the main disciplines of calculation of stock and purchase order lot size 
calculation in materials disposition is also presented. The relevance of data quality and structure in 
companies was also demonstrated while the study was underway. 

Further research work will be aimed at the development of an integrated material requirements planning 
method, comprising requirements planning, calculation of stock and purchase order lot size calculation. This 
will include investigating the hierarchy between planning goals and working towards a less sequential 
planning process in the interest of pursuing an aligned material requirements planning optimization. 
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Abstract 

Currently digitization and Industry 4.0 are some of the most important trends influencing production 
processes and companies. In a lot of companies Shopfloor Management (SFM) is used to manage production 
and sustain as well as grow a strategic leadership through lean and efficient processes. Its main goal is to 
bring focus back to the shopfloor, where value-adding processes are performed, and to increase the 
connection between managers and shopfloor workers. In light of the aforementioned trend towards continued 
digitization, this produces a field of tension in which a trend enabling increasingly remote control of 
production through new digital solutions meets a principle focusing on being on site as well as intensive 
communication. Combing both aspects can prove to be complex as can be seen by studies showing a wide 
distribution of SFM in a selection of German production companies, but with exceptionally low usage of 
digital technology. 

A significant cause of this is the overwhelming number of possible aspects of Industry 4.0 increasing the 
difficulty of selecting manageable ideas, aggravated by a lack of integration of necessary employee and 
organizational change. Purpose of this paper is, therefore, to propose a theoretical basis for a digitization of 
SFM through the development of a model including disjunct aspects of SFM as well as a maturity index 
providing a means to discern different levels of digital solutions. To provide a practical viewpoint in addition 
to the theoretical basis, concrete SFM methods are collected and mapped to fitting areas as well as maturity 
levels of the underlying model. Additionally, a two-step questionnaire is conceived to allow for a selective 
proposition of said methods to derive an implementation sequence. All aspects of the approach are finally 
validated with an example company. 

Keywords 
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1. Introduction and Motivation

Current trends like globalization, individualization and shorter product life-cycle times are causing qualities 
like adaptability and flexibility to become more and more important [1]. Highly efficient and flexible 
production systems with a flexible organisation as well as satisfied and motivated employees are required. 
However, in a survey conducted by Staufen AG in 2019, 70% of companies state that changes are 
predominantly imposed from above and only 43% of respondents state that their organizational structures 
are designed to be flexible and changeable [2]. This contradicts the vision of decentralized design and 
optimization as well as changeable companies and at the same time leads to a low acceptance of the methods 
used in the production system [3]. Technology is thus no longer the limiting factor, but human mutability 
[1]. Besides technological changes such as plug-and-produce or self-organized production, Shopfloor 
Management (SFM), hence, is a key enabler of a flexible and adaptable company, for example through 
allowing increased transparency on the shopfloor [4]. In particular, it supports short-cycle decisions that are 
associated with organizational and human adaptability. 

Because of the progressive digitization and increasing implementation of Industry 4.0 the concept of SFM 
faces a large number of changes, creating new potentials. These are, however, often accompanied by 
concerns of employees [5]. At the same time, digital networks also possess inherent risks for example in the 
form of data security, long latency periods and information overload [6]. Additionally, due to the many ways 
in which Industry 4.0 is currently affecting companies, it must be analysed how SFM can be meaningfully 
expanded through digitization in order to promote decentralized decisions in production [7,8]. 

The goal of this paper is to provide an approach to combine Industry 4.0 and SFM including all affected 
dimensions (technological, human and organizational) in change. Therefore, in section 2 available literature 
concerning a theoretical basis for the digitization of SFM is analysed. Based on the existing models the 
modular digital SFM model including a maturity index is presented in sections 3.1 and 3.2. To expand the 
theoretical view towards a real-world application, concrete digital methods are then added in section 3.3. To 
allow for a further customization of the implementation process a two-step questionnaire is presented in 
section 3.4 enabling the allocation of a company within the theoretical model and deriving suitable steps 
towards increasing the digital maturity level. In section 4 the approach is exemplary applied to a production 
company and given recommendations for a digital SFM transformation are shown. Finally, the approach is 
discussed and potential for future research is shown.  

2. State of the art

In order to allow for a structured evaluation of available research towards (digital) SFM as well as 
implementation approaches, a set of criteria is defined as a first step. The first one is the availability of a 
method tool box (C1). This is necessary to narrow down the immense amount of possible solutions within 
Industry 4.0 and build a basis for a concrete plan of steps to integrate digital solutions into SFM [9]. This 
also allows to fully integrate the peculiarity of digital change processes. The second criterion is the 
integration of concrete aid towards implementation of (digital) methods (C2). As mentioned before, digital 
solutions not only come with technical challenges, but implementation also has to consider organizational 
as well as human challenges, which ought to be considered to fulfil C2 [10]. Criterion C3, the availability of 
an assessment (tool), aims a supplying a means to generate a, as much as possible, reproduceable strategy 
towards implementation for companies instead of being limited to a theoretical view. Approaches should 
also incorporate a multi-level maturity index (C4). This allows to separate different levels of digital solutions 
whilst still placing them along a linear guideline steering the digitization [11].  

The first type of identified literature are analogue SFM models. An exemplary approach is provided by 
Kiyoshi Suzaki, which describes an extensive basis for the WUDQVIRUPDWLRQ�RI�D�FRPSDQ\�IURP�D�³WUDGLWLRQDO´�
ZD\�RI�PDQDJHPHQW�WR�D�³PRGHUQ´�SFM [12]. By using examples and experiences a simple implementation 
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approach is provided. He, however, only describes the change necessary for each single aspect of production 
as well as the ideal result, whereas a concrete implementation strategy is only slightly addressed. Another 
comparable approach is chosen by [13]. In addition to both an overview over methods of SFM as well as 
detailed explanation for each aspect, Conrad et al. also facilitate a concrete SFM implementation by 
embedding the methods in a step-based implementation strategy with clear instructions. As a further aid 
multiple concrete design examples of different methods are given to be used as inspiration for custom 
implementations. All approaches, however, lack an integration of digital change in SFM. All of the identified 
approaches for analogue SFM mainly address C1 and C2 by providing different (analogue) methods to 
implement SFM as well as addressing necessary changes in the human and organizational perspective. None, 
however, feature an assessment tool or, due to their analogue focus, a maturity index. 

The second type of identified literature addresses digital SFM. These can be divided into approaches being 
based on analogue models as well as newly developed models. Brenner, for example, starts off with a 
description of analogue SFM [14]. He then uses these parts as an agenda to demonstrate different exemplary 
ways to digitize processes. A similar approach is chosen by Meißner et al. [15,16]. Building upon their 
existing SFM model, they first define a target state and thereby enhance the analogue model with digital 
aspects that support and ease the use of it. Additionally, they propose traditional change management models 
for strategic change combined with tailored recommendations as a way to introduce digitalization to the 
shopfloor. A different approach is chosen by [17] as well as [18]. Instead of starting with an existing SFM 
model, Rauch et al. develop a description of a final goal stage concerning the digital abilities for SFM [17]. 
They then describe the different methods having to be implemented to achieve the final state. Bock et al. 
[18] also design their approach without an analogue model, but instead define four different maturity levels 
for digital SFM ranging from analogue to autonomous. Instead of proposing defined steps for achieving the 
target state, they offer an extensive description for them. This in turn allows them to be used as a form of 
vision, for which to achieve individual steps need to be taken (like different software modules or functions). 
Most of the identified approaches not only address technical challenges, but integrate all necessary aspects 
with few authors also defining (basic) maturity indexes (e.g. [4]). Similarly, only a minority of the identified 
literature offers concrete methods for achieving the proposed visions (C1) and in turn also assessment tools 
to derive methods to be implemented (C3).  

A third type of relevant literature like the works of Liebrecht et al. [19] and the practical framework for SFM 
implementation by Hartner et al. [6] are about implementation procedures for digital solutions. As can be 
seen by the recommendation of [16] to implement digital SFM with strategic change management methods, 
digitization often means fundamental change for employees and companies in general. As [8] mention, 
technical changes are often more advanced compared to social and organisational change processes. To 
overcome this inequality, they propose an iterative framework for implementing dSFM integrating the 
technical, organization and human dimension. They thereby add a human-centered perspective to the 
predominating technical views of digital SFM. All approaches in this area, however, lack concrete methods 
for SFM and only propose general digital methods, if at all (C1). Yet, they sometimes offer maturity indexes 
(like [11]) and mostly address the necessary change in the organizational as well as human dimension (C4 
and C2) 

As can be seen in Figure 1, there is no current research activity towards a complete approach fulfilling all 
defined criteria and enabling a step-by-step processes to digitize SFM based on giving concrete method 
recommendations. Therefore, we present a modular SFM model, which supports decentralized decisions like 
process optimization or short-time production steering. This model includes maturity index as well as a 
toolbox that presents dSFM methods for each level of a digital SFM, combining the theoretical viewpoint 
given with the underlying model with real-world application through concrete methods, that can be 
implemented in companies. The approach is further enhanced in regards to real-world applicability by a 
human-oriented dSFM maturity assessment, which calculates the actual stage of dSFM in a company and 

644



   
 

   
 

therefore determines an individual development process for the company towards a target dSFM-stage based 
on the proposed methods located in the theoretical model. 

 

Figure 1: Overview of identified literature (Picture by authors)  

3. Methodology 

3.1 Development of the underlying model 

As suitable model is the necessary basis for the assessment of the current state as well as the vision and, 
thereby, allows to derive the next steps towards improving maturity [20]. However, as can be seen in the 
previous chapter, many theoretical models only feature a limited scope, either missing human and /or 
organizational perspective or only partially addressing the challenges stemming from digitization of SFM.  

Therefore, the initial step towards conceiving an approach for achieving digital SFM is the development of 
an adequate model. For this, the concept of SFM by [4] is used as a basis to be evolved. Analogue SFM 
already is not only a collection of methods to be implemented, but also includes a wider view with 
fundamental change to organizational structure enabling necessary change for successful SFM processes 
[12]. Additionally, the human perspective also plays a big part for achieving a functioning SFM as well as 
digitization in general [21,22]. Both perspectives are already rudimentarily featured in the underlying model 
by [4]. It is, however, lacking the integration of digital aspects at its core. To address this and following the 
approach by [19], DOO�VL[�DUHDV�DUH�VHSDUDWHG�LQWR�³HQDEOHU´- DV�ZHOO�DV�³SRWHQWLDO´-categories. The enablers 
include areas alloZLQJ�QHZ�SRWHQWLDOV�WR�EH�DFKLHYHG��ZKHUHDV�WKH�³SRWHQWLDOV³�offer a competitive advantage 
when implemented. Accurate data is the basis not only of digitization, but also of analogue SFM [23,12]. 
When digitizing data, however, many aspects have to be considered like data security, the distribution of 
automatic vs. manual data collection as well as efficient storage [24±26]. These aspects are integrated into 
the model by adding the separate data area. Another important enabler-area is IT-enablers, which contains 
the technical basis of digitization. This also has to be integrated separately as there are many different 
possibilities of achieving for example widespread networking of digital systems. Yet, old infrastructure, 
varying standards etc. can pose big risks for safety, scalability or other important future success factors 
[9,15]. The last enabling area is Key Performance Indicators or KPI which is already used by [4]. These 
provide the main instrument to achieve transparency on the shopfloor, an important aspect allowing all 
employees to participate and ease the identification of malfunctions [27,12]. In the developed model, the 
define the gateway between data and usable information for the potential areas.  

To keep the model compact, for the ³SRWHQWLDO´-categories, some of the dimensions of the model of [4] are 
grouped together. One area is thus defined by combining Meetings & Knowledge Exchange. Meetings play 
an important role in structuring communication and as a basis for other processes in SFM [4,12]. The 
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digitization of this area has to be carefully balanced to not lose focus on the shopfloor for example by 
employing digital meetings to replace regular presence [6]. To allow for the integration of all employees in 
SFM, a continued qualification and exchange of knowledge is necessary [13,12]. This will also play a big 
role in successful digitization and offers vast possibilities through digital evolvement [28,29]. The area of 
Measures & Problem-Solving integrates another important part of SFM. Through continuous identification 
and solving of problems and realizing improvement potentials in production processes, its efficiency can be 
increased. This plays an important role in the ability of SFM to secure and increase competitive advantage. 
Through new possibilities of data processing etc. in this area, these processes can be significantly enhanced, 
but also face problems through a risk of lacking integration of employees in automatic processes and 
therefore declining readiness in participating in continuous production improvement [14]. Participation of 
employees however will also play an important role in future problem solving [30]. The last area of the 
model is defined as Resource Control. 

As described by Ganschar et al., the human will still be the centre of the modern fabric [31]. Thus, employee 
perspective acts as a base for the model, being represented by necessary qualifications as well as acceptance. 
To fully reflect necessary changes in the organizational dimension, the model is supplemented by the areas 
of organizational guidelines as well as lean leadership. The complete model with all areas and dimensions 
(see 3.3) can be seen in Figure 2. 

 

 
Figure 2: Developed SFM model already with dimensions described in 3.3 (Picture by authors) 

 

3.2 Development of a digital SFM Maturity Model 

As an addition to the developed model, a suitable maturity index is conceived, which is based on the study 
of [4]. The matrix by [4] containing the three criteria (I4.0 levels as defined by [11], real-time capabilities 
and level from analogue to automated) is thus transformed into a linear model. Therefore, the basic 
distinction between analogue, digital and automated is used and slightly renamed. Since certain methods 
ZDUUDQWHG�D�FORVHU�GLVWLQFWLRQ�EHWZHHQ�GLJLWDO�DQG�DQDORJXH��D�IRXUWK�OHYHO�FDOOHG�³GLJLWL]HG´�LV�LQWURGXFHG�WR�
form the final maturity index [15]. ³$QDORJXH´� LQcludes methods without any kind of digital support, 
ZKHUHDV� ³GLJLWL]HG´� LV�PRVWO\� XVHG� IRU�PHWKRGV�ZLWK� EDVLF� GLJLWDO� VXSSRUW� �OLNH� GLJLWDO� OLVWV��� ³'LJLWDO� ��
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FRQQHFWHG´� LQFOXGHV� PHWKRGV� ZLWK� FRPSOH[� GLJLWDO� VXSSRUW� DQG� FRQQHFWLYH� IHDWXUHV�� EXW� RQO\� ³VPDUW / 
DXWRQRPRXV´�FRQWDLQV�PHWKRGV�ZLWK�H[WHQVLYH�GLJLWDO�VXSSRUW��ZKHUH�DOJRULWKPV�HWF��JDLQ�SDUWLDO�GHFLVLRQ�
competence and / or forms of intellect. 

3.3 Collection and allocation of concrete (digital) SFM methods 

SFM according to the definition by Liebrecht et al. is an independent method or management tool [32], 
whereas in the context of the Lean-Philosophy SFM is described as an understanding of leadership [23]. 
Addressing the inhomogeneous definition of SFM and to address criterion C1 a major structured literature 
search is performed to identify existing methods of (digital) SFM. The research is focusing on already 
existing methods for the SFM but includes ideas and visions as well. Therefore, the identified methods range 
from being widely implemented already in lean companies (like Shopfloor Boards used to visualize KPI¶s 
[23]) to being highly innovative and thus not having been implemented in most companies yet, like trend 
analytics to predict GHYLDWLRQV�RI�.3,¶V�[9]. A complete overview of all identified methods can be seen in 
Figure 3. 

Figure 3: Overview of identified methods and corresponding area and maturity level (Picture by authors) 

Methods from the research period having been classified relevant are then transformed into standardized 
profiles, which enable clear and fast summary of the elements necessary for a successful implementation 
and application of the shopfloor method. These profiles are summarized in a modular SFM toolbox similar 
to Liebrechts Industry 4.0 toolbox [32]. The profiles contain various information in regards to expected 
effects and benefits for SFM and production in general, but also surrounding effects like employee reaction 
/ necessary qualification as well as needed organizational adaption. This addresses the criterion C2 by 
enhancing the method description with organizational and human perspective. The methods are then initially 
mapped to the most appropriate model area and maturity level. To allow for an even more precise allocation, 
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the areas are separated into dimensions like ³'RFXPHQWDWLRQ´�DQG�³+RUL]RQWDO���9HUWLFDO´�IRU�WKH�category 
³0HHWLQJV�	�.QRZOHGJH�([FKDQJH´ based on a clustering of contained methods.  

3.4 Development of a digital SFM Maturity Assessment 

In order to allow the assessment of a company¶V current level of maturity concerning digital SFM as well as 
rate their vision, a short as well as detailed questionnaire is developed following the approach of Schumacher 
et al [33]. Their work is an ideal basis as it is a combination of numerous maturity assessment concepts and 
is easily transferred to SFM and its digitization. Instead of a single survey, however, in our approach two 
different questionnaires are used. This two-level approach allows interested companies to answer a short 
Quick Check  and receive more general recommendations including suitable methods to be implemented as 
a rapid way to develop towards digital SFM. Users needing an in-depth guidance can then answer detailed 
questions regarding the previously identified lacking area(s) of SFM. 

As a first step, a description for the ideal final state of each tuple of maturity level and field of application is 
created based on the profiles as well as additional literature research. The final states consist of a combination 
of possibilities offered by the methods in the respective tuple as well as their main advantages when reached. 
The conceived final stages are then in turn analysed for their most important contents and afterwards 
transformed into items for the Quick Check based on available literature concerning questionnaire best 
practices like [34]. For the development of the more detailed questionnaire allowing a more exact rating of 
the current maturity level, the method profile is used as a source of information and in turn transformed into 
one or more items describing each aspect of a given method. Closely related methods are as much as possible 
combined into single items to limit the size and in turn answering time of the questionnaire. The complete 
process is visualized in Table 1.  

Table 1: Example for process from methods to item used to derive items of maturity assessment for the Category of 
Data Acquisition and Maturity Level Analogue 

Step Content 

Input: Methods Analogue Acquisition of Process Data, Creation of analogue machine datasheets, Creation of analogue tool 
datasheets, Data Acquisition Design and Classification 

Throughput: Ideal final 
state  

Up-to-date information through short cyclical data acquisition, Identification of relevant data, Structured data 
form and acquisition process 

Output: Derived item Do rules for the classification and structuring of data exist on the shopfloor? 

 

To allow for a comparison of results, answering options were mapped to corresponding maturity levels in 
the Quick Check and in turn recommendations. For the detailed questions, answering options were mapped 
to distinct methods or method implementation progress. To finalize the surveys, both questionnaires are then 
pre-tested. To make sure, that each question is understandable, three different personae are conceived 
representing different types of users to be expected based on surveys for example from [35]. Main points of 
each persona are their knowledge about digitalization as well as SFM, which are used to make sure each 
question is understood the correct way and addresses the correct underlying aspect or method. 

4. Application and verification 

The presented digital SFM quick check has been applied with an international production company 
producing measuring devices. It is characterized by a decentralized organizational structure in production 
ZLWK�DXWRQRPRXV�DVVHPEO\�WHDPV�DQG�LW¶V�at the beginning of implementing Industry 4.0. The application 
was carried out in three sequential steps: In the first step the partner answered the Quick Check consisting 
of approx. 46 questions, second the calculated maturity levels were discussed in semi-structured interviews 
with an expert of the company and third the levels were adapted where necessary.  The answers given and 
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the calculated maturity levels (see Figure 4) in the Quick Check then fit the described situation of the 
company.  

 
Figure 4: Resulting maturity levels for enabler (left) and potential dimensions (right) from the Quick Check 
visualized using a Microsoft® Excel graph (blue = target level, orange = current level, Picture by authors) 

As being identified in the Quick Check as lacking, the category of Preparation and follow-up was thoroughly 
examined using the detailed questionnaire. There, the low level was confirmed and it was found, that 
necessary analogue requirements in the form of structured problem collection and measure documentation 
was missing. Due to their otherwise comparably high level in the enabler areas, a digital fault monitoring 
system as well as a digital measure list were recommended to be implemented.  

5. Conclusion 

The presented modular digital SFM model summarizes single SFM methods. Because of the described 
maturity levels and the developed assessment for each category the presented approach is a suitable tool for 
supporting the company-specific (digital) SFM implementation. The exemplified application of the model 
showed the generally possibility of estimation of the digital maturity. However, some of the single questions 
need to be reworked, so that a self-assessment will be practicable.  

In further research the guidelines of the digital SFM model should be concretised with the help of empirical 
research methods like item tests and regression analysis. For example, the relevant competences and 
qualifications must be defined for each employee role in SFM. The corresponding competencies must be 
available among the employees so that successful SFM processes can be realized. If the maturity assessment 
is combined with an employee self-evaluation of the human-oriented target system [8] a benchmark study is 
facilitated, which can be used to determine the success factors of SFM in terms of high employee acceptance 
and employee productivity.  
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Abstract 

The introduction of new variants and the difficulty of forecasting future market demand and developments 
aggravate the synchronisation of assembly lines. This ultimately leads to cycle time spreads and thus to 
efficiency losses, e.g. due to lower employee utilisation. In response, matrix-structured assembly systems 
have been developed as a concept of cycle time independent flow production. Essential characteristics of 
this type of assembly systems are the dissolution of both one-dimensionally arranged assembly stations as 
well as cycle times across assembly stations. In recent years, the focus has been on assembly control for the 
routing of orders through a matrix-structured assembly system. However, order release strategies have 
largely been neglected, which means that the actually promised performance of this new organisational form 
of assembly cannot be fulfilled. An agent-based release decision enables the optimal scheduling of new 
orders taking into account current information from the assembly system such as station states or the 
processing progress of orders that have already been released. This work extends and builds on existing 
agent-based approaches to control matrix-structured assembly systems in regard to order release. This results 
in a theoretical improvement in key performance indicators such as throughput time and station utilisation. 
For this purpose, the release process, as well as the associated calculation logics and constraints, are 
described and the implementation in an environmental model is outlined. An essential part of calculation 
logics is the prediction of all possible paths and capacity requirements resulting from routing and sequence 
flexibility. This work contributes to the practical realisation and economic operation of matrix-structured 
assembly systems. 

Keywords 

Matrix-structured assembly; agile assembly; assembly control; multi-agent system; order release 

1. Introduction

Matrix-structured assembly systems are gaining progressively more attention in research. They are 
considered a potential solution for addressing the ongoing challenges caused by shorter innovation cycles 
and volatile market conditions through the use of a flexible organizational assembly form [1±4]. Key features 
of this new organizational form are the breakup of one-dimensionally arranged assembly stations and the 
elimination of uniform cycle times for all assembly stations [4]. This enables the processing of orders on a 
situational basis and depending on current circumstances in the assembly system. Resources at assembly 
stations can not only be used for station-specific assembly steps, but rather for all assembly steps which 
require this resource. Since the possible routes of an order are known a priori by the assembly system, 
whereas the actual routing is determined as a response to the situation and depending on the actual 
availability of the assembly stations, assembly control gains significantly in importance [4±8]. In matrix-
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structured assembly systems, assembly control deals with the assignment of orders and assembly steps to 
assembly stations, taking into account current resource availability or disruptions. This shifts the complexity 
from line balancing to assembly control [9,10]. Assembly control deals with the customer- and order-related 
design of material and information flows. This includes the systematic interaction of material-processing 
and material-moving areas in a time-related context [11]. Important functions of assembly control are order 
release and order monitoring, job scheduling, worker assignment, material supply and disruption 
management [12]. 

In principle, assembly control can be realized by both centralized and decentralized control architecture. In 
the application context, centralized architectures are based on extensions of the flexible job shop problem 
[13±15]. In comparison to decentralized architectures, centralized architectures show better results in 
simulations with respect to tardiness and lead time [5]. However, for complex problem formulations as well 
as extensive scenarios, optimal solutions cannot be determined in polynomial time. Centralized control 
architectures cannot guarantee the requirements of real-time capability [5,8,13±15] which limits their 
applicability to control matrix-structured assembly systems [5,9]. Accordingly, research in this area has 
largely focused on decentralized control architectures, which can be well modelled by Multi-Agent systems 
(MAS) [16±18]. Several studies already have highlighted the efficiency and close to real-time performance 
of MAS-based assembly control systems [2,5,10,19±21]. 

Especially in the variant-rich and disruptive operational practice, it is indispensable that orders are only 
released when the assembly system has foreseeable sufficient capacities for order processing [10]. However, 
order release as a subtask of assembly control is largely neglected. So far, no functional approaches exist 
that go beyond random, alternating, or time-based order release. This contradicts the basic principles of 
matrix-structured assembly systems, according to which orders are only released into the assembly system 
in case of sufficient resource availability. To realize the performance potentials of matrix-structured 
assembly systems and to ensure the practicability of agent-based assembly control, a combined view of 
existing assembly controls and order release is required. Therefore, this paper presents a modular concept 
for agent-based order release in matrix-structured assembly systems. The concept is derived and described 
in a system-independent way. It includes the definition of necessary interfaces to the assembly control as 
well as processes for information management and decision-making in the order release mechanisms. 
Finally, an outlook on the software implementation is given and the added value and limitations of the 
concept are discussed.  

2. Assembly control in matrix structured assembly systems 

2.1 Agent-based control strategies 

A MAS consists of several agents that jointly perform one or more tasks through interaction. An agent is a 
delimitable software unit with defined goals. This unit is embedded in a closed environment and is capable 
of performing autonomous actions while interacting with other agents in the environment to achieve the 
defined goals [22]. MAS are particularly characterized by high stability and reliability. They are significantly 
less likely to fail in dynamic environments than monolithic architectures. Overall, the greater the dynamics 
and turbulence of the environment, the higher the superiority of MAS becomes [23]. 

The existing MAS in the area of research at hand differ in terms of their modelling depth and scope, but they 
can all be considered as possible control systems. Therefore, the approach according to MAYER et al. is 
exemplarily presented in the following [10]. This approach is based on four agent types: Order release agent, 
routing agent, workstation agent and vehicle agent. Figure 1 shows these with respect to their interaction and 
main information flows.  

653



 

 

 
Figure 1: Exemplary decentralized agent-based control approach [10]  

The order release agent decides on the timing and product type for the release of orders into the assembly 
system. The release itself is triggered when the work-in-progress (WIP) falls below a defined threshold. 
After releasing an order, the routing agent is generated and regularly calculates optimal routing minimizing 
the individual makespan for the assigned order. The optimization via Monte-Carlo Tree Search (MCTS) is 
WULJJHUHG�ZKHQ�D�URXWLQJ�DJHQW¶V�RSHUDWLRQ�KDV�EHHQ�ILQLVKHG�RU�E\�order release. The next type of agent is 
the workstation agent, which is generated for each workstation in the system and serves to optimize the 
workstations¶ schedules and minimizes their idle time between the operations using the same MCTS. The 
fourth type of agent described by MAYER et al. is the vehicle agent. Like the order release agent, there is 
only one central vehicle agent to assign and coordinate the transportation vehicles. Its aim is to minimize the 
total transport costs in terms of time. As an alternative approach, BURGGRÄF et al. distribute the tasks of 
assembly control among the three agent types: assembly station agent, order agent, and manager agent, the 
latter also being responsible for order release [5]. However, these alternative approaches differ only in their 
modelling, while the core functions of assembly control are handled in a similar way. 

In the following, the presented and other selected approaches are discussed in the context of the application 
in order to show concrete deficits in the release mechanisms. However, the basic idea for formulating a 
release agent according to MAYER et al. seems promising and will be adopted in the following explanations. 

2.2 Limitations regarding order release 

SCHENK et al. define the verification of resource availability as an essential task of order release [24]. 
According to GRESCHKE, order release is also an important sub-task of assembly control in matrix-structured 
assembly systems [8]. It has been shown that MAS are suitable for the control and simulation of matrix-
structured assembly systems due to the comparatively faster solution-finding, especially if unexpected 
disturbances and path deviations are to be expected [2,4,5,8]. Existing approaches for agent-based assembly 
control neglect feedback from the production operation of the assembly system.  

While BURGGRÄF et al. do not specify the order release, SCHÖNEMANN et al. apply a randomized distribution 
of orders to represent a worst case scenario [4,5]. GÖPPERT et. al. also utilize a random distribution approach 
with a fixed interarrival time to model the order release, similar to that of SCHÖNEMANN et al. [7]. The 
exemplary presented approach of MAYER et al. also only uses randomized and alternating release and refers 
to the necessity of advanced order release mechanisms. In the present research field, only one advanced 
approach could be identified. MÜLLER and SCHMITT provide an approach for sequencing order pools, which 
is based on the quantification of similarities as well as the minimization of similarities between two 
successive orders. Accordingly, a static order pool and a fixed order processing sequence are assumed. [25] 
However, this contradicts the core of the responsiveness of a matrix-structured assembly system just as much 
as a randomized release of assembly orders without matching capacity supply and demand. 

In summary, it can be stated that the complete exploitation of the potentials of matrix-structured assembly 
requires the development of appropriate approaches for order release. Since the basic idea of MAS is 
extensibility, a corresponding extension of existing MAS in the context of application is a logical 
consequence. Therefore, order release tasks must be embedded into existing assembly control systems 
including the definition of interfaces and release mechanisms. In the following, concrete properties for an 
agent-based order release are derived and used to propose a general solution.  
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3. Design of an agent-based order release 

3.1 Essential properties 

To formulate individual properties of an order release in matrix-structured assembly systems, the deficits of 
existing control approaches as well as the general performance promises of matrix-structured assembly 
systems were evaluated using available literature. The findings were then reviewed within the consortium of 
the AIMFREE research project, which ultimately led to the formulation of six specific properties of a suitable 
approach. These are presented in the following: 

The first property is motivated by the assumption of multi-functionality of assembly stations in matrix-
structured assembly systems. Multi-functionality describes the ability of assembly stations to perform 
several different operations along the assembly precedence graph. The resulting increased routing flexibility 
improves the overall system efficiency [7,26,27]. Thus, capacity calculation must be detailed on an assembly 
operations level as a single consideration of capacities at the system or station level can lead to bottlenecks 
in the execution of specific operations. If considered solely at the operation level, assembly stations with 
comprehensive and multi-functional capability profiles would be scheduled multiple times. Therefore, the 
capacity situation must be analyzed at both the operation level and the system level. Information at this level 
of detail must be provided to the order release agent in order to evaluate both levels. The second property 
is the need to consider all possible paths and related capacity demands of an order through the assembly 
system. First of all, this includes the flexibility of the assembly precedence graph (process sequence 
flexibility), i.e. the possibilities of processing the operations of an order in different sequences. Furthermore, 
it includes the possibility resulting from the redundancy of capabilities that the same order selects different 
paths or stations in a system [15]. In accordance with this flexibility, both unreleased orders and orders that 
have already been released must be evaluated. In the latter case, all orders in the system must be analyzed in 
regard to the remaining paths and the capacity utilization to be derived from them. The third property is 
the event-driven release orientation. Periodic release mechanisms are not effective since it has been proven 
that lead times vary in the application context [28]. The release process needs to be triggered by current 
events such as the completion of an order. This ensures that current circumstances and information of the 
assembly system are taken into account for the release decision. The fourth property deals with the 
consideration of individual assembly system operation goals by parameterizing the decision behaviour as 
proposed by BURGGRÄF et al. [5]. Thereby, due to the agent-based approach of assembly control, the 
behaviour is encapsulated, but the performance indicators of the assembly system are influenced by order 
details and released orders. By parameterizing the decision behaviour, individual production strategies can 
be taken into account, e.g. to minimize lead times, delays or fluctuations in capacity utilization. The fifth 
property is the consideration of order-specific characteristics such as due-dates as well as individual orders 
[13]. Orders are therefore not grouped in production lots. Instead, in addition to the specification of the 
product type to be assembled, an order contains further information such as the completion date or margin. 
This information can also be included in the release decision. The last and sixth property is the practicability 
of the approach regarding solution time [5,9]. An upper boundary can be set by limiting the calculation time 
of a decision to be significantly shorter than the shortest operation time. Generally, the usage of outdated 
information needs to be minimized. After formulating comprehensive properties for an agent-based order 
release, a concrete approach will be presented in the following. 

3.2 Embedding of the order release agent 

Similar to MAYER et al., the task of order release is embedded in a single order release agent (ORA) and is 
part of the agent-based assembly control. Together with the matrix-structured assembly system and an order 
pool the environmental model is formed. The ORA can retrieve or provide information to its surrounding. 
To initiate the order release process, the ORA can proactively listen to events or be trigged by events in the 
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environmental model. Once triggered, the ORA performs several subtasks related to the decision-making. 
These subtasks include the request of information such as waiting orders in the order pool. Since the order 
pool is usually managed by higher planning levels, it cannot be generally interpreted as a direct component 
of the assembly system or assembly control. Thus, it is located in the environment. However, the order pools 
provide information to their surrounding. The ORA saves the result of the order release and makes it 
available to the environment model. The interaction and the functionalities of the ORA are illustrated in 
Figure 2.  

 
Figure 2: Concept, interactions and functionalities of the order release agent  

As soon as the ORA is triggered by a defined event such as order or operation completion, the ORA first 
wants to replicate the current capacity situation in the assembly system. To do this, it retrieves information 
about the assembly system from the agent-based assembly control. The information includes available 
assembly stations as well as their capability profiles. Furthermore, the current order progress of released 
orders in the assembly system is retrieved. Based on the characteristics of the assembly system, the available 
capacity can be determined at the operation and system level. Using all path combinations, all the possible 
capacity profiles of the released orders are generated. In combination with the capacity profiles of the orders 
in the order pool the order-specific capacity fit can be derived. For this purpose, either an entire order pool 
or pre-selected groups (e.g. by determining volume cycles [13]) can be used. 

The evaluation of the orders with regard to their suitability for release can be done either with restrictions 
for the capacity limits or through a fully score-based approach. In case of using constraints, overcapacity is 
not allowed in the system. Consequently, all orders which would exceed the capacity at any given time are 
rejected. To efficiently verify this, the product specifications of the orders in the order pool are considered 
first. Then the capacity constraints for all products in the order pool are evaluated and the product with the 
best capacity fit that does not violate the constraints is selected. In the next step, all orders containing the 
identified products are filtered. Those filtered orders are score-rated on order-specific information as the 
due-date and margin. Once all orders are viewed, the best order with the best score is chosen and released. 
If there is no order which satisfies the constraints or if there is a product which would fit, but no orders with 
this product exist, no order is released, and the agent goes into standby. Alternatively, a fully score-based 
approach to capacity evaluation can be used, which neglects hard capacity constraints. The fully score-based 
evaluation also determines a capacity fit for each product. However, if a product would overfill the available 
FDSDFLW\��LW¶V�QRW�VHW�LQYDOLG��,QVWHDG��D�ORZHU�FDSDFLW\�ILW�LV�DVVLJQHG�WR�WKH�SURGXFW��$IWHUZDUGV��WKH�RUGHU�
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pool is filtered for orders containing the product with the best capacity fit. Then, a score based on the 
weighing of capacity fit and order characteristics is formed. After all orders are rated, the best order is chosen. 
To avoid that the ORA continuously releases orders, a threshold can be set in the final result-evaluation and 
decision-making. Through this matching, there is a possibility that no order is released at all. Thus, the fully 
score-based approach enables the strategic release of orders which could possibly overload the assembly 
system for a short time by up-scoring certain order details such as due dates. The behaviour of the ORA 
could be further influenced by adding weighting factors which weight individual operations higher than 
others, resulting in a better utilization of this operation. Margin, due dates or other order characteristics can 
be weighted similarly to influence the overall behaviour of the order release agent.  

Finally, the results of the capacity evaluation are processed to derive a concrete release decision. If no order 
was passed down from the capacity evaluation, no release is triggered. Otherwise, a specific assembly order 
will be released. The release of an order can also be set as a triggering event, so that the described process is 
initiated again.  

3.3 Evaluation of the capacity fit  

The main challenge in implementing the ORA and the release mechanisms is the formulation and evaluation 
of the capacity profiles. In preparation for the presentation of a concrete approach to address this challenge, 
a fictive case including a nomenclature is illustrated in figure 3. 

 
Figure 3: Case scenario and preparation of a capacity profile 

Given is a product P1 with four different operations and precedence constraints. For example, the processing 
time of operation OP4 is one time unit and all other operations must be finished before OP4 can be started. 
All possible paths can be derived from the assembly precedence graph. These are formulated as a matrix, 
taking into account operations that have already been carried out, with each line describing a possible 
processing sequence. The order J1(P1;[OP1]) has already been processed with respect to OP1, so that two 
possible processing sequences remain. Now, for example, the first line is used as a possible sequence and 
gets extended using the given operation durations (see TJ1,1). Furthermore, this possible sequence of 
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operations can be transferred into a time-oriented capacity profile by documenting the operation demand 
line-by-lime (see CP1(TJ1,1)). This results in a sequence- and product-specific capacity profile. Furthermore, 
each assembly station¶s capability is described with a vector OAS which indicates whether a specific 
operation can be conducted using a binary variable. For example, the capability profile O3 permits the 
processing of OP1 and OP4. The operation-specific system capability is described by the vector sum. Figure 
4 illustrates how this formulation of capability profiles is applied to match released orders with new release 
options. 

Released orders
J1(P1;[OP1]); J2(P1;[]) 

Capacity profile preparation
CP1(J1,1, J2,1) = CP(TJ1,1) + CP(TJ2,1)
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Figure 4: Capacity matching and evaluation  

From his surroundings, the ORA finds out that two orders have already been released for processing: 
J1(P1;[OP1]) und J2(P1;[]). As shown in Figure 3, these two orders result in two respectively three possible 
sequences. Therefore, in a next step, all combinations of the sequences have to be transformed by adding the 
individual, time-oriented capacity profiles, in this case six profiles. Similarly, from the order pool view, two 
possible orders are made available for release, in this case each with the product P1. Since no order-specific 
details (e.g. due dates) are evaluated in the first step, it is sufficient to consider one of the orders on the 
product level. Just as for the already released orders, the time-oriented capacity profiles are determined. This 
results in three more profiles, since three possible sequences can be extracted from the precedence graph. 
The next step is to match the capacity profiles by storing all 18 (six times three) combinations as a capacity 
profile match. In this way, all possible sequence combinations of the already released orders are matched 
with those available for release. Then, for a specific time step (here t=0), the demand for the assembly 
operations is determined and compared with available capacity in the system. In case of a demand overload, 
depending on the evaluation method (see Figure 2), the matched capacity profile is either rejected or saved 
as release option with reduced favorability. In order to prevent an overload of the entire system, it is also 
analyzed whether more stations are occupied by the match than are available. In a similar way, a match is 
rejected depending on the evaluation method. The process shown must be carried out for all products 
available in the order pool. Valid matches are prioritized in the following step with regard to further, order-
specific characteristics.  
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4. Discussion  

The conception of the ORA bases on an environment model consisting of an agent-based assembly control 
and order pool. While previous approaches use order lists for random, alternating or lot-based release, the 
ORA decouples the two aforementioned entities of the environment model. The consideration of current 
information is essential especially in the context of highly dynamic environments like in matrix-structured 
assembly systems. Static mechanisms, which release random, alternating, or lot-based orders, are not 
effective in the intended context. If specific capabilities in the assembly system are overloaded, a lack of 
consideration of capacities leads to queues, longer throughput times and, in the worst case, deadlocks. At the 
same time, the use of static release mechanisms can lead to assembly stations in the system remaining 
completely unused. The extent to which the ORA can access an entire order pool must be decided upon the 
use case. For this purpose, inventory levels and necessary pre-manufacturing processes must be considered 
optionally. The danger that individual orders are not drawn from the order pool and remain unprocessed is 
eliminated by taking individual order characteristics into account and considering them in the decision-
making process. The presented approach further requires that all possible order paths are considered for all 
capacity considerations. However, full path planning creates an NP-hard (NP: non-deterministic polynomial-
time) problem, which can have a negative impact on performance in complex scenarios. Thus, approaches 
for the emerging NP-hardness in path prediction have to be elaborated in order to further enable real-time 
capable control of matrix-structured assembly systems. 

5. Summary and Outlook  

This paper has highlighted the relevance of order release to fulfil the performance promise of matrix-
structured assembly systems. The presented approach provides a conceptual framework for embedding an 
order release agent into the agent-based control of a matrix-structured assembly system. However, this paper 
does not present concrete algorithms. Nevertheless, it can be concluded that in the dynamic environment of 
a matrix-structured assembly system, random, alternating, or lot-based order release can lead to efficiency 
losses. Further research should deal with the actual implementation of concrete algorithms as well as the 
validation of these within practical examples. However, this possibly requires an approach to address the 
NP-hardness of path planning. A possible solution would be to filter the order-specific paths with regard to 
improbable path constellations before analyzing them with regard to their capacity profiles. In this way, the 
capacity analysis could be excluded for rarely occurring paths or, for example, initially very long paths. The 
path determination is integrated into the ORA in the presented approach. Alternatively, this could also be 
outsourced to a separate agent in order to generate further performance advantages using asynchronous 
programming. In addition, a discounting of future capacity loads based on the net present value method 
should be discussed in order to give more weight to the near and more predictable future when making 
decisions. The implementation further includes the determination of weighting factors to enable target-
oriented and robust decision making. On the basis of the software implementation, the theoretical potential 
of an agent-based order release can finally be assessed.  
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Abstract 

Initiatives and projects such as the “Excellence Start-up Center.NRW” aim to increase the competitiveness 
of Germany through startups and has the explicit goal of creating new and sustainable jobs. In addition, so-
called MakerSpaces are being created in parallel in many areas, which are considered as creative areas and 
are intended to support the construction of prototypes and the testing of hypotheses to create value for 
potential start-ups and to establish a valid business model. The question here is whether these initiatives and 
projects provide support for industrial value creation in Germany. This would require production and 
logistics to be considered when creating and developing new business models. Established methods of 
production research (e.g. simultaneous engineering) and logistics (e.g. supply chain management) should be 
taken into account. The results of a short survey – by questioning potential startups and advisors – show 
whether production and logistics are already considered in the consulting by the MakerSpaces or if there are 
further unmet needs. 

Keywords 

Value Creation; MakerSpaces; Production and Logistics; Supply Chain Management; Prototyping; Business 
Models; Survey; Digitalization 

1. Introduction

In Germany, the promotion of knowledge-intensive start-ups and innovation culture is seen as a central 
building block for the further development of the high-tech strategy [1]. The Expert Commission on 
Research in Innovation (EFI) also recommends expanding and further developing suitable funding formats 
(EXIST, WIPANO) and promoting appropriate framework conditions, especially for transfer activities from 
the science sector [2]. The Ministry of Economic Affairs, Innovation, Digitalisation and Energy of North 
Rhine-Westphalia has responded to this need by funding six "Excellence Start-up Centres.NRW" (ESC) and 
creating the basis at six universities to develop innovation ecosystems for spin-offs from research. The 
selected universities are to make a contribution to NRW as a business location with their new support 
services for start-ups and foundations. 

In addition to the role of purely digital-based companies, the preservation and expansion of physical value 
creation in Europe is seen, especially in Germany, as an important contribution to expanding Germany's 
international competitiveness and overcoming the multifaceted challenges at a national and global level. In 
Germany, the political initiative is linked to the successful implementation of a vision of Industry 4.0 [3]. 
However, the desired industrial revolution is not only associated with major technological changes but 
always with major social and organizational changes as well [4]. Industry 4.0 is thus not only integrated for 
the technological advancement of production and supply chain management [5]. A change in organization 
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and processes must also be taken into account and thus involve management [6, 7]. In the case of start-ups, 
the challenges and opportunities of Industry 4.0 must also be considered in the value creation processes and 
supply chain management when developing new business models and digital processes.  

Particularly in start-up funding, the design and production-related issues are addressed in so-called 
MakerSpaces (MS) and designed for experimentation. Originally from the so-called "Maker Movement" 
people were led to engage in creative product-making processes by using physical and digital forums to 
share and collaborate in their daily lives [8]. For the past years, the number of MS increased mainly in the 
United States and Europe – even worldwide – by more than one thousand1 [see Fig. 1, 9]. In addition, 
numerous events such as Hackertons as well as the number of publications increased, especially on the topic 
of "making" and "hacking" [9]. 

Therefore, the purpose of this paper is to answer the following research questions: 

RQ1: What are the reasons for failure for Teams? 

RQ2: Which methods are most commonly perceived by Teams in MakerSpaces? 

RQ3: To what extent is production and supply chain management considered in the planning of Teams? 

In the following section 2, we discuss the definition of MS as well as the Production requirements for Start-
ups. Next, we introduce our short survey and the participants followed by the results in section 4. In 
Conclusion in section 5, we discuss the results of the short survey.  

 
Figure 1: Evolution of the number of MakerSpaces in EU28 per year [9] 

 

 

 

 
1 https://www.popsci.com/rise-makerspace-by-numbers/ - last access January 20th 2022 at 11.09 a.m. 
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2. State-of-the-Art 

2.1 MakerSpaces 

One of the first HackerSpaces is considered to be the Homebrew Computer Club 7, which was founded 
around 1975 in Silicon Valley. Here, hobbyists met informally in a garage to work on do-it-yourself projects, 
discover technical potential and most likely also discuss politics and society [9]. The term "Maker 
Movement", on the other hand, ranges from an IT-oriented view to a traditional art-oriented view [9]. This 
resulted in MakerSpaces (MS), which nowadays have different characteristics as a basis. These can be 
referred to as FabLabs, HackerSpaces, or MakerSpaces. These characteristics have a spatial offer in 
common. The basic idea is to offer the community and entrepreneurs an infrastructure so that they can work 
on everyday problems as well as product ideas and find particularly creative solutions. In addition, they 
provide a place for free expression, development, and production of expertise and experience. [9, 10, 11] 

The focus of MakerSpaces is on publicly accessible creative spaces that put the maker mentality and 
tinkering practices at the center. The concept refers to any generic space that encourages active participation, 
collaboration, and thus knowledge sharing among individuals and teams through the original use of 
technology. In particular, predefined structures are avoided to allow creative processes to be freely designed. 
[9, 11] 

In general, four different goals pursued by an MS can be identified. First, bringing creative technology 
developments back to communities and cities is an important aspect. The related basic idea of open source 
and sharing have already led to descriptive innovations in the past. Thus, the proliferation of MS could bring 
a transformative force. Third, this is accompanied by the vision of creating better integration of science, 
technology, and business. The idea of spreading craftsmanship early and easily in the community generally 
leads to increased access to digital manufacturing technologies and tools. Potential startups subsequently 
support local economies and impact regions positively. [1, 9] 

Tailored offerings and collaborative problem-solving in an open-space environment accelerate high-quality 
manufacturing. Such accelerated prototyping of new, highly customizable products is only possible in MS, 
in a risk-free and cost-effective manner. Thus, by default, MS are designed to create an environment that 
encourages the sharing of experiences and expertise. They encourage the use and creation of open content 
and data, including open hardware and software. Through a creation process based on unrestricted access to 
documentation, manuals, source code, or design drafts, projects are open to anyone who wants to reuse, 
revise, remix, and redistribute/process them. [1, 9, 10] 

2.2 Production Requirements 

Various challenges must be addressed to design an efficient value creation. The design of a business model 
that takes digitalization and Industry 4.0 into account can be supported by methods such as the Business 
Model Canvas [12] or Design Thinking [13]. These methods are already used in this context to design the 
value proposition or the revenue system [14, 15]. However, the resulting adjustments at the level of the 
design of the value creation processes require deeper methods, comparable to the challenge of existing 
companies to master the digital transformation [16]. Methods that focus on a systematic analysis of the 
current state of the company and the required degree of digitalization include the Industry 4.0 Maturity Index 
[17] or the VDMA Industry 4.0 Toolbox [18]. In the case of a start-up, these frameworks can only provide 
indications for designing the value creation processes, as they do not yet have any existing processes and 
need more than this strongly technology-driven perspective. As with existing companies, however, it is 
unrealistic to assume that a start-up can be built directly only on cyber-physical systems and fully digital 
solutions [19]. At the same time, the life cycle of a factory far exceeds that of its products, so new planning 
must at least take current possibilities into account [20]. 
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When building new companies, the same or at least similar questions must therefore be answered as to when 
digitally transforming existing companies. Especially for later scaling, the planning of the value chain is 
crucial for cost-efficient product creation. Therefore, supply chain management must also be planned at an 
early stage. 

Supply chain management is defined as "integrated process-oriented planning and control of the flow of 
materials, information and money along the entire value chain from the end customer to the supplier" [21]. 
The goals of supply chain management are very relevant, especially when scaling the production of physical 
goods, as shown by the examples of improved customer orientation, flexibility, reduction of inventory along 
the value chain, synchronization between supply and demand, and demand-oriented production [21]. 

To find out how relevant these design fields are for assisted founding teams with physical product ideas and 
how they are already taken into account in the pre-founding and founding phase, questions were derived 
based on the tasks of supply chain management.  

In general, it was first asked whether the scaling phase had already been considered to assess the maturity of 
the current planning. The other questions (Are you already in exchange with suppliers?, How is production 
planned?, Where is production planned?, What are the customers' delivery requirements?) are based on the 
tactical tasks of the supply chain management task model (network planning). The further questions about 
inventory planning, supplier selection, and production or assembly capability integrate the operational level 
of the SCM task model (availability and feasibility check). Finally, the consideration of current challenges 
regarding sustainability and transparency was queried. The operational level was explicitly neglected since 
the survey addressed particular start-up projects before series maturity. [21] 

3. Survey 

The survey is a mixture of qualitative and quantitative research methods. On the one hand, free answers were 
required, so that subjective opinions of individual persons could be included in the results and the evaluation 
had to be done in word form. On the other hand, this survey, due to its composition of advisors and startup-
oriented teams as well as startups, forms a homogeneous average of relevant and affected persons, so that 
the survey represents a representative sample. Besides the closed questions and multiple-choice answer 
options, a clustering of the submitted written answers was initially carried out, which in further steps led to 
a representation of percent. [22, 23] To be able to cover a basic population of the surveyed participants, an 
online survey was conducted – also in consideration of the short survey duration (two months). This offered 
the participants a certain degree of flexibility and allowed the questioner to evaluate the results digitally 
without delay. [24] 

On the one hand, the target groups of the survey were persons and teams interested in founding a company 
(further referred to as Teams) who are in contact with an ESC (and the Centre of Entrepreneurship and 
Transfer, short CET) and who use or have used the offers for business model development and prototype 
development. On the other hand, the target group is composed of supervisors of the first target group as well 
as employees of the ESC and CET. They are direct supervisors and mentors with access to the industry as 
well as transfer managers and information and technology managers who have years of expertise in a wide 
range of industries and fields of activity (further referred to as Supervisors). Thereby a wide spectrum is 
covered. 

In general, some questions were asked to both Teams and Supervisors. On the other hand, due to the different 
perspectives and backgrounds, some questions were only asked to the individual target groups. 

The scope includes more than 40 participants and was conducted from November 2021 to January 2022. 
Around half of the surveys were not completed. Simply by the fact, that some questions could not be 
answered by the participants. These incomplete answers were removed from the evaluation. All results come 
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from fully completed surveys (20). Statistically, the number of participants does not indicate any possibility 
of significance, but in our case, it is negligible due to the participation of experts. Some of the experts have 
been working together with start-ups and start-up-oriented teams for more than 20 years. This made it 
possible to capture a broad spectrum and additionally include changes over time. 

4. Results 

The results of the survey are as diverse as its participants. The remainder of this section will first present the 
results for each target group and then focus on the results of the common questions.  

The results show that more than half of the respondents have a technical-scientific background (e.g., 
Bachelor/ Master of Science, see Fig. 1). This is due to the proximity of the TU Dortmund University and 
the adjacent technology center.  

 
Figure 2: Highest educational degree of participants 

On average, in their careers Supervisors have worked or continue to work with 18.93 Teams. In the numbers 
from supervisors is a wide disparity. The range is from five to 85 Teams. It should be noted that the experts 
already mentioned above could not specify the number of Teams here. Of the 18.93 Teams, an estimated 
1.73 have been founded, although this is based on estimates and the data is not available, particularly for the 
experts with a high number of Teams under supervision. The planned start-ups of currently mentored Teams 
are 1.27, so in total there are potentially a total of 3 Teams per Supervisor. In addition, some Teams are in 
the planning stages of formation. The chances of success among all currently supervised Teams are estimated 
to be rather average. The range here also extends from one hundred percent conviction to failure. Reasons 
for this are seen in particular in the product-market fit and the lack of market potential. In addition, a lack of 
motivation among team members, an incorrect team structure, and a lack of support are given as reasons for 
the failure of teams (see Fig. 3). 

In comparison, the Teams see the greatest problems and challenges in understanding and assessing customer 
problems and in the lack of innovation and development of the new product. Furthermore, a lack of 
motivation is also named as one of the main reasons (cf. Fig 4).  
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Figure 3: Typical reasons for failure according to supervisors 

 
Figure 4: Biggest Problems and challenges according to the Teams 

The current financing of the Teams is mostly granted through a funding scholarship. This is primarily the 
NRW start-up scholarship. Other options are the “EXIST Gründerstipendium” or a validation program such 
as VIP+, which are accompanied by the future possibility of an investor entry. In addition, fully self-
financing takes place in 10% of the cases, which has the disadvantage that the focus is not completely placed 
on the foundation. In addition, a mixture of both options can take place. 

In general, the teams consist of 3.6 members. In this survey, there was no founding of individuals.  

Regarding business planning and business model development, the Business Model Canvas is mainly used. 
Since it was developed for business model development, this is not surprising. Other approaches are the 
Lean Canvas or the "jobs to be done" method. Design Thinking is primarily used to identify customer needs. 
Alternatives for this are stakeholder analysis or hypothesis testing. Details are always neglected in the 
development of the products and the business model. In particular, the Teams stated that they neglected 
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customer interests, their business financing, or the technical realization. Other areas are marketing or product 
extensions for the future (see Fig. 5). 

 
Figure 5: Deliberately neglected according to the Teams 

In most cases, the production of a prototype is driven forward in parallel with the development of the business 
model. Only a quarter of the teams deal with a "make-or-buy" decision. Prototyping is mainly done in digital 
form (as the development of Applications or via AutoCAD/ 3D model) or using 3D printing. Consideration 
of future production and delivery is affirmed by 57% of the Teams. Only 43% do not consider this initially 
(see Fig. 6). Furthermore, few Teams take supplier information into account during their planning. Indeed, 
five out of six are planning their production within Germany.  

 
Figure 6: Methods used for prototyping 
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5. Discussion and Limitations

First of all, it is striking that the chances of success are rated moderately well by the supervisors. On a scale 
of 1 (very good) to 6 (no chance), the average is 3.06. The reasons here may lie in differences in perception. 
Many Teams are convinced of their idea and reject criticism as "unfounded" or “unjustified”. Furthermore, 
the Teams believe they understand the customer problem. Interestingly, the lack of market fit as well as the 
market potential is mentioned as the main reason for the failure by supervisors and equally listed as a problem 
and the biggest challenge by the Teams. Additionally, Teams report intentionally not addressing customer 
needs and technical implementation at the beginning. In this regard, new business models cannot succeed in 
reality without incorporating customer needs and the appropriate technical implementation. Reasons for this 
approach of the Teams are explained by the supervisors with a wrong self-perception, a certain naivety, and 
a lack of trust in the supervisors. Furthermore, the Teams produce their prototypes with the help of the MS. 
The Teams mainly (50%) use digital services, which can be explained by the increasing number of digital 
solutions and internet-based start-ups [25]. Further the results show that most of the start-ups with physical 
product ideas indicate that they are already thinking about the scaling phase, but hardly consider the tasks of 
supply chain management systematically. It should be emphasized that the majority are planning production 
in Germany and therefore the assumption of a positive influence of start-ups on industrial value creation in 
Europe is plausible.  

Success factors can be derived as a reverse conclusion. Teams should therefore be realistic, rely on their 
mentors, and have a clearer focus on customer needs. In addition, production planning is an important 
element to take into account efficient production and later scaling.  

Why the design fields of supply chain management are not yet systematically considered in the pre-start-up 
phase should be the subject of further research. Since the Design Thinking and Business Model Canvas 
methods are used very frequently, the conclusion is obvious that a supplementary methodology to highlight 
the design fields of supply chain management for start-up projects could make a contribution. 

In summary, the Teams mostly need their support in identifying customer problems and maintaining 
motivation. Furthermore, it has been noticed that the number of digital solutions and digital business models 
is increasing. Therefore, an expansion of MS towards a combination with DataSpaces should be considered. 
A larger offer for a low-code environment as well as the support regarding digital and internet-based 
solutions should be investigated in further research work. 
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Abstract 

Almost every large corporation nowadays operates some sort of Production System (PS), usually built as a 

derivative from leading examples like the Toyota Production System. Production Systems (PSs) are 

introduced to increase operational performance and to eventually instill a culture of continuous improvement 

across the mostly globally dispersed production networks. The main question is not any longer if PSs are 

helpful but how to manage them. So far there is neither an answer to this question in practice nor in literature. 

That is, how to design and develop the content, the process and the organizational support structure of a PS, 

and thus providing a corporate perspective to managing PSs, is heavily under researched. 

The methodological approach in this paper is twofold. First, a systematic literature review was conducted to 

identify appropriate papers dealing with this topic. Second, we draw on interviews with corporate 

representatives being accountable for the PS at 11 respective companies from the Pharmaceutical industry. 

The companies have been selected based on their maturity of production system implementation. Interviews 

were transcribed and coded. 

We found various activities related to the three dimensions of content, process, and structure of PSs. 

Thereby, we provide an overview of activities for managing PSs. We add to the literature of PSs from a 

corporate perspective and derive several future research opportunities, such as if there are multiple ways in 

combining the identified activities to be successful with a PS. Our limitation is that interviewees are from 

the pharmaceutical industry only, yet the level of sophistication of PSs in this industry and the twofold 

approach mitigate the limitation. 

Keywords 

Production Systems; Continuous Improvement; Corporate; Lean; Pharma Industry 

1. Introduction

Since the industrial revolution, manufacturing companies have deployed programs to improve their 

operations. The pioneering approach of Toyota and the creation of the world-famous Toyota Production 

System set the basis for lean production [1]. Automobile manufacturers started copying and developing their 

company specific Production Systems (PSs). Over time, PSs have become popular beyond the automotive 

industry and manufacturing departments [2]. The main goal of deploying PSs remains the same across all 

industries. Companies aim at improving effectiveness and efficiency in their operations and developing a 

culture of continuous improvement [3].  

However, reaping the promises is not as easy as it sounds [4]. Several companies eventually fail with their 

Production System (PS) [5–7]. At others, the PS is only superficially integrated and/or only seen as a 

“toolbox”, and hence limited in driving continuous improvement systematically [8,9]. Hence, companies are 

faced with the question of how to manage their PS [3].  
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This paper aims at examining what are activities to manage a PS. Firstly, we performed a systematic 

literature analysis to identify the relevant papers dealing with Production System management. Secondly, 

we conducted interviews with representatives from 11 pharmaceutical companies. Finally, we present our 

findings and show future research potentials. 

2. State of Research 

Many companies have adopted or even copied some parts of the Toyota Production System [10,11] and 

adjusted the design and structure [12], thereby generating their own interpretation of a PS [13]. There is no 

coherent definition of a PS, a PS is e.g. seen as a framework consisting of strategic goals, principles, and 

tools to manage production processes [14,15] or as an improvement program [16]. Since programs need to 

be managed [17] and this article aims at identifying activities to manage PSs, the definition used by Netland 

[16] and subsequently other researchers [18,19] of an “improvement program” is being followed in this 

article. Additionally, this article takes a perspective from the headquarter as PSs are often initiated by the 

headquarter and deployed to sites [20,21]. 

By creating their PS, companies aim at a structured implementation of common practices and the creation 

of a culture of continuous improvement within their manufacturing network [3,20]. In case of a successful 

implementation, companies will benefit from improved operational performance [22], achieve a continuous 

improvement capability [21], and therefore experience a competitive advantage [11]. Although companies 

use different names to refer to their own PS, they all are in essence a “process improvement program” [16]. 

Netland recognizes three dimensions that describe a PS [16]: the content comprises the principles included 

in the PS and clearly stated in the respective visualization model. The process dimension summarizes the 

mechanism how the PS and its content is implemented. Finally, the structure defines the dedicated teams on 

corporate and site level that are needed to support the process and content dimensions [16]. Literature 

provides little guidance on how to manage a PS. Academics [2,10,23] point out that companies must align 

strategy and content of PSs, as well as integrate isolated initiatives into the content of the PS. In the process 

dimension, Saunders et al. highlight the importance of soft management skills to deploy strategic initiatives 

[24]. Hekneby et al. focus on the role of managerial attention to sustain the global adoption of PSs [18]. 

Stalberg and Funding perform a case study with a company and derive several managerial implications for 

the process and content dimensions, ignoring the structure dimension [23]. Still only few publications 

discuss a more holistic approach to manage PSs. Albeit Netland [16] specified guidelines for action for a PS 

in the dimensions content, structure and process, they are neither systematically derived nor collectively 

exhaustive. 

3. Methodology 

The research question is answered in a methodological twofold approach, combining a theoretical and 

practical perspective. The theoretical perspective is based on a systematic literature review. Due to the topic 

of this research, the systematic literature review follows the step-by-step approach for operations 

management by Thomé et al. [25]. Two databases namely ScienceDirect and Web of Science were used for 

the search which was carried out in June and July 2021. Search words1 were carefully selected and discussed 

among the authors. Only peer-reviewed journal articles were included to ensure high-quality results. Papers 

should cover entire improvement programs, not isolated or single practices, at manufacturing companies. 

Both forward and backward searches were used to refine the final selection of papers. A total of 39 papers 

 

1 ("OPEX program*" OR "improvement program*"OR "CI program*" OR "JIT program*" OR "TQM program*" OR 

"TPM program*" OR "Lean Production System*" OR "Toyota Production System" OR "Company-specific Production 

System*") AND ("sustain*" OR "implement*" OR "manag*") 
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has been identified during the systematic literature review. Data gathering from the papers was conducted 

using a concept matrix according to Webster and Watson [26] in order to find activities in managing PSs. 

The practical perspective uses semi-structured case interviews which provide the researcher with the 

opportunity to have a structure in place but also allows for enough flexibility to cope with the complexity of 

the topic at hand. The selection of the case interview partners was based on three criteria to guarantee the 

reliability of the process. First, prior engagement between the companies and the authors had to have taken 

place. This ensures common understanding of a PS, reducing the risk of misunderstandings [27]. Second, 

partners should be active in pharmaceutical companies. Even though the pharmaceutical industry was a 

laggard in introducing PSs compared to other industries, it is now at the forefront with regard to the applied 

sophistication in designing PSs [28,29]. Third, cases should embrace companies with different sizes and 

maturity stages to mitigate the risk of a selection bias. The semi-structured interviews were performed in 

2021. The process relies on a pre-defined interview guideline and questions emerging during the interviews 

to increase the reliability of the research [30]. This guideline was structured according to Netland’s [16] 

content, process and structure dimension of PSs and pre-tested with a practitioner from one of the case firms. 

A total of 12 interviews from 11 companies2 with interviewees from corporate teams were conducted, 

ranging from 37 to 69 minutes. The size of companies ranges from 2000 to 95000 employees. Interviews 

were transcribed using the commercial software trint and codified with the software Atlas.ti. Data coding 

was structured in two cycles, according to Saldaña [31]. Initially, codes are found using the open-coding 

technique, which is suitable due to the explorative, open nature of the research [32]. Successively, the initial 

codes are aggregated in themes by removing redundancies and categorizing them with the axial coding 

technique [31]. Both methodological approaches were then combined afterwards to refine and structure the 

selection of activities and sub-activities for managing PSs. The overarching structure comprises content, 

process, and structure dimensions according to Netland [16]. 

4. Results & Discussion 

4.1 Content 

Table 1 contains the activities identified in the content dimension. 

Table 1: Collection of activities for managing the content of PSs  

Activity Sub-Activity Literature Interviews 

PS Content 

Identification 

Copying PS Content from External [33,34] [A, F, J, K] 

Integration of Existing Projects & Initiatives [35–37,23] [A, B, C, E, F, 

G, H] 

Strategic Alignment of PS & Company Strategy [5,33,38,16,11,3

9,40]  

[A, B, C, E, F, 

G, H, I, J, K] 

PS Content 

Definition 

Definition of Lean & Fundamentals Elements [41] [C, D] 

Combination of Soft & Technical Elements [10] [D, E, G, H] 

Integration of Digitalization Elements [42] [D, I, J] 

Operationalization of PS Elements [43,44] [C, H] 

PS 

Integration 

PS Integration with other Improvement Programs [45,10,46]  [B, D, E, F] 

PS Definition as an Umbrella System [36] [A, B, C] 

 

2 Companies 1-11 are referred to as A to K respectively in the following chapters 
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PS Content 

Evolution 

PS Scope Expansion [47,39] [A, B, C, I, K] 

PS Content Adaptation [48,47,16,39,23]  [A, C, D, E, I] 

Adaptation and Update of Guidelines/Standards [16] [A, E, H, I, J] 

Adaptation 

of PS at Sites  

Adaptation of Guidelines/Standards at Sites [44,49] [A, D, E, G, H, 

I, J] 

Adaptation of PS itself at Sites  [C, G, K] 

 

We found that companies are not only concerned with how they design their PS initially but also how they 

adapt it over time or to their sites in the network. The identification of PS elements can be driven by copying 

from other renowned models, building upon existing improvement projects or initiatives, and by an 

alignment whit corporate strategy. The integration of PSs relates to how the PS and other on-going initiatives 

in companies compete for resources and attention from management, thus taking an outside-in perspective 

from the PS. Another aspect is the PS as an umbrella system enveloping all improvement initiatives, thereby 

fostering the internal integration of the PS. During the definition of the PS content, that is the description 

and operationalization of elements, companies shape their PS. From both the practical and theoretical 

perspective, the content itself comprises lean and other fundamental elements but also contains softer as well 

as digitalization elements. The operationalization of the PS content refers to the level of detail, ranging from 

generic to specific. Despite the definition of the content at a company’s headquarter, the PS itself and its 

elements in form of operationalized guidelines or “playbooks” is adapted to the company’s sites. While 

literature shows evidence for the adaptation of guidelines, since they provide a certain degree of freedom to 

adhere to, it does not for the adaptation of the entire system, such that different elements are merely 

applicable or applied to selected sites due to their characteristics. The interviews in this case revealed that 

some companies design their system in a modular way in which some elements are deployed to sites with 

certain roles. Lastly, we identified the evolution of the PS content which is the adaptation of the PS system 

itself, the expansion of the scope, and the adaptation of guidelines and playbooks.  

4.2 Process 

Table 2 includes activities and sub-activities from the process dimension of PSs.  

Table 2: Collection of activities for managing the process of PSs  

Activity Sub-Activity Literature Interviews 

Roll-Out 

Strategy 

Definition 

Roll-Out at Organizational Levels [47,46] [A, B, F, H, J] 

Roll-Out Responsibility Definition  [A, B, C, D, E, 

F, G, H, K] 

Roll-Out Strategy Definition for Network  [A, E, G, I, K] 

Roll-Out Strategy Definition at Sites [50,36,51,27,52]  [A, C, D, E, F, 

G, H, I, J, K] 

Capability 

Building & 

Transfer 

Mechanisms 

Coaching [53] [B, D, I, J] 

Training (Workshops) [50,43,33,44,36,53,54,3

7,27,52,40,55] 

[A, B, D, E, F, 

J, K] 

Job Rotation [50,43,36,7,40]  [D, I] 

Setting up Learning Platforms  [D] 

Successful Practice Sharing [50,43,44,36,54,52,39]  [B, F, H, K] 

Establishing Teamwork (cross-functional) [50,43,36,56,40,55]  [B, E] 
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Definition of Standards, Guidelines & 

Playbooks  

[44,36] [B, C, E, F, H, 

J] 

Monitoring 

& 

Controlling 

Ensuring Resource Availability & Financial 

Support 

[51,57,37,52,41,40,55]  [G] 

Performance Management [50,44,36,51,53,37,41,5

8,39,40,55]  

[A, C] 

Maturity Assessment [50,43,44,36,53,27,52,5

8,39,55]  

[A, C, D, E, F, 

G, H, I, J, K] 

 Strategy Deployment [36,51,56,53,59,39,7,40]  [A, B, C, E, F, 

G, H, I, K] 

 Establishing Program & Project 

Management 

[40,55] [B] 

 Daily Visual Management (Huddles) [53,58,7]  [E, J] 

 Conducting Follow-Ups [35,51,52,55]  [A, I] 

 Conducting Gemba Walks [16] [D, G] 

Management 

Engagement 

Getting Site Leadership Team Commitment [27] [A, I] 

Getting Top Management Commitment [60,37,47,61,16,52,41,4

0,55]  

[A, C, E, F, G, 

I, J, K] 

Establishing Management Involvement [51,56,47,52,46]  [A] 

Creating Management Push [5,36,51] [A, D, E, J] 

Buy-In & 

Motivation 

Creation 

Creation of a Joint Vision [44,37,23] [A, E, I, J] 

Common Language Definition [36,54] [A, E, J] 

Raising Awareness [48,53,54,47,52,39,40]  [B, F, G, J] 

Communication [50,62,51,37,52,40]  [A, E, F] 

Quick Improvement Benefits Sharing [5,60,27,11]  [B, C, E, F, G, 

H, J] 

 

Five activities were identified in the process dimension. First, companies define more or less intentionally 

their roll-out strategy. Interviews revealed that this design of the roll-out strategy is manifold, covering not 

only the roll-out within sites but also across the network and organizational levels. That is, whether all sites 

are in scope at the same time or some might act as a starting point. Companies might also start from top 

management downwards or start from the bottom upwards with their roll-out. Second, the knowledge or the 

content of the PS needs to be transferred to the sites and capabilities need to be built at site level. In this 

activity, various transfer mechanisms are leveraged by companies. Usual mechanisms, such as trainings as 

well as guidelines and manuals, are used frequently but also other more advanced ones, such as coaching 

and successful practice sharing, are utilized. Interviews revealed that companies also leverage dedicated 

learning platforms or online academies. In some cases, a formalized job rotation program was used to 

systematically build capabilities at the sites. Third, the progress and effectiveness of the PS is monitored and 

controlled. Most of the sub-activities are conducted in a continuous manner. Ensuring sufficient resources 

in form of financials and time is critical. Strategy deployment includes goal setting and cascading so that 

objectives are clear but also well aligned. In addition, maturity assessments are regularly conducted to track 

the progress of PS implementation. Also, the achieved improvements and potential gaps to be closed are 

monitored with performance management. Daily management in form of huddles, regular follow-ups and 

gemba walks are used for controlling and monitoring. Fourth, creating engagement from management was 
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found to be decisive in both literature and practice. Especially, a dedicated push from top management at the 

beginning of the PS was mentioned in the interviews. Yet, a continued commitment and eventually a 

revitalizing push from management was also observed in both interviews and literature. Fifth, companies 

need to create buy-in and motivation within the organization. Frequent communication, raising awareness 

and a joint vision help to get employees on board for the PS. Additionally, a common language ensures the 

same understanding and thus further helps in engaging employees. 

4.3 Structure 

Table 3 summarizes the activities for managing the structure of the PS. The structure of the PS can be divided 

into formal and informal structures as well as the respective responsibilities. For the formal structure, a 

corporate PS team is usually established to initiate the PS such as designing its content while site PS teams 

are leveraged to deploy it. Interviews with practice additionally showed the importance of the team leader 

of the corporate PS team who is appointed at the beginning of the PS. 

Table 3: Collection of activities for managing the structure of PSs 

Activity Sub-Activity Literature Interviews 

 Formal Structures 

Definition 

Central/Corporate Team [43,36,16,40] [A, B, C, D, E; 

G, I, J, K] 

Site PS Teams [52,49] [A, E, K] 

Head of Corporate PS Team  [I] 

External Support (Consultancies) [51,52,41] [A, E, G, H, J] 

Informal Structures 

Definition 

PS Champions/Ambassadors [33,44,36,51] [A] 

Communities of Practices  [F] 

Responsibilities & 

Relations 

Definition 

Connection between Corporate & Site 

PS Teams 

 [J] 

Ownership & Responsibility of 

Improvements 

[63,57,45,16,7,55] [D, E, G, I, J, K] 

 

In addition to formal structures, companies establish informal structures or let them emerge organically. 

These informal structures are PS champions, which are assigned facilitators of the PS but not dedicated to 

corporate or site PS teams, and communities of practices, which often reflect a group of people interested in 

a certain topic of the PS. Lastly, the definition of responsibilities for improvements and ownership is a critical 

activity which is an on-going task. Yet where the responsibility resides might change over time. Moreover, 

the connection or responsibility between corporate and site PS teams was highlighted by practitioners.   

5. Conclusion and Future Research 

Companies have experienced improvements with the help of PSs but some of them failed eventually. The 

question that emerged and that is being raised by companies is how do PSs need to be managed. Our article 

sheds light on this question by providing an overview of activities for managing PSs. Our twofold approach 

revealed various activities and sub-activities that companies can consider to manage their PS. These include 

how they define and adapt the PS content, how they monitor and control the progress, how they build the 

capabilities at their sites, how they create management engagement and organizational buy-in, and how they 

establish the respective organizational structure. With this, we add to the literature of PSs by integrating 

single activities from various papers into a holistic and structured collection. Managers of PSs at 

manufacturing companies can use this overview to reflect upon their existing approaches and identify 
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overlooked activities worth to consider. These research findings offer several future research opportunities. 

First, the activities should be tested quantitatively. That is, linking the activities to the success of PSs to test 

if certain activities are more decisive for successfully managing PSs than others. Second, different 

combinations of activities might yield a positive outcome, as there might be no one-best-way to manage PSs. 

Thus, various combinations of activities should be tested instead of just a single one. Third, not all activities 

might be important when a PS is being designed, deployed or sustained. This implies that activities might 

increase or decrease in importance depending on the stage of PS implementation. Future research should pay 

more attention to these dynamics in a PS. Lastly, the collection of activities should be challenged and more 

refined by conducting interviews with more companies also from other industries. 
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Abstract 

In demand forecasting, which can depend on various internal and external factors, machine learning (ML) 
methods can capture complex patterns and enable precise forecasts. Accurate forecasts facilitate targeted, 
demand-oriented planning and control of production and underline the importance of this task. The 
implementation of ML-algorithms requires knowledge of the specific domain as well as knowledge of data 
science and involves an elaborate set up process. This often makes the application of ML to potential 
industrial problems economically unattractive. The major skills shortage in the field of data science further 
exacerbates this. Automation and better accessibility of ML methods is therefore a key prerequisite for 
widespread use. This is where the principle of automated ML (AutoML) comes in, automating large parts of 
a ML pipeline and thus leading to a reduction in human labour input. Therefore, the aim of the publication 
is to investigate the extent to which AutoML solutions can generate added value for demand planning in the 
context of production planning and control. For this purpose, publicly available datasets deriving from 
Walmart as well as an anonymised manufacturing company are used for short-term and long-term 
forecasting. The AutoML tools from Microsoft, Dataiku and Google conduct these forecasts. Statistical 
models serve as benchmarks. The results show that the forecasting quality varies depending on the software, 
the input data and their demand patterns. Overall, the prepared models from Microsoft show the most 
accurate results in average and the potential of AutoML becomes particularly clear in the short-term forecast. 
This paper enriches the research field through its broad application, giving valuable insights into the use of 
AutoML tools for demand planning. The resulting understanding of limitations and benefits of AutoML tools 
for the case studies presented fosters their suitable application in practice.  

Keywords 

AutoML; Demand Forecasting; Sales Forecast; Machine Learning; Manufacturing; Production Planning 

1. Introduction

ML-based demand forecasting offers the possibility to reflect various influencing parameters (e.g. currency
exchange rates, sales region) and use those to identify complex non-linear patterns for forecasting future
demand [1]. Accurate predictions enable an adequate planning of the production and procurement processes
leading to less waste of resources (material, labour, capital) [2]. To foster the widespread use of machine
learning (ML) in an industrial context, automated machine learning (AutoML) gains in importance as it aims
to reduce the required knowledge in data science and time spend to set up a ML model [3±5]. Thus, it presents
a possible solution for overcoming the skill shortage in the field of data science, which is currently one of
the major barriers for the application of ML [2,6,7]. In addition, the shorter development time achieved by
automating parts of a ML pipeline makes ML solutions more economically attractive [4,8]. Thus, researchers
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investigated the benefit of AutoML solutions in different case studies across various use cases (e.g. other 
production planning and control (PPC) tasks [9] or healthcare [10]). However, studies in regards to demand 
planning [11±13] in the context of PPC [14] remains a research gap. This paper aims at closing this gap by 
DQVZHULQJ� WKH� UHVHDUFK� TXHVWLRQ�� ³Can AutoML solutions support demand forecasting?´. The research 
question is embedded in the current state of research by highlighting the results of topic-related case studies. 
The third section presents the research methodology for achieving the objective of this paper. A generally 
valid answer to the research question is not the aim of this work, although it should be possible to make an 
assessment as broad as possible. To facilitate a comprehensive assessment, three AutoML tools in two 
production environments for forecasting demand of different product groups as well as for a short-term and 
long-term horizon are tested. Broad application enables a comprehensive evaluation of the prediction 
accuracy of the chosen AutoML tools and allows first conclusions for the use of AutoML solutions in 
demand forecasting. The fourth section presents the results of the research methodology used. The final 
section of the paper draws a conclusion and presents a future research agenda.  

In summary, this paper enhances the current research through its broad application and comprehensive 
evaluation and thus allows conclusions on the potential use of AutoML tools for demand planning. In 
particular, an automated approach is required for scaling ML [8], i.e. ML-based prediction across different 
levels of observation (e.g. total, product group, product) and on a horizontal axis (e.g. each product).   

2. Current state of research 

This section explains the concept of AutoML and presents existing case studies that deal with AutoML in 
demand planning.  

The herein used definition of AutoML was first introduced in 2014 and foresees an automation across the 
ML-pipeline [15]. The concept of AutoML has the objective to reduce the outlay of data scientists for ML 
projects and should instead enable domain experts to use ML methods without high level of statistical and 
ML knowledge [16]. More precisely, Yao et al. define AutoML as a combination of automation and ML and 
understand AutoML as an automated setup of a ML-pipeline with limited computing power and limited (or 
no) human support [17]. A common ML-pipeline consists of business and data understanding, data 
preparation, modelling, evaluation and deployment tasks, e.g. used in the industry-independent Cross 
Industry Standard Process for Data Mining (CRISP-DM) [18]. This framework is already used for demand 
forecasting [19±21]. The nature of the process involves feedback loops and continuous readjustments of 
assumptions, forming a life cycle process [18]. In particular, the processes of data understanding, data 
preparation, modelling and evaluation require the expertise of data scientists and could therefore be 
automated [5]: data preparation foresees to select features, clean and transform those as well as generate new 
features. The modelling process contains the choice of an algorithm and the optimization of its hyper-
parameters and for artificial neural networks (ANN) also the definition of the net architecture [18,5]. Various 
facets can be investigated during modelV¶ evaluation, whereby the prediction accuracy is usually the focus 
[22]. The evaluation can take place when the algorithm converges during training or in order to save time as 
well as computing power, for instance a predefined budget of computing resources can be used as stop 
criteria [5].   

For demand planning, AutoML has already been used in several studies. The focus of these studies is 
primarily in the sales and marketing environment [11±13]. The study by Gonçalves et al. is the only 
contribution that investigates AutoML for demand planning in the context of PPC [14]. Ford et al. apply a 
self-developed AutoML solution for the products of an alcoholic beverage distributor. For this purpose, they 
generate forecasts for three horizons, 1 month, 3 months and 12 months, and include autoregressive methods 
and the average for a comparison. They use two univariate datasets and mean squared error as a quality 
criterion. The AutoML models achieve worse results, which are below the forecasting quality of the 
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autoregressive methods. For one of the datasets, which is characterised by a high proportion of noise, the 
average method achieves the best results [12]. Henzel and Sikora use AutoML to create ANN and compare 
them with manually created XGBoost and ANN models. They use a dataset of everyday consumer goods 
and focus on the impact of promotions on sales. The models created with AutoML are superior to both 
manually created models in 2 of 12 cases (according to root mean squared error (RMSE) and mean absolute 
error (MAE)), and better than the manually created ANN in all cases [13]. Dai and Huang create a Long 
Short Term Memory (LSTM) model with a special loss function, which they optimise with hyper-parameter 
search. For comparison, they create six ML models with AutoML, which they use as benchmarks. They use 
a sparse consumer goods dataset that contains causal information of sales (e.g. holidays, promotions). The 
authors use weekly and monthly data to forecast cumulative sales at the store level. The LSTM model 
achieves better results (according to mean absolute percentage error (MAPE) and root mean squared 
percentage error) compared to the AutoML models, whereby the performance of the LSTM model decreases 
with increasing forecast horizon [11]. Gonçalves HW�DO��FRPSDUH�VWDWLVWLFDO��1DȧYH��H[SRQHQWLDO�VPRRWKLQJ��
ARIMA, ARIMAX) and ML models (feed-forward ANN, random forest, support vector regression, 
recurrent ANN), including a model with AutoML. They forecast the demand for electronic components of a 
manufacturer from the automotive supply sector and follow a multivariate approach with various leading 
indicators. In particular, they investigate whether and to what extent a multivariate approach is superior to a 
univariate approach in different phases of the product life cycle. In the quality criterion normalized MAE 
(nMAE) used, AutoML achieves the fourth best performance (out of 9) on average across all phases of the 
product life cycle, with a considerable gap between it and the following statistical methoGV�� 1DȧYH��
exponential smoothing and ARIMA [14]. 

The studies presented show that AutoML models tend to perform worse than manually created ML models 
and better than statistical models. This is particularly the case with multivariate forecasts. For univariate 
forecasts and one-step forecasts, statistical methods tend to perform better. With the few identified studies, 
the described area of research is still underrepresented. Thus, further investigations in the field of demand 
forecasting, and especially in the context of PPC are necessary. To add to this note, continuous progress in 
the field of AutoML makes results of past studies hard to interpret for assessing the potential of current 
AutoML solutions. In addition, existing studies on demand forecasting have not yet compared several 
AutoML solutions. Thus, this paper contributes to the existing research by conducting a comparison of 
several AutoML solutions with statistical methods for the area of demand forecasting in the context of PPC.   

3. Research methodology 

The research methodology of this paper is of empirical nature. A transparent setup of different experiments 
enables an in-depth understanding of the limitations and benefits when using the chosen AutoML tools and 
facilitates researchers to transfer this methodology to different case studies as well as AutoML tools.  

To begin, the authors identified 31 existing AutoML tools. The pool of potential tools reduces to eight tools 
as only those tools fulfil the following criteria: they offer a test version or academic licence, can handle time 
series data and offer at least partial automatic data preparation. Of these, three tools are chosen as examples 
for the investigations in this paper: the AutoML solutions Microsoft Azure Automated ML, Google Cloud 
AutoML Tables and Dataiku Data Science Studio. To emphasise again, a selection of more than one tool is 
of importance to understand possible deviations across the tools. An aspect that was so far not analysed. 
ARIMA and exponential smoothing are taken as benchmarks as these methods are most commonly used in 
practice and do not require extensive data science knowledge [23,24]. For the investigation of the chosen 
tools, the following assumptions are considered with the objective to facilitate a comparable set up as well 
as test the AutoML solutions in different settings. Figure 1 shows these specifications that are structured 
according to the CRISP-DM phases (grey boxes).   
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Figure 1: Specifications of examinations 

The demand forecasts take place for two different companies: the retail goods company Walmart (case 1) 
and an anonymized company that manufactures industrial goods (case 2). In order to compare the forecast 
quality at different forecast horizons, a yearly and monthly forecast will be prepared [25]. 28 days and 52 
weeks are chosen as prediction horizons to analyse whether there are performance differences between a 
short- and long-term perspective. The aim is to obtain the total demand per product group (label attribute) in 
order to support decision-making processes, e.g. the decision on long-term supplier contracts and the 
acquisition of a new production plant from a long-term perspective or the timing of the procurement of 
bought-in parts and production from a medium-term perspective. To investigate how robust the AutoML 
solutions predict, it is of importance to test the tools on different demand patterns. This is the case for the 
chosen product groups, seven product groups for case 1 from the food, hobby and household sectors and ten 
anonymized product groups for case 2. The datasets are publicly available [26,27]. As the PPC is the focus 
of this work, the public datasets have been modified to remove the store/ warehouse levels. The datasets 
consist of 13,783 elements (case 1) and 18,270 elements (case 2) of daily demand per product group for the 
prediction horizon of 28 days. For the prediction horizon of 52 weeks, case 1 has 1,967 elements and case 2 
counts 2,600 elements of weekly demand per product group. Table 1 gives an overview of the different 
groups of features. Three main differences exist regarding the features. First, the dataset of case 1 counts 
more features that are descriptive then case 2. It contains additional information on the occurrence of public 
events and governmental support schemes of three US states. The dataset of case 2 lacks these features and 
only consists of the label attribute and the date. To test the tools on a multivariate setting, further time 
information (e.g. weekday, calendar week, year) are added. Secondly, when transforming the datasets from 
daily to weekly data, some features are excluded (e.g. weekday), transformed (e.g. event features) or added 
(e.g. calendar week). Thirdly, depending on the AutoML tool, further features are added: the ML tools of 
Microsoft Azure and Dataiku add information on school and bank holidays. This addition is only made in 
case 1, as the region is known, whereas it is unknown in case 2. Besides, Microsoft Azure Automated ML is 
the only tool that generates features about the seasonal and trend component of the demand time series as 
well as lag features for public events. Thus, this tool generates most features in comparison to the other two 
tools.  
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Table 1: Overview of features 

Initial feature group Case 1 Case 2 

Demand per product group (label) x x 

Time information (e.g. date, week) x x 

Public events x  

Governmental support scheme x  

Additional AutoML feature group  Azure Dataiku Google Azure Dataiku Google 

Bank- and school holidays x x     

Lag features for public events x      

Seasonal and trend components x   x   

Number of reflected feature groups 7 5 4 3 2 2 

x = part of the dataset     Azure = AutoML tool by Microsoft Azure     Dataiku = AutoML tool by Dataiku     Google = AutoML tool by Google 

The dataset of case 2 contained missing values that were replaced by zero to enable a proper use of the tools. 
Besides that, the selected AutoML tools perform the remaining data preparation (e.g. feature selection, 
feature generation, data normalization). By means of this paper, the objective is to investigate the 
performance of the automated ML processes. Thus, no further manual preparation takes place. Modelling 
bases also on the automated decisions of the tools. However, for facilitating comparable results, the test split 
corresponds to the forecasting horizon, optimization bases on RMSE and on a constant computing power 
available for training across all tools. For evaluation of the models, first it is outlined whether AutoML tools 
are able to create predictions that are better than Naïve forecasts and secondly, if those models perform better 
than the benchmark of statistical methods. The evaluation metrics nMAE, nRMSE, sMAPE, and mean 
absolute scaled error (MASE) are selected. MAE is to be used because it is an absolute and scale-based 
measure that has been used before in similar research projects. RMSE is also frequently used [13,24,28]. 
This paper uses the normalised version of MAE and RMSE (nMAE and nRMSE) so that a comparison over 
several time series is possible. The mean of the actual values of the forecast horizon is chosen for 
normalisation. The symmetrical variant of the mean absolute percentage error sMAPE is used as a percentage 
quality measure. This is more robust than MAPE and allows the evaluation of zero values. Both quality 
measures are frequently used in the evaluation of time series [24,29]. Hyndman & Koehler argue that the 
value of sMAPE can be unstable and instead recommend the use of MASE [30]. Thus, the last measure used 
is the relative quality measure MASE, which has been applied in several studies [23,24,30,31]. The Naïve 
method functions as a benchmark model for MASE. If the calculated value is below 1 the forecast is better 
than a Naïve forecast and vice versa [30]. The final phase, the deployment of models, exceeds the scope of 
this paper. 

Overall, the research methodology enables a comprehensive analysis of the potential from AutoML tools 
with regard to the prediction accuracy for the chosen use cases. By looking at different datasets with various 
demand patterns and different input features as well as multiple evaluation metrics, this paper contributes to 
the research field. The results help to understand the limitations and potentials of the observed tools in the 
investigated environments and lead to hypotheses for future applications. 

4. Results 

This section presents the results of the applied research methodology. The results relate to the best 
performing and thus chosen model of each AutoML tool as well as ARIMA and exponential smoothing.  The 
training of the respective models took 42 minutes to 100.2 minutes. The first part of the analysis is to check 
whether the prediction accuracy of the best performing model according to MASE per product group of case 
1 and case 2 is above or below 1 for both prediction horizons. In case 1, the predictions of at least one model 
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across all product groups are better than a Naïve forecast. However, in case 2, the provided predictions for 
product group 001, 007 and 011 for the 52-weeks horizon do not show sufficient results as they are as good 
as a Naïve forecast. As second part of the analysis, Table 2 summarizes the average results of the best 
AutoML tool in comparison to the best statistical model. For the following comparison, the product groups 
001, 007 and 011 are disregarded as they would otherwise distort the picture.  

Table 2: Prediction accuracy of the best AutoML tool in comparison to best statistical model 

Case  Horizon Best AutoML tool Best statistical method nMAE nRMSE sMAPE MASE 

1 28 days Azure Exponential smoothing +17.87% +18.96% +17.62% +23.88% 

 52 weeks Dataiku ARIMA +2.92% +7.99% +2.11% -4.46% 

2 28 days Azure ARIMA +18.81% +17.81% +8.05% +7.11% 

 52 weeks Dataiku* / Azure** Exponential smoothing -10.71% -10.08% -6.51% -10.85% 

* according to nMAE & nRMSE ** according to sMAPE & MASE 

It shows that the prediction accuracy of AutoML across the different experiments is in average in particular 
beneficial for the short-term forecast. 7KH�EHVW�SHUIRUPLQJ�$XWR0/�WRRO�LQ�WKLV�FDVH�LV�0LFURVRIW�$]XUH¶V�
tool. Table 2 displays, depending on the evaluation metric, an average improvement of 17.62% to 23.88% 
for the first case study and 7.11% to 18.81% for the second case study in comparison to the best performing 
statistical model. The long-term forecasting reflects mixed results. For case 1, three of four evaluation 
metrics reflect an improved prediction of AutoML by 2.11% to 7.99% in comparison to a statistical method. 
However, the MASE value indicates a negative effect of -4.46%. The results of the best performing AutoML 
model in case 2 show worse results (-6.51% to -10.85%) in contrast to the best performing statistical model. 
To get a more detailed picture of the prediction accuracy of each AutoML tool as well as the benchmark of 
statistical models across the different product groups, the following figure illustrates the distribution through 
boxplots of each model according to MASE.  

 
Figure 2: Box plot diagram of prediction accuracies from all product groups per model 

It shows that the results of the AutoML tool by Google varies the most. In one case the tool receives the best 
prediction accuracy (case 1, product group Food 3, prediction horizon of 28 days with MASE of 0.127) and 
in another case the worst accuracy (case 2, product group Category_001, prediction horizon of 28 days with 
MASE of 33.885) in relation to all product groups. For the other tools, differences between the two prediction 
horizons exist. On the short-term horizon, the tool of Dataiku varies the least (MASE between 0.175-1.139), 
closely followed by exponential smoothing (MASE between 0.156-������� DQG� 0LFURVRIW� $]XUH¶V� WRRO�
(MASE between 0.152-1.246). ARIMA has the lowest median with a MASE value of 0.651, but the second 
most variation of all values. The tool of Microsoft Azure points out the second lowest median. On the long-
term prediction horizon, Figure 2 VKRZV�WKDW� WKH�SUHGLFWLRQ�DFFXUDF\¶V�YDULDWLRQ�RI� WKH�VWDWLVWLFDO�PRGHOV�
ARIMA and exponential smoothing is lower than the variation from the AutoML models. However, only 
the median of ARIMA (median MASE of 0.945) and Microsoft Azure (median MASE of 0.901) was lower 
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than one and is thus better than a Naïve forecast. Please refer to Table 3 for an overview of key statistics, 
also of the other evaluation metrics. When ranking the model according to prediction accuracy, in some 
cases the ranking differs when looking at different evaluation metrics. For example, the best performing 
model for the long-term horizon, thus the minimum value of considered metric, is in the case of MAE, 
nRMSE, sMAPE the ARIMA model and for MASE the tool by Google. However, when looking at the 
associated mean across all product groups of both case studies, ARIMA is the model in favour. 

Table 3: key statistics of investigated models across all product groups of both case studies 

 

Looking at the short-term prediction in most cases no big differences occur when comparing the average 
prediction accuracy of AutoML with the statistical benchmark. In 10 out of 17 product groups (58.8%) the 
average deviation equals to MASE of -0.02-0.18. The remaining seven product groups vary between -0.36 
and 11.08. The deviation is even lower when comparing the best performing model. There, only the product 
group Food 2 and 028 show a deviation of -0.53 and -0.76. Illustrative, the left side of Figure 3 presents the 
predicted demand of the best performing AutoML model (line-dotted line) and statistical model (circular-
dotted line) in relation to the actual demand of product group 028. The deviation of the remaining product 
groups is only -0.14-+0.14.  

 
Figure 3: Extract of predicted demand from selected models and actual demand 
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Min. 0.046 0.043 0.041 0.043 0.031 0.054 0.052 0.050 0.054 0.040 0.047 0.043 0.042 0.044 0.031 0.156 0.173 0.152 0.175 0.127

1st Q . 0.058 0.059 0.065 0.063 0.071 0.081 0.081 0.079 0.085 0.085 0.056 0.057 0.069 0.062 0.075 0.352 0.355 0.390 0.418 0.240

Median 0.193 0.151 0.189 0.171 0.205 0.241 0.204 0.232 0.195 0.250 0.196 0.147 0.189 0.168 0.214 1.000 0.651 0.672 0.790 0.948
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For the long-term prediction the average deviation between AutoML and the statistical benchmark is in 10 
out of 17 product groups between -0.31-+0.25. For the remaining seven product groups, five groups in favour 
of statistical models (in average 0.50-5.36 more precise than AutoML) and two groups in favour of AutoML 
(in average 0.68 and 0.85 more precise than the statistical benchmark). When looking at most precise model 
and not the average, the best performing model of six product groups deviates more than 0.5 between 
statistical and AutoML models: four in favour for AutoML (0.52-0.60 more precise than the best performing 
statistical model) and two in favour of the best performing statistical model (0.56 and 0.84 more precise than 
the best AutoML model). Product group 021, shown in Figure 3, corresponds to the biggest deviation in 
favour of the statistical benchmark, when looking at the MASE values. Thus, Figure 3 presents on the left 
side the biggest difference in favour of AutoML and the right side in favour of a statistical model.  

5. Conclusion and future research agenda 

The results show a mixed picture. On the one hand, some AutoML tools perform well in certain scenarios 
and far better than statistical models in a few cases. However, in other scenarios AutoML is less accurate 
than statistical models, even in certain scenarios by far. AutoML, namely the tools by Dataiku and Microsoft 
Azure, tend to predict more stable in short-term predictions, but ARIMA has a slightly lower median of 
MASE than Dataiku across all product groups. Especially for case 1, AutoML achieves for six of seven 
product groups the lowest MASE value. This could be due to the fact that descriptive features are part of the 
dataset. For case 2, where only additional time information exists, only in three out of ten product groups, 
an AutoML tool was prior to the rest. However, in average all models are performing worse than in case 1. 
The results of the long-term predictions for case 1 show that at least one AutoML tool performs best for four 
groups and that a statistical model is the preferred choice for the other three groups. The assumed advantage 
through more descriptive feature is not as clear as for the short-term prediction horizon. In case 2, at least 
one AutoML model predicts the demand of most product groups (6 out of 10) more precisely than a statistical 
model. However, the results of ARIMA and exponential smoothing deviate not as much as of the AutoML 
tools. The AutoML tool of Google seems to be most sensitive to the balance of data as some product groups 
were more frequently demanded than others. Especially in case 2, prediction accuracies for less demanded 
product groups (e.g. 001, 011, 015, 021, 024) are far above a MASE value of 1. Nevertheless, *RRJOH¶V�WRRO�
also trains the most accurate model with a MASE of 0.127 (product group Food 3). As this paper shows, 
AutoML can support on preparation tasks, modelling and the associated optimization of hyper-parameters 
as well as the evaluation of models. However, as this analysis expresses prediction results are not fully 
reliable yet. Further investigations should take place to understand the differences in performance. As a ML 
pipeline includes several assumptions, some aspects for further investigations are outlined: Firstly, modelling 
with more features should be conducted, to test the hypothesis that AutoML is in favour when predicting on 
a multivariate basis. The herein analysed datasets have only few features, which presumably explains why 
the models partially reach their limits when it comes to long-term forecasting. In addition, the test and 
training split should be varied to get further insights into an eventual over- or underfitting of a ML model. 
Also, to understand the sensitivity of AutoML tools further demand patterns, longer history of data, different 
settings of data preparation (e.g. keeping missing values), single and global models, prediction horizons and 
different case studies should be investigated. Moreover, further statistical models (e.g. ARIMAX), manually 
trained ML-models and fuzzy models could function as additional benchmarks that should be evaluated on 
prediction accuracy, running and implementation time. In summary, the results can help to find a sweet spot 
for the use of AutoML. This howsoever highly depends on the manufacturing setup, i.e. the required 
prediction horizon results e.g. from procurement time for materials, storage capacity and production lead 
times. It should be noted that the analyses are repeated regularly to examine the progress of AutoML/ ML 
over time.  
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Thus, in conclusion, the research question whether AutoML can support demand planning in PPC can be 
answered as following: this paper shows especially for short-term predictions good results for AutoML. 
However, for some demand patterns and less demanded product groups, the accuracy was not sufficient. 
Thus, AutoML can function for prototyping and can be part in business processes. When implementing into 
business processes the chosen AutoML tool should be regularly tested against a benchmark of different ML 
and statistical models. AutoML can significantly reduce the time spend to analyse the provided data as well 
as train and optimize different algorithms and can therefore be a first step for companies to test ML in their 
business environment. Therefore, it can help to ensure that domain expertise is effectively reflected in data-
driven models by enabling domain experts to use ML without having extensive data science knowledge. 
Nevertheless, ML and AutoML comes at the cost of models that are more complex and use more computing 
power in comparison to statistical models [32]. With the use of AutoML tools the understanding of the 
µHQJLQH¶�EHKLQG�WKH�PRGHOV��IRU�LQVWDQFH�KRZ�WKH�IHDWXUH�HQJLQHHULQJ�RU�RSWLPL]LQJ�RI�WKH�SDUDPHWHUV�IURP�
the algorithm take place, becomes less transparent as they are for most tools not visible in the user interface. 
In the future, aspects such as user-friendliness, transparency and trustworthiness of workflows should be 
considered QH[W�WR�WKH�WRROV¶�SUHGLFWLRQ�DFFXUDF\, running and implementation time as well as robustness.  
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Abstract 

Supply chain maturity models urge increased collaboration among supply chain participants to achieve 
sustained competitive advantage through operational end-to-end visibility and transparency. Digital solutions 
provide the tools and technologies to enable Digital Supply Networks through inter-connectivity among 
supply network partners. A major challenge in improving digitalized operations is the divergence between 
µRIILFLDO¶�EXVLQHVV�SURFHVVHV�that are mapped out with accountabilities assigned DQG�WKH�µGH�IDFWR¶�EXVLQHVV�
processes that are executed. During business processes optimization and IT system enhancements, this 
mismatch between documented versus tribal business processes results often in inefficient, ineffective, and 
if not addressed early, infeasible digital solutions. In this paper, the authors outline challenges and their root 
causes by discussing possible resolution directions in the dimensions of organizational change management 
(e.g., connected customer), IT systems gaps (e.g., composable applications), and common datasets for digital 
operations and business process mining applications (e.g., digital twins).  

Keywords 

Business-IT Alignment; Business Processes (Re-)engineering; Digitalization; Digital Operations; Digital 
Supply Networks; Digital Technologies.  

1. Introduction

To improve the agility and resilience to disruptions of supply network operations enterprise decision-makers 
across all industries continue to invest heavily in Information Technology (IT) [1]. From a technological 
perspective, it can be expected major improvements due to decades of exponential advances in data processing 
SRZHU��0RRUH¶V�/DZ� [2]��YROXPH�RI�GDWD�WUDQVIHUDELOLW\��%XWWHU¶V�/DZ� [3, 4], and storage density per dollar 
�.UHLGHU¶V�/DZ��>�@. However, for several years, before being unveiled by the recent pandemic¶V disruptions, 
supply chain innovation and performance have deteriorated for a majority of enterprises according to industry 
observers [6]. Assessing the effect of COVID-19 on supply chain performance, one observation is the failure 
of integrated supply chain IT solutions to provide ³agility´ [6]. 

Supported by anecdotal evidence of supply chain operations, the single most important supply chain 
management system is Microsoft Excel for its ubiquitous availability, versatility, and speed of adaptability. 
Both practitioners and researchers, seem to focus on a technology solution to a problem that is neither well 
documented nor researched in-depth. This paper aims to highlight the gaps in research and practice for 
Business Process Digitalization efforts in the context of Digital Supply Networks. 
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To achieve this objective, two guiding hypotheses are formulated: 

x The available academic and grey literature focuses on interpreting supply networks¶ digitalization 
efforts as a technological challenge and provides frameworks and methodologies accordingly. 

x There remain significant gaps in academic research and industrial practice to address the interplay 
between business processes and (digital) technologies (i.e., business-IT alignment). 

To address these hypotheses, this paper provides a background on the state-of-the-art of Digital Supply 
Networks in Section 2. The research and practice gaps, as well as current approaches to bridge business 
processes and digital technologies, are reviewed in Section 3. Section 4 presents practical use cases for 
common pitfalls in business processes and digital technologies integration efforts. Section 5 provides 
discussion and research agenda, and the paper concludes in Section 6 with final reflections. 

2. Background 

Digital Transformation is on the top of the priority list for most manufacturing companies and their supply 
networks. Many are overwhelmed and struggling with the transition and tend to approach it mainly from a 
technological perspective �DND��µFDQ�ZH�GR�LW¶�Yersus µVKRXOG�ZH�GR�LW¶�. Selecting an appropriate reference 
architecture for information systems integration and/or interoperability, and enabling frameworks and 
technologies (e.g., cybersecurity, internet-of-things, end-to-end connectivity, blockchain, big data, predictive 
analytics) for such endeavour is not an easy task. To some extent, this can potentially be traced back to the 
(over-)emphasis on ³technology´ when digital transformation topics are covered in the news and many 
academic papers. Often, technological innovation is in the focus and highlighted as the primary and at times 
only objective of Digital Transformation in the manufacturing industry and supply networks. However, the 
focus should be beyond technology adoption and aimed at developing ³GLJLWDO�FDSDELOLWLHV´� 

However, this ³WHFKQR-FHQWULF´�approach is doomed to fail in many cases if the underlying business processes 
are not critically evaluated and adapted to the changing (industrial) environment. Business processes should 
be properly (re-)engineered before being ³digitalized´ to exploit higher effectiveness levels enabled by the 
capabilities of the carefully selected digital technologies. Incorporating digital technologies such as smart 
sensor systems, 5G-networks, robotic process automation, cloud computing, data analytics, etc. requires 
rethinking the existing business process and envisioning the impact of their enabling digital technologies on 
a broader scale to capitalize on their digitalization opportunity. 

In the following, this paper briefly reflects on the current state-of-the-art in the related topics of business 
process modelling and (re-)engineering and digital transformation, and the digital technologies and their 
implementation frameworks available to support successful business processes digitalization. 

2.1 Business Processes & Digital Transformation 

Digital Transformation refers to the increase of digitalized business processes in an enterprise or supply 
chain resulting in the adoption and integration of information, communication, and operational technologies 
to create new and enhanced digitally-enabled operations. Furthermore, the application of business process 
optimization and re-engineering techniques has been recognized as a prerequisite for successful business 
processes digitalization to offer a high degree of contextuality and specificity to the transforming enterprise 
or supply chain [7, 8].  

However, even successful cases of proposed Digital Transformation Frameworks, for instance [8], struggle 
to formalize the operational levels of digital transformation. It seems that there is no clear distinction between 
(i) the digital transformation paths followed to digitalize an existing business process, and (ii) the engineering 
of a µborn-digital¶ business process based on newly available digital technologies. 
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2.2 Digital Technologies & Digital Transformation Frameworks 

We have recently crossed the 10th anniversary of the Fourth Industrial Revolution, or Industry 4.0 era, which 
came alongside the introduction of QHZ� GLJLWDO� WHFKQRORJLHV� VXFK� DV� ³cyber-physical systems´. These 
technologies enable us to connect the physical with the virtual world and bring forth tremendous (digital) 
opportunities as well as challenges for the design of next-generation production systems, specifically 
including their supply networks. The core principles of connectivity, virtualization, and data utilization [9] 
can take on various forms and provide numerous benefits across companies, supply networks, and even 
whole industries such as operations with higher visibility, transparency, predictability, and adaptability 
levels. Various innovative digital technologies are associated with this new industrial transformation, which 
is often wrongly reduced to the implementation of such technologies. As previously argued, it is believed 
that this ³WHFKQR-FHQWULF´�approach is posing a significant problem and it needs to be approached more 
strategically, using a combined approach of carefully reassessing the status quo of business processes and 
(digital) technologies, and then defining their future state more holistically. 

2.2.1 Digital Technologies 

Digital transformation efforts are often reduced to new digital technologies adoption, without including the 
pursuit of innovative and digitally-enabled business and operating models. Supporting this ³WHFKQR-FHQWULF´ 
approach, there is a large body of literature covering the characteristics and enabling factors of these new 
digital technologies. Prominent recent examples with significant citations include [10, 11, 12] among several 
others. While the various papers identify slightly different technologies and technology clusters associated 
with digitalization (and smartening) efforts, overall, these are consistent in what technologies are covered. 
A meta-analysis can extract 10 key digital technology clusters [13]: 

(i) artificial intelligence, machine learning, and advanced simulation; (ii) cloud, fog, and edge computing; 
(iii) additive manufacturing, (iv) industrial internet-of-things and cyber-physical systems; (v) augmented 
reality, virtual reality, and digital twins; (vi) automation and robotics; (vii) cybersecurity; (viii) blockchain; 
(ix) smart sensor systems; and (x) 5G-networks. 

All these technologies have received significant attention from industry, academia, and mainstream media 
over the last decade. Their business applications are evolving and the pressure for companies to at least have 
some active projects deploying some of these technologies is increasing. The tangible results however are 
sobering with many of these projects ending XS�ZLWK�D�µVXFFHVVIXO¶�SURRI-of-concept, yet rarely transitioning 
into productive and value-adding use in enterprise-wide operations. Often termed WKH�³pilot purgatory´ [14], 
this challenge can partially be traced back to the lack of flexibility and awareness of the procedural 
requirements of the operations ± and how they align with what advances the new digital technologies offer.  

2.2.2 Digital Transformation Frameworks 

Given the novelty and presence of new digital (and smart) manufacturing paradigms in trade publications, 
daily news, and overall public discourse it is not surprising that companies feel pressure to engage in 
activities targeting the adoption of digital technologies. To support this adoption, there are an increasing 
number of support systems available, ranging from maturity models [15] to dedicated decision support 
systems [16]. In the process, the manufacturing community also realized that support requirements for small 
and medium-sized enterprises differ from multinationals significantly [17]. Hence, dedicated models emerge, 
developed for various industries [18], company sizes [19], and application areas [20]. 

It has to be noted that most of the support systems are either targeting a generic, high-level, or a very defined 
process or technology. Rarely do these support systems address both comprehensively and allow for a critical 
assessment of current business processes and technological aspects at the same time. A reality that is very 
surprising to see in the industrial practice considering the academic efforts over the last decades of providing 
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enterprise architectures and frameworks for business-IT alignment, and information systems integration 
and/or interoperability [21].  

3. Research and Practice Gaps of Current Digital Transformation Approaches 

The ongoing divide between the domains of business process optimization/(re-)engineering and technology 
implementation has been extensively studied in the existing scientific literature provided by the Enterprise 
Architecture discipline under many Business-IT Alignment Frameworks [21]. Moreover, this disconnection 
between technological capabilities (i.e., µKRZ�WR�GR�LW¶��DQG�the expected business value of their enablement 
(i.e., µVKRXOG�D�SDUWLFXODU��FRPELQDWLRQ�RI��WHFKQRORJ\�FOXVWHU�V��EH�DSSOLHG¶��LV�IUHTXHQWO\�REVHUYHG� in the 
industrial practice ± and regularly causes issues in many digital transformation efforts. 

While business processes excellence and technology clusters excellence are often achieved individually, the 
connection and understanding of their interdependencies seem to be lacking, mainly in industrial practice. 
Significant research in business processes innovation regularly refers to classic literature [22]. However, the 
majority of publications on ³business processes engineering´ focus on the need to reinvent the business 
processes and only addresses technology as a subordinate topic. A possible reason is the comparative novelty 
of digital transformation efforts ± with the rapid growth within the last decade ± and the majority of business 
process literature emerging before that threshold seems to be one important aspect of this disconnection. 

Although there are multiple alternatives to map business processes, no dominant one exists [23] that is 
universally accepted as a standard. Neither is explicitly considering the employed resources for a process task. 
While the Business Process Modelling Notations (BPMN) are not explicitly limited to specific processes, only 
the Supply Chain Operations Reference (SCOR) model [24] explicitly aims to cover the business processes 
beyond the individual organization. However, despite its targeted application to supply chain management, 
it does not go beyond observing the employed resources if at all, even in its revised edition [25]. The more 
recent Digital Capabilities Model (DCM) [26] considers the technological requirements and maps these onto 
two levels of detail for the business processes model, which includes the inter-connectivity of sub-processes. 
However, the business processes are not detailed to task flows, so it is not clear whether it can serve to 
leverage the (digital) technologies to optimize the business processes. In addition, neither of the described 
models covers events or results provided by external roles such as roles outside direct managerial control. 
Except for entirely, vertically integrated enterprises (from primary resources to final consumer), business 
process tasks depend on external inputs from suppliers, distributors, or others. Yet, technologies that would 
facilitate the interaction of roles across these supply chain partners are not mapped. 

Approaches comparable to Value Stream Mapping [27], which is a methodology enabling the reduction of 
waste in manufacturing settings, do not seem to exist for evaluating the quality of a given business process. 
Applications in process mining [28] focus on the three aspects of discovery, conformance, and enhancement 
but do not investigate the process flow in terms of roles in swim lanes, employed technology, or data source 
± essential components of any digital transformation project. 

The more financially focused Cost-to-Serve Methodology derives the cost of a given business process to 
deliver customer value [29]. The underlying assumption is that business processes excellence drives down 
cost-to-serve but given the lack of a process excellence measure, it remains uncertain whether any 
improvements have reached a global cost optimum. 

4. Multiple Use Cases as Evidence for Common Pitfalls of Business Processes and IT Integration  

Given the dearth of available research, the analysis of multiple case studies, derived and anonymized from 
recent consulting engagements, supports and highlights the discovery of typical shortfalls in business 
processes re-engineering in its practical application today. Across differences regarding industries and/or 
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products, the case companies exhibit and report similar shortfalls across the board. The investigated domains 
in this paper to identify shortfalls transition from intra-organizational focus to inter-organizational, and 
include (i) decision engineering, (ii) intra-process quality, (iii) intra-company process alignment, (iv) inter-
company process synchronization, and (v) process-technology alignment. To facilitate and enable a better 
comparison of the identified process shortfalls and control for some bias, only small and medium-sized 
enterprises in the manufacturing sector were included. 

Table 1. Analyzed Case Studies 

Use Case Core Product Segment 

Apparel Fiber manufacturer 

Home-appliance electronics Handheld electronic devices 

Medical supplies Medical supplies and consumables 

Elevator manufacturer Elevators 
 

� Process & Customer Value Alignment: Shortfalls in this domain result from a misalignment 
between customer value, which is achieved from decision-making and the executed business process. 
Colloquially, the process roles in such a shortfall are busy but not effective. 

o Apparel ± a lot of data, no clarity of value generation. The case company had been collecting 
data from internal and external sources to understand the supply and demand patterns along 
its value chain. The results were synthesized in a digital twin of its value chain to prepare 
reports and dashboards. However, the key challenges were that the customer of such analysis 
was not involved in the design process, so the backwards-looking analysis was not able to 
provide value for forward-looking decision-making. 

� Process Completeness & RACI Consistency: Even for cases in which a business process generates 
value; a shortfall may be the completeness and consistency of role assignment. The process only 
works from end-to-end because of exceptions, for instance, roles disregard the process to accomplish 
activities, or the activities are not recognized as dependent, and issues are resolved only during 
escalations. 

o Home-appliance electronics ± lifecycle management decoupled from operations. For a 
home-appliance manufacturer, the business process had been mapped ± also to a high degree 
of granularity following existing best practices ± within functional boundaries. The challenge 

of missing inter-functional �³FURVV-VLOR´� coordination was only noticed when manufacturing 
outsourcing initiatives stalled. The existing cross-functional gaps were no longer manageable 
within the organization and caused µsupplier-relationship¶ discord during new product 
introductions when sales plans could not align with supply plans because the bills-of-
material were not released yet from engineering and the contract manufacturer did not 
receive the demand signal to prepare machine capacity. An issue that did not exist before 
when inter-personal relationships ensured that all functional departments were aware that 
new products were about to be released. 

o Medical supplies ± a process making use of an advanced planning system does not address 
the required process coordination across functions. For a medical supplies manufacturer, the 
rollout of an advanced planning system in its supply chain function was expected to bring 
many improvements. When the expected improvements in supply responsiveness did not 
materialize, the root cause was eventually identified as ad-hoc plan reviews between the 
supply planners and the manufacturing lead. To improve overall plant performance, the plans 
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were reviewed, manually improved and then modified in the system. However, the shortfall 
in supply responsiveness was unattainable in the first place due to gaps in the system 
configuration. 

� Process Alignment: In particular, companies with multiple facilities/plants/locations, but also in 
cases where more than one employee owns a process role, are susceptible to this shortfall. This 
shortfall may exist in multiple processes for the same plants (process boundaries). 

o Medical supplies ± organizational alignment to execute processes diverges between plants. 
At a manufacturer of medical supplies, its processes across plants even for the same product 
categories and with supposedly templated IT infrastructure were unable to standardize their 
intra-plant business processes to enable top-down management control for increased supply 
chain agility. The reasons were that individual legal structures resulted in slightly different 
reporting lines and stakeholderV¶ management, the templated IT infrastructure had slight 
differences in the order fulfilment for tax reasons (e.g., under which customer order status 
inventory was consumed), when activities like production declaration occurred and were 
entered, and multiple others. Each amalgamation of reasons proved intractable without 
introducing additional systems support. 

� Process Synchronization beyond the Silo: The inability to manage external business process 
partners directly may lead to shortfalls in synchronizing across departmental functions (i.e., ³VLORV´��
and across supply network partners. 

o Medical supplies ± a business process requires activities to be carried out by suppliers or 
customers, but this will not be modelled in a traditional business process map. For a medical 
supplies manufacturer, interactions with customers (i.e., medical care providers) were 
challenging. The order fulfilment is required to input in terms of inventory levels under 
consignment at the customer and their consumption, as well as confirmation of proposed 
replenishments. The timing of the input delivery was questionable and data quality was 
uncertain. The resulting poor quality of replenishments was compensated by customer 
reviews of the orders which in turn resulted in changes in quantities and potential delays in 
approving the replenishments. While these operational issues are not unusual, the business 
process mapping did not indicate the extent of challenges and the repercussions in other 
activities in the business process. 

� Process & Technology Integration: The quality of the business process mapping and the technology 
choice can fall short in optimizing the process by rethinking the required activities and the employed 
technology. 

o Elevator manufacturing ± process redesign ignores technology leverage. For an elevator 
manufacturer, the business process innovation of the order fulfilment was approached with 
management buy-in and bottom-up involvement to address shortcomings in the existing 
process. The challenge occurred when, after the future business process was fixed, the hand-
over to the IT function indicated that several technology solutions were ignored (e.g., 
increased supply chain visibility in the planning systems, push notifications instead of 
periodic checks for order updates, switch to a new project management system to replace the 
ageing one, etc.). Thus, the business process was optimized within the given organizational 
hierarchy and systems landscape, but the process was not optimized. 

7KH�ILYH�LGHQWLILHG�W\SHV�RI�VKRUWIDOOV�IRU�WXUQLQJ�EXVLQHVV�SURFHVVHV�LQWR�³GLJLWDO�RSHUDWLRQV´��VHHP�WR�EH�
recurring. While not an exhaustive study of industry cases, two cases per shortfall type are provided. Despite 
the occasionally multiple shortfalls per use case, it should be noted that most of these companies have been 
able to grow in terms of revenue and/or profit for several years. This indicates that the shortfalls are not 
operational blockers. However, it must be noted that these shortfalls are observable at the end of multi-year 
digital transformation programs. While the analyses do not detail the extent of the shortfalls at the beginning 
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of these digitalization efforts it is safe to assume that the desire is to improve efficiency in the business 
operations (i.e., one or more business processes). 

How these shortfalls are effectively bridged has not been exhaustively studied. However, in each industry 
case, the prevalence of manual intervention and the use of Microsoft Excel on the lower hierarchical levels 
is obvious. These companies have been visited regularly by one of the authors of this paper and the computer 
screens of the industry case employees rarely show integrated systems. 

5. Discussion and Research Agenda 

To support end-to-HQG�VXSSO\�QHWZRUNV¶�GLJLWDOL]DWLRQ�WRZDUGV�³GLJLWDO�RSHUDWLRQV´��EXVLQHVV�SURFHVVHV�DQG�
their IT must be well aligned. This implies as discussed that business processes and IT models of different 
supply network partners become integrated and/or made interoperable with each other. For such endeavour, 
three different approaches are commonly discussed in the literature [30]. The first approach focuses on the 
IT alignment problem and addresses it with service-oriented architectures to support information systems 
interoperability [31, 32], the second approach focuses on business processes alignment to make them 
executable across supply network partners by using orchestration or choreography languages [33], and the 
third approach focuses on business-IT alignment methods for detecting and correcting misalignments in a 
³WZR-ZD\´ [34]. These approaches have been well studied, nevertheless, these remain rather vague in the 
industry in terms of how to define and practice their ³threefold DOLJQPHQW´�[30] to sustain digital supply 
networks integration as business processes requirements and digital technologies evolve [35, 36].  

Moreover, the fusion of business (processes) and IT strategies, their ideal alignment, in a Digital Economy 
(or Industry 4.0 era) seems to be inevitable. A phenomenon that nowadays practitioners and researchers refer 
WR�DV�³'LJLWDO�7UDQVIRUPDWLRQ´��JLYHQ�WKH�ULVLQJ�LPSRUWDQFH�RI�GLJLWDO�WHFKQRORJLHV�IRU�Whe competitiveness 
of business processes. Therefore, companies and their supply networks need to aim beyond business-IT 
alignment in their business processes digitalization efforts and understand the differential value of digital 
technology for enhanced business processes performance, and how digital and hybrid business processes can 
leverage new digital capabilities such as visibility, transparency, predictability, and adaptability for the next-
level of business processes performance and competitiveness [37]. 

Lastly, as the debate continues on how to successfully transform the operations of companies and their digital 
VXSSO\�QHWZRUNV�LQWR�KLJK�SHUIRUPDQFH�DQG�FRPSHWLWLYH�³GLJLWDO�RSHUDWLRQV´��WKUHH�LQGLVSHQVDEOH�UHVHDUFK�
and practice lines emerge for the Next Generation of Business-IT Alignment Frameworks, also referred to as 
Digital Transformation Frameworks [38]: (i) How to improve the value derived from IT and digital 
technologies by using data analytics and machine learning solutions, (ii) How to enable agility by tapping 
LQWR�³FORXG´�VFDODELOLW\�WR�LQFUHDVH�RU�GHFUHDVH�,7�UHVRXUFHV�DV�QHHGHG�WR�PHHW�WKH�FKDQJLQJ�GHPDQG��DQG�
(iii) How to couple digital technologies with business strategies for the new ³digital business strategies´ 
required for a renewed Digital Economy.  

6. Conclusions and Further Research 

This paper has identified business processes as a potential resolution for the limited success in digital 
operations in companies and their supply networks. Scientific and grey literature, as well as multiple industry 
cases, indicate a research and practice gap in the successful digitalization of business operations; while the 
existing literature focuses mainly on the technological aspects of business processes digitalization efforts, 
the business processes (re-)engineering aspects appear to have been neglected in a much-needed business-
IT alignment for successful digital transformations.  

The two main limitations of this research paper are the selection of industrial use cases and the scope of the 
literature review. The industry cases may be a self-selected group, which has more process shortfalls than 
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the population of cases. Also, the examined cases may not be an exhaustive selection of all possible process 
shortfalls. An extended scope of literature review, possibly including more grey literature, may yield more 
results on the aspects of business process quality assessments.  

Further research shall include a more detailed guideline to resolve the identified shortfalls, either individually 
or holistically. To do so, a detailed analysis of the enablers for continued operations despite the shortfalls 
can be expected to be helpful. 
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Abstract 

Additive Manufacturing (AM) technologies become increasingly relevant for manufacturing companies. 
Despite having the highest share of AM applications, end-use parts are mostly used for spare or special parts 
and rarely within series applications. This paper addresses the challenge of practically implementing AM 
series production into industrial environments by means of a requirements analysis. It proposes a 
methodology on how to record, prioritize and meet requirements for AM production shops. 

Successful implementation demands understanding of the requirements for AM production shops from both 
a factory and an AM perspective. Quality Function Deployment (QFD) is chosen as a methodology for the 
requirements analysis. It offers a framework for structured collection and weighting of the requirements 
identified through expert interviews with AM users and system manufacturers. Subsequently, measures and 
a basic plan of action on how to implement AM series production into production shops are defined. 

The analysis reveals seven requirements for AM production shops within the categories spatial organization, 
process chains and flow systems. Most of them concern process chains, making these primary obstacles 
towards additive series production on the technical side. Substantial requirements are high process stability, 
fast process chains and the reduction of manual post-processing.  
Different advancements are necessary on the AM and the factory side. On the factory side, measures that 
form synergies to conventional manufacturing technologies, such as cross-usable quality assurance systems, 
are favorable. On the AM side, focus lies on the enhancement of physical and digital process chains. 
The results show that implementing AM production shops requires joint and interdisciplinary developments 
by AM users and system manufacturers. Further research and a larger sample are needed for validation as 
well as practical realization and advancement of the identified measures. 

Keywords 

Additive Manufacturing; Additive Manufacturing Production Shops; Additive Factory Structures; Quality 
Function Deployment; Requirements Analysis 

1. Introduction

Conventional manufacturing technologies have reached full process maturity. They struggle to address the 
complexity of global market structures and customer requirements on individualization. To fulfill customer 
requirements and remain competitive, the flexibility of production systems becomes critical to success for 
manufacturing companies. These demands necessitate technological development and a redesign of 
production shops. [1] 
In this context, additive manufacturing (AM) becomes increasingly relevant for manufacturing companies. 
AM technologies facilitate cost- and time-efficient as well as tool-free part production allowing for 
individualization and complexity for free. Profound development of AM technologies has led to a shift from 
prototyping and special part applications to industrial manufacturing of end-use parts [2]. Despite having the 
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highest share of AM-applications by now, end-use parts are still rarely produced within series applications 
[3,4].  
Therefore, this paper addresses the reasons preventing the implementation of AM series production in 
industrial environments by means of a requirements analysis for AM production shops. 

2. State of the Art 

This chapter gives an overview on industrial AM and applications. Further, research on the implementation 
of AM series production in production shops is introduced. 

2.1 Industrial AM 

AM technologies produce parts from 3D model data by joining material layer by layer, as opposed to 
subtractive and forming manufacturing technologies [5]. The technologies are classified in seven process 
categories according to DIN EN ISO/ASTM 52900 [6]. Additional to the mere manufacturing process, AM 
requires pre- and post-processing operations, inter alia for meeting part requirements, resulting in AM 
process chains. Though differentiation depending on the AM technology, Figure 1 displays a generic AM 
process chain. 

 
Figure 1: Generic AM process chain based on [7]  

Industrial AM describes process chains with a maturity level high enough to compete with conventional 
manufacturing processes [8]. As of today, AM finds industrial use in highly complex and variable product 
programs or small batch sizes, for example in mass customization and mass complexity manufacturing 
applications. Further, AM facilitates strategies such as spare parts on-demand and digital warehouse. 
Additionally to these end-use part applications, low-volume series parts also begin to establish. The degree 
of the industrial integration of AM significantly depends on both industry and use-case [9].  

2.2 Additive Series Production in Production Shops 

According to HALEEM AND JAVAID, large-scale integration of AM series production in production shops 
necessitates the consideration of AM as a digitized manufacturing technology and the fulfillment of the 
principles of modern, networked factories [4]. BREUNINGER ET AL. identify needs for adaption in the 
following fields of a production system for the implementation of AM series production: Spatial 
organization, product design methodology, quality, organization of logistics, handling of material and 
process flow [10]. YI ET AL. address the integration of AM into manufacturing systems in the form of a 
holistic enterprise approach, emphasizing the need for quality assurance (QS) systems [11]. The main 
obstacles identified are a lack of know-how and high risks associated with the introduction of not yet widely 
established technologies. According to the authors, further research is needed regarding process chain and 
manufacturing-related barriers as well as counteractions. KYNAST ET AL. identify the use of automated 
process chains planned over the entire manufacturing process as a requirement on a continuous additive 
process chain integrated into a manufacturing system [12].  
DERADJAT AND MINSHALL record requirements for mass customization within the segments technology, 
operations, organization and internal and external influencing factors through case studies. Identified 
requirements are, inter alia, front-end software solutions, simplification of material handling, speed and 
stability of process chains, part design, employee trainings as well as supplier chains and business models. 
[13]   

� Data preparation
� Production preparation (digital/physical)

Pre-Processing

� Part manufacturing
� Process- and system monitoring

In-Processing

� Removal and cleaning
� Finishing

Post-Processing
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2.3 Interim Conclusion 

The state of the art shows the relevance of AM for series production. Requirements for the implementation 
of AM series production already exist. However, approaches lack a methodology for the assessment of these 
regarding priority, applicability, usability and specification. This causes a gap between the weighting of the 
requirements and the defined targets, making the implementation of AM production shops more difficult. 
Previous research does not holistically consider the role of factories as production systems in fulfilling 
requirements, but rather focuses on the optimization of mere AM processes. This research approach closes 
the gap by using Quality Function Deployment (QFD) to record, prioritize and meet requirements for AM 
production shops from both an AM and factory perspective. 

3. Methodology 

Following, the pursued methodology is introduced through the QFD, the application of a house of quality 
(HoQ) as well as the data collection. 

3.1 Quality Function Deployment 

QFD is a methodology developed for planning products and processes. It focuses on the voice of the 
customer as the foundation for product design. First, customer requirements on the usability of a product are 
recorded and considered in the product development process. Second, based on customer requirements, 
design specifications and competitive analyses are carried out. Additionally to the design and optimization 
of products, QFD represents a methodology for planning tasks along the entire company value chain. QFD 
facilitates the accomplishment of planning projects, such as strategy, organization and technology planning. 
[14] The results determined through QFD can be illustrated through a HoQ.  

Building on the results, measures for the optimization and development of products and planning processes 
can be derived by applying QFD, making it a favorable methodology to conduct a requirements analysis for 
AM production shops. 

3.2 Application of a House of Quality 

The general setup of the HoQ is shown in Figure 2 and follows the subsequent steps [15,16]. Depending on 
the planning object, not all steps must be performed. In this research approach, the planning object consists 
of the integration of AM series production in a production shop. Two HoQ are built due to the separate 
consideration of measures on the AM system manufacturer and user side. 

 
Figure 2: General setup of the HoQ 

B. Planning
MatrixD. Relationship MatrixA. Customer 

Requirements

F. Technical Priorities

C. Technical Measures

E. 
Correlation

Matrix

705



 

 

A. Customer requirements 

Firstly, requirements that must be met to enable the use of AM in series production are recorded. Data 
collection tools serve this purpose. Secondly, the requirements are analyzed and interpreted to avoid 
doubling. Thirdly, sorting of the requirements into groups defined by the topics of the planning object takes 
place. Lastly, weighting of the requirements selected for the HoQ is conducted, taking into consideration 
additional data from market analyses. 

B. Planning matrix 

The planning matrix contains different representations, depending on the planning object. In the context of 
this research proposal, it reflects whether requirements must be implemented on the AM system 
manufacturer or on the factory side. 

C. Technical measures 

To fulfill the customer requirements recorded, technical measures are defined which are directly related to 
the requirements. Further, each measure requires measurable development potential. A target value and an 
optimization direction are assigned to each measure. 

D. Relationship matrix 

The relationship matrix shows the extent to which the technical measures contribute to meeting the identified 
customer requirements. Data from market analyses support this estimation. Predefined symbols represent 
the relationship between technical measures and customer requirements. 

E. Correlation matrix 

The correlation matrix, representing the roof of the HoQ, shows how the change of one technical measure 
affects other measures. Negative influences are considered separately in this step and taken into account 
during the planning phase. They represent the basis for trade-off decisions regarding the implementation of 
measures. 

F. Technical matrix 

In the final step of the QFD, a competitive comparison is carried out between the measures. For this purpose, 
market analysis data is evaluated with regard to target fulfillment of the measures. Following, their target 
fulfillment level is weighted against competing products. 

3.3 Data Collection 

Additionally to systematic literature research, expert interviews are conducted for the recording of 
requirements for the QFD. These are conceptualized on the semi-structured interview method, facilitating 
the obtainment of exclusive expert knowledge in the field of AM series production in industrial environments 
[17]. To integrate perspectives from different industrial sectors and companies into the requirements 
analysis, respectively four experts of both AM system users and system manufacturers are selected. To 
ensure optimum contribution to the research proposal, all interview partners have direct relation to either 
additive series or final part production. 

A structured expert survey is conducted through a questionnaire in an online survey tool. Data collected 
through this method are used to quantitatively evaluate the aspects relevant to the research question. The 
design of the questionnaire is based on the elements of the HoQ with aspects to be collected mainly relating 
to the planning and relationship matrix. For measureable and comparable results, the questionnaire consists 
of only closed questions [18].  
The majority of the questionnaire is based on an ordinal scale, describing the contribution of technological 
advancements to the fulfillment of requirements for AM series production. As a common instrument to 
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determine the position of ordinal scales, the median of the results is used for evaluation. For a congruent 
data basis, questions with an interval scale are also evaluated using the median. The sample size is N=22, 
which consists of industrial AM users (27.3%), AM users in research institutions (36.4%), AM equipment 
manufacturers (22.7%) and other AM users and experts (13.6%). Most participants are AM department and 
project managers, as well as employees in research and development.  

4. Results 

The presentation of the results is structured according to the HoQ, including customer requirements, planning 
matrix, technical measures, relationships, correlations as well as a holistic integration. 

4.1 Customer Requirements 

As the aim of this study is the design of development measures for the integration of AM series production, 
only requirements relating to areas with further development needs are considered. All parties directly 
involved in the concept implementation for AM production shops are considered stakeholders of the 
planning object. The focus is on AM system users on the production shop and AM equipment manufacturers 
on the technological side. The identified requirements DUH�ZHLJKWHG�RQ�D�VFDOH�IURP�³�´�WR�³�´�DFFRUGLQJ�WR�
WKH�UHVXOWV�IURP�WKH�H[SHUW�VXUYH\��ZLWK�³�´�KDYLQJ�ORZHVW�DQG�³�´�KDYLQJ�KLJKHVW�SULRULW\��Table 1 visualizes 
the recorded requirements, their classification according to structural factory areas as well as their weighting. 

Table 1: Requirements identified through expert interviews 

Structural  
Area 

# Requirement Definition Weighting 

Spatial 
organization 

i Good integrability into existing 
processes 

Adaption of manufacturing 
and post-processing operations 
of AM and conventional 
manufacturing 

3 

Process chains 

 

ii Fast process chains Minimization of lead times 4 

iii High process stability Avoidance of unplanned 
downtimes and repeatable part 
quality 

5 

iv Little manual post-processing 
effort 

Part separation from build 
plate, removal of support 
material 

4 

Flow systems 

 

v Simple material handling Easy material supply and 
avoidance of material loss & 
contamination 

2 

vi Automated material flow Integration of AM materials 
into an automated in-plant 
material flow system 

2 

vii Continuous information flow Avoidance of information 
losses and media 
discontinuities within stations 

2 
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4.2 Planning Matrix 

Based on the requirements recording, the planning matrix states whether the responsibility for addressing 
the requirement is assigned to AM users (production shop) or AM system manufacturers (AM processes). 
According to the results, process chain related requirements must be addressed through AM processes. In 
paUWLFXODU�� ³IDVW� SURFHVV� FKDLQV´�� ³KLJK� SURFHVV� VWDELOLW\´� DQG� ³OLWWOH� PDQXDO� SRVW-SURFHVVLQJ� HIIRUW´� DUH�
assigned to the AM process side by the survey participants. Flow system related requirements however are 
more likely to be addressed within the production shop. Material handling is identified as an important 
requirement.  The fulfillment of simple material handling has a weak tendency towards implementation on 
the production shop side. The described tendencies remain mostly unchanged even under separate evaluation 
of the results from AM system manufacturers and users. 

4.3 Technical Measures 

In order to address the fulfillment of the requirements, measures for further developments on the AM system 
side (Table 2) and production shop (Table 3) are derived, dividing the analysis. For each defined measure 
on either side, a matching measure on the other side is defined to facilitate a comparison of both analyses. 
The definition of a target value and optimization direction enables the evaluation of the development status 
of each measure. These values are based on the results of the expert interviews and directly related to the 
previously defined requirements.  

Table 2: Measures on the AM system side 

# Measure Definition Target Optimization 
Direction 

1 Communication 
capability of 
manufacturing equipment  

Increasing degree of automation 
through interfaces enabling 
intelligent networking 

Versatile 
interfaces 

Improve  

2 Software solutions of 
manufacturers  

Software solutions to be 
integrated into PPS system 

Cross-process 
planning and 
control 

Fix target 
value 

3 Machine robustness  Shielding of workspace against 
external influences (humidity, 
contamination) 

No external 
influences 

Fix target 
value   

4 Integrated post-processing  Include post-processing steps, 
e.g. part cleaning or support 
removal into machine 

Comprehensive  Improve  

5 Material supply to 
machine  

Improvement of interfaces for 
material supply to and material 
removal from machine 

Closed materials 
cycle 

Fix target 
value 

6 In-situ quality control  Detection of defects during 
manufacturing process 

Real-time analysis 
of production data 

Fix target 
value 

 

Table 3: Measures on the production shop 

# Measure Definition Target Optimization 
Direction 

7 IT infrastructure 
communication capability 

Adaption of ERP system to 
simplify the integration of new 

Versatile interfaces Improve  
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technologies and resulting 
planning tasks 

8 Product design software Tools to optimize product 
design for AM processes 

AI optimization of 
manufacturing data 

Improve 

9 Machine environment Avoiding temperature and 
humidity fluctuations as well as 
contamination 

Clean room Fix target 
value 

10 Peripheral post-
processing equipment 

Camera systems to 
automatically detect and initiate 
necessary post-processing steps 
on assigned machines 

Comprehensive Improve 

11 Material supply  Automated material flow on the 
production shop, e.g. through 
automated guided vehicles 

Automated Improve 

12 Post production quality 
control 

Automated quality control 
using non-destructive methods 
to detect e.g. surface finish, 
dimensional accuracy  

Line-integrated Fix target 
value 

 

4.4 Relationships 

The relationship matrix represents the body of the HoQ. Therefore, it is an important step within the final 
evaluation of the QFD. Input data for this step are derived from the results of the questionnaire. Participants 
answer WKH�TXHVWLRQ��³+RZ�GRHV�DQ�LPSURYHPHQW�RI�WKH�IROORZLQJ�GHVLJQ�ILHOGV�FRQWULEXWH�WR�WKH�IXOILOOPHQW�
RI�UHTXLUHPHQW�;"´�7KH�UHVSonse options are ³QRW´��³ZHDN´��³PHGLXP´�DQG�³VWURQJ´��UHVXOWLQJ�LQ�DQ�RUGLQDO�
scale. Measures assessed as non-contributing are not displayed in the correlation matrix. Measures 
influencing the fulfillment of requirements are marked with symbols based on a common representation of 
the HoQ: 

x Weak correlation: ᶭ 
x Medium correlation: ż� 
x Strong correlation: Ɣ� 

The implementation of measures with strong correlations is recommended for prioritization to meet 
requirements.  Figure 3 shows the relationship matrix between requirements and measures for AM processes 
and production shops. 

 
Figure 3: Relationship matrix for AM processes (left) and production shops (right) 
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4.5 Correlations 

The correlation matrix shows how the measures influence the fulfillment of each other, both positively (+) 
and negatively (-)��,W�LV�GHYHORSHG�EDVHG�RQ�GDWD�RI�WRGD\¶V�LQGXVWULDO�PDQXIDFWXULQJ�SURFHVVHV�DQG�ILQGLQJV�
from the expert interviews. The correlation matrix for AM processes and production shops according to the 
defined measures in Table 2 and Table 3 are visualized in Figure 4. 

 
Figure 4: Correlation matrix between measures for AM processes (left) and production shops (right) 

4.6 Integration of the Results 

For integration and analysis of the results, the absolute weighting of the measures is determined. For this 
purpose, the symbols of the relationship matrix are assigned numerical values: 

x :HDN�FRUUHODWLRQ�³ᶭǳ�Ȃ 1 
x 0HGLXP�FRUUHODWLRQ�³ż´�± 3  
x 6WURQJ�FRUUHODWLRQ��³Ɣ´�± 5   

To determine the total weighting of a measure and therefore the prioritization for implementation, the 
respective entry of the relationship matrix is multiplied by a UHTXLUHPHQW¶V�ZHLJKWLQJ��7KH�UHVXOWV�DUH�DGGHG�
up to the total weighting for each measure. Following formula is used for calculation: 

ܩ ൌ σ ܣܩ כ ܤ     (1) 

ܩ ൌ�Absolute weighting of measure i 

ܣܩ ൌ�Weighting of requirement k 

ܤ ൌ�Relationship matrix entry 

The results are displayed in Figure 5. 

 
Figure 5: HoQ for measures in AM processes (left) and production shops (right) 
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5. Discussion and Conclusion

The evaluation of the requirements analysis reveals that requirements for an AM production shop must be 
met primarily through the development of process chains. The greatest need for further development is seen 
in the requirement for high process stability. Requirements for fast additive process chains and little manual 
post-processing effort also have high priority for the industrial use of AM. On the technical side, the 
development status of process chains within a production shop represents the greatest obstacle towards 
additive series production. Lower development need is attributed to requirements relating to flow systems 
within a factory.  
This analysis allows drawing of initial conclusions on the greatest challenges in implementing an AM 
production shop at the current state. However, the derivation of further technological developments requires 
the consideration of sectors and technologies influencing the fulfillment of the requirements. Therefore, 
measures are evaluated revealing that further developments must be designed differently on an AM system 
PDQXIDFWXUHU¶V�SHUVSHFWLYH��$0�SURFHVV�VLGH��DQG�$0�V\VWHP�XVHU¶V�SHUVSHFWLYH��AM production shop).  

Analyzing the weighting of the requirements, measures on the AM process side are mostly weighted higher 
than those on the AM system user side. The highest weighted measure is improvement of the communication 
capability of manufacturing equipment (measure 1). On the production shop side, measures that form 
synergies to conventional manufacturing technologies, such as cross-usable quality assurance systems, are 
favorable. Non-destructive quality assurance of every part is critical to additive series production, but can 
also be used for conventionally manufactured parts. On the AM process side, the main focus lies on the 
enhancement of digital process chains. Another focus area is the automation of physical processes. 
Additionally to the fully automated printing process, development activities by AM system manufacturers 
should lead to automation of up- and downstream process steps. 

The results allow the identification of focus areas for further technological development for AM system 
manufacturers and users. They show that implementing AM production shops requires joint and 
interdisciplinary developments by AM system manufacturers and users. However, due to qualitative data 
collection, subjective bias of the results may occur. Therefore, the results must be examined with regard to 
the qualitative quality criteria of intersubjectivity and indication of the research approach. Further research 
and a larger sample are needed for validation as well as practical realization and advancement of the 
identified measures. 
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Abstract 

The increasing demand of flexibility in production systems influences the organisation of production 
logistics and enhances the role of autonomous resources for logistic tasks. In the current state of the art, there 
exists neither a FRPPRQ� GHILQLWLRQ� RI� WKH� WHUP� ³DXWRQRP\´� LQ� WKH� SURGXFWLRQ� ORJLVWLFV� FRQWH[W� QRU� D�
generalised approach regarding the classification of autonomous resources depending on their characteristics 
as well as their skills. Due to this lack, difficulties appear when intending to integrate autonomous resources 
- that are implemented for logistic tasks - in the superior production control processes which aim to meet the
key performance indicators of the production system.

This paper analyses in a first step the current use of terminology regarding autonomy and related terms like 
automation and self-x approaches in production logistics. Based on these results, a GHILQLWLRQ�RI�³DXWRQRP\´�
for production logistics and a universal framework for classifying autonomous resources regarding their 
level of autonomy can be proposed. This allows to specify afterwards the appropriate level of autonomy in 
production logistics for a specific production system. 

Keywords 

Autonomy; Autonomous Transport System; Autonomous Guided Vehicle; Production Logistics; Production 
Control 

1. Introduction

Globalization forces production companies to deal with high market dynamics, shorter product life cycles, 
increased competition, and rising volatility. Therefore, production systems need to cope among other 
challenges more and more with the customer demand of getting individualized products. This expectation 
leads to rising complexity and dynamics in production environments as well as production processes due to 
the necessary flexibility [1,2]. 

The current developments in the context of industry 4.0 concerning data exchange and interconnectivity in 
production systems offer various possibilities to analyse workflows in a more detailed way [3]. It is now 
possible to understand processes and their interdependences on different levels based on collected data and 
to hereupon optimize diverse parameters and target values, e.g. throughput time and/or product output [4,5]. 
In addition, this also highlights the significance of non-value-adding processes in production like production 
logistics as well as their importance for reaching key performance indicators (KPI) and emphasizes the 
importance of integrating them in communication and exchange processes [6,1]. In the context of logistics, 
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this development is called ³ORJLVWLFV����´ [7] and underlines that it is not preferable to look at intralogistics 
processes in an isolated way due to its influence on meeting planned production schedules and due dates [8]. 
Challenges for planning and control in this context consist in finding a connection between central and 
decentral approaches [9] and in integrating autonomous and intelligent systems [10]. Especially choosing an 
appropriate autonomous system is difficult for decision-makers as there is a lack of term definition and 
classification of levels of autonomy within the scope of production logistics.  

With increasing dynamics, flexibility, and complexity as detailed above, an increasing decentralized and 
autonomous based organization of production logistics systems is required [7]. An exclusively central 
approach in production logistics is not sufficient because of the unpredictable environment. Therefore, 
decentralized approaches have to be taken into account [4] and conventional planning and control methods 
for logistic processes are no longer sufficient [11]. 7KDW¶V�ZK\�WKLV�SDSHU�introduces an appropriate definition 
RI�WKH�WHUP�³DXWRQRP\´ for production logistics based on an analysis of the current use of the term in state 
of the art publications (cf. chapter 3). Afterwards, a universal framework for classifying autonomous systems 
regarding their level of autonomy is described (cf. chapter 4). The developed framework supports decision-
makers in manufacturing companies to choose a proper autonomous transportation system with relevant 
characteristics referring to a corresponding application. 

2. State of the art 

In this section, basic principles of production logistics and applied resources are presented to frame the 
analysis as well as the developed definition and the framework explained afterwards in chapter 3 and 4. The 
whole topic has a non-neglectable connection to production planning and control processes. So, they are 
briefly introduced in the beginning. 

2.1 Production logistics 

Within a production organization, production logistics deal with the planning and control of material and 
information flow. In this context, production logistics are placed between procurement logistics and 
distribution logistics and comprise all activities to supply production and assembly processes with material 
(raw material, operation material, semi-finished goods or purchased goods) as well as the transportation of 
semi-finished or finished products to the next production step or the stock [12]. The main goal of production 
logistics is the on-time delivery of material on the one hand to avoid costs for downtimes due to delays and 
on the other hand to prevent high waiting times in case of too early deliveries [13,14]. So, there exists an 
important influence on throughput time [8]. Current challenges in production logistics are induced by the 
changes due to industry 4.0 approaches and comprise especially ensuring the logistic flow in uncertain and 
changing production environments as well as the integration in higher level control processes [6,15]. 

2.2 Production planning and control 

The main tasks of production planning and control in manufacturing systems are generating a valid 
production program based on orders, task allocation and production supervision in order to reach logistic 
KPIs [16,17]. Planning and control is introduced here briefly because of the interaction and relation between 
the superior planning and control level and the executing logistic level: a transport system is not able to 
operate without respecting other processes in the manufacturing system and impacts overall KPIs. Basic 
logistic KPIs in production are for instance throughput time (time between order approval and order 
completion), inventories (amount of orders that are approved but not yet completed), utilization (ratio 
between average output and maximum output of a production resource or system) and delivery reliability 
(amount of orders that are completed within the planned delivery time) [19,18,23,20,22,21]. Logistic KPIs 
that are relevant in the context of production logistics are in general derived based on customer needs - here 
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the requirements of value-adding manufacturing processes - and therefore include objectives as delivery 
time, delivery lateness, and delivery reliability [18,21]. For more detailed information on planning and 
control see for example [18,24,16,17]. 

2.3 Autonomous transport system 

In this paper an autonomous transport system (ATS) is defined as a fleet of autonomous vehicles. The terms 
autonomous guided vehicle (AGV) and autonomous vehicle are used synonymously and describe vehicles 
without a driver that fulfil transport tasks in production logistics. Depending on the manufacturer and 
respectively the model, they can have differing skills and competences in order to complete transportation 
tasks. ³0RGHUQ´� VKRSIORRU� OD\RXWV� DQG� IOH[LEOH� RUJDQLVDWLRQ� SURFHVVHV� UHTXLUH� LQWHOOLJHQFH� on transport 
resource level to reach adaptability. More detailed information can be for instance found in [21,25,26]. 

3. $QDO\VLV�UHJDUGLQJ�WKH�XVH�RI�WKH�WHUP�³DXWRQRP\´�LQ�SURGXFWLRQ�ORJLVWLFV 

The goal of this chapter is to derive a definition of the term ³autonomy´ in context of production logistics. 
Therefore, an analysis of the current use of terminology regarding autonomy and related topics is required.  

3.1 Comparison autonomy ± automation ± self-x-approaches 

Within a literature review, the main terminology differentiation between the terms autonomy, automation, 
and self-x is demonstrated in this subchapter. Subsequently, all central ideas are summarized and compared 
regarding abilities of considered system resources. Relevant literature is listed in Table 1 subdivided by their 
focus regarding differentiation of terminology.   

Table 1: Classification of literature in context of production systems 

Authors Autonomy 
Autonomy  

and automation 
Autonomy  
and self-x 

Windt et al., 2008 [27] X   
Dumitrescu et al., 2018 [28] X   
Gamer et al., 2019 [29]  X  
Müller et al., 2021 [30]  X X 
Stock et al., 2020 [31]   X 
Scholz-Reiter and Höhns, 2006 [20]   X 
Schuhmacher and Hummel, 2020 [22]   X 

[27] describe the term autonomy in the context of autonomous control by processes with decentralized 
decision-making and the ability of system elements to make decisions independently. Furthermore, the 
DXWKRUV�FKDUDFWHUL]H�DXWRQRPRXV�FRQWURO�LQ�ORJLVWLF�V\VWHPV�³E\�WKH�DELOLW\�RI�ORJLVtics objects to process 
LQIRUPDWLRQ��WR�UHQGHU�DQG�WR�H[HFXWH�GHFLVLRQV�RQ�WKHLU�RZQ´��7KH�VXSHULRU�JRDO�RI�WKH�DXWRQRPRXV�FRQWURO�
is the increase of system robustness of non-deterministic system behavior and positive emergence through 
objective achievement of every single logistics object. Accordingly, [28] generally describe autonomous 
systems as systems with the ability to process tasks on their own without human influence. Beside the 
independent task fulfilment, the high adaptability to changing environments is one major characteristic. 
In contrast, [29] interpret autonomous systems from an industry perspective in the context of industrial 
automation systems as the highest level of automation. In this regard, the authors describe an automation 
system characterized by little to no human influence while system tasks are pre-defined using a 
predetermined rule-based decision-making in structured environments. Autonomous systems, on the other 
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hand, are described by learning-based capabilities and the ability to adapt to changing system conditions 
while actions are not pre-programmed. Complementary, [30] describe autonomy in the context of industrial 
automation systems by four major characteristics commonly used in definitions: First, a systematic process 
execution is stated which is defined as the ability of a system to execute modeled processes. Second, the 
adaptability to changing environments for reaching its goals is mentioned. Furthermore, self-governance as 
WKH�V\VWHP¶V�DELOLW\�WR�PDQDJH�LWV�UHVRXUFHV�ZLWKRXW�human intervention through context-awareness and self-
containedness of the system (defined goal and scope of the system) are stated. In the authors perspective, the 
autonomous system is an extension of the (intelligent) automation system by the above-mentioned further 
characteristics. Here, self-x capabilities are considered as characteristics of autonomous systems but as-well 
of automation systems depending on the specific self-x property. 
An overview of essential self-x capabilities for cyber-physical systems (CPS) is given by [31]. In this respect, 
self-x is described as e.g. self-description, self-organization, self-control and self-configuration. All relevant 
self-x capabilities are ordered within a hierarchy while the authors allocate these capabilities to levels of 
autonomy. As a result, autonomy is described by these self-x capabilities which enable a certain level of 
autonomy while an increasing level of autonomy comes along with a decrease in human control. 
Nevertheless, in line with [30], non-autonomous systems as well can be characterized by certain self-x 
capabilities as for example self-description. Self-x capabilities are not solely part of autonomous systems but 
depend on the self-x characteristic and might also describe automation systems with less or no autonomy. 
In contrast, the term self-organization on the one hand can be a representative of self-x and on the other hand 
can be regarded as a separated concept as in [20]. The authors define self-organizing systems as collection 
of processes of decentral decision-making in heterarchical structures that require the ability for autonomous 
decisions of interacting entities. In conclusion, the authors see autonomy as a part of the concept of self-
organization. [22] acquire a differentiation between the term self-organization on the one hand and 
autonomous control on the other hand. Here, self-organized systems are regarded as the ability of a system 
WR�³GHVLJQ�LWV�SURFHVVHV�XQG�V\VWHPDWLF�VWUXFWXUHV�LQ�DQ�DXWRQRPRXV�PDQQHU´�DQG�LV�WKHUHIRUH�PRUH�IRFXVHG�
to an organizational level. Whereas autonomous control is considered according to [27] and is regarded on 
an execution level or single object level of the corresponding system. [31] in contrast, consider self-
organization as one self-x capability of the highest level of autonomy. 

In conclusion, the above-mentioned literature describes autonomy to a certain degree in a similar way, but 
some inconsistencies and differences can be identified especially in the differentiation with autonomy and 
automation as well as the terms autonomy and self-x. These are summarized within Figure 1.  

 
Figure 1��6XPPDU\�RI�WHUP�GLIIHUHQWLDWLRQ�LQ�OLWHUDWXUH�UHIHUULQJ�WR�V\VWHP¶V�FKDUDFWHULVWLFV 
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Furthermore, as most of the sources focus on production systems in general, a specific definition of the term 
autonomy in context of production logistics needs to be derived dissolving the described inconsistencies (cf. 
chapter 3.2). 

3.2 Definition of autonomy in production logistics 

Based on the section above, a definition for autonomy in production logistics can be derived. For a better 
understanding of the main definition elements, a more detailed explanation will follow below. In this paper, 
autonomy in production logistics is defined as follows: 

³Autonomy is the ability of a system to make decentralized decisions without human intervention 
in order to reach pre-defined goals (transport tasks) and to cope with an uncertain, unknown, 
and/or dynamically changing environment. Therefore, the transport task fulfilment related to 
logistic-specific objectives is realized through an internal intelligence of cooperating 
autonomous resources�´ 

Within the mentioned decentralized decision-making, decision-problems are split into smaller problems and 
only local information depending on the systems environment is considered [20,27]. Therefore, information 
LV�JHQHUDWHG�DQG�SURFHVVHG�E\�WKH�LQGLYLGXDO�V\VWHP¶V�UHVRXUFHV�LWVHOI��This comes along with the absence of 
human intervention as the decision-process is realized without external trigger or control by humans [31]. 
Consequently, the system as well as all individual resources have the ability of self-organization and self-
adaption. As part of the decision-making process the achievement of pre-defined system objectives i.e., 
specific key performance indicators, is pursued. In relation to that, resource tasks like route planning, 
collision avoidance or navigation in the context of production logistics need to be fulfilled in alignment with 
the overall system objectives (goal-orientation) while task allocation is again achieved without external 
control [30]. Especially the cooperation and interaction of individual autonomous resources is required to 
realize the above explained elements such as decision-making and task fulfilment. In this context, the 
required adaptability, and the ability to learn for optimized decision-making is realized by internal 
intelligence of these cooperating autonomous resources.  

As in practical not all elements of the definition are fulfilled by every autonomous vehicle, the classification 
DV� ³DXWRQRPRXV´� is insufficient and does not help when comparing AGVs with varying characteristics. 
7KDW¶V�ZK\�different levels of autonomy need to be considered and are described in the next section. 

4. Framework for levels of autonomy in production logistics 

Based on the above definition of autonomy for production logistics (cf. chapter 3.2) it is possible to specify 
a description of a universal framework for classifying AGVs regarding their level of autonomy. This 
framework helps to create comparability and to simplify the choice of an appropriate AGV for a production 
system by linking skills (cf. chapter 4.1) and tasks (cf. chapter 4.2) in a standardized way.  Because in 
production logistics, there is not necessarily a human worker involved in the task fulfilment the way of 
cooperation between human and system cannot present a valid classification criterion as it is done for 
autonomous vehicles in the automotive context (see definitions by National Highway Traffic Safety 
Administration and Society of Automotive Engineers). The framework presented hereinafter (cf. chapter 
4.3) aims to answer the question how to classify the level of autonomy of an autonomous system 
implemented in a production system.  

4.1 Skills of AGVs 

The characteristics of AGVs define the skills they can offer to fulfil tasks and influence therefore their level 
of autonomy. The skills of an AGV depend on the hardware and software components the manufacturer has 
LPSOHPHQWHG�� ,Q� SURGXFWLRQ� ORJLVWLFV�� DV� H[SODLQHG� DERYH�� ZH� FRQVLGHU� D� WHFKQLFDO� YLHZ� ³ZLWKRXW´�
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implication of any human. An analysis of available publications showed that there exist various approaches 
to classify skills of autonomous vehicles. The framework is based on the work of [33,32,34] and the 
following five main skills defining autonomy in the context of production logistics are derived: 

� Acquisition of information, i.e. collecting data via various channels/ways 
� Information processing, i.e. generating knowledge out of the collected data 
� Decision making, i.e. choosing what to do based on the derived knowledge 
� Interaction, i.e. communicating with the environment for the execution of a task 
� Control, i.e. checking and documenting the successful execution of a task 

These five skills constitute the foundation for AGVs being able to fulfil tasks that occur when these AGVs 
are used in production logistics. The characteristics of AGVs allow to clearly delimit the scope as well as 
the content of each of these skills and therefore, they have been chosen for the framework presented in this 
paper. Summing up, the skills of the AGVs define which role an autonomous transport system can take in 
the production system, i.e. how responsibilities can be shared with an external system (cf. chapter 4.3). 

4.2 Tasks of AGVs in production logistics 

When analysing the role of logistics in production environments and comparing different approaches (cf. 
chapter 2.1), four central tasks of autonomous resources can be derived that AGVs have to complete and 
which are relevant for defining autonomy: navigation, task assignment, collision avoidance, and charging. 
In order to clarify the scope of each of these tasks as well as their meaning in this paper and hence for the 
presented framework the four tasks are described below: 

� Navigation: This task comprises in particular registering the existing production layout, 
implementing strategies for how to reach a destination in the production layout using a given 
algorithm and documenting current routes as well as locations of moving vehicles [25]. 

� Task assignment: The basis of transporting materials, semi-finished products or finished products 
consists in deciding which transport resource fulfils which transport task considering defined rules. 
A production planning system collects all the tasks and disposes of supplementary information like 
work process, specific requirements, and due dates. 

� Collision avoidance: While moving the autonomous vehicle has to consider and avoid collisions 
with either potentially moving objects, i.e. other vehicles or humans, or static objects, i.e. ³WKLQJV´�
standing around, that are not captured in the production layout. At crossings there need to be 
strategies on how to assign priorities in order to avoid dead locks. For more information on the 
classification of obstacles and the choice of a strategy in the case of collisions like waiting or taking 
alternative routes see [35]. 

� Charging: This approach does not focus on strategies for charging (cf. other publications), but on 
the influence of this procedure in logistics as it interrupts the workflow and is consequently relevant 
for planning and control. Here, only the supervision of battery charge is taken into account. 

The developed framework (cf. chapter 4.3) is based on these task descriptions as it is fundamental for any 
kind of standardized approach to dispose of a clear definition of the applied basis. Their extent is consciously 
limited to the jobs that can be assigned to an autonomous transport system applied in production logistics of 
manufacturing companies. 
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4.3 Description of the framework 

Based on the skills and tasks described in chapter 4.1 and 4.2, the framework proposed hereafter combines 
these aspects. There can be three ways of distributing the four tasks between the autonomous transport 
system and an external system (human and/or IT system) based on the five skills: 

(1) No external control (except initial order registration), i.e. the autonomous system proposes all 
necessary skills 

(2) Implication of external system, i.e. division of responsibilities and the external system is only 
responsible for the initial acquisition of information 

(3) Control via external system, i.e. the autonomous system pURSRVHV� RQO\� WKH� ³H[HFXWLQJ´� VNLOO� RI�
interaction 

Table 2 specifies the three possible ways for distributing responsibilities between the autonomous transport 
system and an external system for the five skills (cf. chapter 4.1). 

Table 2: Possibilities for distribution of responsibilities 

 (1) (2) (3) 
Acquisition of information 

Autonomous 
transport system 

External system Autonomous transport system 
Information processing 

Autonomous 
transport system 

External system 
Decision making 
Interaction Autonomous transport system 
Control External system 

The work presented in chapter 4.1 and 4.2 is transferred into a framework by considering these three ways 
of distributing tasks. In theory, for each of the four tasks an AGV can take over each of the five skills either 
completely on its own, partly with an external system or transfer it to the external system, i.e. three possible 
levels per task as introduced above. In practice, not for every task every way of responsibility for the skills 
is reasonable, so the choices have to be reduced: 

� Navigation: (1), (2), (3), i.e. all three ways of responsibility are possible  
� Task assignment: (2), (3), i.e. an external system is always required 
� Collision avoidance: (1), (3), i.e. the acquisition of information (concerning obstacles) and the 

interaction is completed by the autonomous transport system itself 
� Charging: (1), (3), i.e. the acquisition of information (concerning charging level) is completed by 

the autonomous transport system itself 

As mentioned, not all ways of responsibility are applicable for the four tasks when defining levels of 
autonomy. This results in three ways for the navigation task and two ways respectively for task assignment, 
collision avoidance and charging. When additionally considering dependences between the tasks especially 
between navigation and collision avoidance which are linked to the strategies implemented in AGVs for 
these tasks, eleven levels of autonomy can be distinguished. They arise from three possible combinations 
between navigation and collision avoidance, two ways for task assignment and two ways for charging: 

 ͳͳ�݈݁ݕ݉݊ݐݑܽ�݂�ݏ݈݁ݒ ൌ ͵ ή ʹ ή ʹ െ ͳ  (1) 

One possibility has to be subtracted for the combination when all tasks are executed by an external system 
except charging. This would not be reasonable. 

Figure 2 summarizes the approach for the definition of eleven levels of autonomy in production logistics. 

719



Figure 2: Framework for the classification of autonomy in the context of production logistics 

FRU�DUUDQJLQJ�WKH�OHYHOV�RI�DXWRQRP\��WKH�UXOH�DSSOLHV�³WKH�OHVV�LPSOLFDWLRQ�RI�DQ�H[WHUQDO�V\VWHP�WKH�PRUH�
DXWRQRP\�RI�D�V\VWHP´�DV�SURSRVHG�DOVR�H�J��E\ [32]. The order was determined by calculating the distance 
to the origin in a 3D coordinate system by using the number of implicated external systems for the skills 
acquisition of information, information processing, decision making, interaction, and control. The closer to 
the origin the more autonomous the autonomous system is. The numbering was inverted compared to the 
description in [32], so level 11 describes the highest and level 1 the lowest level of autonomy. 

5. Conclusion

After shortly introducing the relevant state of the art regarding production logistics and autonomous transport 
systems, this paper presents an analysis of the current use of the terms autonomy, automation and self-x-
approaches in production logistics. These are compared and differentiations in the terminology are 
summarized. As there exists no clear characterisation of autonomy for production logistics, a definition for 
this important term in the context of the rising use of AGVs in manufacturing environments is deduced. 
Afterwards, a framework for classifying AGVs based on their skills and the tasks they have to fulfil is 
explained. This approach differentiates between eleven levels of autonomy in production logistics. 

The presented framework is necessary for decision-makers in manufacturing companies in order to choose 
in a next step an appropriate AGV for a production system and its specific characteristics. Therefore, the 
framework provides a basis and is part of a procedure for the organisational integration of an autonomous 
transport system in a production system. This aspect becomes more and more important due to the rising 
demand of flexibility in transportation systems and the request for the use of autonomous systems. Further 
research has to be done on the relation between vehicles classified with the proposed levels of autonomy and 
their appropriate use in different production organisations. 
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Abstract 

Sustainability aspects and their verification are becoming indispensable for companies in the textile industry
from both an economic and a legal perspective. The reason for this is that there is a large number of different
certificates, specifications, and labels, such as Global Organic Textile Standard, Fairtrade, or OekoTex, as
well as legislation, such as the German Act on Corporate Due Diligence Obligations in Supply Chains issued
in 2021.

Hence, the requirements for keeping the proof, e.g. for the batch-accurate world-wide tracing of organic
cotton for clothing, or for the necessary transparency to determine the carbon footprint or the recycling
percentage, are becoming more and more associated with considerable effort, especially for small and
medium-sized enterprises (SMEs). Depending on the certificate or specification, SMEs need not only to
determine their own sustainability information (gate-to-gate), but also that of the upstream stages of the value
chain (cradle-to-gate). The multi-stage value chains of the SME-dominated textile industry, together with
the vast and fast-changing variety of materials and products, lead to high complexity in processes and
communication. In addition, when confronted with batch-related sustainability criteria and a variety of
sustainability and labelling requests from different customers, SMEs have to spend an increasing amount of
time and effort on the reliable provision and communication of the respective information.

The paper describes the challenges and existing approaches, e.g. the use of blockchain technology, associated
with the provision of cradle-to-gate sustainability information in textile SMEs and proposes a holistic
framework enabling SMEs along the value chain to configure and implement an infrastructure for efficient,
fully digital cloud-ready workflow, based on process models and textile product master trees, in order to
address these challenges.

Keywords 

Cradle-to-Gate Sustainability; Textile Industry; SME; Blockchain

1. Challenges of sustainability information in textile value chains

Sustainability in social, economic and ecological terms is one of the megatrends of recent years [1]. In the
textile industry sustainability is also becoming increasingly important for purchasing decisions [2] in the
B2B and B2C sectors, as shown in the following examples:

- Large quantities of textiles end up in residual waste and thus pollute the environment. Closed
material cycles and recycling have not been established to a larger extent so far. One reason for this
is the lack of information on which materials have been processed in the product and how they can
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be separated, reprocessed and recycled. The provision of such information along the entire value 
chain is possible [3, 4], but still a challenge. 

- The working conditions of the textile industry in low wage countries often do not meet the standards 
demanded by consumers and NGOs. In addition to legislation, there are standards, certificates and 
labels to prove social sustainability, but these require a reliable and transparent data basis across the 
entire value chain. Providing this data is time-consuming, especially when it comes to specific 
batches and products. 

Today, (end) customers expect or demand access to comprehensive data, e.g. via an identifier (QR code, 
RFID or similar), on environmental impacts (such as carbon footprint), on social standards during production 
or on the material composition of textile products including all preliminary products [5, 6]. Expectations 
vary widely across customers, which is reflected in the large number of sustainability requirements and 
challenges that have to be met by a single company within the textile value chain [7]. Additionally, 
legislation puts more and more focus on sustainability aspects, e.g. in Germany [8]. 

Sustainability cannot be measured with a single indicator. Rather, there is a multitude of criteria of different 
types and structures and thus many types of certificates, labels and standards with different requirements, 
criteria and system boundaries. SMEs in the textile industry therefore have to provide their data in ever new 
forms. For example, the producer and all suppliers need a Scope certificate [9] for each delivery of a certified 
product according to the Global Organic Textile Standard (GOTS) [10]. Transaction certificates for the 
corresponding batches must also be submitted for the product and all pre-stage products. This process is 
time-consuming, cost-intensive and limited to specific statements. This form of cross-company 
communication can only be implemented for a limited number of sustainability criteria by an SME without 
a supporting organisational and information technology infrastructure. 

Traceability for sustainability purposes is the focus of such an infrastructure. Traceability includes the 
objectives of transparency, identification, authenticity and quantification [11], and corresponding 
information on: (a) origin of the relevant materials back to the source, (b) material composition (especially 
with regard to bio-materials and recycling), (c) ecological life cycle assessment parameters (carbon footprint, 
blue water consumption) with differentiation according to Scope 1 (direct emissions), Scope 2 (indirect 
emissions through energy used, especially electricity) and Scope 3. 1 (emissions from input products, 
services) [12] and (d) ecological and ethical verification (certificates such as GOTS [9] or IVN BEST [13]). 

In the context of the preparation of internal company data [14], textile companies are faced with some 
challenges. The type of information collected from suppliers must be selected and for communication the 
form, granularity and participants must be determined. Also, practical issues like aggregation and allocation 
of sustainability data on production processes and products arise. Finally, the textile companies have to 
protect and secure their data. There are numerous individual systems, e.g. Blockchain [15], for this, but no 
holistic solution. The reason for this is that textiles comprise a variety of products or product types, from 
clothing to home textiles to technical textiles, with different requirements for sustainability information. 
Production is usually multi-stage and distributed across many different companies along the value chains 
with a wide range of semi-finished and raw materials being used. This results in complex material flow with 
a diversity of textile traceability targets and certificates. The highest complexity in the requirements arises 
in the case of cross-stage traceability at batch level. Here, the material interrelationships and the associated 
sustainability information must be mapped across the entire value chain. For one product, the product family 
tree (see Figure 1) illustrates the basic problem with traceability. Materials from numerous preliminary stages 
in different quantities and of different natures go into a finished product, such as a garment. For complete 
traceability, this situation must be mapped in terms of information technology and supported across 
companies. 
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However, a reliable provision of information across all levels with the required granularity and the dynamic 
of the textile value chains with changing network structures from batch to batch (see example in Figure 1 
with different yarn networks) is time-consuming. Corresponding data preparation and allocation are today 
often performed manually and using individually created, complicated and therefore error-prone spreadsheet 
models. As a result, the quality and integrity of the information also suffer. 

 

Figure 1: Example of a textile product master tree 

2. Solutions for sustainability information and open issues 

To cope with the complexity of tracking and tracing of products and materials as well as communicating 
sustainability information along the value chain a large variety of solutions have been proposed. These 
solutions often include one or more of the following aspects: 

- Closed value networks 
- Cross-level communication of sustainability information 
- Provision of sustainability information 
- Conformity of sustainability information 

However, the specific demand of textile value chains is often only partially covered by these solutions like 
explained in the following sections. 

2.1 Closed value networks 

There are solutions for closed value networks in which all partners work exclusively according to a common 
procedure or even standard. ‘bioRe® Sustainable Textiles’ [16], for example, allows each product to be 
traced back up to the cotton field via a code in the garment. Authenticity is guaranteed by completely 
organising and controlling the value chain and making the information available to consumers on proprietary 
platforms. These approaches are also suitable for multi- or fully integrated companies that can manage 
sustainability information internally within their own information architecture. Furthermore, there are 
software solutions that enable traceability. However, these often only cover individual aspects of the above 
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requirements. One example is the software of the start-up ‘sustainabill’ with a cloud platform for uncovering 
and analysing transparency along supply chains [17].  

Since most companies in the textile industry do not operate in closed value networks and available software 
systems only cover partial aspects of traceability (e.g. transparency and authenticity at [16]), there is a gap 
here. There is no systematic and flexible support for the cross-stage provision and communication of 
sustainability information for the textile industry. Companies cannot meet the obligations and expectations 
due to a lack of knowledge about their supply chains and poor information quality [18]. 

2.2 Cross-level communication of sustainability information  

There are several quasi-standards from the GS1 organisation for communication. The ‘Global GS1 
Traceability Standard’ is a very comprehensive framework document for the design of interoperable 
traceability systems in supply chains [19]. Based on globally unique product numbers GTIN and location 
numbers GLN [20], end products can first be identified and tracked, typically between end manufacturer and 
retailer. Pre-products back to the first raw material source are also considered. Building on this, Global 
Textile Scheme has developed [21]. This initiative aims to simplify and standardise the exchange of data, 
especially sustainability data, in the textile value chain. 

For the communication of master data, there is the Global Data Synchronisation Network (GDSN). However, 
this does not allow traceability at batch level. A comprehensive implementation guide complements the 
formal GS1 standards of the GDSN with advice on their implementation and operation [22]. With the GDSN, 
product content is automatically uploaded to data pools, maintained and shared. Only implicit 
communication is used, i.e. the partners independently retrieve the data they need from the master data 
provided. The largest data pool provider for this is the company Atrify [23] in Germany. For the textile 
flooring sector, there is the European Product Information System [24]. For the communication of batch-
based information for the traceability of textile products, there are some basics but no concept analogous to 
master data or as in other sectors, such as the food industry [25]. 

2.3 Provision of sustainability information  

Today, the internal processing of data for traceability at batch level is usually carried out in textile-specific 
ERP solutions. However, these cannot provide the functionalities required for the cross-stage provision of 
sustainability information, such as (1) uniform identifiers for batches, (2) their unambiguous mutual 
assignability with (3) a high degree of security and integrity. Within the company, individual identifiers are 
usually used for this purpose, which are also communicated to customers. For external communication, there 
are, for example, independent formats such as the "Universally Unique Identifier" from the Open Software 
Foundation as part of the "Distributed Computing Environment" [26] in addition to the proprietary GS1 
quasi-standard GTIN for the unique identification of objects. 

For companies, the security and integrity of their externally communicated information is particularly 
important. One promising approach to this is blockchain technology [27]. In addition to the first blockchain 
approaches for cryptocurrencies [28, 29], there are currently open-source alternatives for private company 
networks (Quorum [30], Corda [31], Hyperledger Fabric [32]). The storage of sustainability data was also 
investigated [33, 34]. In several scientific publications, the potentials of blockchain in logistics, the food 
industry and healthcare were presented [25, 35]. Furthermore, Amazon Web Services offers solutions based 
on Hyperledger Fabric for the textile industry, among others [36]. There are also efforts to store information 
of the global standard GS1 in blockchains [37, 38]. The potential of blockchain for traceability for the textile 
industry has already been recognised [27, 39]; numerous companies can show pilot projects in this regard 
(IBM [40], Provenance [41], Lenzing [42]), also by means of the blockchain alternative IOTA [43] for 
textiles [44]. 
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2.4 Conformity of sustainability information 

Conformity with customer requirements or certificates is another aspect that poses major challenges for 
SMEs in the textile industry. For example, if a company wants to be part of a "CO2-neutral supply chain", 
you have to manage your Scope3.1 CO2 emissions [12, 45]. The necessary Scope2 information from the 
own company is only correctly available for a few companies today, whereas the necessary Scope3.1 data 
of the purchased raw materials [12,45] are, as of today, not available in most cases. The conclusion of the 
practical recommendations for data collection and calculation of greenhouse gas emissions in the supply 
chain clearly shows this: ‘Even among the German companies on the CDP A-List, hardly any are able to 
determine their Scope3.1 emissions on the basis of primary data. Estimates based on average industry data 
and EEIO databases or tools predominate’ [46]. A correct batch-related reporting of the CO2 quantity on 
Scope3.1 level, supplemented by various sustainability information of certificates by means of transaction 
certificates, is not possible for textile companies with the communication content and structures available 
today. 

3. A framework for sustainability information in the textile industry 

As shown above, there is a wide range of solutions for traceability and communication of sustainability 
information. However, they don’t fully match the requirements of companies of the textile industry, 
especially of SMEs. The restriction to certain types of sustainability information, e.g. only support of specific 
labels, the lack of support for open value networks, or limited support of tracking and tracing on batch level 
limit the suitability of the solutions. 

For a systematic and flexible support of SMEs in the textile industry, the authors propose a holistic 
framework for cradle-to-gate sustainability information. The framework consists of three layers (see Figure 
2) and is based on a cloud approach. The top layer supports the breakdown of specific sustainability enquiries 
into basic enquiry types. This makes it very easy to integrate new types of enquiries and does not limit the 
framework to specific certificates or labels. 

The next layer provides the methodological support to answer the basic enquiries. The textile industry 
domain workflow, based on the product master tree of textiles, implements the necessary query steps that 
are required for the respective basic enquiry types. Thus, the framework supports open value networks. This 
is supplemented by transformation rules that provide the necessary functions, e.g. conversion of units or 
breakdown of data to batch level, for the preparation of the raw data. Conformity rules ensure that all 
requirements of certificates and labels are met. Intermediate and final enquiry results but no raw data are 
stored using a generic, type specific information structure. This also fulfils the requirement for non-
disclosure of company confidential data.  

 

Figure 2: Architecture of the sustainability information framework for the textile industry 
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The bottom layer provides the technological support required for answering sustainability enquiries. Data 
integrity and security technologies ensure the safety and validity of company data. Cloud functionalities 
enable the required communication and transformation activities. Finally interfaces to cloud-internal 
companies and to other sustainability information networks complement the framework. 

Sustainability Information Enquiries: In order to support a wide range of labels and certificates, each 
specific enquiry must be traced back to basic types. For this mapping, a classification system is necessary 
that describes the requirements of each enquiry and thus clearly assigns them to a basic type. One example 
is the system boundary of the enquiry with possible characteristics such as gate-to-gate and cradle-to-gate. 
However, the classification is not only used to identify a basic enquiry type, it is also used to configure it, 
i.e. to adapt the workflow, the transformation rules and the conformity rules to the specific request belonging 
to the basic enquiry type. 

Domain Workflow: The textile domain-specific workflows describe the necessary process steps for each 
basic enquiry type. These can still be adapted to the certificates and labels based on the classification of the 
previous layer. The basis for the final workflow is the product master data of the product for which the 
enquiry requests sustainability information. The product master data together with the batch numbers clearly 
identify the network to which the request refers. This means that not only static networks are supported but 
also dynamic ones, which are the norm in the textile industry. 

Transformation Rules: In addition to the pure collection of data, which is organised by the domain 
workflow, the raw data must also be processed. The way in which raw data is processed is determined by 
the transformation rules. As with the domain workflow, the classification from the top level determines the 
required transformations and can also be used to configure individual transformations. For example, the 
transformation rules determine how values are to be recorded (industrial mean, annual mean, mean value in 
the production period, exact values). 

Conformity Rules: Finally, the conformity rules comprise framework conditions of certificates and labels 
that cannot be mapped to the domain workflow and the transformation rules. These rules ensure that 
requirements such as the existence of transaction certificates in GOTS are fulfilled. Thus, they implement 
special features of certificates and labels that are not covered by the standardised procedure of the basic 
enquiry types. 

Generic Information Structure: In order to answer sustainability requests a variety of sustainability 
information must be captured and processed in the production network and the result has to be provided to 
the requester. Therefore, corresponding generic information structures are required for the different basic 
enquiry types. These then serve to store the sustainability information captured by the workflow and 
processed by the transformation rules. Information required by conformity rules must also be stored there. 
No raw data of the participating companies is stored in the generic information structure. 

Data Integrity and Security: The focus is on securing and maintaining the integrity of the data when 
communicating sustainability information across companies and networks. This protection is of central 
importance for SMEs of the textile industry, since on the one hand access to raw data would allow 
conclusions to be drawn about production processes and thus affects the company's business secrets, and on 
the other hand the integrity of the communicated data must be ensured. Established concepts such as 
encryption or blockchain are used to secure the data. 

Cloud Functionalities: In addition to the standard functions of a cloud, further functionalities must be 
provided. This refers in particular to the necessary functions that realise the concepts and methods of the 
higher layers of the framework. These functions are conceptually combined in topic-specific libraries. 
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Interfaces (Internal and External): For identification of sustainability information, concepts and methods 
for communication across organisational boundaries are needed. Concepts and methods, currently discussed 
in international standardisation committees, for both technical (e.g. interfaces, protocols) and organisational 
(e.g. responsibilities, request and response process) aspects of cross-organisational communication will be 
used. The textile value chain is sometimes very extensive. Therefore, it cannot be assumed that all actors 
work together in a common cloud. In this case, different data sources can only be integrated into the 
workflow to a limited extent. To ensure that the entire value chain can still be covered, established concepts 
for the integration of sustainability information from external data sources (e.g. companies that are not 
members of the cloud but are part of the production network) are used. 

4. Summary and outlook

Summarising, the proposed framework can enable organisations of the textile industry, in particular SMEs, 
to create an infrastructure for flexible and efficient generation and communication of sustainability 
information of textile materials and products on batch-level along the value chain. 

The proposed framework can serve all relevant aspects of sustainability information for the vast variety of 
textile materials, products, processes, as well the huge number of different labels and sustainability 
certificates. It enables companies of the textile industry to react quickly to new sustainability information 
demands by a reliable provision and communication of the respective information, and thus reduces related 
time and effort. This is in particular achieved by the holistic structure of the framework and the 
decomposition of the problem area into eight well defined framework elements. 

For further refinement, focus will be put on elaborating and refining the framework concepts and methods 
and creating an applicable reference framework solution. This includes for example the further specifications 
of the textile industry domain towards the domain workflow, the identification and generalisation to basic 
enquiries types, or initial transformation rules. This will be part of upcoming activities in research projects 
at the German Institutes of Textile and Fiber Research. 

Transparency is necessary to improve sustainability. In particular for the transformation of today’s linear 
textile value chains into new circular economy structures [47, 48], transparency is one of the key enablers. 
If transparency is not available, the existing and emerging recycling technologies [49] or re-purposing of 
textiles is impossible without knowing what is in the textile and from which origin, for example. Thus, the 
proposed framework can significantly support the textile industry in their transformation process towards a 
circular economy and increased sustainability. 
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Abstract 

While the number of blockchain ecosystems is growing, enterprises are confronted with the decision on how 
data can be securely and reliably transferred to blockchains. Even though current blockchain solutions proof 
to be a secure way for cross-enterprise data exchange, the data entries and respective devices might still be 
tampered and therefore build the focal point of this paper. To give an introduction to blockchain devices, 
current definitions and relevant device configurations, network connections and communication 
opportunities are gathered through a systematic literature research. The findings are then clustered and 
discussed with blockchain experts in a semi-structured interview series. Finally, the paper presents a 
characterization scheme for blockchain devices in form of a multi-dimensional taxonomy and concludes 
with further research needs. The outcome of the paper also contributes to practice as the taxonomy may also 
be used as a basis for management decisions. 

Keywords 
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1. Introduction

Progressive digitization and globalization lead to various challenges LQ�WRGD\¶V�VXSSO\�FKDLQV. Transparency, 
security and trust are fundamental factors that play a particularly important role in cross-company business 
processes between both cooperating and competing companies [1]. Traditional approaches for data exchange 
often fail to manage relevant information in a way that is both transparent for business partners and at the 
same time safe and trustworthy [2]. Current approaches also pose risks in terms of system failures, integrity, 
authenticity, and performance bottlenecks [3]. As a result, companies are striving to adapt to these changing 
conditions and pilot blockchain solutions in various industries [4,5]. Blockchain technology  pursues a 
decentralized approach for data storage and management creating enormous potential for numerous use cases 
[6]. Logistics and supply chain management in particular pose a suitable application area, as information can 
be securely exchanged across the entire value chain [7,8]. Still, for this purpose the help of additional 
technologies, such as devices to access data from the Internet of Things (IoT) is necessary [9]. Many studies 
on the possibility of using blockchain technology in real world use cases neglect this necessary interplay of 
technologies. Nevertheless, only by having the right and correct data stored on the blockchain, it makes sense 
to benefit from its technical functionalities such as immutability and tamper-proof storage [10]. 

Until today, numerous blockchain projects remained in a Proof-of-Concept (PoC) status as they did not 
manage to organize a sufficient interplay of technologies and integrate proper devices in their blockchain 
networks [11,12]. To address this issue, the Ministry of Economic Affairs, Innovation, Digitalization and 
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Energy of North Rhine-Westphalia is funding the Blockchain Europe Project and supports this research 
paper that answers the following research questions:  

1. What is a blockchain device and by the use of which dimensions can it be characterized? 

2. Which ways exist to integrate devices in a blockchain system and which identity and security mechanisms 
need to be considered? 

To answer these research questions, in the next chapter necessary background information on IoT and 
blockchain devices is explained. After that the systematic literature procedure, taxonomy development and 
expert interview approach are explained as used methodologies. Finally, a characterization scheme is 
presented in form of a taxonomy and discussed in detail. The paper concludes with a summary and further 
research needs. 

2. Background and state of the art 

From IoT devices to blockchain devices 

An Internet of Things (IoT) device is a physical object that has mechanical or electrical components [13]. It 
is also "smart" because it is equipped with sensors and microprocessors, enabling the IoT device to perceive 
and process its environment [14,15]. A further essential characteristic of an IoT device is its digital 
networking with other devices via standard internet technologies, enabling IoT devices to communicate and 
perform their tasks automatically [13]. Via equipment systems, such as a monitor, it is possible for humans 
to interact with the IoT device. Logistics and supply chain management are one of the main application 
domains for linking blockchain with the Internet of Things and respective devices. Due to the interconnection 
of resources and goods, both within and across companies, which exchange their states or negotiate 
interactions, secure storage locations are necessary to keep track of the value-adding activities. Here, the 
blockchain enables communication between IoT devices as well as the verifiable transmission of 
information. When used in conjunction with smart contracts, industrial equipment can autonomously provide 
paid services, report maintenance needs, issue invoices, and make debits. An example of the data that can 
be exchanged within supply chains is vehicle maintenance data and wear data measured in real time and 
transmitted directly, conditions such as fill level indicators, derivative indications, or temperature indications 
for goods subject to a refrigerated container warranty [16]. All of this information triggers follow-up actions, 
such as intervening when a temperature is exceeded based on tolerance limits or when a vehicle maintenance 
due date has been exceeded [17]. 

Blockchain devices - a status quo 

Blockchain devices can be represented by different IoT devices, e.g. smartphones, tablets, temperature 
sensors, or hardware wallets (storage of tokens) that communicate with a blockchain. The first approaches 
to blockchain devices can be found in the literature: Griggs et al. (2018) designed a blockchain system based 
on a private Ethereum framework. In this system, sensors communicate with IoT devices that invoke smart 
contracts and write records of all events on-chain. The IoT device in this system builds a link between sensors 
and blockchain nodes. The device comes into play as a smartphone that makes patient data visible via 
appropriate software [18]. Caro et al. (2018) developed a blockchain-based food tracking solution on 
Ethereum and Hyperledger Sawtooth. In this solution, IoT devices are integrated to process GPS data. By 
collecting and processing the data directly, IoT devices have direct access to the data and store it as a full 
node on the blockchain system, ensuring transparent and verifiable traceability. On a truck installed devices 
scan the batch packaging via an RFID tag and thereby identifiy current goods. When the truck starts moving, 
the device starts monitoring the temperature and GPS position. [19]. Laszka et al. (2017) describe a privacy 
preserving energy transactions (PETra) solution for transactive microgrids that allows consumers to trade 
energy without sacrificing their privacy. PETra is built on distributed ledgers and provides anonymity for 
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communication, bidding, and trading. In this solution, the development of an IoT infrastructure is described, 
but it is not defined exactly which device communicates with the blockchain and how. The device mentioned 
is a smart meter, which must be deployed and authorized at each prosumer (producer and consumer) to 
measure the prosumers' energy production and consumption in a tamper-proof manner [20]. Grecuccio et al. 
(2020) report a development of a software framework that enables IoT devices to interact directly with an 
Ethereum-based blockchain. This solution provides an alternative way to integrate a broad category of IoT 
devices without relying on a centralized intermediary and third-party service. Each IoT device has its own 
gateway and can sign transactions locally and offline. Moreover, each IoT device is identified by its address 
within the blockchain and can thus be a target for potential smart contract events [10]. 

3. Methodology 

Structured literature review 

Methodically, a systematic literature review according to 21 was conducted for the scientific base of this 
paper it is highly suitable for opening up emerging topics. We applied numerous search strings in different 
combinations. "Blockchain Technology" and "Distributed Ledger Technology" in combination with 
"Devices", "Internet of Things", "Smart Devices", "IoT Devices", "CPS", "CPPS", were used as keywords. 
In order to narrow down the field of observation in some places, "Supply Chain Management", "Logistics", 
or "Enterprise Networks" were additionally added to exclude paper without real world application. Finally, 
we collected 38 relevant papers that we extended by 12 papers through forward and backward research. 

Taxonomy development 

Following up on the literature review, we developed a taxonomy based on the approach of 22. The method 
with its roots in Information Systems (IS) research consists of seven steps (see Figure 1). First, one must 
establish a meta-feature that defines the purpose of the taxonomy. Second, end conditions must be 
established, and an approach must be chosen. The choices are the conceptual-empirical approach or the 
empirical-conceptual approach. Each approach is divided into three steps. In the conceptual-empirical 
approach, the focus is on conceptualizing features and dimensions before examining the objects and then 
creating a taxonomy, while in the empirical-conceptual approach, the focus is on extracting features and 
dimensions from the objects before grouping them into a taxonomy. In all iterations, we followed the 
empirical-conceptual approach. These two approaches need to be run repeatedly until the final conditions 
are met. Nickerson et al. (2013) defined 13 end conditions, divided into eight objective and five subjective 
(concise, robust, comprehensive, extensible, and explanatory) conditions. We describe the development of 
our taxonomy and meta-feature, as well as the dimensions with their features, in the next section. 

 
Figure 1: Taxonomy development according to Nickerson et al. (2013) 
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Expert interviews 

The main goal of our taxonomy is to characterize blockchain devices in order to differentiate the large 
number of devices in the blockchain ecosystem. Therefore, we defined "core features and their feature 
manifestations of IoT Devices connected to a Blockchain network" as a meta-characteristic for our 
taxonomy. This meta-characteristic was the basis for identifying additional dimensions and characteristics 
and did not change during the iterations. The development of the taxonomy required six iterations until we 
met all 13 final conditions and thus reached the final state. In all iterations, we followed the "Empirical-
Conceptual" approach. For additional discussion of the taxonomy with practitioners and to elicit new as well 
as elaborate on already identified requirements for blockchain devices, semi-structured guided expert 
interviews were conducted and transcribed according to the clean verbatim transcription approach [23]. The 
analysis was conducted along the methodology of qualitative content analysis according to 24. The experts 
listed in Table 1 were approached for interviews. 

According to the guidelines, the interviews were scheduled for 45 minutes each. Due to additional 
explanations, some interviews took a longer time. The backgrounds of the experts cover the fields of 
business, computer science, logistics, supply chain management and mechanical engineering. The 
organizations represent application-oriented research institutes and consultancies, as well as a small and 
large company that both already implemented blockchain applications. All experts have been working on 
the blockchain topic for at least one year. During each iteration, the derived dimensions for the taxonomy 
and respective features were discussed, added or deleted. 

Table 1: Overview expert interviews 

Title Company Industry Date Duration 
Blockchain Developer Consulting company for enterprise blockchain 

solutions 
Consulting May 

2021 
00:45 h 

Blockchain 
Researcher 

University chair researching in decentralised 
markets 

Research May 
2021 

00:51 h 

Consultant Logistics Service Provider Logistics June 
2021 

01:23 h 

CEO Blockchain Start-up Logistics and 
Technology 

June 
2021 

01:16 h 

Blockchain Expert Consulting company for enterprise blockchain 
solutions 

Consulting June 
2021 

00:55 h 

Researcher in the 
field of CPPS 

University chair researching in CPPS and 
connection to blockchain systems 

Research June 
2021 

00:45 h 

 

In the first iteration, we analysed the first 38 papers for the basis of our taxonomy and met seven final 
conditions set by Nickerson. In this state, we identified 19 dimensions with multiple characteristics each. 
After discussions in the author team, we realized that some dimensions were not meaningful and in addition 
duplications occurred, so we decided to reduce five dimensions. In the second and third iteration, we 
examined the additional 12 papers. After the iterations, we discussed 14 dimensions and met ten final 
conditions. In the fourth iteration, we decided against categorizing industry use cases and added new 
dimensions, such as system characteristics, which were used to categorize hardware together with two 
experts from the interviews conducted in May. Due to ambiguity about whether the system features were 
low-end or high-end, we decided against it in the fifth iteration after discussions with two further experts 
from the interviews series in June. We also removed dimensions that related too strongly to IoT. Instead, we 
added three major layers, which evolved into the final Device Layer, Integration Layer, and Blockchain 
Layer as we went along. In the last iteration, the taxonomy was finally discussed together in the last two 
experts from the June interview series and some features were replaced, for example, concrete consensus 
algorithms emerged instead of categories of consensus algorithms as before, which again was difficult to 
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prove. This resulted in a concise, robust, comprehensive, extensible, and explanatory taxonomy that does 
not include repetitive dimensions or features to classify all objects identified in the literature review. 

4. Findings and discussion 

The taxonomy serves as an answer to the research questions of this paper, as it characterizes types of 
blockchain devices and requirements for a blockchain device to securely and reliably put data on the 
blockchain. As shown in Table 2, the taxonomy consists of eleven dimensions with 44 characteristics. To 
increase the transparency and understanding of the taxonomy, we grouped the identified dimensions into the 
three layers: Device differentiation, blockchain integration, as well as identity and security mechanisms. In 
addition, an asterisk (*) at the end of a feature indicates whether it is also possible to select multiple 
characteristics. We visualise the taxonomy as a morphological box, since this is a common way of visualising 
a taxonomy and it generally illustrates the set of relations contained in a problem complex in an intuitive 
way [25,26].  

Device differentiation 

Performance: IoT devices can basically be divided into low-end and high-end on the criteria of their 
hardware equipment (computing power, storage capacity, battery capacity, communication capability, etc.). 
The main difference is the executability of software based on traditional operating systems (such as Linux). 
While a low-end device cannot execute software based on traditional operating systems, the high-end device 
is able to execute such software [27±29]. In addition, limited memory capacity, communication capability 
(broadband), and computational power are not particularly suitable to support resource-intensive distributed 
ledgers, but sufficient to be able to use the services of a distributed ledger network (e.g., by using an API) 
[29].  

Equipped systems: The interaction with the environment functions via measurement, control and regulation 
technology. Only sensors that perceive the environment are used for measurement technology. For example, 
temperature sensors perceive the outside temperature or pressure sensors perceive certain forces [15]. In 
contrast, control technology exclusively uses actuators. Actuators are the signal converter counterpart to 
sensors and form the actuators in a control loop, i.e. they convert signals (e.g. commands from the control 
computer) into mechanical movement or other physical variables (e.g. pressure or temperature). In control 
technology both, sensors and actuators, are used. The sensor system displays current measured values, while 
the actuator system triggers a specific action when a measured value is exceeded [18,27,30]. 

Communication Technologies: One of the main features of blockchain devices is their communication with 
each other or with other systems via internet. Communication technologies include wired technologies such 
as the Local Area Network (Ethernet, PLC, bus systems) and wireless ones, such as Wireless Personal Area 
Networks that represent the most widely used communication technology among IoT devices and have a 
range of approximately 100m. Examples of WPAN are devices with Bluetooth, ZigBee or Z-Wave 
equipment [32,29,31]. WLAN, as another wireless communication technology and enables ranges of up to 
1 km. In this category, Wi-Fi is the most widely used standard [29]. LPWAN is a communication technology 
that is predicted to grow rapidly. Key factors are the extremely long battery life and a maximum 
communication range of over 20 km [29]. Mobile networks, such as GSM, 3G, 4G and 5G, are used for the 
long-range operation of IoT devices. 2G, 3G and 4G technologies have long been the only option for device 
connectivity. Now that LPWAN and also 5G are gaining prominence, these legacy mobile standards are 
expected to give up their share to the new technologies [29,31].  
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Table 2: Taxonomy for Blockchain Devices 

 
MD = Meta-Dimensions; MEX = Exclusivity 

Network integration 

IT architecture: IT architectures especially in the area of IoT can be divided into centralized and a 
decentralized types. In centralized architectures, a central hub is used to provide backend services for smart 
devices. Some of the most important centralized capabilities are event processing, events notification and 
real-time analytics. In addition to the mentioned capabilities there are also scenarios where decentralized 
communication between IoT devices is required without the need of a central hub. There are many examples 
of decentralized IoT applications like peer-to-peer messaging or decentralized auditing and file sharing. 
[4,31] 

Network topologies: The network topologies which are used in IoT can be split into three categories: star, 
point-to-point and mesh. The point-to-point topology is based on a direct connection between the nodes. In 
star networks every device is connected to a central hub. In a mesh network topology every node can be 
connected with each other. There are six networking attributes: latency, throughput, fault resiliency, 
scalability, the number of hops and range. These attributes can help developers of IoT Applications in 
knowing the capabilities of the different network topologies to choosing the best topology for their own 
Application [31]. 

Blockchain-Governance: Blockchain governance determines the organisational structure, jurisdictions in 
and requirements for the usage of blockchain-based applications as well as the consortium agreement 
process. Three governance structures can be distinguished. On the one hand, an independent blockchain 
network can be established and managed for the individual use case of a company. On the other hand, it is 
possible to join and participate in already existing blockchain networks and accustom to the already existing 
governance. Finally, it is also possible to make use of external service providers who make a blockchain 
network available. These include blockchain-as-a-service- or cloud-based solutions. [33,34] 

Blockchain types: public blockchain represents an ecosystem, publicly visible to everyone. This type of 
blockchain has become known through the crypto networks Bitcoin and Ethereum. [35] Private blockchains 
(e.g. Multichain) offer governance rules that have to be developed individually during network construction. 
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With this type, data is shared in a restrictive manner and participants can only view defined transactions. A 
consortium blockchain is a special form of private blockchain because the consensus process participation 
is distributed among several organisations in the P2P network. The transaction activity is isolated from the 
public [35]. Hyperledger Framework of the Linux Foundation can be mentioned as an exemplary framework. 
A hybrid blockchain offers public access to the network for everyone and at the same time a trust-based 
governance structure. [36]  

Blockchain identifiability: IoT Devices without a direct connection to the blockchain network cannot be 
identified via the blockchain, as they communicate indirectly (e.g. via a cloud server) with the blockchain 
network. [10] However, there are also devices that can identify themselves in a blockchain network. On the 
on hand, there are light clients which are nodes with a computing capacity and network bandwidth that is 
too low to download and check the entire blockchain [37]. Ethereum has a client application named Mist 
Browser, a user-friendly wallet also known as a Light Node. This Light Node connects to a blockchain to 
perform only basic functions of a full node, such as sending and receiving cryptocurrencies which only 
requires a wallet application on the IoT device [38,39]. A light node is thus able to sign and broadcast 
transactions on its own. On the other hand, there are devices that hold a full copy of the blockchain and have 
sufficient processing and storage capacity to act as a Full Node. IoT home gateways, for example a Raspberry 
PI, can already participate in the blockchain as a full node and thus potentially support blockchains [29].  

Gateway: One possible solution for connecting devices consists of a communication between a central cloud 
server and the devices, also called IoT cloud server. The server is responsible for collecting data from the 
IoT devices and for storing this data in the blockchain. One of the weak points of this solution is the central 
server as a single point of failure. Another crucial vulnerability is the lack of digital signatures of the IoT 
devices. The data that is sent to the blockchain is not signed on the spot by the device, but only when the 
data is received by the central server. This means that the authenticity and integrity cannot be guaranteed 
from the source [10]. Based on the remote procedure call (RPC) developed by Birrell and Nelson in 1984 
[40], there is the possibility of triggering the execution of a procedure on a remote enterprise server through 
embedded gateways. The enterprise server provides the gateways with an API, which enables interaction 
with the blockchain. The gateways should be uniquely identifiable, sign transactions locally and offline with 
their private keys before communicating with the RPC server. Using its own addresses within the blockchain, 
each IoT device can be identified and thus be a target for possible smart contract events [10]. Apart from 
that, other devices can act as gateways to enable a communication from smaller low-end-devices to the 
blockchain [37]. 

Identity and security management 

Identity management: A relatively new approach to identity management is the Self-Sovereign Identity (SSI) 
paradigm based on decentralized infrastructures. Typical for SSI is the focus on the user of the digital 
identity, who is in possession of his personal data himself and decides on third-party access [41]. The user 
receives identity features and corrections in the form of cryptographically secured digital proofs - the 
verifiable credentials - and can manage them independently by means of a digital wallet [42]. Bring Your 
Own Identity (BYOI) in this context refers to the idea and goal of being able to use this own identity on 
demand in any environment, be it private or business [41]. Public Key Infrastructures (PKI) are one of the 
mechanisms for managing keys in public key cryptographic systems. A private key owned only by the user 
allows the signing of different contents and documents. The public key then allows anyone to verify the 
respective signature [43]. Efforts to adapt PKI systems to emerging challenges, result in the development of 
Decentralized PKI (DPKI). One guiding and already practiced idea is the hierarchy-free web-of-trust, in 
which users mutually confirm credibility and correctness of associated data and trust in an assigned public 
key while network partners authenticating it [41]. 
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Security mechanisms: The idea of anonymous digital signatures is that users or objects within the blockchain 
network can use pseudonyms to hide their true identity and thus secure their privacy [14,44]. Mixing 
procedures involve mixing users' or objects' values with each other, which leads to confusion within the 
network. The identities can be disguised with this mechanism. To protect digital assets from attackers, 
Mixcoin, for example, obfuscates users by mixing currencies simultaneously and also uses an accountability 
mechanism to detect asset thefts [14,44]. The homomorphic encryption algorithm is a technique that enables 
computations to be performed on the cipher text itself. Hence, it is not necessary to convert data into plaintext 
in order to perform an operation on it. Homomorphic cryptography can be easily applied to the data on-chain 
without changing the blockchain properties, which ensures privacy and allows data to be verified and 
managed only in encrypted form. Secure Multiparty Computation Protocols (SMCP) are a class of algorithms 
that allow a group of mutually untrusting actors to evaluate functions without having to reveal their private 
inputs [14,44]. Attribute Based Encryption (ABE) is a cryptographic algorithm that uses the attributes as 
regulatory factors for the cipher text encrypted with the user's private key. The text data can only be 
decrypted if the attributes of the decoders match the encrypted data [14,44]. 

5. Conclusion 

Previous research has provided good reasons to believe that blockchain solutions will diffuse in various 
industries over time. To exploit all functionalities of the technologies, getting the right data in an integer and 
traceable manner on chain, constitutes an important challenge. Appropriate configured blockchain devices 
address this challenge and are described in this paper by (1) hardware constitution as well as (2) technical 
possibilities to connect them to the blockchain systems and (3) operate identity as well as security 
management measures. 

The central outcome of the paper is a taxonomy characterizing relevant dimensions of blockchain devices, 
scientifically substantiated by literature research and expert interviews. It became clear that current 
enterprise blockchain projects use different blockchain devices with different and individual characteristics. 
Thus, a strict determination of a singular blockchain device is not possible. However, our characteristics help 
to understand the range of different device types and possibilities to integrate them in a blockchain system. 
Therefore, in a first dimension, the devices are differentiated according to their performance and energy 
efficiency as well as equipped system and communication technologies. A second dimension addresses the 
type and topology of IoT platform the device gains access to; the type of governance and framework of the 
connected blockchain system; as well as the way the device is identified by and connected with the system. 
A final layer addresses possible identity and security management measures for the device. 

This outcome aims to advance previous research on devices that are described in blockchain research and 
delivers a first-ever possibility to classify blockchain devices. The investigation is of considerable relevance 
to blockchain scholars as well as practitioners that find themselves in PoC blockchain projects and work on 
device integrations. In order to further validate the developed taxonomy real world blockchain devices will 
be described by its means in a future research work by the Blockchain Europe Project. Blockchain scholars 
are invited to build up on the taxonomy and apply it in further case studies to demonstrate international 
acceptance and applicability in practice. 
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Abstract 

Training new users at a production machine is a time intensive and expensive task. To reduce the effort in 
this task we examine the possibilities of enhancing a production machine with a system that is able to learn 
from its users and teach inexperienced users this knowledge: Self-Learning and Self-Explanatory Machine 
SLEM. The learning process of SLEM relies on watching an experienced user working on a machine using 
camera-based human activity recognition which predicts the acitivities based on the estimated human 
skeleton in the video stream. SLEM must be able to work with little data to reduce the learning time as much 
as possible. Thus, this paper shows that training an activity recognition model solely on one experienced 
individual’s actions can lead to comparatively high activity recognition accuracy despite the low data variety. 
The results show that training on a single-person dataset can reach relatively high accuracy levels and is a 
suitable way of training the model in the industrial setting. For the teaching process, in which the system has 
to compare the actual activities with the target acitivities to give feedback, the activity recognition has to run 
in real-time. Different amounts of input data for the activity recognition model are examined and lead to a 
configuration with little accuracy loss and sufficient latency performance.  

Keywords 

Machine Learning; Human Activity Recognition; Pose Estimation; Skeleton; Industrial; Online Activity 
Recognition 

1. Introduction

Highly complex machines in manufacturing companies need to be operated and maintained by human 
experts. Furthermore, a lot of older machines are expensive to upgrade even though a lot of the older 
knowledge about the machine is missing, so they require specialized knowledge from experts. This poses 
challenges whenever a machine expert leaves the company and is not able to transfer their knowledge to 
more inexperienced workers. Growing employee turnover causes further important knowledge to get lost. 
Additionally, teaching inexperienced workers is not only a time intensive task, but also causes considerable 
machine downtime. 

The developed system from the publicly funded project “Self-Learning and Self-Explanatory Machine” 
(SLEM) tried to solve this issue using a variety of AI-based methods. A camera-based system was able to 
learn the manual interaction with the machine from an experienced user (subsequently referred to as 
“experts”). Furthermore, the system was able to generate a guideline for optimal machine operation from 
this gained knowledge to help inexperienced users (“beginners”). 
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Figure 1: ARKU leveler FlatMaster® 55 

This paper presents the results of the SLEM project on skeleton based activity recognition using PoseC3D 
[1], as well as comparing two types of scenario driven datasets: “Expert” and “Mixed”. The former contains 
data only from one expert user, whereas the latter combines data from a variety of differently skilled users. 
A  skeleton based Human Activity Recognition (SHAR) was chosen due to the highly generalized options 
for pose recognition that are available as well as due to the ability to abstract from the image based 
representation of a human, that can differ greatly regarding the appearance, e.g. in cloth type or hair color. 
The following topics are addressed in this paper: 

• Recording, annotating and preprocessing a scenario driven dataset from a real world use case at a 
company, see Figure 1 

• Integrate PoseC3D in an application oriented real time activity recognition pipeline for an actual 
industrial use case 

• Examination of accuracy on “Expert” and “Mixed” dataset 
• Examination of different input clip sizes and pose estimation intervals to optimize system latency 

2. Related work 

Human Activity Recognition (HAR) in industrial settings promises many benefits for assistance systems in 
manual work. An AI-based assistance system with implemented HAR is able to automatically detect and 
predict what the human is currently doing or even going to do. Based on this information the assistance 
system is able to react, e.g. by giving support or security warnings. The required activities must first be 
learned by the HAR method on annotated data and the granularity of the defined activities can vary greatly, 
from detecting “walking” and “standing still” to precise gestures. In the recent years, many new methods for 
HAR have been developed, using a variety of different deep learning architectures such as 2D-CNN, 3D-
CNN, RNN, GCN and Transformers. In general, these approaches can be further differentiated by the type 
of input data they use: 

• Integrated sensors, e.g. accelerometer data [2] [3] 
• Image and video data [4] [5] [6] 
• Skeleton data [1] [7] [8]  

Data from integrated sensors, such as accelerometer data, is a common data source for HAR since it is 
available in every smartphone and is a rather inexpensive technology. The detail of activities detected based 
on such data is limited and mainly focuses on detecting specific movements of the person wearing the sensor. 
Using image and video data offers a similar data source as a human uses to recognize activities and scenes 
with the sense of sight. Thus a higher detail of activities can be recognized with the cost of significantly 
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more computation in training and execution of the HAR approach. In addition, a great amount of diverse 
annotated data is required to train a generalized model and being able to recognize activities on people with 
varying appearances. In contrast to that, using skeleton data for HAR solves this issue by abstracting from 
the visual appearance of the person and focusing on keypoints of the human skeleton. 

Furthermore, different types of input data can be combined, which was shown in [9], where a unified 
framework using visual and skeleton features was able to recognize human activities.  

Several publications also focused on industrial settings [10] [11] [12]. An end-to-end approach using only 
skeleton data as input was developed by [10]. A video of an industrial scenario was given and the output was 
an activity class. First, skeleton data was predicted for each frame in the video through pose estimation, 
specifically using the stacked hourglass model. Afterwards, leveraging a spatial transformer (STN), the 
skeleton was further augmented towards translation, rotation, and scaling in order to give the data more 
human body pose diversity. A graph convolutional network (GCN) [7] was used in the end in order to 
preserve the relationship between the limbs from which activity scores were calculated. Due to the nature of 
the augmentation by the STN, the authors found that some activities – such as walking back and forth – are 
not rotation invariant and disadvantaged the HAR unnecessarily.  

A slightly different industry application scenario is the interaction with robots. Since many industrial robots 
work as human assistances, it becomes more and more important for them to know what the human is doing. 
[11] used 3D skeleton data and a random forests binary classifier in order to classify primitive movement 
actions in real time, since such actions could already assist in human-robot interaction.  

Another publication focused on using HAR as a way to make interactions between users and industrial 
machines more natural [12]. The authors used images as raw input for the networks and tested various 
convolutional networks especially in regards to their execution time. This is particularly important in order 
to fit into their Natural Machine Operation (NaMO) framework that was developed in order to create a fluid 
workflow between human and machine and to fit HAR into this workflow. The authors show that it is 
possible to train HAR models on small industrial datasets.  

In general, HAR poses many challenges in industrial settings. Overfitting on small datasets, as well as the 
effort of having to manually annotate these datasets. The latter poses special challenges when there are no 
commonly agreed upon classes in such individual cases. However, by using a skeleton-based approach the 
amount of data necessary to train a generalized model can be reduced, since the skeleton data provides an 
abstraction of appearance. Thus, this paper focuses on training HAR with limited datasets in terms of variety 
by only using data from a single person and evaluating the result on two separate individuals, which was not 
examined in detail by the above publications [10] [11] [12]. 

3. Methods 

Section 3.1 explains the core deep learning pipeline in terms of the model architecture as well as the training 
and inference pipeline to provide a detailed understanding of the used HAR approach. The data acquisition 
and preparation techniques are explained in Section 3.2, focusing on all relevant steps to prepare the dataset 
for training. This is especially important since training and inference were conducted on a custom industrial 
dataset with custom activity classes. Section 3.3 describes the used metrics in the following experiments to 
prepare for the evaluation in Chapter 4. 

3.1 Deep learning pipeline 

The pipeline from video stream to classified activity regarding SHAR consists of two main parts: Pose 
extraction and activity recognition. For activity recognition PoseC3D [1] was selected as promising SHAR 
architecture as it achieved the highest accuracy on the NTU60 cross-view test dataset as of January 2022 
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[13]. It was implemented in the widely used MMAction2 framework by OpenMMLab [14]. PoseC3D uses 
a 3D-CNN to recognize activities from a 3D heatmap volume, generated from the skeleton data of the video. 
The key is to convert 2D pose information to a heatmap that encodes the skeleton information of a single 
frame and can be processed efficiently by a CNN architecture. Each pose keypoint (e.g. elbow, eye, knee) is 
represented with a Gaussian distribution at the corresponding location as one channel in the resulting 
heatmap. These heatmaps are generated per frame of the input video clip and then stacked together to a 3D-
Heatmap that represents the pose information of the video clip. For pose extraction the same two stage 
approach was used as in [1]. This approach consists of a Faster R-CNN [15] object detector to detect all 
people in the image and a HRNet [16] pose estimator to extract the skeleton information per person. The 
object detector is implemented in the MMDetection framework [17] whereas the pose estimation model is 
implemented in the MMPose framework [18]. The pose estimator is trained on the COCO [19] body 
keypoints dataset. 

 
Figure 2: Activity recognition pipeline illustration. The pose estimation is only applied on every second frame, which 
is due to the pose estimation interval !! = 2. The violet rectangle represents the sliding window of pose data that acts 

as input for the activity recognizer PoseC3D. 

Figure 2 illustrates the SHAR pipeline in an online scenario. In contrast to the NTU60 offline scenario, 
PoseC3D has to classify video clips of constant length instead of varying length. This is why  “Uniform 
Sampling” as proposed in [1] was not applied in this work. In the online pipeline shown in this paper, 
PoseC3D takes a fixed amount of !!"#$ poses including the current and !!"#$ − 1 prior poses as inputs. 
The pose estimation can be executed on each frame to extract the poses, but with a given framerate of 30 
fps, this is very computationally expensive. Alternatively, poses can be estimated once every $ frames in a  
pose estimation interval %%. Estimated poses are saved in a ring buffer of length !!"#$ to be partially reused 
for the next activity recognition execution. 

3.2 Data acquisition and preparation 

To acquire data that can be used to train and test these models, videos of workers of different skill levels 
(beginner, intermediate, expert) during usual tasks on a metal leveler machine were recorded (see Figure 1). 
This was done as part of a Data Driven User Needs Assessment [20], which aims to analyze user experiences 
of the workspace based on machine data, visual data, eye tracking as well as interviews with the machine 
operator. Roughly 2 h 40 min (6 expert, 2 intermediate and 3 beginner videos) of 2D-RGB video material in 
total was recorded with a video resolution of 2560 by 1440 pixels using a Microsoft Kinect Azure DK camera 
sensor. In an offline post-processing step the 2D pose data of each frame is extracted from all videos by the 
pose estimation method described in Section 3.1. 
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The videos were annotated frame-by-frame, where each frame received exactly one class label. The analysis 
of the video data resulted in the decision on nine activity classes for working on the leveler machine: “0 - 
Idle”, “1 - Walk”, “2 - Measure with tool”, “3 - Rearrange part”, “4 - Test part with hands”, “5 - Pick 
object”, “6 - Place object”, “7 - Interact with machine interface”, “8 - Feed part to machine”.  

The annotated videos recordings were split into a training and validation dataset with two variants (see Table 
1) and one test dataset according to Table 1. In addition, the training and validation dataset was split into
training (90%) and validation dataset (10%) after sampling and balancing the dataset. The goal of the
sampling was to convert the dataset of large videos with mixed activity annotations into short video clips of
fixed size and exactly one activity class. From each video recording, video clips of a fixed clip size were
sampled by moving a sliding window with a step size of one over the recording, resembling the online
pipeline scenario from Section 3.1. Resulting clips with annotations from more than one activity class were
discarded. Furthermore, the balancing was applied due to large differences in the class occurrences in the
dataset. A new data set with balanced class occurrences was derived from the sample of clips. The resulting
dataset only contained pose data and no image data since PoseC3D only requires pose data.

Table 1: Overview of the amount of video scenarios in training, validation and test datasets 

3.3 Evaluation metrics 

For evaluation and comparison, the accuracy of the resulting predictions was calculated. More specifically, 
top-K accuracy was used with & = 1 and & = 5. This means that a prediction was classified as correct, if 
the actual class occurs in the & highest confidence predictions. 

Furthermore, a distinction between “total” top-1 accuracy as well as scenario specific accuracies “Beginner”, 
“Intermediate” and “Expert” was added. The “total” top-1 accuracy is calculated on the whole test dataset, 
whereas the scenario accuracies only took into account predictions from the corresponding scenario. 

In order to evaluate the runtime performance of the activity recognition pipeline, “PoseC3D” latency and 
“total” latency were measured. The former measured the inference time for a single prediction of the 
PoseC3D model. The latter took into account the amount of time necessary to run the pose estimation as 
well as the activity recognition for the specified pose interval and clip input size over a time period of 1.6 s 
of a video stream. This equals 48 frames at 30 fps. 

4. Experiments

This section describes the conducted experiments that were used to examine various aspects of SHAR. The 
first experiment focused on the performance difference of PoseC3D on the two industrial dataset variants 
“Expert” and “Mixed” to investigate the impact of dataset with limited variety. Afterwards, an experiment 
that compared several model input configurations was conducted with different pose estimation intervals 
and input clip sizes to analyze the trade-off between accuracy and latency for a real-time HAR scenario. 

4.1 PoseC3D performance on “Expert”  vs. “Mixed” dataset variants 

PoseC3D achieves state-of-the-art accuracy on the common and publicly available dataset NTU60 [21]. This 
experiment aims to show the performance of PoseC3D on the custom industrial dataset. Furthermore, it was 

Dataset name Expert Intermediate Beginner Total 

Training/validation “Mixed” 5 1 2 8 

Training/validation “Expert” 5 0 0 5 

Test 1 1 1 3 
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simultaneously examined how well the model can learn from the specialized “Expert” dataset variant in 
contrast to training on the “Mixed” dataset. It was assumed that models trained on purely the “Expert” dataset 
would have issues generalizing towards the “Beginner” and “Intermediate” videos.  

Training hyper parameters were similar to the default MMAction2 configuration for PoseC3D: Learning rate 
was set to 0.01 with SGD and batch size adjusted to 16. All clips in the dataset had a length of 48 pose 
frames. PoseC3D’s clip input size was set to 48, so no “Uniform Sampling” was used as the frame number 
matches the dataset video clip size. A starting checkpoint of PoseC3D that was pre-trained on the NTU60 
dataset was used. The training ran on a single NVIDIA Tesla V100 GPU with no augmentation applied. The 
random crop and flip operations were explicitly removed in the PoseC3D data pipeline, in order to create a 
baseline without any augmentation that can be built upon in future experiments. 

Table 2: PoseC3D accuracy results after training on “Mixed” and “Expert” dataset for 10 epochs with !! = 1 and 
%"#$% = 48  

 Top-1 accuracy Top-5 accuracy 
Model name Total Beginner Intermediate Expert Total 
PC3D-48-1 „Mixed“ 0.456 0.554 0.418 0.449 0.910 
PC3D-48-1 „Expert“ 0.508 0.433 0.487 0.584 0.952 

 

The results of the evaluation in Table 2 show that PoseC3D did not reach the same accuracy level as on 
NTU60, where it achieved a cross-subject accuracy of 0.941. The best total accuracy result occurred when 
training on the “Expert” dataset with a total top-1 accuracy of 0.508 whereas the training on the “Mixed” 
dataset resulted in a drop of 10.2 %. Top-5 accuracy is close between both variants. Since the test dataset 
includes different amounts of samples per scenario (312 “Beginner”, 713 “Intermediate” and 512 “Expert” 
samples), total top-1 accuracy favors the model that performs better on the “Intermediate” or “Expert” 
scenario. After training on the “Expert” dataset the top-1 accuracy is significantly better on the “Expert” and 
the “Intermediate” test data than on the “Beginner” data. This is assumed to be due to the “Expert” training 
dataset being more similar to the “Expert” and “Intermediate” subsets of the test data than to the “Beginner” 
test data. However, the model trained on the “Expert” dataset is still able to perform reasonably well on 
“Beginner” data with a top-1 accuracy of 0.433. This also proves the assumption that the skeleton based 
approach provided a solid abstraction from the visual appearance of the workers in the original video 
recordings. Additional augmentation techniques may improve these accuracies further and compensate the 
lack of variance in the expert dataset variant. 

The generally worse performance of PoseC3D on the industrial dataset could be explained by the following 
data annotation quality problems and the features used for the actual activity recognition. For one, some 
sections of the video contain ambiguous activities in respect to the defined activity classes, e.g. picking up 
an object with one hand and measuring a part with a tool in the other hand. This aspect can also be seen in 
the confusion matrix in Figure 3. It shows the misclassification behavior of the “expert” model on the 
industrial test dataset. Activity classes “0 - Idle”, “1 - Walking”, “2 - Measure with tool”, “5 - Pick object”, 
“7 - Interact with machine interface” and “8 - Feed part to machine” were mostly classified correctly. Class 
“4 - Test part with hands” was often misclassified as class “2 - Measure with tool”, since it was also a very 
stationary activity and looked similar in the footage. Class “5 - Pick object” and “6 - Place object” was 
often confused with each other, presumably due to it being the same activity but only in reverse. Class “3 - 
Rearrange part” was misclassified most often, which is probably due to its similarity to other classes like 5, 
6 and 8.  

These results show how important choosing the correct activity classes is. Some classes were not 
distinguishable from each other using only skeleton data and may require image features to be distinguished. 
A way to incorporate image features into the pipeline was shown in [9]. In addition, a very precise definition 
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of activities and a significant amount of samples for each of the activities is essential for good recognition 
results.  

 

Figure 3: Confusion matrix of PoseC3D “Expert” with !! = 1 and %"#$% = 48 after 10 epochs. Cell numbers specify 
the ratio of occurrence in respect to the total occurrences in the specific row. Activity labels correspond to the 

following classes: “0 - Idle”, “1 - Walking”, “2 - Measure with tool”, “3 - Rearrange part”, “4 - Test part with 
hands”, “5 - Pick object”, “6 - Place object”, “7 - Interact with machine interface”, “8 - Feed part to machine”. 

4.2 PoseC3D input data variation 

As PoseC3D in its baseline configuration with an input clip size of 48 is rather computationally expensive,  
the accuracy results and latency under multiple variations of input clip size !!"#$ ∈ {48, 24, 16, 8, 4} and 
the respective pose estimation interval  %% ∈ {1, 2, 3, 6, 12} were examined. These combinations were 
selected to retain the same time window of 1.6 s for the input clip. Depending on these parameters, the 48-
frame clips were subsampled. For example, in the case of PC3D-24-2 only every other pose frame was 
collected due to %% = 2, resulting in 24-frame clips that correspond to the input clip size of 24. The training 
parameters were identical to the experiment of Section 4.1., except for the change in input clip size of the 
model and changing pose estimation interval in data pre-processing. The experiment was again performed 
on a NVIDIA Tesla V100 GPU. These model variants were trained on the “Expert” dataset, because it is 
more relevant to the SLEM use case. It was assumed that there is a trade-off between accuracy and latency, 
especially since lower latency was achieved by using fewer frames that could potentially cause the model to 
not receive enough data in order to make an accurate prediction.  

Top-1 accuracy in the results from Table 3 look very similar across all model configurations, although 
PoseC3D-16-3 achieved the top result with a top-1 total accuracy of 0.513. In contrast to that, top-5 accuracy 
varied more and showed PC3D-48-1 on the high end with 0.952 and PC3D-4-12 on the low end with 0.850. 
These results directly mirrored the reduction in input clip size and pose data per time interval. At last, latency 
results showed that the smallest model input size with !!"#$ = 4 took the least time to recognize the 
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activities. The total latency result revealed, that only the PC3D-4-12 variant was able to be executed in real 
time in the given time window of 1.6 s and on the given hardware, because the total latency did not surpass 
this time threshold. To lower the latency even further there are several major ways: 

• Optimizing model execution using optimized inference libraries like NVIDIA’s TensorRT
• Scale up hardware, e.g. with more or faster GPU (or comparable specialized hardware)
• Replace pose estimation method with a faster model combination: Faster R-CNN takes 124 ms for

the detection and HRNet 93 ms for pose extraction, in contrast to 19 ms of PC3D-4-12 for activity
recognition. Replacing the R-CNN based object detector with a faster single shot detector like
YOLOX [22] could improve latency significantly with a small loss in accuracy.

Table 3: Accuracy and latency results of PoseC3D with variation of input clip size 	
%"#$% and pose estimation interval !! after 10 epochs of training on “Expert” dataset. Latency results are measured 

on a NVIDIA Tesla V100 GPU. 

Model configuration Top-1 accuracy Top-5 accuracy Latency (ms) 
Name !!"#$ %% Total Total PoseC3D Total 
PC3D-48-1 48 1 0.508 0.952 161 18144 
PC3D-24-2 24 2 0.504 0.918 94 7464 
PC3D-16-3 16 3 0.513 0.904 56 4368 
PC3D-8-6 8 6 0.491 0.880 31 1984 
PC3D-4-12 4 12 0.498 0.850 19 940 

5. Conclusion

This work shows how the state-of-the-art skeleton based HAR model PoseC3D can be applied to an 
industrial setting to enable real time activity recognition for advanced assistance systems like SLEM. With 
SLEM, first steps were taken towards a system to assist new workers in machine operation and reduce 
teaching effort. Specifically, it was of special interest how expert knowledge can be preserved and used to 
guide less experienced workers. Leveraging a machine learning based approach to HAR enables the 
possibility to adapt to a wide variety of machine types without any reprogramming necessary for the 
underlying code base.  

Skeleton based HAR proved useful in reducing complexity of the input data as well as abstracting away from 
the few and select people that are going to be observed in the industrial setting. Resulting accuracies of the 
conducted experiments show that even with data from only one person, skeleton based HAR is able to 
recognize activities of other people. 

Experiments with different variations in PoseC3D’s input clip sizes and the interval used for pose estimation 
during online activity recognition with PoseC3D make clear that inference latency can be reduced by a 
significant amount without noticeably affecting accuracy on the industrial dataset. It was shown which 
pipeline configuration is able to provide real time activity recognition. 

In the future, we continue to improve on this approach by examining promising aspects. Class activities that 
are hard to detect with skeleton data will need further consideration, e.g. by combining high-level image 
features with skeleton data [9]. Additionally, we want to directly compare skeleton based HAR approaches 
with image based methods in the future. Optimization of the total system latency is crucial to use a HAR 
system in a real world application and will be further assessed. Augmentation of pose data promises to 
expand the available dataset and enable the model to generalize better on people with different sizes and 
different habits in executing activities. Finally, the amount of data required to train a robust HAR model for 
industrial applications must be thoroughly studied with respect to application complexity and activity 
classes. 

751



Acknowledgements 

The SLEM project is funded by the Baden-Württemberg Ministry of Economics, Labor and Housing as part 
of the Baden-Württemberg AI Innovation Competition. 

References 

[1] Duan, H., Zhao, Y., Chen, K., Shao, D., Lin, D., Dai, B., 2021. Revisiting Skeleton-based Action Recognition.
CoRR abs/2104.13586.

[2] Ignatov, A., 2018. Real-time human activity recognition from accelerometer data using Convolutional Neural
Networks. Applied Soft Computing 62, 915–922.

[3] Antar, A.D., Ahmed, M., Ahad, M.A.R., 2019. Challenges in sensor-based human activity recognition and a
comparative analysis of benchmark datasets: a review, in: 2019 Joint 8th International Conference on
Informatics, Electronics & Vision (ICIEV) and 2019 3rd International Conference on Imaging, Vision & Pattern
Recognition (icIVPR), pp. 134–139.

[4] Hutchinson, M., Samsi, S., Arcand, W., Bestor, D., Bergeron, B., Byun, C., Houle, M., Hubbell, M., Jones, M.,
Kepner, J., Kirby, A., Michaleas, P., Milechin, L., Mullen, J., Prout, A., Rosa, A., Reuther, A., Yee, C.,
Gadepally, V., 2020 - 2020. Accuracy and Performance Comparison of Video Action Recognition Approaches,
in: 2020 IEEE High Performance Extreme Computing Conference (HPEC). 2020 IEEE High Performance
Extreme Computing Conference (HPEC), Waltham, MA, USA. 9/22/2020 - 9/24/2020. IEEE, pp. 1–8.

[5] Wang, L., Xiong, Y., Wang, Z., Qiao, Y., Lin, D., Tang, X., van Gool, L., 2019. Temporal Segment Networks for
Action Recognition in Videos. IEEE Transactions on Pattern Analysis and Machine Intelligence 41 (11), 2740–
2755.

[6] Feichtenhofer, C., Fan, H., Malik, J., He, K., 2019. SlowFast Networks for Video Recognition, in: Proceedings of
the IEEE/CVF International Conference on Computer Vision (ICCV).

[7] Yan, S., Xiong, Y., Lin, D., 2018. Spatial Temporal Graph Convolutional Networks for Skeleton-Based Action
Recognition. AAAI 32 (1).

[8] Lee, J., Ahn, B., 2020. Real-Time Human Action Recognition with a Low-Cost RGB Camera and Mobile Robot
Platform. Sensors 20 (10).

[9] Luvizon, D.C., Picard, D., Tabia, H., 2018. 2d/3d pose estimation and action recognition using multitask deep
learning, in: Proceedings of the IEEE conference on computer vision and pattern recognition, pp. 5137–5146.

[10] Jiao, Z., Jia, G., Cai, Y., 2020. Ensuring Computers Understand Manual Operations in Production: Deep-
Learning-Based Action Recognition in Industrial Workflows. Applied Sciences 10 (3), 966.

[11] Akkaladevi, S.C., Heindl, C., 2015. Action recognition for human robot interaction in industrial applications,
in: 2015 IEEE International Conference on Computer Graphics, Vision and Information Security (CGVIS), pp.
94–99.

[12] Bexten, S., Schmidt, J., Walter, C., Elkmann, N., 2021. Human Action Recognition as part of a Natural Machine
Operation Framework, in: 2021 26th IEEE International Conference on Emerging Technologies and Factory
Automation (ETFA), pp. 1–8.

[13] Meta AI, 2022. Papers with Code - NTU RGB+D Benchmark (Skeleton Based Action Recognition).
https://paperswithcode.com/sota/skeleton-based-action-recognition-on-ntu-rgbd. Accessed 4 February 2022.

[14] MMAction2 Contributors, 2020. OpenMMLab’s Next Generation Video Understanding Toolbox and
Benchmark. https://github.com/open-mmlab/mmaction2. Accessed 4 February 2022.

[15] Ren, S., He, K., Girshick, R., Sun, J., 2017. Faster R-CNN: Towards Real-Time Object Detection with Region
Proposal Networks. IEEE Transactions on Pattern Analysis and Machine Intelligence 39 (6), 1137–1149.

[16] Sun, K., Xiao, B., Liu, D., Wang, J., 2019. Deep High-Resolution Representation Learning for Human Pose
Estimation, in: 2019 IEEE/CVF Conference on Computer Vision and Pattern Recognition (CVPR). IEEE.

[17] Chen, K., Wang, J., Pang, J., Cao, Y., Xiong, Y., Li, X., Sun, S., Feng, W., Liu, Z., Xu, J., Zhang, Z., Cheng, D.,
Zhu, C., Cheng, T., Zhao, Q., Li, B., Lu, X., Zhu, R., Wu, Y., Dai, J., Wang, J., Shi, J., Ouyang, W., Loy, C.C.,
Lin, D., 2019. MMDetection: Open MMLab Detection Toolbox and Benchmark. CoRR abs/1906.07155.

752



[18] MMPose Contributors, 2020. OpenMMLab Pose Estimation Toolbox and Benchmark. https://github.com/open-
mmlab/mmpose. Accessed 4 February 2022.

[19] Lin, T.-Y., Maire, M., Belongie, S., Hays, J., Perona, P., Ramanan, D., Dollár, P., Zitnick, C.L., 2014. Microsoft
coco: Common objects in context, in: European conference on computer vision, pp. 740–755.

[20] Wiedenroth, S.J., Denecke, J., Effenberger, I., 2020. Approach to Understand Learner Needs and Usage of the
Outcome for Creativity Techniques Adressing the Learner Experience in Workplaces, in: ICERI2020
Proceedings. 13th annual International Conference of Education, Research and Innovation, Online Conference.
09.11.2020 - 11.11.2020. IATED, pp. 4365–4372.

[21] Shahroudy, A., Liu, J., Ng, T.-T., Wang, G., 2016. Ntu rgb+ d: A large scale dataset for 3d human activity
analysis, in: Proceedings of the IEEE conference on computer vision and pattern recognition, pp. 1010–1019.

[22] Ge, Z., Liu, S., Wang, F., Li, Z., Sun, J., 2021. YOLOX: Exceeding YOLO Series in 2021. CoRR
abs/2107.08430.

Biography 

Timo Leitritz (*1995) has been research associate at Fraunhofer Institute for 
Manufacturing Engineering and Automation IPA since November 2020. Timo Leitritz 
received a Master’s degree in Mechatronics and Information technology at the 
Karlsruhe Institute of Technology. His main research topics are human activity 
recognition and AI acceleration. 

Martina Köhler (*1993) has been research associate at Fraunhofer Institute for 
Manufacturing Engineering and Automation IPA since April 2021. Martina Köhler 
achieved her Masters of Science degree at the University of Ulm in Cognitive Systems. 
Her main research topics are human pose estimation and user experience.  

Christian Jauch (*1990) has been a research associate at the Fraunhofer Institute for 
Manufacturing Engineering and Automation IPA in Stuttgart, Germany since 2015 and 
studied technical cybernetics at the University of Stuttgart. He works in the Image and 
Signal Processing department and leads the Scene Analysis group. His work focuses on 
hand pose estimation and activity recognition in industrial scenarios. 

753



CONFERENCE ON PRODUCTION SYSTEMS AND LOGISTICS 
CPSL 2022 

__________________________________________________________________________________ 

3rd Conference on Production Systems and Logistics 

Enabling Quality-oriented Process Development for sulfidic All-
Solid-State Battery Cathodes 

Thorben Prein1,2*, Hans-Christoph Töpper1,3*, Rüdiger Daub3 
1TUMint. Energy Research GmbH, Lichtenbergstraße 4, 85748 Garching, Germany 
2Technical University of Darmstadt, Karolinenplatz 5, 64289 Darmstadt, Germany 

3Institute of Machine Tools and Industrial Management, Technical University of Munich, Boltzmannstraße 15, 85748 Garching, Germany 
*: Theses authors contributed equally to this work 

Abstract 

After major advances in material research throughout recent years, the industrialization of all-solid-state 
batteries now depends on the development of cost-effective production technology for novel materials and 
components. To enable a fast production scale-up and complex process interdependency handling, 
production engineering needs a quantitative evaluation and comparison approach for manufacturing 
strategies and process parameter settings. To address this challenge, we derive microstructural quality criteria 
from specifications at the product-level such as driving range and charging speed of battery electric vehicles. 
These range from porosity and agglomerate density on a macroscopic level to microscopic properties such 
as pore size distribution and particle contacts. By listing comprehensive characterization methods, the work 
enables engineers to efficiently evaluate these criteria. Experimentally applying the proposed approach, the 
influence of different mixing process parameters is analyzed. Thereby, sulfidic composite cathodes 
manufactured in a scalable procedure are used as samples. 

Keywords 

All-solid-state battery; Battery production; Process development; Quality criteria; Electrode characterization 

1. Introduction

A central issue in present-day society is the search for sustainable energy storage solutions to counteract 
climate change and accelerate the electrification of a wide range of products [1±4]. Due to their beneficial 
storage capabilities, batteries gained significant importance in the process, and forecasts predict a rapid 
increase in global demand in the coming years [5±7]. The strongest driver of this development is the 
electrification of vehicles, which requires a particularly large amount of high-quality battery cells [8, 9]. 
Today, the majority of these cells are conventional lithium-ion batteries (LIB) since they possess 
advantageous storage properties resulting from their rapid development in recent years [10±12]. Despite 
multiple approaches to further improve the L,%� FDSDFLW\� E\� DGYDQFLQJ� WKH� FRPSRQHQWV¶� PDWHULDOV�� WKH�
unsurpassable physiochemical LIB storage potential will be reached soon [12, 13]. Therefore, the only way 
to meet the globally growing demand is the development of novel battery generations [12, 14±19]. Among 
various technologies being pursued, the all-solid-state battery (ASSB) stands out in particular [12, 20±23]. 
ASSBs possess a dense separator made from a solid-state electrolyte featuring high mechanical stability 
counteracting dendrite growth at its anode interface [13, 23, 24]. This enables the use of lithium metal 
anodes, significantly reducing the volume and weight of the battery cell [13, 23, 25]. As a result, an increase 

DOI:�KWWSV���GRL�RUJ��������������� 754



in energy density of up to 70 % regarding the volume and up to 40 % regarding weight is predicted [12, 20, 
23]. Furthermore, the solid electrolyte possesses slower calendrical aging, a higher intrinsic safety, as it 
cannot ignite, and in addition, is superior to the liquid electrolyte in terms of ionic conductivity [20, 23, 25, 
26].  

ASSB technology can be subdivided by the materials used as electrolytes [27±30]. Current research focuses 
on the application of polymer, oxide, and sulfide materials [31±35]. This contribution focuses on the latter, 
as it possesses various advantages over polymers and oxides [21, 36]. These include WKH�HOHFWURO\WHV¶ high 
ionic conductivity [31, 37, 38], as well as room temperature processing in routes already established in LIB 
production [20, 36±38]. However, due to the low maturity of the technology and especially its currently 
unavailable production capabilities, sulfidic ASSBs have not been utilized in products today [39, 40]. The 
industrialization and application of the sulfidic all-solid-state battery now depend on the development of 
industrial-scale production [12, 24, 36, 38]. To support this aim regarding the sulfidic composite cathode, 
we derive product-specific quality criteria to systematically guide process studies toward high-quality 
components.  

 
Figure 1: Schematic top-view of an ASSB galvanic cell containing cathode active material (CAM), solid electrolyte 

(SE), conductive carbon black (CC), SE separator and lithium metal anode. 

2. Sulfidic all-solid-state battery and composite cathode 

A sulfidic ASSB can be divided into multiple galvanic cells which represent the smallest electrochemically 
operational unit. Such a galvanic cell is depicted in figure 1. It consists of an anode, a composite cathode, 
and a separator in between [24, 36, 41]. While the electrodes provide the host structure for lithium-ions 
enabling electrical energy storage, the separator serves both as electrical insulation and an ionic connection 
between them. During battery charging, ions move from the composite cathode through the separator and 
deposit onto the anode. Simultaneously, electrons flow from the composite cathode to the anode, driven by 
an electrical charger outside the cell. During discharging, respective directions are reversed and a product 
consuming electrical energy is powered. 
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The sulfidic all-solid-state composite cathode is composed of an aluminum current collector for electrically 
contacting the electrode, lithium-ion storing cathode active material (CAM), conductive carbon (CC) 
improving electrical conduction within the cathode, a polymeric binder setting mechanical properties, and 
sulfide solid electrolyte (SE) [36, 38]. The latter is new to battery technology and specific for this type of 
ASSB. The SE is an ion conductor and enables lithium ions to move between the electrodes during the 
charging and discharging of the cell. Due to the fact, that the composite cathode is the largest and heaviest 
component of a galvanic cell, it possesses high LQIOXHQFH�RQ�DQ�$66%V¶�HQHUJ\�GHQVLW\��7KH�VDPH�FRUUHODWLRQ�
exists in terms of power density, as ion-conducting pathways are most critical inside the cathode. It can thus 
be concluded, that harnessing the full potential of sulfidic ASSB cells is only possible by managing the 
establishment of quality-oriented production technology for its composite cathode. 

The identification of suitable manufacturing routes, stabilization of individual processes, and fine-tuning of 
their parameters are the focus of the composite cathode production scale-up [42±44]. According to the 
current state of research, slurry-based production processes already in use for manufacturing conventional 
electrodes may be applicable [36±38]. These include mixing, coating, drying, and calendaring. The major 
difference and novelty to production technique compared to LIB cathode production is the addition of the 
HOHFWURO\WH�DV�RQH�RI�WKH�FDWKRGHV¶�LQWHJUDO�FRQVWLWXHQWV�DW�WKH�EHJLQQLQJ�RI�WKH�SURGXFWLRQ�SURFHVV [12, 13, 
45, 46]. As its production-related properties are unknown, the transfer of expertise from manufacturing LIB 
cathodes is limited. Accordingly, comprehensive studies are necessary for establishing suitable processes. 

To provide a basic understanding of the composite cathode design choices, table 1 contains the correlation 
EHWZHHQ� WKH� FDWKRGH� FRQVWLWXHQWV� DQG� DQ�$66%� FHOOV¶� HQHUJ\� DQG� power density. The former correlates 
product characteristics such as the driving range of an electric vehicle, the latter influences properties such 
as its acceleration and charging speed. 

Table 1: The influence of component-level sulfidic composite cathode design choices on product-level vehicle 
performance, like charging speed or acceleration and driving range is shown. Therefore, the influence of the design 

SDUDPHWHU¶V�LQFUHDVH�WR�WKH�UHVpective component-level quantity is indicated by Ĺ�(increase) or Ļ�(decrease). 

Criterion Ĺ Function Energy density Power Density 

CAM|SE ratio Higher lithium-ion storage capacity Ĺ Ļ 

Loading Shorter lithium-ion pathways Ļ Ĺ 

CC share Higher electric conductivity Ļ Ĺ 

Binder share Lower weight and volume of inactive 
material Ļ Ļ 

 
The CAM|SE ratio describes the relative amount of cathode active material to solid electrolyte in the 
composite cathode. Adding more lithium-ion storing CAM and simultaneously reducing the solid electrolyte 
share will lead to an increase in energy density [45]. For an increase in power density, the ratio should be 
reduced to provide more ion-conducting electrolyte and a lower flux density in the composite cathode [22, 
56]. This enables faster ion transport and therefore reduces charging and discharging times [38]. However, 
varying the volume fractions beyond certain thresholds may lead to either an excess of unused CAM or 
stagnation in power density [22, 45]. The additive shares relate to conductive carbon which provides 
electrical conductivity and binder enabling mechanical stability [36, 38]. Since both materials do not 
contribute to lithium-ion storage, their share should be as low as possible in terms of energy density increase. 
However, to boost power density, the proportion of CC should be increased to ensure sufficient electrical 
conductivity, correlating to simultaneously increasing ionic conductivity [47]��7KURXJK�D�FDWKRGHV¶�ORDGLQJ��
the storage capacity available per unit of area is influenced. The higher the loading, the thicker the 
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component. This leads to an increase in energy density due to the fact, that fewer separators and current 
collectors are incorporated given a certain cell geometry. However, since thicker electrodes result in longer 
ion pathways, loading should be reduced to increase power density [23, 45]. 

3. Microstructural quality criteria for composite cathodes  

To support the development of production technology for sulfidic composite cathodes, we provided 
orientation for process engineers understanding of sulfidic composite cathodes regarding the influence of 
various constituents in the previous chapter. For a certain composite cathode composition, both energy and 
power density are highly influenced by production processes as they set details of the microstructure 
determining its performance in an ASSB [22, 45]. Consequently, the task is to optimize both criteria by 
finding suitable production processes and their parameters. 

 
Figure 2: Schematic representation of the particle distribution within the sulfidic composite cathode. For illustration, 
not all constituents are shown. A) Conductive carbon black (CC) enables electron conduction between the cathode 

active material (CAM) particles and the aluminium conductor foil. B) CC, CAM and solid electrolyte (SE) are shown. 
C) SE particles enable ion transport between CAM particles and the separator.       

To address this challenge new to production technology, battery cell performance determining cathode 
microstructure quality criteria are derived (Table 2), providing the baseline for quantitative comparison of 
their influence. They enable the quality-oriented identification of suitable processes and their parameters 
along the entire process chain. In the following, the quality criteria are listed, and explanation of their 
principles of action and application is given. 

Porosity 

A composite cathodes' porosity is defined as the pore volume in relation to the total volume [48, 49]. As 
described earlier in LIB technology these pores are infiltrated by the liquid electrolyte, however, for ASSB 
production, the electrolyte material is already added to the cathode slurry [36, 38, 50±52]. Thus, the 
remaining porosity represents the share of empty volume not contributing to D�EDWWHU\¶V�IXQFWLRQV, reducing 
energy and power density. Therefore, porosity is associated with the lack of particle contacts, being relevant 
for most of the derived quality criteria. Via complex to measure but precise mercury intrusion porosimetry 
(MIP) spectra, the quantification of pore sizes and frequency of appearance is enabled. These can further be 
LQWHUOLQNHG�WR�WKH�SRUHV¶�FDXVHV��,Q�FRQWUDVW��SRURVLW\-determining volume and mass measurement (VMM) is 
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an easier way but provides no details regarding the pore size distribution. Reducing the porosity of the 
composite cathode to a minimum, while keeping good particle distributions is one of the main goals in 
composite cathode production as it significantO\�LQIOXHQFHV�WKH�$66%�FHOOV¶�performance [45, 53]. 

Table 2: Sulfidic composite cathodes quality criteria applied for the evaluation of production processes and their 
parameters are listed. The feature optimization (Opt.) describes if a criterion is to be maximized (Ĺ��RU�PLQLPL]HG��Ļ��
to enhance quality. $�UHODWLYHO\�HDV\�DFKLHYDEOH�SURFHVV�DGDSWDWLRQ�IRU�D�FULWHULRQ¶V�IXOILllment (ful.) is indicated with 
+, a difficult one with -. In addition, features are classified about their cell-level functions, improving (Ĺ���GHFUHDVLQJ�
�Ļ�, or not affecting (o) electric or ionic conductivity.  The last column lists possible characterization methods of each 
quality criterion and gives orientation for its measurability (mea.), which is indicated by high (+) and low (-). 

Quality criteria Function Characterization 

Material Criterion Opt. Ful. Electric Ionic Method Mea. 

- Porosity Ļ - Ļ Ļ VMM, MIP + 

CAM Homog. of distr. 
CAM Ĺ + Ĺ Ĺ SEM, EDS + 

 

SE 

Contact SE|CAM  

Ĺ 

 

 

- 

 

o 

 

Ĺ 

 

SEM, MIP + 

Contact SE|SE SEM, MIP + 

Homog. of distr. SE SEM, EDS, MIP + 

CC 

Contact CC|CAM  

Ĺ 

 

 

+ 

 

Ĺ o 

SEM  - 

Contact CC|CC SEM, MIP - 

Homog. of distr. CC SEM, EDS, MIP + 

  

 Cathode active material 

The CAM particles are starting point of electron and ion pathways through a FDWKRGH¶V microstructure [56]. 
That is why their distribution and connection are influential to the electrical and ionic conductivity of 
composite cathodes. The homogenous distribution of CAM enables SE and CC particles to fill gaps between 
the larger CAM particles. This counteracts the formation of CAM particles separated from the conduction 
cluster and therefore ensures high CAM utilization rates. Furthermore, the homogeneous distribution, lowers 
both, ion and electron pathway length and flux density, ultimately decreasing resistances [45, 53-55]. Process 
wise the distribution of CAM particles is rather easy to achieve but is linked to SE particle distribution and 
can therefore be aggravated. To determine the criterion, scanning electron microscopy (SEM) can be used. 
CAM particles are easily identified on top-view images of cross-sections, the estimation of their distribution 
can be conducted qualitatively by humans. If needed Energy-dispersive X-ray spectroscopy (EDS) further 
simplifies CAM particle identification. Because of its central functional role, the homogeneity of CAM 
particle distribution is an important quality criterion. 

 Solid Electrolyte 

During charging and discharging, solid electrolyte particles are constituting the conductive element for ion 
WUDQVSRUW�� 7KH� LQWHUUHODWLRQ� EHWZHHQ� D� FRPSRVLWH� FDWKRGH¶V� PLFURVWUXFWXUDO� JHRPHWUy on the ionic 
conductivity is characterized by the tortuosity factor [57]. This describes the ratio of the length of the 
effective lithium-ion pathway to the shortest possible pathway. It should be as low as possible for an even 
flux density and low ionic resistance. To increase ion conduction and therefore keep the tortuosity factor 
low, the active interface area formed by CAM and SE particles contacts are crucial as they allow lithium 
ions to enter and leave CAM particles during charging and discharging. The more pronounced the contact, 
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the lower the ionic interface resistance [45, 53-56]. Process-wise, this parameter is very difficult to adjust. 
Due to differences in the size of the SE and CAM particles, contacts can be approximated by MIP and 
identified using SEM. In addition to SE and CAM particle contact, individual SE particles must be in good 
contact to reduce the ionic resistance of the composite cathode [40]. Due to the easily detectable SE particles, 
the fulfillment of this criterion can be evaluated using SEM images or detected via MIP spectra. Furthermore, 
unfavorable SE particle distribution leads to increased tortuosity, and thus lowers the composite cathode 
ionic conductivity. This results in lower power densities through slower ion transfer and lower energy 
densities because of inactive CAM particle fractions.  It can be qualitatively analyzed rather precisely by 
humans via particle detection on top-view SEM images as well as cross-sections. 

Conductive carbon 

7R�LQFUHDVH�WKH�FRPSRVLWH�FDWKRGHV¶�HOHFWULFDO�FRQGXFWLYLW\�UHVXOWLQJ�IURP�&$0�SDUWLFOHV��JUDSKLWH-based 
CC is added to conduct electrons between the CAM particles and aluminum conductor foil [47]. To achieve 
the lowest possible electrical resistance, the contact between CAM and CC, as well as between different CC 
particles should be as pronounced as possible. Similar to the distribution of CAM and SE, the homogenous 
CC particle arrangement ensures sufficient electrical conduction, lowering electrical resistance [57]. 
Process-wise, the relatively small carbon particles are easily distributable, but can hardly be identified by 
SEM images or mercury intrusion porosimetry spectra. Accordingly, EDS analysis is used to identify carbon 
atoms' locations. 

4. Procedure for applying quality criteria to production processes 

Since knowledge of the production processes is currently unavailable and expertise from the manufacturing 
of conventional batteries is hardly transferable, an iterative approach must be taken to design suitable 
processing routes. Thereby, the knowledge of the quality criteria and their characterization plays a central 
role. Because only through the systematic comparison of their fulfillment, the influence of routes, processes, 
and parameters becomes quantitatively comparable. 
When applying the quality criteria for production development, a total of three stages must be passed.  

1. At first, the object of investigation must be chosen. This may be an entire manufacturing route 
consisting of multiple processes, an individual step composed of various parameters, or the variation 
of just a single process parameter.  

2. Composite cathodes must be produced, and the quality criteria to be investigated chosen. The focus 
can be on all criteria at once, but of course also refer to only one single aspect, which is determined 
by the stage of process development. The former tends to be suited for entire manufacturing routes 
and initial production trials, the latter for the fine-tuning of individual steps and their parameters. 
After cathode production, the respective characterization methods are applied.  

3. In the last step, the evaluation regarding the fulfillment of quality criteria is conducted. The 
application of this approach is independent of the production scale under consideration. Thus, it suits 
both the manual manufacturing of both laboratory-scale components as well as the production of 
large-format composite cathodes in industrially relevant processes. 
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Figure 3: Cross-section of a densified sulfidic composite cathode after processing in a wet chemical route at the 

Institute of Machine Tools and Industrial Management. On the top right, an SE agglomerate is highlighted in red. The 
composite cathodes remaining porosity originates from voids between particles.  

5. Exemplary analysis of quality criteria for process development  

To demonstrate our approach, it is applied for the analysis of a scalable wet chemical process chain. The 
chain is built from mixing, coating, drying, and pressing steps which are executed in a similar fashion already 
described by Sakuda et al. [38]. Also, the composite cathodes material composition is adopted. 

The aim of the exemplary analysis is the identification of the influence of the mixing duration on the quality 
criteria porosity and particle distribution before and after the pressing step. Therefore, the mixing duration 
is set to 2, 32, and 64 minutes, while all other process parameters as well as the material composition are 
kept constant. After producing uncompressed uand compressed composite cathodes with varying mixing 
durations, VMM, SEM, and EDS analyses are carried out to analyze the quality criteria. 

For the mixing time of two minutes, the resulting slurry possesses large agglomerates. Therefore, it is not 
further processed. Measuring the porosity using VMM measurements it is indicated that for mixing times of 
64 minutes the resulting cathodes porosity before and after compaction is higher compared to 32 minutes 
mixed composite cathodes. The SEM images show potential explanation in higher SE agglomeration for the 
longer mixing times. For all process parameter sets, agglomerates are visible. Through the SE agglomerates 
the CAM and SE distributions are negatively affected, as visible in figure 4 column A. The local SE 
exaggeration leads to the formation of SE poorer regions, possessing a high CAM share and mediocre 
CAM|SE contacts. Tough through compaction CAM|SE and SE|SE contacts are improved by SE 
deformation; distributions are not. SEM images indicate that for the 2 min mixed processing route much 
worse SE|SE contacts are achieved compared to the other two parameter sets. The CC distribution and 
contacts can be investigated by the identification of CC particles on SEM images in combination with EDS 
analysis. The results show a good distribution for CC particles for all three investigated parameter sets, 
highlighting the rather easy manageability of its distribution during composite cathode slurry mixing. 
Conclusively the results indicate poor fulfillment of the derived quality criteria for all three cathodes. This 
is indicated by high porosities and low distribution and contact qualities for CAM and SE, which are 
expected to lead to reduced ionic conductivities. Though the cause of agglomerate occurrence cannot be 
deduced, quality criteria can be used for further hypothesis-driven experimentation and evaluation. These 
could potentially investigate if the agglomerates are induced by the supplied SE materials and give further 
insights into whether they grow through the mixing process. 
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Figure 4: In column A backscatter SEM images of the uncompacted composite cathodes are shown, especially 
highlighting CAM distribution. In column B, secondary electron detector images indicate the particle contacts, 

associated with the non-compressed and compressed cathodes. The third column shows EDS analysis indicating the 
CAM and SE distribution after the compaction step, the active material is marked purple, while SE olive. Porosities 

are calculated using averaged VMM measurements for 8 samples, scales are introduced per column. 

6. Conclusion and outlook 

Sulfidic ASSBs represent a promising candidate for the next generation of electrochemical energy storage 
systems. However, industrial-scale production technology necessary for their application is currently 
unavailable. To support the identification of suitable manufacturing routes, processes, and their parameters, 
microstructural quality criteria are presented focusing on composite ASSB cathodes. For each criterion, 
possible measurement techniques are listed for their quantification. An exemplary use case focusing on the 
HYDOXDWLRQ� RI� WKH� PL[LQJ� GXUDWLRQV� LQIOXHQFH� RQ� VHOHFWHG� FULWHULD� LV� GHVFULEHG� WR� VKRZ� WKH� DSSURDFK¶V�
applicability. 

Further investigations may focus on improving and automating quantification methods for the proposed 
quality criteria. In the long term, this could be used as feedback in an automated process parameter 
optimization loop. In addition, aspects such as the sensitivity of the quality criteria regarding process steps 
and their parameters may be analyzed. 
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Abstract 

,Q�WRGD\¶V�LQWHUFRQQHFWHG�ZRUOG��WKH�SDFH�RI�FKDQJH�LV�LQFUHDVLQJ�JUDGXDOO\�and the effects of an event can 
propagate and disrupt industries, organizations or companies more dramatically and quickly. Therefore, 
having a comprehensive overview of the environment is a precious asset for resilience and sustainable 
growth. One enabler of the above-mentioned interconnectedness is the rapid flow and vast availability of 
information in text form, which can be also used as the fundamental resource to understand the shifting 
environment. Hence, actors can be able to become aware of changes at an early stage. The underlying 
patterns to filter relevant information can be detected by learning from data, or more specifically machine 
learning. Natural language processing (NLP) techniques can be applied because text data is analyzed. 
However, to embed the expertise and perspective of the user into the initial model, data should be labeled. 
This requires valuable expert time from the organization for the labeling, thus it should be minimized. This 
study aims to present an efficient and user-friendly solution for data labeling. To achieve this, a modularized 
Active Learning-based backend is combined with an intuitive interface. The output of this labeling process 
will be used further to train a model for environment analysis. Nevertheless, the main focus of this paper is 
the development of a solution to maximize efficiency during data labeling for environment analysis. After 
an introduction to the problem, the overview of the suggested solution accompanied by a prototype will be 
demonstrated. 

Keywords 

Business Environment Analysis; Active Learning; Natural Language Processing; Machine Learning; Data 
Labeling 

1. Introduction

A critical challenge for companies is planning future-oriented strategies, especially since today's 
environment is characterized by transformations [1]. Unpredictable, disruptive events (e.g. the Corona crisis) 
and dynamic developments are becoming increasingly difficult for companies to assess. Moreover, 
disruptive influences often put companies in the situation of having to make decisions with long-term effects 
within a short period of time [2]. Trade barriers, for example, have a direct influence on the supply chain 
and can force a company to quickly decide on alternative ways to source resources under uncertainty.  

Foresight and corporate environment analysis are key to identifying risks and opportunities and ensuring the 
long-term competitiveness of the company [3]. JAIN [4] identified the connection of environmental 
influences with the business strategy as an essential component for a future-oriented, agile company. To this 
end, making trend predictions and differentiating between relevant and irrelevant environmental influences 
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are elementary components [4]. However, especially in small and medium-sized enterprises (SMEs), there 
are various barriers to carrying out environmental analysis, including high personnel and financial costs 
[5,6]. Moreover, the complexity of dynamic influences requires a solid overview of relevant information for 
short- and long-term decision-making. For this reason, the Fraunhofer Institute for Production Systems and 
Design Technology (IPK) has developed a model-based interactive situation awareness monitor and liquidity 
assessment for enterprise resilience management to provide SMEs in particular with a well-founded and 
company-specific basis for decision-making, even in times of crisis. In addition to information on the 
corporate environment, information on suppliers, their production and orders are visualized. The aim of this 
study is to provide content for a news ticker which is displayed on the situation awareness monitor. [5]  

Consideration of context while displaying relevant information from the corporate environment requires 
analyzing data intelligently instead of providing unfiltered data from certain resources. This could be realized 
by Machine Learning (ML), more specifically Natural Language Processing [7], if data is in text format. 
However, this context filter model should be tailored to each organization. The perspective of the 
organization can be transferred into the ML model by labeling data. One or more individuals from the 
organization should label a various number of information based on relevancy. However, this task is manual 
and time-consuming, which is a problem especially when expert time is involved. To minimize the effect of 
this barrier, an Active Learning (AL) based labeling solution is developed which will be presented in this 
paper. This labeled data can be used to develop the initial model, which can be utilized for further 
implementation in the environment analysis pipeline. Nevertheless, the scope of this paper is concentrated 
on data labeling and Active Learning. Additional steps in the environment analysis pipeline such as training 
and performance of NLP models are part of further research and therefore not covered in this paper. 

The logic behind the approach using text data, supervised ML and Active Learning for environment analysis 
is addressed in section 2. Next, existing approaches from Active Learning are presented (section 3), followed 
by the application (section 4) and discussion (section 5). The paper concludes with a summary and outlook 
(section 6). 

2. Problem Description 

2.1 Input Data for Environment Analysis 

Data can take different forms. A popular depiction of data is in tabular form, which is known as structured 
data. These types of data can be sorted, searched, modified and analyzed via conventional methods. 
However, they constitute a small portion of data because most of the data created today are unstructured in 
the form of text, image, sound, etc. [8]. This also applies to environment analysis, since real-time information 
coming from the outside world (e.g. news articles) is generally in raw format and not always pre-processed 
or put into the structured format. Therefore, analysis of unstructured data is key for environment analysis.  

Text is an informative and effective form of unstructured data, considering news, tweets and other written 
media. This is how people consume information. Other forms such as images or videos are also valuable 
sources, but even those are captioned by text. For example, a picture of a ship lodged on the ground may not 
have much meaning. However, if this picture is captioned as ³7KH�JLDQW�VKLS�LV�FDXVLQJ�D�WUDIILF�MDP�LQ�RQH�
RI�WKH�ZRUOG
V�EXVLHVW�ZDWHUZD\V´ [9] in coverage of the famous Suez Canal blockage, it has much more 
context and meaning to a decision-maker. Moreover, text data is relatively lightweight compared to images 
and video. Therefore, text data from news providers will be considered in this study.  

2.2 Requirement for Machine Learning 

The relevance of a text can be intuitively evaluated by a human being, but it is not straightforward for a 
machine to mimic this behavior. The first option to consider is rule-based methods such as regex-based filter 
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or ElasticSearch [10]. The required information can be found by using keywords or search queries. Similarly, 
certain rules can be established to filter relevant information. However, some problems may arise. First of 
all, it is a static solution and does not learn from experience. Secondly, some information or themes can be 
overlooked because in a basic search it is known what to look for, but developing a filter to find relevant 
information is a broader task. This is where ML comes into consideration. Using ML allows one to inherit 
complex patterns in the data and develop more capable solutions. Therefore, an ML model will be trained to 
filter relevant news. The model can be considered as the context filter which is the first step of the pipeline 
and chained with further models or even rule-based filters for further refinement.  

The problem could be described as a text classification problem but it can be approached as both supervised 
or unsupervised learning. Supervised learning methods learn from labeled data (i.e. input-output pairs) so 
that new inputs can be mapped to respective outputs [11]. In the case of environment analysis, tailored 
solutions should be developed for each organization. Thus, to apply supervised learning, data should be 
labeled based on the preferences of the corresponding organization. This prerequisite for supervised learning 
is an incentive to consider unsupervised learning.  

Unsupervised learning algorithms try to discover patterns in data without labels [11]. For this problem, 
clustering algorithms [12], which is a sub-field of unsupervised learning, could be used to divide data into 
groups based on similarities of data. Each cluster can be analyzed and labeled based on relevancy and new 
data can be evaluated based on the cluster it is mapped to. However, dividing data into ideal, desired and 
homogeneous clusters is a challenge and tuning of a clustering algorithm requires effort which can be 
illustrated by varying results of different clustering algorithms on the same dataset [12]. Therefore, 
supervised learning is the more attractive option despite the requirement of labeling.  

2.3 Data Labeling 

In the case of environment analysis, one or more people from an organization with sufficient and 
comprehensive domain knowledge should evaluate the selected text data based on relevancy and label the 
data. This means a considerable time and effort of experienced employees should be dedicated to such a 
manual task. Therefore, an effective and efficient choice of data to be labeled is vital. Considering the variety 
of news providers and the amount of news published daily, the raw pool can be large. Titles and short 
descriptions of 29,040 articles from various German news providers are acquired as text data for environment 
analysis. The next step is to select the data to be labeled. 

The first and the simplest option is random sampling. The problem with this approach is that it can lead to 
an unbalanced data set, which means the data could include many articles which will be labeled as irrelevant. 
This is detrimental for ML model training [13]. However, this phenomenon is highly likely for environment 
analysis because the articles which are specifically relevant for an organization will be small among all 
themes in the article pool such as sport, entertainment and technology. Assuming only 1,000 out of 29,040 
articles were relevant, on average 35 articles are expected to be relevant in a sample of 1,000. The second 
option is inspired by how people look up information on the Web in daily life. The information is filtered by 
search queries or rule-based filters. Then, the desired information is searched within this distilled list of 
options. Similarly, the articles can be filtered based on one or more words and filtered articles could be 
labeled. However, that might result in overlooking some articles or themes as mentioned before. Another 
option is Active Learning [14±16] which is a method used to address the labeling problem in ML and 
provides informed choices on data for labeling and is elaborated in the following section.  

3. State of the Art of Active Learning 

Active Learning aims to make informed queries from unlabeled data based on the output of learning 
algorithms so that labeling of these queries will allow the model to perform better [14,16]. Therefore, target 
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performance can be reached with fewer queries and faster compared to random selection [15,16]. This aspect 
is valuable for environment analysis data labeling since valuable expert time is minimized by fewer data to 
label.  

The general procedure of AL is provided in Figure 1. It starts with small set of already labeled data which is 
enough to train a learning algorithm. These initial data can be selected by diversity sampling strategies (will 
be covered) or randomly and be labeled. This is depicted by the dashed line in the figure. This labeled (initial) 
data is used to train the model/learning algorithm. Then, the trained algorithm selects (queries) data from the 
unlabeled (pool) dataset, labeling of which is considered valuable by the algorithm for the goal being sought. 
7KH�WHUP�³goal´�LV�PHQWLRQHG�KHUH�EHFDXVH�LW�LV�JHQHUDOO\�VWDWHG�DV�DFFXUDF\�LQ�OLWHUDWXUH  [16]. However, it 
can differ based on the type of query strategy, which will be covered. Selected data for labeling is examined 
by the user or expert, which is named as ³oracle´ in AL literature [14,16]. The oracle labels the data which 
is transferred from the pool dataset to the initial dataset, which is generally done automatically. Afterwards, 
the algorithm can be refitted based on the updated version of the labeled dataset, which allows it to make 
more informed choices. The updated algorithm can query the new data and the cycle repeats itself. In the 
environment analysis example, the algorithm selects an article from the unlabeled news dataset which is 
shown to the user. The user only reads the article and labels it as relevant(yes) or irrelevant(no). The labeled 
article can be removed from the pool dataset and appended to the labeled dataset in the background 
automatically. The algorithm can be retrained with labeled dataset and can query the next article. Although 
data can have more than two dimensions, the plot on the right shows an example in 2D just for visualization. 
The queried data point and labeled data can be observed. 

 
Figure 1: Generic flow of Active Learning and its representation on 2D scatter plot. Data were taken from the BBC 

News dataset [17]. Vectorized articles are projected on 2D via t-SNE [18] just for visualization purposes.   

The goal, which is tried to be achieved by each query, can differ as mentioned before and AL query strategies 
can be classified based on this aspect. SETTLES [16] provides a good survey on query strategies, but they are 
not grouped. However, according to KUMAR, GUPTA [14], query strategies can be classified as informative-
based and representative-based for classification problems. MUNRO [15] calls them uncertainty sampling 
and diversity sampling respectively, although uncertainty sampling is considered as a sub-category of 
informative-based strategies [14]. Nevertheless, informative-based strategies also focus on uncertainty, so 
underlying aims and logics are similar [14]. In this article, uncertainty sampling and diversity sampling are 
used for classification. 

The knowledge quadrant by MUNRO [15] can be used to clarify the goals of strategies. Every data point 
belongs to one of the quadrants at a state which can be explained in the context of environment analysis. The 
first TXDGUDQW�IRFXVHV�RQ�³Known-knowns´��L�H� ML model knows that it can predict those data points (e.g. 
news articles) with high accuracy. This represents the ³current model state´� The points in the ³Unknown-
knowns´ category are not correctly predicted by the ML model although the model is sure about it. This is 
bound to model performance and can be improved by ³transfer learning´ or a better model design. The third 
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category is ³Known-Unknown´. The ML model knows that these data points are confusing. For instance, the 
model cannot confidently tell whether these news articles are relevant or irrelevant. These data points are 
close to the decision boundaries of the model�� 6XFK�GDWD�SRLQWV� DUH� TXHULHG� E\� ³uncertainty sampling´� 
³Unknown-unknown´ data is beyond the PRGHO¶V�NQRZOHGJH�VLQFH�WKH\�DUH�QRW�labeled yet and could change 
the perspective of the model when labeled. This is caused by lacking diversity of data and can be tackled by 
³diversity sampling´��The model thinks it is sure about such news but has not got a labeled sample from this 
theme which could lead to false prediction. 

3.1 Uncertainty Sampling 

Classification models try to draw a decision boundary between labeled data points, which allows them to 
distinguish and assign these data points as shown in Figure 2.a. The data points are again projected to 2D 
via TSNE [18] just for better illustration. In the Figure, the model is trained based on labeled data (yes/no) 
and the decision boundary is illustrated by the hypothetical (manually drawn) line. In this example case, the 
model predicts points on the left and right of the boundary as relevant (yes) and irrelevant (no) respectively. 
The model tends to predict the points away from the decision boundary confidently. However, the points 
closer to the decision boundary are risky for the model to predict. Uncertainty sampling aims to query such 
points. In the below example, the points queried by the uncertainty sampling strategy are in the region of the 
boundary as expected. Uncertainty query strategies try to select data for labeling which could contribute to 
the model performance the most [16]. Thus, after labeling each query, the model can distinguish categories 
better which improves accuracy. For instance, the environment context model becomes better in 
distinguishing the relevancy of known themes after each uncertainty sampling query. However, what if the 
labeled data only consists of certain topics? Then the model assumes only these topics exist and tries to 
classify only them. Therefore, the variety of data is vital, which is achieved via diversity sampling. 

 
Figure 2: Queries taken via simulation based on true labels starting from the same state for ten iterations with 
different strategies (a) Uncertainty Sampling vs. (b) Diversity Sampling. A hypothetical decision boundary is 

manually drawn for uncertainty sampling to emphasize pattern. Data were taken from a BBC News dataset [17]. 

3.2 Diversity Sampling 

Diversity sampling aims to query representative data points from the unlabeled data set [14] . The target is 
to solve the problem mentioned above. Uncertainty sampling without diversity sampling would focus more 
on the insights provided by the currently labeled data, and if it is not representative, the model will have gaps 
[15]. This phenomenon is essential for environment analysis since the expected result is to provide 
comprehensive information from the environment to the user as much as possible. If certain topics are 
overlooked and not labeled, the model would be trained without this knowledge and make inaccurate 
predictions. For example, if the labeled data contains only news about electronics, the uncertainty sampling 
tries to clarify the decision boundary for this topic (see Figure 2.a). In this case, topics such as Covid-19 or 
logistics which might be further away from electronics articles in vector space will be ignored. This will 
result in an incomplete recommendation from the context model. Diversity sampling helps to overcome this 
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issue as shown in  Figure 2.b. Nevertheless, diversity sampling will not focus on the data which might be 
predicted incorrectly by the model and this results in a less marginal positive impact on model performance 
compared to uncertainty sampling. 

3.3 Hybrid and Advanced Strategies 

The trade-off between diversity and uncertainty sampling strategies can be addressed by hybrid and 
combined models. Hybrid strategies merge both diversity and uncertainty into a single strategy [14]. 
Querying Informative and Representative Examples (QUIRE) [19], Learning Active Learning (LAL) [20], 
Self-Paced Active Learning (SPAL) [21] are some applications. However, these methods try to solve the 
problem end-to-end via complex metrics [14] which hinders interpretability for use cases and algorithms 
may become slower. This causes latency and more expert time for labeling. To address this issue, MUNRO 
[15] suggests advanced strategies which try to combine the advantages of two strategies more explicitly by 
applying them sequentially. For example, uncertainty sampling could be used to query some data points 
which could be further filtered by diversity sampling. However, this involves narrowing down samples via 
simple strategies one by one.  

  Query Strategies 

  Uncertainty Sampling  Diversity Sampling Hybrid Strategies Combined Strategies 
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Figure 3: Comparison of existing strategies based on designated criteria for environment analysis 

Figure 3 provides the evaluation of strategies from each type based on the criteria essential for the 
environment analysis labeling procedure. It can be seen that combining strategies can supplement diversity 
and uncertainty simultaneously at the cost of speed and simplicity. 

4. Application 

AL query strategy categories for classification problems and the trade-off between them are explained in the 
previous section. The context model for environment analysis solves a text classification problem and AL is 
a suitable method because oracle (i.e. expert, user) can label the data intuitively. However, expert time for 
labeling should be minimized and the labeled dataset should be adequately diverse and informative for the 
model. Moreover, the labeling experience for the user should be smooth. Considering all these aspects, a 
web-based prototype for AL with a modular backend for different strategies is developed and actively used 
for labeling by the industry partners. Python programming language is used for development. 

4.1 User Interface  

AL queries data based on the current state of the initial (labeled) and pool (unlabeled) dataset and learning  
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algorithm for data selection should be regularly updated after each iteration of labeling, especially for 
uncertainty sampling. Therefore, it is not possible to give a static datasheet to a user to label data. There are 
AL strategies that enable batch sampling. These are especially valuable if the query strategy is time-
consuming and computationally heavy, but they are likely to suffer from adaptivity and redundancy [14]. 
Therefore, they are not preferred especially for uncertainty sampling.  

 
Figure 4: Active Learning Interface 

A web-based user interface is developed to provide a smooth and adaptive labeling experience (Figure 4). 
The learning algorithms and strategies are updated in the backend when necessary while displaying selected 
queries in the front end. The current news headline and its description are shown on the top left with three 
buttons for labeling: relevant (blue), not relevant (yellow), ignore/not sure (gray). Ignore option is included 
to reduce noisy labels from users when they are not confident and they are simply ignored. Such data points 
are no longer queried for labeling and are not used to train the model since the user is not sure about them. 
On the bottom left, a paginated list of labeled data (history) can be observed, filtered, selected and modified. 
The articles on the list are displayed by an accompanying scatter plot where they are projected on the 2D via 
dimensionality reduction (TSNE[18]) and colored in line with labeling buttons. The models are trained on 
high dimensional vectors, but reduced 2D coordinates are shown just for interactivity. Moreover, these 
compressed/reduced 2D vectors still contain patterns in original data, so users can see forming clusters. On 
the top right, the current status can be observed. This simple interface allows users to label the data quickly 
while getting adaptive queries from the backend as described in Figure 1.  

4.2 Modular Backend: Chaining Strategies 

The aim of the modular backend is plain. The query strategies are chained one by one in order. Active 
strategy selects instances and the user labels them. After the designated number of queries are made with the 
strategy, the next strategy is initiated. The idea can be described as follows. The chain comprises diversity 
and uncertainty sampling methods interchangeably. Diversity sampling tries to fill the gaps in the 
information available to the model by selecting representative instances based on the current state. This is 
expected to confuse the model because new topics or themes will be introduced. In other words, the decision 
boundaries in some areas of feature space become vague. In the next step, uncertainty sampling strategies 
try to reduce disruption caused by increased diversity. This is done by selecting points to improve the 
PRGHO¶V�performance. This exchange between strategies is repeated as much as necessary. Active Learning 
strategies try to maximize marginal contribution on accuracy as covered in the literature on individual 
strategies [23,19,24±26]. The exchange between diversity and uncertainty sampling improves coverage on 
topics in the dataset and distinction capability on these topics respectively.  
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The modular structure is developed based on the modAL (Modular Active Learning) framework [27]. It 
contains some strategies by default, but it also provides plug-and-play option for custom-made query 
strategies. Strategies such as basic uncertainty sampling, margin sampling, entropy sampling and query by 
committee are inherited from default functions [27]. Nevertheless, strategies such as cluster-based AL [15], 
density-based sampling [14] or advanced strategies like uncertainty-representative sampling [15,16] are 
developed and implemented. Moreover, these strategies are optimized for low latency sampling. Custom and 
tailored methods are also developed. One strategy tries to boost the number of positively labeled data 
(relevant) to reduce unbalance. Another strategy aims to increase diversity based on Radial Basis Function 
(RBF) Kernel [28] based similarity. They are also implemented as a strategy in the modular chain. 

Order, repetition and parameters for strategies can be set by a config file. If there is no initial data, the chain 
starts with a cluster-based or kernel-based strategy since they do not require a pre-trained model on labeled 
data to query. Moreover, the query with this initial strategy continues until the minimum required amount of 
data from each category (relevant-not relevant) is obtained. Then, the following strategies in the chain are 
activated in order. The latency is reduced since algorithms are optimized for speed or selected accordingly. 
Preprocessing of pool (unlabeled) data including vectorization, clustering and dimensionality reduction is 
also done beforehand to prevent unnecessary computations during deployment. The combination of these 
properties, chained strategies and interactive interface provides a seamless experience for the user to label 
the informed selection of samples.  

5. Discussion

The modular structure uses individual strategies, which are not novel by themselves and most of them are 
implemented based on existing methods. The main objective or contribution of this presented solution is to 
utilize the labeling effort of the user most efficiently. A context model will be the output of labeled data. 
This context model should mimic the perspective and mindset of the users as much as possible, to filter new 
information based on their preferences.  

The current AL solution by nature provides intelligence to the labeling process. However, manual chaining 
of strategies via a config file can be improved. The goal sought by each strategy can be defined. Then, the 
current state during the labeling can be monitored via metrics or algorithms. These metrics could be used to 
trigger the transition between strategies. For example, if model performance is no longer improved by the 
current iteration of uncertainty sampling, diversity sampling can be initiated. The other aspect to consider is 
the static pool of data used during the labeling process, even if the data is up-to-date at that time. The context 
model will be trained based on this data. Therefore, methods should be implemented to recommend new 
topics to the user and learn their preferences toward them. This can be achieved by integrating trend detection 
methods [29] or tools [30] in the pipeline. 

6. Summary and outlook

AwareQHVV�DQG�YLJLODQFH�DUH�YDOXDEOH�LQ�WRGD\¶V�WXUEXOHQW�EXVLQHVV�HQYLURQPHQW��The utilization of big data 
could help to reap this benefit. Environment analysis tries to find the relevant information for an organization 
from the outside world and present it in a structured manner. This paper presents an approach to develop the 
first step of the pipeline for this analysis. The necessity of labeled data is explained, and the application of 
Active Learning is shown to satisfy this prerequisite efficiently and seamlessly. The goal is to minimize the 
expert time spent and amount of data labeled as much as possible to have a comprehensive understanding of 
which information the corresponding organization deems worthy. The user interface and modular backend 
consisting of chained query strategies, some of which are optimized and tailored for the problem, enable the 
goal. The overcoming of limitations originated from lack of intelligent transition between query strategies 
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and integration of new trends and topics into the finalized system should be considered. The next step is to 
filter and analyze the data further based on the integrated enterprise model (IEM) [31] and the data of 
enterprise IT systems from an industry partner. Finally, relevant and tailored information for the organization 
will be displayed on the situation awareness monitor [5]. 
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Abstract 

Recently, blockchain-based tokens have earned an important role in fields such as the art market or online 

gaming. First approaches exist, which adopt the potentials of blockchain tokens in supply chain management 

to increase transparency, visibility, automation, and disintermediation of supply chains. In context, the 

tokenization of assets in supply chains refers to the practice of creating virtual representations of physical 

assets on the blockchain. Solutions in supply chain management based on the tokenization of assets vary in 

terms of application objectives, token types, asset characteristics, as well as the complexities of supply chain 

events to be mapped on the blockchain. Currently, however, no review exists that summarizes the 

characteristics of blockchain-based tokens and their scope of applications. This paper provides a clear 

terminological distinction of existing blockchain token types and therefore distinguishes between fungible 

tokens, non-fungible tokens, smart non-fungible tokens, and dynamic smart non-fungible tokens. 

Subsequently, the token types are classified regarding their traceability, modifiability, and authorization to 

evaluate suitability for mapping assets in supply chains. Given the potential of blockchain in supply chain 

management, the results of the review serve as a foundation for a practical guide supporting the selection 

process of suitable token types for industrial applications. 

Keywords 

Supply Chain Management; Blockchain; Tokenization; Traceability; Review 

1. Introduction

Blockchain-based tokens have significantly grown in popularity and public attention. Especially so-called 

Non-Fungible Tokens (NFTs) have created a growing digital market for artworks, collectibles, and other 

digital assets. In recent years the development shows a shift from digital markets almost exclusively trading 

digital art to increasingly different categories such as items in games or metaverses [1]. Furthermore, there 

are emerging applications aiming to tackle real-world problems using NFTs. Creating and selling NFTs 

could post a viable option to raise financing and awareness for art museums or wildlife conservation efforts 

[2,3]. Other applications include the management of privacy when sharing genetic data with health care 

providers to mitigate the risk of sensitive information abuse [4]. The concept of NFTs is also progressively 

being adapted in an industrial context. In particular, blockchain with its NFTs bears the potential to increase 

transparency, automation, visibility, and disintermediation in Industry 4.0 driven supply chains [5]. 

The idiosyncrasy of blockchain tokens results from the technical and organizational properties of blockchain 

technology. In 2008, the pseudonym Satoshi Nakamoto published the Bitcoin white paper and thus 
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introduced blockchain technology with the aim of creating a secure electronic currency independent of 

trusted third parties [6]. The US National Institute of Standards and Technology defines blockchain 

technology as “distributed digital ledgers of cryptographically signed transactions that are grouped into 

blocks. Each block is cryptographically linked to the previous one (making it tamper evident) after validation 

and undergoing a consensus decision” [7]. The emergence of Ethereum, introduced in Vitalik Buterin’s white 

paper in 2013 [8], extended the scope of blockchain from financial applications to other fields. The Ethereum 

white paper marks the start of blockchain-based ‘smart contracts’ as an enabler for further decentralized 

applications. Ethereum integrates the characteristics of blockchain with a fully-fledged Turing-complete 

programming language. Following the mathematical concept of Turing-completeness, which inter alia 

provides means to compute loops and/or complex recursions [9], Ethereum represents the first general-

purpose blockchain platform that is able to compute and run all kinds of complex logical constructs, which 

serves as the technological foundation for the so-called ‘tokenization of assets’ [10]. 

2. Related works 

The process of creating virtual representations of physical assets on the blockchain is usually referred to as 

the ‘tokenization of assets’ [11]. Initially, supply chain assets were tokenized to prove the ownership and 

provenance of the underlying physical asset [12]. Evolving blockchain technology and platforms allowed 

the extensions of blockchain-based tokenization to supply chain transparency applications [13]. Here, the 

definition and adaption of token standards played an important role in facilitating the integration of tokens 

for such applications. Currently, the Ethereum blockchain still implements the most pertinent token 

standards [14]. The establishment of the Ethereum standards ERC-20 and ERC-721 led to the common 

distinction between different types of blockchain tokens, namely Fungible Tokens (FTs) and the already 

mentioned NFTs. Different units of token that conform to ERC-20 can be interchanged with each other and 

therefore are, as the term suggests, fungible. The ERC-721 standard on the other hand implements tokens 

with unique identifications making tokens non-fungible [14]. On the Ethereum blockchain, the multi-token 

standard ERC-1155 extends the functionalities of the ERC-721 standard with the possibility of deploying 

several tokens using one smart contract [15].  

These token standards, however, only represent minimum specifications of required functions to implement 

certain applications. The functionalities of a token itself are thereby determined by the underlying smart 

contract. Extensions of these standards are necessary to address the challenges of more complex structures 

such as supply chain applications. Arcenegui et al. [16] describe tokens that require an extension regarding 

their core functionalities as ‘Smart NFTs’.  

Westerkamp et al. [17] present an extension to the ERC-721 token standard specifically aiming at solving 

the challenges of manufacturing supply chains. To map complex manufacturing processes that include the 

assembling of parts the authors introduce so-called ‘Token Recipes’. This enables the tracing of assembled 

goods and their components throughout supply chains [17]. Elaborating on this idea Watanabe et al. [18] 

introduce a token structure that embeds a link to previous states in the token transactions [18]. This enables 

more efficient retrieval of information in blockchain networks, which facilitates the tracing capability of 

tokens and therefore preferably suits applications aiming at increasing supply chain transparency. Kuhn et 

al. [19] present an approach utilizing the Ethereum multi-token standard ERC-1155 to build tokens mapping 

complex assembly structures. The ERC-1155 standard includes the possibility to deploy multiple fungible 

and non-fungible tokens using a single smart contract [15]. The approach of Kuhn et al. extends this smart 

contract to a so-called ‘Assembly Token Manager’ [19]. This manager governs the token balances and 

transformation events while also providing traceability information through an event log. To increase the 

viability of token-based applications in dynamic environments, Dietrich et al. [20] present a token concept 

allowing the definition and assignment of clear authorities when deploying the smart contract. These 
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authorities can consent to dynamic changes on a deployed token smart contract such as adding new parts or 

partners to the supply chain. Additionally, this approach embeds the token history and composition into the 

token structure making external event logs superfluous. This streamlines the ability to holistically map 

complex and dynamic supply chains. 

As the breakdown of the different approaches exemplifies, literature shows a range of different token 

solutions tackling the adaptation of blockchain tokens for supply chain applications. With the adaptation of 

blockchain tokens for increasingly complex application scenarios, an incrementally more complex token 

landscape has emerged that extends far beyond the originally defined token standards. There is, however, a 

degree of overlap between the different token solutions as well as a lack of uniform terminology. Therefore, 

this review of tokenization solutions aims on the one hand to provide a clear terminological distinction of 

existing blockchain token types and on the other hand to serve as a foundation for a practical guide supporting 

the selection process of suitable token types for industrial applications.   

3. Review of tokenization solutions 

The following chapter comprises a review of blockchain-based tokenization solutions for assets in supply 

chains. The first section defines the dimensions of classifiable differences by investigating the process of 

tokenization in comparison with already established identification systems. The second section examines the 

extent to which the complexity of the underlying asset affects the mapping by means of tokenization and 

derives important token characteristics. Lastly, a token classification is presented considering different token 

designs of existing approaches.  

3.1 Tokenizing of assets 

For the tokenization of supply chain assets, it is necessary to create a virtual reflection of assets on the 

blockchain [10]. This requires the introduction of an asset-backed token on the blockchain as well as a clear 

linkage of the virtual token to the physical or abstract real-world asset.  In the case of physical assets, the 

linkage can be realized by using identification technologies such as RFID or QR Codes [21,22]. Such 

identification systems are subject to extensive legal and technical standardization. The IEC 62507-

1:2010 standard provides a reference model for the reflection of assets from the physical world into the 

virtual world, which includes the combination of metadata, a unique identifier, and a physical or abstract 

asset [23].  

 
Figure 1: Referencing model for tokenization of assets 
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Here, the unique identifier refers to the physical or abstract object and links to its metadata. Accordingly, an 

object’s metadata describes the physical or abstract object. The complexity of tokenization, however, goes 

beyond the IEC 62507-1:2010 reference model, in particular since NFTs eventually represent unique assets 

in publicly available networks. Figure 1 shows an extended reference model specifically designed according 

to the properties of NFTs. The composition of an NFT is determined by a token smart contract, which can 

be identified with its unique address on the blockchain. The smart contract contains the unique token 

identifier, typically represented by hexadecimal numbers as a unique result of underlying hashing functions 

[17,20]. This identifier links to the token's metadata. As Figure 1 indicates, the connection between the 

unique identifier and the metadata overlaps with the reference model of the IEC 62507-1:2010 standard. 

Furthermore, the extended model takes the relationship between the blockchain metadata layer into account. 

Typically, smart contracts embedded into a blockchains block structure own the ability to exchange 

information with the metadata layer itself. The extended reference model only describes the relationships 

between the aspects of tokenization. However, it does not specify to what extent data and functions must be 

included in the token architecture in order to meet the requirements of the respective application scenario to 

be mapped on the blockchain.  

3.2 Adapting tokens to asset complexity 

To enable the mapping of supply chain assets by means of tokenization, blockchain tokens must meet the 

requirements of the assets as well as the supply chain network. This involves the mapping of information 

and material flows as well as relationships within the supply chain network [24]. To facilitate such mapping, 

information systems rely on a standardized division into so-called supply chain events, which determine 

“what, when, where and why” something happens [25]. Previous research has already shown that the 

underlying supply chain complexity in terms of different supply chain events to be mapped impacts the 

requirements and selection of different token types [5]. In this context, Bozarth et al. [26] distinguish between 

the detail complexity, which describes the “distinct number of components or parts that make up a system”, 

and the dynamic complexity, which deals with “the unpredictability of a system’s response to a given set of 

inputs, driven in part by the interconnectedness of the many parts that make up the system”. Derived from 

the intended application of blockchain tokens and the requirements arising from an increased supply chain 

complexity, this paper identifies three characteristics impacting the complexity of assets to be mapped on 

the blockchain. 

Traceability: Traceability can be described as the ability to gather information on the whole downstream 

path of a product [27]. Companies have to deal with the growing interests of customers, governments, and 

non-governmental organizations in having greater transparency of brands, manufacturers, and producers 

throughout the supply chain [28,29]. As a result, social and environmental sustainability issues have become 

increasingly important for manufacturers in order to maintain the flawless reputation of their brands [30]. 

The ability to mitigate the risks of counterfeit products and the enforcement of sustainability standards in 

multi-tier supply chains rely on the effective traceability of assets [31]. Furthermore, emerging legal 

requirements increase the pressure on companies to ensure traceability throughout their supply chains. For 

example, initiatives such as the “EU rules on due diligence in supply chains” aim at making companies 

accountable for their entire supply chain [32]. 

Modifiability: Modifiability refers to the ability of an asset to experience transformation and aggregation 

events throughout its lifecycle according to the EPICS standard by GS1 [25]. This includes assets to 

eventually experience changes in terms of their modular composition. The modularity of assets describes the 

division of a structure into different subsections that can be combined using interfaces and may be replaced 

or reused in other products [33]. While this practice can reduce the overall complexity of an asset’s structure 

it increases the number of processing events that can occur in a given supply chain. The modularization of 

products represents an important tool in achieving mass customization capabilities [34,35]. The aim to 
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deliver customized products at the cost of mass production is closely tied to the emergence of the ideas of 

Industry 4.0 [36]. Furthermore, modular product architectures along with the ability to disassemble and reuse 

the modules are central characteristics of products in a circular economy [37]. 

Authorization: The collaboration in supply chain networks requires the establishment of authorization 

mechanisms governing the role and activities of participating supply chain members [38]. The sweeping 
collaboration between partners in supply chains has the potential to create benefits for every partner and 

ultimately a competitive advantage for the whole supply chain [39]. The need for collaboration is driven by 

the occurrence of uncertainties, disruptions, and dynamic changes in modern supply chains [40,41]. 

3.3 Token type classification  

When summarizing the existing approaches adopting supply chain tokens and investigating their properties 

in terms of traceability, modularity, and authorization, four main categories of token types emerge.  

These token types, Fungible Token, Non-Fungible Token, Smart Non-Fungible Token, and Dynamic Smart 

Token are classified in Table 1 according to their functional and data properties in terms of traceability, 

modularity, and authorization.  

Table 1: Token type classification 
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Fungible Tokens: Fungible Tokens are closely resembled by the specifications of the ERC-20 token standard 

[42]. They facilitate in particular the mapping of volume exchanges of a given good. However, they do not 

offer technical properties to enable the tracing of individual tokens as well as the implementation of a smart 

contract logic to govern token modifications and interactions. One conceivable scenario for the use of 

fungible tokens in a supply chain context is the token-based exchange of freight pallets, where only the total 

volume and available quantity are relevant for traceability purposes.  

Non-Fungible Tokens: NFTs are closely resembled by the specifications of the ERC-721 token standard [43]. 

NFTs possess unique identifiers and therefore allow linking tokens to a physical or abstract asset according 

to the extended reference model shown in Figure 1. This enables token traceability by extracting the 

transaction history from the blockchain metadata layer. Pure NFTs do not offer the possibility to add 

extensive creation requirements to the token smart contract allowing mapping of the modularity of assets. 

Furthermore, it is only possible to verify a token’s authenticity without connecting it to governance models. 

In a supply chain context, a conceivable scenario for applying NFTs is the management of tools that allows 

a flexible distribution and tracking of tools across a supply chain network.  

Smart Non-Fungible Tokens: As Arcenegui et al. [16] describe, Smart NFTs extend the core functionalities 

of the NFT standards with supply chain specific functions and creation requirements. While the core 

properties regarding the traceability remain the same as with NFTs, Smart NFTs allow users to include token 

transformation and aggregation functions. These functions can additionally be assigned to first authoritative 

permissions. Thus, Smart NFTs allow the mapping of assets that experience predictable changes regarding 

their modular composition throughout the supply chain, such as comprehensively certified medical devices. 

Dynamic Smart Non-Fungible Tokens: Dynamic Smart NFTs extend the idea of Smart NFTs by adding 

dynamic elements to the functions and creation requirements as well as embedding an authority concept into 

the token smart contract. Furthermore, Dynamic Smart NFTs enable the inclusion of a token’s history and 

composition inside their token structure [20]. This functionality forms the basis for enabling not only an 

aggregation of tokens but also a subsequent disaggregation. A conceivable scenario for Dynamic Smart 

NFTs is the mapping of assets that can experience dynamic changes regarding their modular composition as 

well as underlying supply chain authority structure throughout the entire lifecycle of an asset, such as in the 

automotive industry.   

4. Result 

The review of different tokenization solutions of assets in supply chains results in a procedure for adopting 

blockchain tokens, which incorporates the modeling of tokens as well the classification of token types. Figure 

2 shows the structured flow scheme of the procedure.  

The first layer describes the necessity to initially define a clear scope of the supply chain and the respective 

assets to be mapped. This step must always be oriented towards the objective of the corresponding use case. 

Based on this, the second layer describes the adaption of token requirements according to the asset 

complexity. This includes an asset’s requirements in terms of traceability, modifiability, and authorization 

as well as the respective functionalities and data. According to the derived requirements, a suitable token 

type can be selected in the last layer. Here, the flow scheme distinguishes between FTs, NFTs, Smart NFTs, 

and Dynamic Smart NFTs. 
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Figure 2: Procedure for adopting blockchain-based tokenization for assets in supply chains 

5. Discussion and conclusion

The tokenization of assets is an innovative solution for mapping physical or abstract objects on the 

blockchain. This trend is also increasingly becoming important for industrial use cases bearing the potential 

to increase transparency, automation, visibility, and disintermediation in supply chains. The transfer of the 

tokenization of assets to increasingly complex use cases has led to the continuous development of different 

token solutions, in order to meet the increasing requirements regarding traceability, modifiability, and 

authorization. This paper provides a clear terminological distinction of existing blockchain token types and 

therefore distinguishes between FTs, NFTs, Smart NFTs, and Dynamic Smart NFTs. FTs and NFTs are very 

much based on the characteristics of the well-established token standards ERC-20 and ERC-721. Smart 

NFTs extend the token functions with supply chain specific requirements, which enables a static mapping 

of modifiable assets. Dynamic smart NFTs, as the name indicates, embed the token functions into dynamic 

authority and token concepts allowing the mapping of flexible supply chains with changeable assets. The 

findings are summarized in a procedure, which supports the selection process of suitable token types for 

industrial applications. So far, the token types classified in this paper have only been evaluated theoretically 

or based on a very limited amount of industrial case studies. This bears the potential that new token solutions 

with more extensive functionalities are necessary in order to meet industrial requirements holistically, which 

would require an extension of the available tokenization types. Therefore, further research is necessary to 

identify further requirements of assets to be mapped on the blockchain in a wide range of industrial domains. 

Currently, further research is being conducted in developing a framework serving as a practical 

implementation guide for industrial token-based applications. 
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Abstract 

While autonomous guided vehicle systems are increasingly used in homogeneous and structured 
environments, their use in complex and variable scenarios is usually limited. Established algorithms for the 
navigation of systems use static maps with deterministic metrics, which can only achieve optimal results in 
clearly defined environments. In dynamic and extensive deployment scenarios, which are also dependent on 
a large number of influencing parameters, autonomous intralogistics systems cannot yet be deployed 
dynamically. One example here is mixed transport between buildings under changing weather conditions. 

As a solution for dynamic navigation, we propose a hybrid metric in combination with topological maps and 
cyclic environmental sensing. Based on a quantification of influencing factors on each intralogistics entity, 
an optimal and dynamic navigation of every system can be performed at any time. The individual 
components are implemented in the context of an autonomous tow truck system and evaluated in different 
application scenarios. The results show significant added value in use cases with sudden weather changes 
and complex route networks. 

Keywords 

Autonomous Tow Truck Systems; Topological Maps; Hybrid Metric 

1. Introduction

The number of use cases for autonomous systems in intralogistics scenarios is continuously growing. Initially 
limited to warehousing and commissioning, advances in sensor technology and computing hardware 
increasingly enable systems to be used in unstructured production and logistics environments. The 
foundation of navigating such environments is a representation of inherent knowledge by static or cyclically 
updated maps. Within this metric representation, paths for transport entities can be computed and executed 
according to different specifications for optimal behavior. Commonly, the shortest path is used for navigation 
of autonomous transport vehicles. [1] 

This approach is optimal and often sufficient for use cases with identically qualified transport vehicles and 
homogeneous operating environments. Within industrial use cases, however, there are often different kinds 
of transport vehicles as well as dynamically changing working environments. Especially in the case of 
routing networks with outdoor areas and heterogenous vehicle classes, purely metric considerations of 
navigation solutions are no longer sufficient to enable optimal navigation. For complex and changing 
environments, no established algorithm for optimal navigation exists. [2] 
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In this work, we propose the use of a hybrid metric combined with a state-of-the-art heuristic for optimal 
navigation of autonomous transportation vehicles as a function of environmental factors and structural 
constraints inside intralogistics transportation networks. The proposed solution builds upon a node-based 
representation of the working environment with inherent information encoding. In conjunction with cyclic 
monitoring of relevant environmental and weather parameters, this enables continuous evaluation and 
adjustment of the optimal navigation of autonomous transport systems. By incorporating an open-source 
framework for route network design, a user-friendly interface for modifying the basic map material and 
deviating metric weighting becomes possible. 

Due to the high degree of interference of parametrization and real-world systems, the described metric is 
detailed using an autonomous tow truck system in mixed indoor and outdoor operation and the potential in 
dynamic application areas with changing environmental conditions is shown. Finally, an evaluation and 
outlook on further relevant improvements is given. 

2. Related Work

In general, the navigation of autonomous transport systems is based on a-priori knowledge implemented as 
maps of the operational environment, whereby established methods can be differentiated into metric and 
topological approaches [3]. Metric maps represent the operational environment as a true-dimensional 
relation of granular basic elements, usually area squares of the size of the necessary sensory resolution. Due 
to the high information density, this form of map representation is suitable for small areas of operation where 
high accuracy is required in the context of navigation. Topological maps abstract the work area to a network 
of nodes that represent references within the operational environment. Edges between nodes represent a 
relation between locations and thus state transitions of the driverless transport vehicle. Due to the applied 
reduction of information density, topological maps are suitable as a form of representation of large 
transportation networks as well as the navigation of driverless transportation systems within them. The use 
of a topological map also enables the efficient mapping of relevant parameters for the operation of driverless 
systems by attribute assignment to the corresponding nodes and edges. [4, 5] 

The use of topological maps has already been used for the mixed indoor and outdoor deployment of 
autonomous transport vehicles [6] as well as autonomous cars [7]. In the classical approach, nodes represent 
relevant reference points within the deployment environment. Edges between the nodes form a relation and 
thus a physical connection between the nodes. The resulting network can be represented as a graph with 
directed edges, where the metric distance between the connected nodes is usually used as edge weight. It can 
be seen as an optimization problem for the navigation between two points of the graph using a defined 
heuristic. A distinction is made between informed and uninformed search methods. [8] Uninformed search 
methods consider inherent information, such as the smallest sum of previously considered nodes, when 
evaluating the next node to be considered. Informed search methods also use additional information from a 
weighted estimate to achieve a targeted solution to the optimization problem. This can represent, for 
example, the Euclidean distance of the current node to the target node. Exemplary, the heuristic of the A*-
Algorithm is defined by 

݂ሺݔሻ ൌ ݃ሺݔሻ  ݄ ሺݔሻ (1)

with f(x) being the cost of the current cell, g(x) being the actual cost of the accumulated edges from the start 
point to the current node and h(x) being the weighted estimate of the current node to the goal. [9] 

To obtain an optimal solution to the navigation problem, the heuristic used must be monotonic. This means 
that the estimated cost must never be overestimated and the triangle inequality holds. [10] 

In the case of homogeneous environments, where the metric between waypoints is directly relative to the 
effort of driving, a topological representation of the map and the application of the classical A* algorithm 
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on the routing graph can be used to optimally implement a navigation of autonomous transport vehicles. In 
dynamic environments as well as changing environmental influences, a purely metric view of the route 
network cannot be used for optimal navigation. To extend the A*-algorithm towards dynamic environments 
and entities with different capabilities, different approaches have been researched. 

[11] introduces a time-space network model for navigation of automated guided vehicle fleets. In addition 
to the pure consideration of the distance traveled for each vehicle, the heuristic is extended to include the 
state of motion of the vehicles. The metric for optimal navigation is thus extended for an overall optimum 
by the possible prediction of occupancy states for individual route sections. However, it does not include 
environmental influences on the overall navigation and only optimizes on its own knowledge of the transport 
entity. 

[12] considers the significance of weather influences on the driving behavior of cars. Based on recorded and 
predicted weather effects, the edge weights and thus the distance values of a route network are multiplied by 
a fixed factor. This allows the use of a uniform metric for determining an optimal path. However, decision 
variants and different capabilities of various vehicles, as they often exist in mixed indoor and outdoor route 
networks are not considered. The approach is thus not easily transferable towards autonomous transport 
vehicles in intralogistics. 

A parametrical description of autonomous transport vehicles for the adaptation of navigation algorithms is 
described in [13]. Adaptive navigation is made possible by linking the physical capabilities of the vehicle as 
well as the kinematics of the vehicle with the achievable velocity in various movement scenarios. 

In the field of mixed indoor and outdoor intralogistics, there are no approaches known to the authors that 
allow adequate consideration of relevant environmental influences on autonomous transport vehicles for the 
optimal navigation in dynamic mixed indoor and outdoor operational environments. However, such a 
heuristic is necessary for holistic optimization of transports in case of highly branched route networks with 
multiple viable options. 

3. Definition of a hybrid metric 

In [14] and [15], we have shown the influence of different operational environments on the localization 
capabilities of autonomous transport vehicles as well as a possibility of inherent information coding for 
describing the operational environment. The definition of a new hybrid metric is necessary to combine both 
findings in an optimal navigation algorithm, which is updated upon changes in environmental conditions. 
To ensure an optimal result, the superordinate heuristic must meet the criterion of monotonicity and the 
triangle inequality while also taking weather influences on the driving behavior of driverless transport 
vehicles into account.  

The driving characteristics of autonomous transport vehicles are primarily defined by their ability to perceive 
the environment and interpret the corresponding information [16]. Environmental influences affect different 
sensors in various ways. Optical sensors such as Light Detection and Ranging (LiDAR) or cameras are 
affected by particles of different sizes inside their corresponding area of observation. In outdoor 
environments, these can be exemplary be snowflakes, raindrops, fog or dust particles [17]. Passive optical 
sensors are also dependent on the illumination intensity of the respective detection area. [18] 

In addition to the influences on the sensors used and the resulting detection range with corresponding speed 
and availability restrictions, the physical characteristics of the vehicle are relevant for operation in different 
operational environments. Information on the maximum speed, restrictions due to floor coverings, maximum 
gradient values depending on possible over-freezing as well as wind influence on trailers must be considered 
for optimal navigation.  
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Since the consideration of relevant factors is not possible in a pure metric, we propose the use of a hybrid 
metric considering the influence of all mentioned information. For autonomous transport vehicles all impact 
factors are directly reflected upon the maximum achievable and achieved speed. To include them in the 
navigation, the cost of nodes inside the A* algorithm can simply be extended to: 

݃௬ௗሺݔ, ሻݒ ൌ  ݔ
ݒ



ୀଵ

 (2) 

ghybrid(x,v) represents the costs of the nodes visited so far in applying the A* algorithm on the route network. 
It is calculated as sum of the corresponding route elements (real distance) xi and the possible speed vi (with 
vi > 0) for the considered transport vehicle between the nodes Ki and Ki-1. While the factor xi has the same 
value at any time due to the physical conditions of the area of operation, vi includes the vehicles dependence 
on environmental conditions and the used transport systems. 

To allow optimal navigation in extensive route networks, an informed search is necessary. The chosen 
heuristic must also reflect external influences on the autonomous transport vehicle as well as physical 
capabilities. It must be monotonic as well as compatible with the triangular inequality in order to guarantee 
an optimal result of the navigation. In complex deployment environments, the use of classical metrics for 
the cost estimation function, such as the pure Euclidian distance between the currently considered node and 
the target point, is only suitable to a limited degree. An extended heuristic that satisfies the conditions for 
optimal navigation on the fastest path is a simple division of the air distance by the maximum speed of the 
vehicle on the chosen path. However, in order to avoid weighting of each estimated cost with the same 
maximum feasible speed (which would again result in the output of the shortest and not necessarily fastest 
path) a decision criterion for a choice of the used speed classes is necessary. Resource-efficiently, this can 
be achieved by incorporating the number of adjacent nodes and a classification into indoor and outdoor areas. 
The following formula is used to calculate the cost estimation function: 

݄௦௧ ൌ  ሺܭ௦  1ሻ כ ݄כ
ሺܭௗ  1ሻ כ ௗ,௫ݒ  ௨௧ௗܭ כ ௨௧ௗ,௦௧௨ݒ

 (3) 

with 

ௗ,௫ݒ  ݒ ௨௧ௗ,௦௧௨ݒ ݀݊ܽ    ݒ

Kges is the number of neighboring nodes of the considered element of the graph. hA* represents the classical 
metric for the estimation function, for example being the Euclidean distance between the element and the 
target node. Kindoor and Koutdoor describe the number of adjacent nodes that are categorized as indoor and 
outdoor nodes, respectively. Vindoor,max is the maximum speed that can be achieved in the indoor area. 
Voutdoor,situ is the maximum speed that is allowed by an autonomous transport vehicle in the dynamic outdoor 
area under the environmental conditions prevailing at the time of calculating the navigation solution. 
According to the above formula, outdoor nodes that have a similar distance to the destination node are 
preferentially expanded under favorable weather conditions. The different speeds are again directly 
dependent on the capabilities of the transport vehicle used as well as the operational environment. The 
mentioned conditions ensure the monotonicity of the selected metric. 

In summary, the heuristic for navigating the fastest path in a given route network with information on current 
environmental conditions can be written similar to the classical A*-algorithm: 

݂௬ௗ ൌ ݃௬ௗ  ݄௦௧ (4) 
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4. Implementation of the proposed metric 

The implementation of the hybrid metric is heavily dependent on the physical characteristics of each 
autonomous transport vehicle as well as the environmental conditions. In the following chapter, one 
implementation is detailed using a driverless tow truck as an example as shown in Figure 1. The 
corresponding vehicle has a variety of sensors that use different measurement principles to sense the 
environment and thus enable autonomous operation. The operational environment with dynamic indoor and 
outdoor areas is provided by a hybrid topological map in .osm data format. Inherent information coding 
assigns ground conditions, slopes and relevant environmental influences to each node and edge via fixed 
flags inside the .osm map. The tow truck is equipped with camera-based optical odometry, wheel-based 
odometry, LiDAR sensors, and GPS and UWB systems. The tow truck can travel at a maximum speed of 10 
km/h in outdoor areas. In indoor areas, the speed is limited to 6 km/h due to national safety regulations.  

 
Figure 1: Autonomous tow truck for the exemplary realisation of the hybrid metric 

Relevant environmental conditions for the functioning of the autonomous route tow truck are summarized 
in Table 1. Different influences on the sensors result in a decreasing ability of the tow truck to perceive the 
environment and thus result in a necessary reduction of the allowed maximum driving speed. The reduction 
of the maximum speed was determined empirically in tests. 

Table 1: External influences on sensor systems and required behavior of the tow truck 

Ambient influence Affected component Required behavior 

Humidity condensing [19] Camera (passive, active), LiDAR Driving outdoors not permitted  

Wind speed [20] Stability of towed trailers >25km/h: driving outdoors not 
permitted 

[25; 15] km/h: driving speed 
reduction outdoors to 5 km/h 

Illuminance [21] Camera (passive) < 10 lx: driving outdoors not 
permitted 

[10; 200] lx: driving speed 
reduction outdoors to 5 km/h 

Temperature [22] Traction, Condensate on optical 
components 

< 0 °C: driving speed reduction 
outdoors to 5 km/h 
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The navigation of the autonomous tow truck is implemented in the Robot Operating System (ROS) on a control 
computer running Ubuntu Linux 20.04. The working environment is provided as a hybrid topological map with a 
corresponding route network. The individual nodes are defined by their position in the Global Positioning System 
(GPS) coordinate system. Distances between nodes and thus the lengths of the edges result from the Euclidean distance 
in the north-south, east-west and elevation direction. The relevant environmental conditions in the outdoor area are 
recorded cyclically every 30 seconds by a weather station and transmitted to the tow truck via LoRa-Wan. The A*-
algorithm with the actual heuristics based on the hybrid metric is implemented as a standalone package in ROS. In 
order to cope with dynamic changes in environmental conditions, an actuality check is made when reaching individual 
nodes to see if any thresholds of the configuration have been exceeded. If this is the case, a new navigation from the 
current location to the selected destination is triggered. This whole set up with environmental sensing, reconfiguring, 
navigation and interfacing with transport orders and the driving hardware is shown in Figure 2. 

 

 

Figure 2: System Setup for the dynamic navigation based on environmental sensing and the hybrid metric 

5. Evaluation 

To evaluate the functionality of the hybrid metric, its integration described in chapter 4 is tested in different 
use case scenarios. For the application in dynamic indoor and outdoor areas, the following key features are 
particularly relevant: 

x Correct functionality of the hybrid metric 
x Runtime of the algorithm in complex route networks 
x Ruggedness of the algorithm for real-time updates 

For testing of the functionality of the hybrid metric in rapid changes of environmental conditions, a digital 
twin of the operational environment and the tow truck was created. Additionally, to the real-world system, 
this implementation is used to rapidly adjust weather conditions that would be difficult to test in reality. 
Based on the defined environmental conditions, it was investigated whether the hybrid metric adapts the 
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navigation of the system according to the defined criteria. Figure 3 presents the results of a representative 
test run. It can be seen that even with sudden weather changes, adjustments to the path are made according 
to the fastest route. 

 
Figure 3: Exemplary visualisation for one evaluation case of the hybrid metric 

For an evaluation of the algorithm's runtime in complex route networks, an extensive industrial site with 
diverse indoor and outdoor areas was digitized and stored in the form of an .osm dataset. On this dataset, 
different algorithms for randomly generated start and destination points were investigated with respect to 
their runtime. The proposed heuristic captured the fastest route in every case, while the classical heuristic 
for an A* algorithm almost exclusively found the shortest route between the two points. The run time of the 
proposed heuristic is comparable to the application of the classical A* algorithm and scales similar to the 
values presented in [15]. 

The robustness of the proposed algorithm was tested during the complete evaluation phase of the research 
project E|SynchroBot, which results are openly available over the website of the institute FAPS. During the 
evaluation time, no limitation of the available time of service could be measured. 

6. Summary and outlook 

In this paper, a hybrid metric for the consideration of dynamic environmental influences on the optimal 
navigation of autonomous transport vehicles is presented. By considering the specific influences as well as 
the physical properties of driverless transport entities, the problem of the fastest route of a mixed indoor and 
outdoor navigation can be solved. The proposed metric is implemented exemplarily on a driverless tow truck 
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showcasing a demonstrative derivation of parameters. In the context of real industrial application scenarios, 
the qualitative function of the metric could be shown. 

In perspective, the use of such a metric allows the autonomous and dynamic navigation of different transport 
vehicles in extensive areas of application with changing indoor and outdoor areas. A centralized acquisition 
of environmental data ensures that each vehicle has a corresponding knowledge base for the assessment of 
external weather influences. Together with the inherent information coding of .osm data, a fast and efficient 
navigation in the mixed indoor and outdoor logistics context can be achieved. 

In perspective, the presented methodologies can be transferred in a variety of use cases. For example, a 
hybrid consideration of public transport with other means of transport, such as e-scooters or bicycles, would 
be possible without significant modifications. 

As an outlook of the presented work, a further development of the presented heuristic should certainly be 
mentioned. Due to the monotonicity requirement, a significant underestimation of the actual (time) cost is 
performed in the current notation. Because this underestimation is applied equally to all nodes, the influences 
on the order of expansion cancel each other out. However, so far, the result is not suitable for an operational 
estimation of the remaining transport time. Here, an alternative approach, which makes a real estimate, would 
be the next step of a fully useful implementation. 
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Abstract 

Distributed manufacturing is presented as a means to enable sustainable production and collaboration. Rather 
than rely on centralised production, distributed manufacturing promises to improve the flexibility and 
resilience to meet urgent production demands. New frameworks of production, based on manufacturing 
models with distributed networks, may provide functional examples to industrial practice. This paper 
discusses efforts in distributed production in the context of Free/Open source hardware and devises a 
conceptual framework for future pilots at which open source machines, such as a desktop 3D printer, may 
be manufactured in a network of open/fab lab nodes. 
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Distributed Manufacturing; Microfactory; Open Source Hardware; Free and Open Source; Circular 
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1. Introduction

The study of distributed manufacturing (DM) has become an interesting topic in literature. Among the milieu 
of topics in this domain of research, this paper is motivated by two interesting developments: First, 
manufacturing processes are changing over the years [1±3] and so is the environment in which enterprises, 
social or commercial, operate. Second, the emergence of the Free/Open Source Hardware (OSH) is 
noteworthy, as it introduces new forms of collaboration in project development, previously limited to the 
software realm [4]. A third observation is that both these developments have been made possible by a well-
established digital infrastructure we now take for granted. The digital infrastructure has allowed Free/Open 
Source Software to succeed and, in turn, to inspire the OSH movement [5]. Similarly, digital innovations 
have enabled manufacturing to move beyond centralised conglomerate systems to new forms of distributed 
networks of production [6] (that we refer to as DM).  

These interesting phenomena are topics of discussion in other papers (see Sec. 1.3) but none fully discuss 
conceptual frameworks that relate DM and OSH and explore the opportunities they can bring to new models 
of open production that are not limited to 3D printing of parts. In this paper, we provide a conceptual 
framework for this relationship, motivated by the needs of future pilots of open production. More 
specifically, we discuss how DM production units can manufacture open source designs in a network of 
nodes that simplify the high-level DM abstraction, to benefit OSH manufacturing endeavours. To fully 
understand the relevance of this opportunity, the rest of this section provides background on DM and OSH 
(Sec. 1.1) and, a discussion on the main advances in manufacturing and global manufacturing issues (Sec. 
1.2).  
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1.1 OSH and DM: Overview 

Collaboration, open knowledge, and open documentation tools in the form of publicly available projects 
with permissive or copy-left licenses (Free and Open Source licenses [7]) have transformed the social 
infrastructure in the software realm [8] and may provide the groundwork to re-shape manufacturing networks 
in the context of OSH. OSH describes machines, devices, tools, and any physical object whose design 
specifications are made available to end-users and makers so that such physical objects respect the rights of 
users and allow for collaboration, reuse, modification, and manufacturing of derivative work [9]. Despite the 
vagueness of the definition and an ongoing standardisation process [10,11] - OSH, in addition to 
collaborative and open knowledge benefits, may provide economic advantages [12,13] and flexibility in 
distributed flows of production.  

Innovations in infrastructure and production technology have provided manufacturers, small and large, 
proximity to end-users in distributed capital and material sourcing production networks. DM refers to the 
nexus of geographically scattered production facilities that are coordinated for the manufacturing of 
products. Kerdlap et al. [14] define DM as the production, close to points of consumption, of multiple 
manufacturing sites, both scalable and localised with reduced transport requirements. In our paper, we 
consider DM as a system of manufacturing in geographically dispersed components divided into sub-parts 
with production at different geographical distribution networks in a collaborative setting - similar to Rauch 
et al. [15] but also encompassing the concepts of open production and bottom-up economics [16]. The 
distribution network may or may not be coordinated by a single entity or technology, and the governance is 
from one to many stakeholders.  

DM depends on modern infrastructure, information, and communication technologies (ICT), advanced 
enterprise resource planning (ERP), cyber-physical systems (CPS), and internet of things (IoT) in what is 
described as Industry 4.0 and smart manufacturing trends to integrate supply chains [17]. DM has also 
evolved from a value-chain of distributed production across various locations to production networks with 
small, medium, and large collaborating companies with the challenge to operate with the functionality and 
capacity of highly refined modern conventional mass production sites [18]. Challenges exist in such complex 
value-chain relationships [19] and the potential of DM in the context of OSH is to provide means to 
democratise and decentralise manufacturing practices in a global economy - localised and hyper-customised 
with international networks of collaboration. 

1.2 Advances in manufacturing and sustainability issues 

Manufacturing has moved beyond traditional processes [3]. Traditional manufacturing is described as one at 
a time per need basis production tailored to specific individual needs in a barter system. Production method 
innovations, over centuries, transformed the scale of production and manufacturing landscape from the 
industrial revolution to standardisation and high-volume mass production - further refined over the years 
with machine-dominated robotic automation. Manufacturing today operates in complex labour and capital 
intensive setting with global distribution networks, high-scale manufacturing, and material intensive needs 
(see [6] for a historical overview).  

Global manufacturing networks are not without fault per se but might be taxing when environmental impact, 
supply shocks, and local economic self-sufficiency are considered. In the context of environmental impact, 
global manufacturing modern practices have a responsibility to reduce the environmental burden inflicted 
by processes in product life cycles [20]. Some of the proposed solutions to the sustainability problem suggest 
enhancing life cycles [21,22], adopting sustainability programs [23,24], or setting up emission frameworks 
[25,26]. Supply shocks (e.g., financial [27], pandemics [28,29], commodity shocks [30], natural disasters 
[31], etc.) also exacerbate the risks in manufacturing flow and environmental impact and may provide 
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opportunities for the consideration of sustainability strategies, such as circular economies [29]. As the effects 
of environmental impact and disruption of the logistic flow of raw/intermediate materials are exacerbated 
by supply-chain shocks - there is a significant need for an eco-friendly solution to the manufacturing problem 
that can be geographically dispersed, localised, and conceivably, more adaptable to shocks.  

The need for an eco-friendly solution might be tackled by circular economies. A circular economy is 
described as a closed-loop flow of resources in the production and processing of goods in an environmentally 
conscious and ideally waste-free manner (see [32,33] for a more exhaustive definition). In the DM context, 
it means adding circularity to the distributed flow of resources. As society emerges from production and 
customisation at a large scale [34,35] to personalised production [36,37], distributed manufacturing in a 
circular economy setting may be one of the sustainable solutions [38]. 

1.3 Related work  

Previous sub-sections provide background information and serve as groundwork to the definition of the role 
that DM may play in the production and distribution of open-source projects. Works referred to in this section 
are inspirations to the contents of this paper; as no equivalent idea of a DM nodes network for OSH is 
available in current literature. 

Among related work in the scope of distributed manufacturing, Wittbrodt et al. [39] explore the life cycles 
of Open Source 3D printers in a distributed manufacturing setting and highlight how 3D printers may make 
distributed manufacturing feasible. King et al. [40] follow on the idea and discuss open-source technology 
to overcome production challenges in communities lacking infrastructure and design desktop 3D printers to 
provide schools and makerspaces with some manufacturing capability. Similarly, Gwamuri et al. [41] discuss 
a distributed manufacturing model for self-refraction eyeglasses for developing countries and claim the 
potential to displace centrally manufactured solutions.  

Wittbrodt et al. [42] use the term ultra-distributed manufacturing to describe household-scale 3D printing of 
complex products. The authors study the case of a solar photovoltaic racking system and show how this 
mode of production could save costs and improve manufacturing quality. Woern et al. [43] assess distributed 
manufacturing feasibility in the production of flexible products and find economic and technical advantages 
in using 3D printers in distributed manufacturing.  

Redlich et al. [16] explore theoretical underpinnings of bottom-up economics in the context of open 
production models in co-creation models of production based on collaboration. A concept drawn onto a 
microfactory model of open production [44], inspired by microfactory experience in the industry [45] 
(microfactories may be used or not in DM networks, Sec. 2 will explore further).  Ellwein et al. [46] analyse 
distributed manufacturing and identify customisation, cloud manufacturing, digitalisation, and share-
economy as factors that bring analogous co-creation collaborations, termed as the separation of design and 
manufacturing coupled with new ways of cross-border collaboration in distributed re-location of production.  

Literature focuses on the theoretical description of complex paradigms and systems of production or the 
possibilities of manufacturing in household scales. However, there is work to be done on the definition of a 
framework that may not only be applied to the production of 3D parts but also, the production of machines.  

The motivation of this work is to develop a conceptual framework for future pilots of distributed 
manufacturing and open production models. Hence, this paper proposes a high-level framework for the 
problem of how production units in DM networks may organise to manufacture open design projects.  

The next section will expand on the industrial and community experience when open-source designs meet 
distributed production - specifically on microfactories and COVID-19 initiatives in distributed 
manufacturing. This is followed by the definition and description of how decentralised production of OSH 
machines could look like as a network of fab/open lab nodes.  
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2. OSH and DM: industrial and community experience  

As OSH design files are ideally freely available on the internet for anyone to download, use, modify and 
repair. OSH may play a vital role in open design distributed manufacturing in both, the end-product and 
manufacturing equipment [47].  

In the case of OSH as end-products, geographically distributed manufacturing, based on these designs, may 
save financial, human, and time resources required to design and develop a product from scratch [13]. As 
manufacturers¶ development costs go down and the nature of OSH allows for re-use and derivative work of 
products, different manufacturers may not require to re-design from scratch. Collaborative work encourages 
standardisation and may increase the availability of components. Ideally, this may allow for the cut down of 
SURGXFW�UHGXQGDQF\��ZDVWH��DQG�SODQQHG�REVROHVFHQFH��UDPSDQW�LQ�WRGD\¶V�PDUNHWV [48].  

In the case of open-source manufacturing equipment, the same reasoning follows, with the added advantage 
that local manufacturers in a localised distributed network may source materials, plentiful in supply from 
shorter-distance logistic connections. The nature of collaborative design in OSH could also differentiate 
OSH DM from craft production and allow cost-effective localised manufacturing of products.  

OSH is not the only innovation needed to realise DM on a localised scale. Multiple, small high-tech factories 
may ease the challenge that mass production has with large-centralised sites. Microfactories or desktop 
factories (see [49] for more information on types) stem from their introduction in Japan in the late 1990s as 
there was a need to cost-effectively produce small precision components on the micro or mini scale without 
the reliance on large or inflexible manufacturing sites and machine tools [50]. Microfactories challenge 
traditional manufacturing aimed at economies of scale, mass production, and capital concentration [51]. 
Microfactories benefit from locality, flexibility, proximity to other sites or customers, lower carbon footprint, 
hyper-specialisation, and better access and training of skilled labour [45]. Examples of microfactory 
production networks include desktop factories at Sankyo production of small mechatronic parts [45], Arrival, 
an electromobility start-up [52], integration of microfactory processes in electric vehicles production [53], 
and textile industry manufacturing of smart-clothing accessories [54].  

Besides microfactory production in a formal production network - small-scale DM was possible during the 
COVID-19 pandemic. As hospitals faced acute shortages of personal protective equipment (PPE) [55]; 
innovative community solutions surfaced in localised, small-scale distributed manufacturing efforts. Face-
shield jigs were distributed to local communities by coordinating makers to produce batches of laser cut or 
3D printed free and open designs [56]. Besides communities, also start-ups were able to pivot their 
production. An example in Singapore, a small open-source 3D printer farm start-up was able to quickly adapt 
and supply face-shields to its local neighbourhood [57]. Several other examples exist [58] and illustrate the 
ability of small-scale distributed production sites to utilise open designs to adapt their production in real-
time to satisfy an urgent supply shortage. Flexibility in production provides resilience in the face of 
disruptions. Hence, traditional mass production capability may be complemented by utilising local 3D 
printing capacity for the distributive manufacturing of medical equipment [59]. The same case may apply to 
other industries as OSH and small-scale DM model of production proliferate in the industry. 

3. DM of OSH: A conceptual framework example of machine manufacturing 

This section will present a conceptual framework based on a theoretical example of how machines may be 
manufactured in a DM setting. It is assumed that the source of the machine is freely available and that 
fab/open labs can join production efforts in a locality or logistic network. To simplify the depiction of such 
a production network ± authors use the example of an existing 3D printer from the Fab City Hamburg project. 
Background to circular economy initiatives will be provided, in particular, the desktop 3D printer from Fab 
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City Hamburg. This is followed by an applied conceptual framework to the theoretical node DM production 
network of such a printer. 

Fab City is an initiative that began in 2014 in Barcelona with the premise to transform Barcelona into a 
circular economy ± where by 2054, the city should be able to produce everything the city needs locally [61]. 
Hamburg became the first German city to pledge to become a fab city [62]. Redlich et al. [44] applied 
concepts of new patterns of value creation (e.g., networking, collaboration, decentralisation, and bottom-up 
economics) to describe open labs as distributed open-source microfactories able to set up and replicate 
manufacturing space and resources to participate in a value creation process that is free of hierarchy and 
regionally or globally connected. With the rise of the maker scene in the hardware space, fabrication 
laboratories or fab labs have become a new space for participatory digital manufacturing, whereby local 
makers, students, entrepreneurs, or anyone may join and make almost anything. Fab labs offer a high degree 
of creativity and project customisation in a friendly space equipped with minimal tools to assist users and 
makers in development from design and documentation to prototyping and individualised fabrication 
[44,60].  

Open labs are equipped with machine tools or production technologies whose plans, build instructions, bill 
of materials (BOM), design files and documentation are freely available. As part of the Fab City Hamburg 
project, the Open Lab Starter Kit (OLSK) is a project that aims to set up a blueprint of free and open-source 
machines necessary to establish a digital manufacturing Open Lab [63]. The project originates in the vision 
to create a distributed network of µFLUFXODU¶� production in Hamburg. Local fab labs and open labs are 
equipped with a range of digital manufacturing machines (Laser Cutters, 3D printers, CNC routers) to 
provide minimal prototyping or micro-factory capability within the establishments. Machines are designed 
and developed using distributed control versioning tools (e.g., GIT) and hosted in publicly accessible 
repositories.  

The first machine developed is a desktop 3D printer. The design of the printer is based on an open-source 
design, adapted to fit local design requirements, and made available in a public repository [64]. The 
developed 3D printer is planned to be distributed to various makerspaces and institutions throughout 
Hamburg, with the aim of diffusing digital fabrication technologies throughout the city. The Open Lab 
Starter Kit project aims to produce and distribute other fabrication machines to labs across the city of 
Hamburg with in-house developed OSH with easily accessible parts and following the requirements of the 
Open Source Hardware Association (OSHWA) [65]. The OLSK is a suitable platform to devise a framework 
on how OSH projects could be produced in a localised distributed way. As a minimal example to answer the 
question of whether an OSH machine can be produced distributively, the authors consider the case of a 
simple desktop 3D printer.  

Several components of the OLSK 3D printer are 3D printed and metallic raw materials are locally sourced 
and machined. For instance, the base of the printer is machinable with a laser cutter, whereas, the rest of the 
printer requires conventional hand tools. Hence, makerspaces, with the minimal set of digital manufacturing 
tools, may be able to replicate machines. Table 1 summarises the different sub-assemblies required by the 
3D printer. 

Table 1: OLSK 3D printer manufacturing process difficulty by sub-assembly 

Sub-Assembly Manufacturing process Difficulty 

3D printed parts 3D printing Easy 

Frame and structure Cutting and drilling Easy 
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Sub-Assembly Manufacturing process Difficulty 

Enclosure panels Laser cutting Moderate 

Electronics and wiring Soldering and crimping Moderate/Difficult 

Testing Test station Moderate 

Final assembly Assembly Moderate 

Software Flashing firmware Easy 

 

OLSK 3D printers were built in workshops in Hamburg. It was noted that while manufacturing the 3D 
printers in our labs, component quality was dependent on the skill set of technicians, troubleshooting ability, 
the type of machines, features, calibration, and quality of the documentation. In terms of the process from 
prototyping to manufacturing (see [66] for an overview of production planning topologies), figure 1 
summarises the activities that could be equally adaptable to other OSH projects. 

As part of a future pilot of DM production utilising the capacity of localised open labs - the DM of machines 
may use a network of interconnected nodes providing capacity, capability, flexibility, and high 

Figure 1: Prototyping, manufacturing and quality control activities 

Figure 2: Generalised DM OSH nodes network 
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customisation/specialisation of manufacturing steps. Figure 2 illustrates the concepts how OLSK machines 
could be manufactured locally by utilising existing microfactory capability within fab/open labs in the city.  

We consider a node as a microfactory in the form of a fab or open lab, able to produce, test, and manufacture 
a part, component, or sub-assembly of the machine. Nodes are distributed across a city and can undertake 
one or more work packages as required. The work across nodes might be distributed according to the product 
to maximise efficiency, minimise logistic travel and reduce waste.  

A node is a simple representation of a microfactory that encompasses and simplifies other external factors, 
inherent to the running of such a micro-production unit (e.g., employees, marketing/business plans, monetary 
flows). Hence, a node does not address such issues, but it represents on a higher level, no matter the internal 
configuration or running of it, a microfactory able to produce, test, and manufacture parts assigned to it.  

Nodes in the DM OSH production network may act as manufacturers of new nodes if they have the capability 
of such. Nodes may collaborate in the production, assembly, and flow of materials, parts, sub-assemblies, 
and products. A system with small-scale production is flexible and resilient against supply-shock production 
flows. The manufacturing of one machine, for example, may be divided between nodes in the network so 
that each node produces a part or sub-assembly according to the capabilities and capacity requirements. A 
node may become a sub-node, which are nodes capable of taking over the production task of another node. 
Nodes may or may not be part of the DM network of a specific machine. This means that nodes networks 
may participate in the production of more than one machine and may not be restricted to the production flow 
of one manufacturing project. Similarly, there may be nodes capable of producing all the manufacturing 
steps for the machine at once, these are super-nodes and may or may not participate in one or more sub-
assemblies of a machine.  

The flow of materials and parts may be traceable and trackable through digital product passports. Digital 
product passports may provide an intelligent, verifiable way to support such relationships (this is depicted 
by the traced lines connecting the nodes). However, challenges in this field remain. There are stakeholder 
policy issues [67], requirement composition challenges from an enterprise perspective [68], digital product 
passport policy guidance such as the upcoming EU Battery Regulation [69], implementation initiatives such 
as in Hamburg [70], Prague [71], Glasgow [72] or Brussels [72] (for an exhaustive list see the EU Joint 
Research Centre (JRC) [73]).  

  

Figure 3: OLSK DM network representation 

801



Such a complex network of nodes may also require high optimisation capability to be able to assess the most 
optimal way to plan production, a topic of current research, and with work in progress algorithms [74] [75]. 

A simplified representation of how such a network of nodes may be applied in a pilot is illustrated in Figure 
3, where:  

x N1: Frame and structure producing node  

x N2: Enclosure panels and pre-assembly node  

x N3: 3D printing node  

x n3_1, n3_2, n3_3: 3D printing sub-nodes  

x N4: Electronics and wiring node  

x N5: Final assembly, electronic testing, and software flashing node  

x S1, S2: Local part suppliers  

  

Nodes N1, N2, N3, N4, and N5 exchange information by using the digital infrastructure and produce each 
sub-assembly or step independently of each other. Production may flow linearly 1-1 as illustrated from N1 
to N3 or with multiple inter-dependencies as in N4 to N2 and N5. As expected, the system provides some 
resilience as sub-nodes n3_1, n3_2, n3_3 may backup N3 if required. As the network grows, more sub-nodes 
may replace other microfactory nodes.  

The cloud in Figure 3 represents a federated digital network, a network infrastructure that is distributed and 
decentralised across instances of a service, in this case, a DM network. The role of the federated network is 
to provide the tools to track and trace production flow, decentralise, encourage open participation, and 
provide means of good exchange supporting both, barter and traditional accounting-based systems (see [76] 
for more details on resource, event, and agent models). This may provide means of recycling, re-use, and 
minimising waste in a circular economy model. Additionally, the digital network may be complemented by 
web3.0 technology: blockchain, decentralised autonomous organisations, decentralised finance, self-
sovereignty, and privacy tools [77]. However, as technology evolves, it is unclear how such a system and 
governance may look in practice on a regional level.  

Distribution networks, logistics, e-commerce platforms, and stakeholder relationships, due to simplicity of 
exposition, are not included in Figure 3 but the manufacturing flows may theoretically be adaptable to 
changes in such factors. Similarly, nodes with non-manufacturing tasks may also be included in the future 
(i.e., small-scale specialised transportation distribution nodes or federated instances of e-commerce nodes). 
As with regards to suppliers and proximity mapping for larger-scale production networks, models such as 
know-how proximity data matrices [78] may be suitable for waste reduction and sustainability applications. 
However, further research in this field, in the context of DM, is needed.  

DM of OSH may assume the node configuration described in this section. Node networks may grow 
separately from each other in different regions or grow organically in one region towards other regions. The 
distributed nature of this system allows future communication between geographically distant networks of 
nodes. Hence, any fab or open lab in such a network can participate in the manufacturing process. As 
networks of nodes expand, they are not confined to limited regions of production and may communicate 
cross-regionally or globally with each other if required. The node configuration provides a high-level 
proposition on how regions may organise their fab/open labs in a democratised and open production flow. 
Democratised as producers may have access to such network of production. Open production as nodes may 
participate in the manufacturing of any OSH part, sub-assembly, or project they may be capable to produce.  
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As DM enables democratisation [79] and the industry continues to innovate global production networks and 
value creation - OSH may play a vital role. Open source machines, like the OLSK, in the mesh of fab/open 
labs, are a starting ground for future endeavours in building distributed manufacturing networks. In the 
future, local/regional value creation systems may have the ability to become circular economies, self-
governing, self-reliant, and resilient to supply shocks. Fab City movement may foresee this trend emerging 
at the city level, but the nature of open distributed networks is not limited to hard-bound perimeters, it is 
global.  

The suggestions in this paper support effort in localising production in a distributed manner and encourages 
research-led endeavours to explore alternative production networks that aim to be open, sustainable, and 
adaptable. The authors propose a node-organisation framework of fab/open labs able to manufacture a 
desktop 3D printer and likewise, other machines by that same approach. The extent to which such 
possibilities might or might not apply in practice is thought-provoking, particularly, when compared to 
existing manufacturing literature and current capacity/capabilities in the global economy. Further work is 
needed in the form of pilots and case studies to evaluate to what extent is distributed manufacturing of open 
source hardware ready to undertake such an open production endeavour.  

4. Further research  

Localised distributed manufacturing in open production spaces is referred to as a new category of production 
[6]. Distributed manufacturing models in open production spaces lack production planning models [80] and 
there is a need for research on open distributed production algorithms. Hence, future research may expand 
on how the conceptual framework, presented in this paper, will organise each of the production node¶V 
scheduling, capacity allocation, and logistic provisioning.  

The distributed manufacturing of open-source machines, such as our desktop 3D printer, utilising the 
machine capacities of the geographically distributed makerspaces within a city would also serve as an ideal 
pilot project to test and evaluate production strategies for optimum utilisation of the production capability of 
networked open production spaces.  

Production allocation and fab/open labs manufacturing specialisations may be of interest for future research 
too. For instance, is it sensible to divide a manufacturing task into sub-assemblies and distribute sub-
assembly production to different microfactory nodes? Or is it more sensible to allow each microfactory to 
become a super-node and produce one machine each? Furthermore, questions remain about the role of ICT 
implementations of inter-connected systems making use of web3.0 and Industry 4.0 technologies. Similarly, 
the role of policymakers and green agendas. There will be trade-offs between manufacturing capacity, 
efficiency, capability, and sustainability. All these issues add to the role of OSH licensing and certifications, 
which may be a major setback to real-life implementations of such policies and projects.   
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Abstract 

Due to the growing number of variants and smaller batch sizes manufacturing companies have to cope with 

increasing material flow complexity. Thus, increasing the difficulty for production planning and control 

(PPC) to create a feasible and economic production plan. Despite significant advances in PPC research, 

current PPC systems do not yet sufficiently meet the industry’s requirements (e.g., decision quality, reaction 

time, user trust). However, recent progress in the digitalization of production systems results in an increased 

amount of data being collected, thus enabling the use of data-intensive applications technologies, e.g., 

machine learning (ML). ML provides new possibilities for PPC to handle increasing complexity caused by 

rising numbers of product variants paired with smaller lot sizes. At the same time, ML can increase the 

decision quality and reduce the reaction time to disturbances in the production system, e.g., machine 

breakdowns. Partly, ML models, e.g., artificial neural networks (ANN), are perceived as black-box models, 

resulting in reduced user’s trust in the decision proposed by an ML-based PPC system. The approach 

presented in this publication aims at a more functional and user-friendly PPC system by leveraging multi-

agent reinforcement learning (MARL), an accomplished approach within the field of ML-based production 

control, and approaches for explaining decisions made by reinforcement learning (RL) algorithms. With the 

help of MARL, short reaction time and high decision quality can be realized. Subsequently, the developed 

MARL system is combined with methods from the field of explainable Artificial Intelligence (XAI) to 

increase the users’ trust. The use case results show that with the help of the developed system, rule-based 

controls, which are often used in industry, can be outperformed while providing explainable decisions. 

Keywords 

Production Control; Machine Learning; Deep Reinforcement Learning; Multi-Agent Reinforcement 

Learning; Explainable AI  

1. Introduction

Manufacturing companies are facing an increasing material flow complexity because of a rising number of 

variants and a decrease in batch size [1]. More individualized production processes result in a rising 

production complexity and thus, in challenges (e.g., reaction to disturbances) for efficient production 

management [2–4]. For example, to determine a cost-optimal sequence, different set-up times, processing 

times, and necessary process steps for each variant have to be taken into account. With each newly introduced 

variant, the solution space increases.  

In this context, complexity can be differentiated into static and dynamic complexity. While static complexity 

focuses on the long-term design of production systems, dynamic complexity results from short-term changes 

in production structures as well as material and information flows triggered by unpredictable disruptions 

(e.g., machine breakdowns) [2,5].  
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The dynamic complexity results in decision-making situations in the context of production control, in which 

the employee’s experience is no longer sufficient to react optimally near real-time while considering the 

economic effects [6]. With the help of decision support systems, the user can be supported and thus be 

enabled to react appropriately and avoid adverse effects on the production system like downtime due to a 

material flow break [6]. 

Despite these potentials, the decision support of PPC systems is only partially accepted in practice. An 

indication of this can be seen in the frequency with which manual rescheduling is carried out. In the study 

conducted by LÖDDING ET AL., only 19 % of respondents stated that the planning of PPC systems is accepted 

and not overridden [7]. This can be caused by a lack of acceptance of the employees’ proposed decisions or 

a low quality of the systemic proposals due to the production system’s high complexity. The lack of trust is 

also shown in just under 35 % of respondents, who rated their confidence in the PPC system’s results [7]. 

However, KLETTI [6] identifies employee acceptance as crucial for decision support systems in 

manufacturing. In particular, the user-oriented presentation of information needs to be improved in 71 % of 

the companies surveyed [8]. 

In the context of ML, the already existing problem of lack of trust in decision proposals of systems is further 

aggravated. ML methods, enabled by the increase of data collected, provide new possibilities for PPC to 

handle the rising complexity. Especially with regard to the dynamic complexity, ML methods allow the 

increase of decision quality while reducing the reaction time [9]. An accomplished approach for ML-based 

PPC is using multi-agent systems (MAS) based on deep reinforcement learning (DRL) [10–12]. For this 

approach, ANNs are used for choosing actions [13]. On the downside, ML models like ANNs are perceived 

as black-box models [14]. Therefore, the user’s trust in decisions proposed by the system can be even further 

diminished [14]. 

Within the scope of this paper, an approach for a more functional and user-friendly PPC system is developed. 

Therefore, a MAS based on DRL is developed to realize short reaction time and high decision quality. For 

tackling low trust in the proposed decision, approaches from the field of explainable ML are used for 

realizing the explainability of the system’s decisions.  

2. State of research 

This section focuses on a brief introduction to different approaches leveraging deep reinforcement learning 

in production control (2.1) and methods for explainable decision finding (2.2). 

2.1 Deep reinforcement learning in production control 

PPC encompasses an organization’s entire materials, time, and production management, as a holistic concept 

[15]. The target of a PPC system is to increase the logistic performance while maintaining or reducing the 

logistic costs. High logistic performance is characterized by high delivery reliability and short delivery time. 

Low inventory and high utilization of machines are influencing the logistic costs beneficially. Due to the 

competing targets, these must be prioritized on a company-specific basis. PPC play a key role in achieving 

efficient and economical production [16]. In recent years, approaches leveraging RL have gained much 

attention within production control, due to the high potential of solving complex problems [10–12].  

In RL, an agent interacts with its environment and learns a strategy—also called policy, Ɏ(ܵ௧)—to maximize 

its reward (ܴ௧ାଵ). With the help of the policy, the agent performs an action (ܣ௧) depending on its state (ܵ௧). 
Based on ܵ௧ and ܣ௧ the agent receives ܴ௧ାଵ [13]. Within the field of RL, deep learning (DL), which uses 

ANNs, can be used to determine the policy for chosen agents. The combination of RL and DL is called DRL 

and is a subfield of ML [17]. DRL enables the agents to approximate a function to learn how to behave 

optimally in an environment and reach the given goals (e.g., high delivery reliability). The agent learns the 

810



optimal strategy by choosing actions based on the current state of the environment, with the goal of 

maximizing a numerical reward [13]. DRL is a promising way to solve problems, which cannot or only with 

much effort be solved analytically [18].  

A MAS consists of a set of agents interacting with the environment to perform one or more tasks jointly. 

The agents need information about their respective environment to achieve this optimization goal. The agents 

must obtain information from the environment, evaluate it with respect to the goals, and then select suitable 

actions [19]. WASCHNECK ET AL. [12] combined a MAS with DRL, realizing a decentralized autonomous 

approach for a dispatching heuristic, which was successfully tested for a production system producing 

semiconductors. The agents choose the best possible actions by using a policy based on a Deep Q-Network 

(DQN) [12]. DQN is based on Q-learning, but an ANN approximates the Q-values instead of the Q-table 

[20]. The risk of local optimization of the MAS was reduced by using a global reward function [12]. RÖSCH 

ET AL. [21] implemented a MAS using proximal policy optimization (PPO), a DRL approach, for energy-

oriented production control. Agents who had the ability to control the electricity level had to cooperate with 

electricity-consuming agents to maximize a common reward. Therefore, jobs had to be scheduled to be 

completed within a given period of time while avoiding a violation of a given energy threshold.  

The approaches presented were able to increase decision quality—represented by the improvements of 

production control—while reducing the reaction time significantly. Neither of the approaches was focusing 

the explainability of the decisions made by the MAS.  

2.2 Explainable AI  

Different approaches can realize the explainability of decisions in the context of ML. On the one hand, 

transparent models can be used; e.g., the parameters used for classification can be read out directly in a 

decision tree. Thus, the entire decision process is comprehensible, and the model does not require further 

processing [22]. These models are also called ante-hoc models [23]. However, ante-hoc models are 

disadvantageous in terms of the model’s accuracy compared to opaque models (e.g., ANN) [22]. 

On the other hand, post-hoc methods can be used to subsequently explain decisions made by opaque 

models[22,23]. With the help of the post-hoc methods, the decisions of ML algorithms can be explained 

while levering the advantages concerning the model’s accuracy [24]. There are two categories of 

explainability. Firstly, global explainability describes relationships learned by the model and its general 

behavior. Secondly, local explainability determines the influences of specific features leading towards a 

specific prediction [22]. Frequently used post-hoc methods include Local Interpretable Model-agnostic 

Explanations (LIME) [25] and SHapley Additive exPlanations (SHAP). SHAP is an approach based on the 

Shapley Value [26] and decomposes a model’s prediction into each attribute’s contribution to that prediction 

[27]. 

REHSE ET AL. [28] use an approach of explainable ML in the context of a model fabric. For this approach, a 

recurrent neural network is used to make predictions about the further course of the production processes. 

These predictions are subsequently explained by using LIME. Here, both local (individual decisions) and 

global explainability (general model’s behavior) are realized and subsequently visualized to the user [28]. 

KUHNLE ET AL. [29] investigate the decision logic of a single agent with DRL using a decision tree. However, 

the comprehensive explainability of the agents’ decisions needs to be further analyzed to overcome the black-

box problem [29]. Local and global explainability was used by HUBER ET AL. [30] to explain the behavior 

of a DQN-agent in a single agent environment. It was investigated that the combination of a local and global 

explanation helped to achieve a higher performance in the tests conducted [30]. Thus, the combination of 

MAS with DRL and explainable Artificial Intelligence (XAI) within the production control field promises 

great potential for improved performance and user-oriented information visualization.  
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3. Approach 

The approach presented within this paper—based on a MAS with DRL— intends to realize short reaction 

time and high decision quality without neglecting the user’s trust in decisions proposed by an agent-based 

decision support system. Therefore, ANNs are being used to select the best possible action based on the 

system’s current status. Due to the black-box nature of ANNs, additional steps are needed to realize the 

explainability of decisions. The developed approach is subdivided into two phases. (1) A user-specific 

observation and action space is defined based on specific user roles within a production system. 

Subsequently, the multi-agent framework is developed, which enables choosing the best possible action 

based on the system’s current status. (2) Lastly, a method for the explainability of decisions made by the 

agent and the specific ANN is implemented. Thus, the developed system is enabled to propose explanations. 

3.1 Multi-agent system with DRL 

This section defines the observation space as well as the action space, which are indispensable for the use of 

a MAS. The observation space determines the data, which each agent receives for selecting an available 

action from the action space. For determining the action space for each agent, potential actions (e.g., selection 

of the following order, short-term capacity increase) are identified for individual user groups in PPC (e.g., 

production controllers, foremen). Thus, representing their ability to influence the material flow within their 

user-specific scope in the context of production control. To define these company-specific measures, expert 

interviews have to be conducted. By defining these possible actions, the decision support system can propose 

user role-specific measures to the users. Thus, users only receive suggestions for action and information 

within their scope. 

Based on the different types of agents, a multi-agent framework is deducted. Figure 1 depicts a general set-

up for a hierarchical MAS. The agents’ action space represents measures, which the corresponding user or 

user group for each production resource can initiate within the scope of production control. In the example 

given, a second agent (e.g., a foreman) supervises two agents (e.g., machine operator). Between those two 

types of agents, the available action space and the observation space and, therefore, the available actions 

might differ. Therefore, an agent can be given a different responsibility depending on their respective 

abilities. For example, the agent representing a foreman might be able to change the volume of an order if 

necessary. In contrast, the machine operators might only determine the following order to be produced from 

a small number of orders.  

 

 

Figure 1: System architecture of the developed system with different types of agents 
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With the help of DRL, complex environments can be abstracted to select a suitable action given the situation 

[18]. Thus, enabling the determination of a policy for each separate agent, with regard to an individual 

observation space and action space. The agents’ training occurs by interactions between the production 

system’s simulation model and the MAS. Based on the reward given at the end of every episode (e.g., one 

week), the agents learn to choose the best possible action based on the system’s current status. The trained 

agents can react near real-time on disruptions. Within the scope of this paper, PPO is used as a DRL 

algorithm because of its high robustness while exhibiting good learning behavior [31,32]. PPO uses the 

actor-critic approach, in which Ɏ is learned based on a value function [31]. This allows generalizing complex 

decision situations well [32]. Based on the multi-agent approach, it is possible to fulfill production control 

tasks while optimizing the logistic costs.  

3.2 Explainability 

The MAS with DRL presented in Section 3.1 focuses on improving decision-making concerning decision 

quality and reaction time. However, PPO is a black-box method using ANNs. In order to determine the 

influencing parameters on decisions, post-hoc methods are used in this paper. Thus, through DRL, a high 

decision quality can be maintained, and at the same time, the decision-making can be made explainable. To 

increase the users’ confidence in the system, global explainability and local explainability are used to avoid 

unnecessary overrides. Post-hoc analysis requires the evaluation of the model as a whole. Therefore, it is 

necessary to evaluate every agent’s ANN. For this purpose, all influencing factors are examined concerning 

their effects on selecting a particular action. Thus, an explainer can be generated, which shows the 

influencing factors for a given initial state and the resulting decision. Therefore, it is possible to equip a 

trained system with an explainer once, use them continuously and obtain a post-hoc explanation. In order to 

achieve this, the influence of the observations on the choice of action is calculated using SHAP values [27]. 

These SHAP values provide the results determined by the system. Starting from a base value (e.g., planned 

quantity), the influence of the individual input characteristics can be calculated to determine the resulting 

value [27]. SHAP enables both global and local explainability. With the help of global explainability, it is 

possible to present the decision-making process in a generally comprehensible way. Thus, relevant 

influencing parameters can be identified in general. On the one hand, this helps the user to understand the 

influences on the system’s decision process. On the other hand, by determining the influence of different 

parameters, the agents’ observation spaces can be adapted. This has a positive impact on the learning 

behavior of the agents and their ANN. The local explainability allows the determination of single influencing 

factors and their contribution to single decisions. Figure 2 schematically shows a so-called force plot. At the 

top, the specific action being explained can be seen. The features visualized in black led to a reduction from 

70 to 40. The features in gray color show the features that stopped the reduction at 40. Thus, showing the 

influencing parameters’ impact on the decision and to which extent a system built in a user-centric manner  

 

 

Figure 2: Decomposition of an individual action of one agents provides the  

influences for why this action was chosen in the given situation.  
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using MAS and leveraging advanced techniques such as DRL can use XAI to increase the users’ trust in the 

proposed decisions while maintaining high decision quality and short reaction time. 

4. Use Case 

For the experiments being conducted within the scope of this paper, a simulation model of a production 

system has been used. The simulation model was built using Python as a programming language. Thus, 

realizing the short running times of the simulation model is beneficial for the number of iterations needed 

for the agents’ learning process. 

4.1 Simulation model 

The simulation model is based on a real-life production system and consists of eight interlinked machines. 

Those eight machines represent a multi-stage production process. In total, the production process has four 

stages and parallel machines in two of them. Machines within the same stage have different (but sometimes 

overlapping) abilities regarding products, which can be processed as well as different processing times for 

specific products. Each product has to be processed once within each stage, and no skipping of process steps 

is allowed. Each machine can have four states (processing, waiting, set up, disturbed). Machine breakdowns 

are stochastically distributed and cannot be avoided. Orders for each episode (representing one week) are 

created based on a historic distribution at the start of each episode. Each order is characterized by product 

type and quantity. One episode contains, on average, 35 differing orders. All orders can be picked at the 

beginning of the episode. The set-up time needed for the production of an order is mainly based on the 

product type of the preceding order on the specific machine.  

4.2 Multi-agent system 

For the experiments conducted in the context of this paper, the focus has been on the improvement of order 

sequencing based on the system state. For this purpose, each production resource agent has up to five orders 

and the associated properties of the order (e.g., quantity, product type) in its observation space. Each unique 

order in the observation space is represented by an action in the agent’s action space. Additionally to these 

actions, the agent can choose not to pick an order and wait if it is beneficial. If the previous action has been 

completed, agents can select a new action. The selection of actions from the agent’s action space determines 

the sequence of production orders. During sequencing, further restrictions such as employee capacities, 

different processing times on different machines, and machine conditions (e.g., machine failures) have to be 

taken into account.  

All agents receive a global reward at the end of the episode, determining how successful the past episode 

was. This approach has proven to be beneficial for the agents’ learning behavior. Furthermore, local optima 

can be avoided while maximizing the reward [12]. Thus, resulting in better handling of the complexity of 

the simulation model. The reward consists of two parts; one part represents the logistical performance (e.g., 

lead time), and the other represents the logistical costs (e.g., inventory cost) that arise during production. If 

the lead time decreases, the logistical performance reward increases. If the inventory costs for an episode 

decrease, the logistical cost reward increases. A company-specific prioritization of the reward can be 

achieved by scaling the rewards. 

The agents were trained by using PPO. The resulting ANNs were passed to SHAP Deep Explainer. Hereby, 

an explainer model could be built, allowing the decisions’ explainability. This makes it possible to show 

both the individual decisions of the respective agents and the superordinate factors influencing the agent’s 

decisions (global explainability). Particularly, the findings of global explainability were used to adjust the 

observation space and thereby improve the reward iteratively.  
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4.3 Results  

In order to evaluate the performance of the developed MARL system, two conventional methods are used 

for comparison. In many companies, heuristics are common for sequencing orders within production control 

[33]. A widespread heuristic being used due to its simplicity is FIFO (First in - First out) [34]. The second 

heuristic used for the evaluation is “shortest set-up time next (SSTN)”.  

For comparing FIFO, SSTN, and MARL, 52 episodes were simulated. All three approaches used the same 

initial production program. Figure 3 compares the average total reward and the corresponding components, 

which consist in this use case of lead time reward and inventory reward. For all episodes, the average total 

reward of MARL compared to FIFO was 22 % higher. Hereby, improvements were achieved to the same 

extent through increased logistical performance, represented by the lead time reward (by 24 %) as well as 

logistical cost, represented by the inventory reward (by 37 %). The average total reward of MARL compared 

to SSTN was 15 % higher. Thereby, the improvements stem from an improvement of the logistical cost (by 

40 %), as well as improvements of the logistical performance (4 %). Local explainability is primarily 

intended for realizing user-centered information visualization within specific decision situations (e.g., 

selecting the following order). By identifying the importance of different features with the help of global 

explainability, the observation space can be adjusted. Thus, the MAS’s resulting reward can be increased. 

MARL was able to increase the reward gained for production time as well as capital commitment costs 

compared to FIFO and SSTN, resulting in a higher overall reward. One challenge in optimizing logistic 

targets is to improve several metrics simultaneously. This arises because different objectives (e.g., short lead 

times, low inventory costs) interfere with each other. Optimizing those multiple objectives is complex. 

However, the developed approach, based on MARL, showed promising results of achieving a multi-

objective optimization. 

 

Figure 3: Comparison of the resulting rewards 

5. Summary 

With the help of the proposed approach, a production control based on MARL with explainable decisions 

can be realized. Deducted from different user roles, a MAS has been set up. With this work, it could be 

shown that a MAS with DRL offers the possibility to improve production control with regard to the defined 

reward. Combining a MAS, DRL, and XAI can improve decision quality and reaction time while also 

explaining the decisions being made. The focus on user-centricity is an essential component for the 
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applicability. The current state of the XAI component indicates that it can enable increased trust in the AI 

system. Further investigations, especially concerning the use of local explainability, are necessary. 

Furthermore, the behavior of different DRL algorithms, besides PPO, will be tested. For further validation, 

the number of machines and products—and therefore the complexity of the production system— will be 

increased.  
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Abstract 

All-solid-state batteries possess multiple advantages compared to already established battery technologies. 
Therefore, they are emerging as promising candidates for the sustainable storage of energy and acceleration 
of electrification in multiple fields. Despite the rapidly growing interest and vast material and cell design 
research activities, all-solid-state batteries are still in their infancy stage. Both market entry and full 
exploitation of the storage potential now mainly depend on the development of production technology 
empowering the large-scale breakthrough. Thereby, the selection of suitable manufacturing routes and 
development of production processes resulting from the novel components and materials plays a key role. 
To provide a better understanding and a systematic approach for the analysis of all-solid-state battery 
production, a holistic Matlab-based SimEvents factory simulation model is presented in this work. It enables 
the modeling and simulation of all-solid-state battery production scenarios consisting of a certain material 
choice, process steps, sequence, process parameters, storage capacity, and boundary conditions such as 
throughput, downtime, and scrap rate. An algorithm automatically performs the evaluation and comparison 
of the scenarios regarding production-related KPIs such as ramp-up time, capacity utilization, circulating 
stock, and storage load. In addition, the highly complex and nonlinear dependencies specific for all-solid-
state battery production, as well as bottlenecks between the processes, are quantified. As a result, the factory 
model enables the optimization of manufacturing routes and production processes depending on the product 
design at a very early stage and the low-level maturity of this new energy storage technology. 
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1. Introduction

In search of sustainable energy storage solutions suitable for countering the advancing climate change and 
providing energy to the steadily growing global population, various technologies are being pursued. Among 
these, the lithium-ion battery, in particular, has gained considerable importance in recent years resulting in 
a steep increase in global demand [1, 2]. According to forecasts annual sales figures might exceed 100 
million by 2050 which is mainly driven by the rising popularity of electric vehicles [1, 2]. As a result, the 
annually produced storage capacity will reach the terawatt range in the near future [1, 2]. To meet this trend 
and since the lithium-ion battery is already technologically highly mature, solutions for increasing storage 
capacity must be found [3]. Currently, various approaches are being pursued aiming at further developing 
lithium-ion battery components or introducing fundamentally new battery technologies. With regard to the 
components, an increase in storage capacity is evoked, for example, by anode material compositions 
containing silicon [4, 5] and nickel-rich cathode structures [6, 7]. With regard to novel battery technologies, 
for example, the development of sodium-ion batteries [8, 9], lithium-air batteries [10, 11], and all-solid-state 
batteries [12, 13] is receiving strong boosts. Due to various advantages, the latter in particular seems to be a 
promising candidate for replacing conventional batteries. High energy and power densities [12, 14], 
improved safety [15, 16], and longer durability [14, 17] are just some of its potential key characteristics. 
However, from the point of view of the application in electric vehicles, the technology is still in its infancy 
stage. This is because all-solid-state battery cells are currently manufactured manually on a laboratory scale 
mainly for electrochemical characterization in formats not suitable for upscaling and with small-scale 
processes producing high scrap rates and costs [18, 19]. On a larger and industry-relevant scale, processes 
have not been established yet, but some thought has already been given to conceptualizing possible 
manufacturing processes [20, 21]. Accordingly, the current challenge is to realize the all-solid-state battery 
potential by developing production technology. To economically orientate the development of processes and 
manufacturing routes towards cost-effective production, an approach is presented in the following. Here, the 
technological focus is on sulfidic all-solid-state batteries. 

2. Manufacturing strategies for sulfidic all-solid-state batteries

Sulfidic all-solid-state batteries consist of two electrodes and a separator and consequently do not differ from 
galvanic cells of conventional batteries [12, 22]. However, the materials applied in the components are new 
to battery technology. High capacity and low-density lithium metal is used as anode active material on a 
current collector for electrical contacting [12, 13]. The separator consists of densely packed ion-conducting 
solid sulfidic electrolyte particles held together by a polymeric binder [22, 23]. The composite cathode is 
composed of lithium-ion storing cathode active material particles, sulfidic solid electrolyte, and additives 
such as conductive carbon for electrical conductivity and binder for mechanical stability [23, 24]. For 
electrically contacting the composite cathode, these components are applied to a current collector. [23, 24] 
Figure 1 schematically depicts the structure of such a cell with its components. Since they do not play any 
further role in the following sections, the additives are not shown. 

Figure 1: Composition of a sulfidic all-solid-state battery [14, 23] 
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According to current research, both composite cathode and separator can be manufactured in processes 
already used in the roll-to-roll production of conventional lithium-ion battery electrodes [19, 22, 25]. In the 
first step called mixing, the components of the separator and composite cathode are dispersed in a solvent. 
The result of this step is a slurry that is applied as a wet film to a substrate in the following coating step. 
Subsequently, the solvent is removed from the wet film in the drying step. The remaining porous dry film is 
then compacted in the final step using a calender. Since the performance of a sulfidic all-solid-state battery 
is determined by the contact of the solid-state particles, the compaction is of particular importance. 
Distinguishing the production from already established battery technologies is the fact that the process steps 
do not have to be carried out in parallel for composite cathode and separator. Theoretically, multiple 
combinations are conceivable with regard to the sequence. As an example, three of these strategies are shown 
in figure 2. According to current research, these are most promising [20, 23, 24]. 

Figure 2: Examples of manufacturing strategies for the production of sulfidic all-solid-state batteries 

The first manufacturing strategy is based on the production of conventional lithium-ion battery components, 
whereby the composite cathode and separator are manufactured in two separate process chains consisting of 
mixing, coating, drying, and calendering before being assembled to the cell. In the second strategy, the 
composite cathode slurry is mixed, coated onto the current collector, and then dried. Afterward, the separator 
slurry is applied to the cathode before the resulting compound is dried and compacted. By this type of 
processing, the separator penetrates the pores of the loosely packed composite cathode and only a single 
compaction step is performed for the compound. The third manufacturing strategy is similar to the second 
one, except that the separator is coated onto the already compressed composite cathode before the compound 
is dried and compressed. Consequently, no penetration of the separator slurry into the composite cathode 
occurs and two compaction steps are performed. 

Based on these examples, it becomes clear that theoretically feasible manufacturing strategies for sulfidic 
all-solid-state batteries significantly differ regarding production technology. Therefore, the analysis of the 
process arrangements is made assessable by the presented approach aiming at identifying suitable strategies 
from an economic perspective. 

3. Modeling of manufacturing routes

A simulation model quantifying WKH�PDQXIDFWXULQJ�VWUDWHJ\¶V impact on production-related key performance 
indicators (KPIs) and therefore enabling the economic evaluation was developed. The focus is on KPIs 
evaluating the efficiency of production such as throughput, ramp-up time, circulating stock, and storage 
utilization. The model enables the arrangement of processes according to the strategy and process parameters 
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chosen to suit both material choice and battery cell format. To perform a simulation run and systematically 
analyze the influence of parameters, various boundary conditions can be chosen to define so-called 
production scenarios. 

3.1 Simulation of production processes 

The process steps mixing, coating, drying, and calendering posing the basic building blocks of each strategy 
are implemented in an event-based Simulink model in Matlab enabling a high degree of control over process 
parameters and design of interrelations between the individual steps. Both sequences as well as the number 
of processes and their parameters can be chosen by adding and connecting them on the Simulink interface. 
As an example, the model for the first manufacturing strategy in which composite cathode (top row) and 
separator (bottom row) are produced separately is shown in figure 3. Upon receiving a production order 
containing the material composition and required quantity, the individual process steps are executed. Their 
relationship is modeled via the ratios of the intermediate products. For example, the link between mixing 
and coating is described in terms of the volume of slurry needed to produce the required wet film possessing 
a certain length, width, and thickness. The process output of each step is by an intermediate storage 
uncovering bottlenecks and low capacity utilization. Once all process steps are completed, the simulated 
components are assembled into a cell for calculating the resulting storage capacity. This information is 
merged with all variables along the entire process chain at the end of each simulation run. 

 
Figure 3: Model of the production processes in Matlab Simulink for manufacturing strategy 1 

For each simulation run, various boundary conditions must be defined for the model. These include factors 
such as annual factory output, number of working days, and number of daily shifts as well as equipment 
effectiveness and scrap rate of each process step. Overall, this results in a tool supporting the systematic 
analysis of manufacturing strategies for producing sulfidic all-solid-state batteries. 

4. Simulation of manufacturing strategies 

To show the influence of the depicted manufacturing strategies on KPIs by applying the model, different 
production scenarios are defined. The shown selection can be extended by any strategies as well as boundary 
conditions or process parameters. 

4.1 Definition of production scenarios 

Different production scenarios for manufacturing the composite cathode separator compound are defined for 
each strategy varying equipment availability and scrap rate in three levels. For each simulation run, the 
annual storage capacity factory output is 20 GWh, work is carried out 300 days a year in three shifts each 
lasting eight hours. Likewise, the parameters of all process steps are kept constant for the isolated 
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examination of availability and scrap rate. Table 1 contains the overview of the manufacturing strategies and 
parameter levels for each scenario resulting in a total of 27 simulation runs. 

Table 1: Production scenarios for three different manufacturing strategies and variation of two parameters 

Manufacturing strategy Equipment availability in % Scrap rate in % 
1 (parallel) 100 0 
2 (separator on porous cathode) 95 5 
3 (separator on dense cathode) 90 10 

The simulations are performed for a 150 mm by 150 mm pouch cell containing a total of 40 layers. The 
materials used are lithium metal as anode active material, NMC 622 as cathode active material, a sulfidic 
solid electrolyte, carbon fibers as conductive additive, and a polymeric binder. The electrode current 
collectors are made from aluminum and copper. Based on these assumptions, the calculations result in 739 
Wh/l for the volumetric energy density of a cell is which is significantly higher compared to conventional 
batteries [26±28]. 

4.2 Analysis of throughput 

The results from the simulation runs shown in figure 4 display that, given a certain availability and scarp 
rate along the process chain, the manufacturing strategy affects the number of cells produced per minute by 
up to 2 %. Differences in terms of throughput for strategy 1 compared to strategies 2 and 3 occur due to 
synchronization difficulties of the parallel process chains. The deviation increases as the equipment 
availability drops and the scrap rate declines. Thereby, the availability shows a much stronger impact on the 
throughput than the latter. This is due to the significant increase in idle times of intermediate products 
between processes and leads to a productivity drop of approximately 8 %. Consequently, from this point of 
view, it makes no difference whether the components are manufactured separately or the separator is coated 
directly onto the uncompressed or densified composite cathode. 

Figure 4: Influence of equipment availability on cell output per minute for 5 % (left) and 10 % (right) scrap rate 

4.3 Analysis of circulating stock 

A distinct pattern is emerging as the manufacturing strategy strongly influences the circulating stock along 
the process chain. Figure 5 shows a contrasting development of the number of composite cathode and 
separator batches. The circulating inventory of the composite cathode is lowest for strategy 1 and increases 
significantly for strategies 2 and 3. The differences of approximately 25 % and 50 % compared to strategy 1 
are due to the increasing lengths of the process chains and the fact that manufacturing always starts with 
mixing and coating of the composite cathode. With regard to the separator, the trend is the opposite. The 
number of batches decreases when changing from strategy 1 to 2 or 3. This is due to the fact, that the separator 
is added to the compound at a later stage. However, the difference is not as distinct as for the composite 
cathode. Besides the manufacturing strategy, the equipment availability also affects the circulating stock. 
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This is because intermediate products such as slurries or dry coatings cannot be further processed as a result 
of higher process failure rates leading to fuller storages and therefore increased idle times. The scrap rate 
does not have a significant impact on this trend. 

Figure 5: Circulating stock at 5 % scrap rate for 95 % (left) and 90 % (right) equipment availability 

4.4 General comparison of manufacturing strategies 

Besides providing a detailed analysis and explanation of the interaction between manufacturing strategies 
and production-related parameters, the approach mainly aims at the general comparison of processing routes. 
Spider diagrams show the comprised results of the process simulations, containing the normalized 
assessment on all KPIs as a function of the process availability. The higher the achieved rating for a certain 
KPI, the more advantageous the manufacturing strategy performs in this respect. Based on figure 6 showing 
the result for varying equipment availability at a scrap rate of 0 %, significant differences between the 
manufacturing strategies become apparent. 

Figure 6: Holistic comparison of manufacturing strategies 1 (top left), 2 (top right), and 3 (bottom); 
increased relative advantage with increasing rating from 1 to 9 
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If, for example, the aim is the production of different cell formats with varying geometries or storage 
capacity, a strategy should be selected that has a short ramp-up time to achieve full utilization of the 
processes as quickly as possible. This requirement is best fulfilled by strategy 1. However, if the aim is to 
keep throughput as high as possible with fluctuating process availability, strategy 3 should be selected, as it 
shows the best performance in this respect. If the material costs tied up in processes and storage are to be 
kept as low as possible, strategy 2 or 3 should be chosen, as these have the lowest circulating stock. The 
evaluation of the key figures with regard to further settings can be carried out analogously. 

5. Discussion 

It turns out that the selection of a manufacturing strategy for sulfidic all-solid-state batteries from an 
economic point of view is not straightforward. The process model uncovers major differences in the 
performance of selected manufacturing strategies with respect to production-related KPIs. However, 
identifying the most advantageous strategy based on the presented results is not possible despite deep 
insights. This is substantiated by the fact, that each KPI will need to be weighed by resulting costs and their 
relation to the storage capacity. In addition, the components' performance regarding aspects such as rate 
capability and long-term durability need to be considered as well. Also, the overarching strategy of the cell 
producer which might either lean toward flexibility or throughput maximization will have to be taken into 
account. Thus, the model is just one of many building blocks in the decision-making process aiming at 
establishing a cost-effective and high-quality production of all-solid-state battery cells. 

6. Conclusion and outlook  

For the production of sulfidic all-solid-state batteries and utilization of their potential, a suitable 
manufacturing strategy must be chosen. As various processing routes are conceivable at the present stage of 
the technology, there is a need for an economic evaluation of these streamlining the cost-effective process 
development. To perform this, a Matlab-based model was developed providing the relative comparison of 
manufacturing strategies regarding production-related KPIs. Its operation was demonstrated by comparing 
three manufacturing strategies. In the first case, the composite cathode and separator are produced in two 
parallel process chains consisting of mixing, coating, drying, and calendering. In the second case, the 
separator is coated onto the uncompressed composite cathode, and in the third case, the separator slurry is 
applied to a densified cathode. The simulation-based analysis of the three strategies as a function of scrap 
rate and equipment availability shows differing routes, in some cases significantly, with regard to 
production-related KPIs such as throughput and circulating stock. As a result, this contributes to estimating 
the effects of the chosen processing procedure on the later to be established industrial production. 

Future works and examinations will further analyze various manufacturing strategies. For this purpose, 
uncertainties regarding the processes and their parameters will be integrated into the model. In addition, the 
production steps of cell assembly and finalization will be modeled. Once this is completed, the authors aim 
at monetarily weighting the evaluation criteria to support the selection more clearly in this respect. 
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Abstract 

Beyond conventional automated tasks, autonomous robot capabilities aside to human cognitive skills are 
gaining importance. This comprises goods commissioning and material supply in intralogistics as well as 
material feeding and assembly operations in production. Deep learning-based computer vision is considered 
as enabler for autonomy. Currently, the effort to generate specific datasets is challenging. Adaptation of new 
components often also results in downtimes. The objective of this paper is to propose an augmented virtuality 
(AV) based RGBD data annotation and refinement method. The approach reduces required effort in initial 
dataset generation to enable prior system commissioning and enables dataset quality improvement up to 
operational readiness during ramp-up. In addition, remote fault intervention through a teleoperation interface 
is provided to increase operational system availability. Several components within a real-world experimental 
bin-picking setup serve for evaluation. The results are quantified by comparison to established annotation 
methods and through known evaluation metrics for pose estimation in bin-picking scenarios. The results 
enable to derive accurate and more time-efficient data annotation for different algorithms. The AV approach 
shows a noticeable reduction in required effort and timespan for annotation as well as dataset refinement. 

Keywords 

Data Annotation; Augmented Virtuality; Human-in-the-Loop; Machine Learning; Bin-Picking 

1. Introduction

Short product life cycles, an increasing amount of product variants and more complex goods pose challenges 
to the manufacturing industry. Flexible automation, involving robot systems, contribute to improve the 
situation. However, conventional automation reaches limitations in scenarios with uncertainties, including 
industrial bin-picking for material supply, machine feeding and assembly. Deep learning (DL) is an enabler 
for autonomous robot capabilities able to cope with such complex tasks [1]. Yet, the required dataset 
generation is time-consuming and thus costly [2]. In addition, downtimes may occur on system ramp-up [3]. 

In this context, the contribution of this paper is an augmented virtuality (AV)-based real-world RGBD data 
annotation and human-in-the-loop (HuITL) dataset refinement method. Objectives of the method are to 
reduce the effort and time spent in initial dataset generation for industrial bin picking and tuning the dataset 
up to operational readiness during ramp-up phase. In a single operation, both data for object classification 
and localization as well as data for 6DoF pose estimation are annotated. When in online refinement mode, 
in addition, the cognitive skills of the human remote operator are exploited to provide fault intervention and 
proper task solution for autonomous handling from distance by a teleoperation interface. The method enables 
accurate and more time-efficient RGBD data annotation and refinement. Thereby a noticeable reduction in 
required effort for successful application deployment and adaptation in industrial bin picking is achieved. 
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2. Related Work: Data Generation and Human-In-The-Loop in Industrial Bin-Picking

In this section, progresses made in data generation for DL-based object recognition and regarding HuITL 
approaches for improving autonomous robot skills within industrial bin-picking applications are reviewed. 

2.1 Data Generation for Object Recognition 

The classification of algorithms can be done by different criteria, such as the image processing or input data. 
This includes object classification, localization, segmentation and pose estimation as well as solving 
combinations of these. As input, 2D-RGB, depth data or both, as well derived point clouds are common [4]. 

Although DL proves to outperform traditional algorithms, efforts required for specific dataset generation 
and training parametrization are still high [2]. A large quantity of data is required to improve the performance 
as well as to reduce the risk of overfitting. Data itself proves to be both the constraining and the driving 
factor. For data generation multiple techniques exist (cf. Figure 1). Depending on the type of input data, 
annotation is performed by 2D- and 3D-bounding boxes, 6DoF pose specification or pixel-wise labeling. 

Figure 1: Data annotation types (center), procedures for annotating real-world data with common tools (top) as well 
as procedures and tools for automated generation of synthetic data (bottom) 

Visual fiducial markers are state of art to determine ground truth pose for real-world objects [5]. Utilizing 
markers, however, is cumbersome and time-consuming. Components difficult to annotate exist due to 
geometric complexity. In addition, occlusions in multi-object scenarios complicate marker application. 

For annotating objects based on recorded sensor data, software such as YOLO BBox Annotation Tool (Ybat), 
3d-bat [6] and labelCloud [7] are important tools. Further available point cloud labeling tools focus mainly 
on autonomous driving [8]. Another solution is LabelFusion [9], a pipeline utilizing recorded RGBD video-
data to produce pixel-wise object masks and 6DoF object pose labels. For software tools it is common to 
perform labeling utilizing computer monitor based graphical user interfaces (GUI). Thereby, components 
are iteratively aligned through definition of distinctive object related points and subsequent object boundaries 
are manually defined. For LabelFusion, in addition, a preceding 3D reconstruction step is required. Current 
solutions for labeling are time-consuming and common GUIs lack in spatial scene representation, especially 
complicating 6DoF pose annotation. In contrast, VR shows potential for efficient labeling. While VR 
solutions exist for semantic segmentation of large landscapes [10], approaches for appropriate labeling of 
data required for accurate robotic grasping operations are not available. 

Synthetic data represent an alternative requiring less effort [11]. Thereby, an increased variance of 6DoF 
poses and camera perspectives as well as control of the image rendering are achievable. Digital component 
models involving texture and material specifications as well as current R&D-results on generative 
adversarial networks, domain adaption and domain randomization enable a more realistic dataset generation. 
However, closing the domain gap between synthetic and real-world data is still challenging [12]. 
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2.2 Human-in-the-Loop Intervention and Dataset Refinement 

Although datasets are generated component-specific, fault incidents of autonomous robots still occur. Since 
a machine operator may not always be nearby or on-site fault clearance may be harmful, effective remote 
intervention solutions are necessary. Current research focusses on teleoperated intervention [3]. However, 
relying solely on remote manipulation does not enable system adaptation. This is a relevant aspect, since 
root causes of failures often recur as well as operator time is expensive. Once a model is trained, human 
cognitive skills remain valuable to interpret and review model predictions as well as to enable dataset 
refinement [13,14]. Yu et al. show the potential of iterative refinement, especially in a more application-
specific manner [15]. However, in industrial bin-picking exist a lack of HuITL dataset refinement methods. 

3. Augmented Virtuality Data Annotation and Human-in-the-Loop Refinement and Intervention

Following the AV based real-world data annotation and HuITL refinement and intervention are described. 
First, an overview on architectural level is given (cf. Figure 2), followed by a description of the method. 

Figure 2: System overview as schematic technical architecture modelling (TAM) 

3.1 Overview: Schematic Technical Architecture Modelling (TAM) 

The AV rendering engine (cf. Figure 2) is described in previous work [16,17]. It involves rendering of the 
known environment, recognized objects as well as rendering of a pre-segmented point cloud. The illustrated 
image processing pipeline serves both systems for component classification, localization and 6DoF pose 
estimation. The exemplary utilized pipeline within this work is described in [4]. A robot control middleware 
is required to automate parts of the data annotation process (e. g. by changing camera perspective) as well 
as for HuITL intervention. The utilized middleware based on the Robot Operating System (ROS) is available 
open-source and is described in previous work [18]. Regarding the bin-picking system, the method requires 
access to the DL-dataset. At least weights should be interchangeable. To achieve a modular bin-picking 
system, a skill based logic using ROS actions (e. g. for motion control) is implemented [19]. Thereby, 
triggering and composition of skills as orchestration to a bin picking task is performed by a state machine. 

3.2 Data Annotation Engine 

The data annotation (Figure 2) is structured in: system parameterization and model selection, labeling and 
data generation (3.2.1) as well as automated data complementation (3.2.2). Although the descriptions address 
online data processing, the method is suitable for data generation based on once recorded offline sensor data. 

Figure 3: AV Annotation: model selection (A) and labeling process (B) for data annotation 

831



3.2.1 System Parameterization and Model Selection as well as Labeling and Data Generation 

According to the bin-picking system, specifically the type of camera input data, the corresponding resolution 
and the type of desired output data (e. g. color images, point cloud, segmentation map, etc.) are determined. 
The camera transformation ܂୵୭୰୪ୢୡୟ୫ୣ୰ୟ with respect to the world frame is calculated by the AV. 

Within the annotation engine, new or not recognized components are rendered using their point cloud. The 
objective is to label these with matching models. For this purpose, the corresponding model is initialized (cf. 
Figure 3 (A)). The transformation ܂୵୭୰୪ୢ

୭ୠ୨ୣୡ୲ of components with respect to the AV world frame is determined 
within initialization step as well as the transformation ܂ୡୟ୫ୣ୰ୟ

୭ୠ୨ୣୡ୲  is calculated. Thus, through visual alignment 
of the virtual component within the point cloud, the required ground truth is obtained (cf. Figure 3 (B)). 

Since the coordinate system in rendering engines are based left-handed, whereas the camera coordinate 
system in robotics is often right-handed, transformations are applied. Finally, the labeling results are stored. 

3.2.2 Automated Robot-Assisted Data Complementation 

To further reduce effort in data generation, an optional automated robot-assisted data complementation is 
provided. This is applicable for setups with a robot-wrist mounted camera. Due to the previous labeling, the 
6DoF poses of objects in space are known. Subsequently, the robot arm is remotely manipulated by the 
operator or automatically moved according to a pre-defined trajectory above and along the components for 
gaining further perspective object views. Thereby, new real-world data is annotated automatically. 

3.3 Refinement and Intervention Module (HuITL) 

Whereas AV annotation is employed for initial data generation, the refinement module (Figure 2) addresses 
system ramp-up enabling continuous dataset improvement. The method is structured in: interconnection and 
environment rendering (see 3.3.1), fault clearance (3.3.2) as well as annotation and refinement (3.3.3). 

Figure 4: HuITL refinement and intervention: fault scenario caused by low confidence pose estimate (A), schematic 
illustration of teleoperated motion control (B) as well as hybrid component pose determination and annotation (C) 

3.3.1 Interconnection and Environment Rendering 

Once a fault is indicated by a linked system, an operator interconnects via the AV system. Subsequent, the 
robot environment involving system models and camera data is rendered. The fault condition itself might be 
triggered through a state-machine of the bin-picking system, caused by a repeatedly incorrect or low-
confidence pose estimation as well as by multiple failed grasping attempts (cf. Figure 4 (A)). 

3.3.2 Fault Clearance 

The intervention module initially visualizes the last pose estimate (cf. Figure 4 (A)). In case a robot 
movement is required for solving (e. g. for component grasping or to realign camera, a component or the 
manipulator), the teleoperation interface is utilized (B). If the failure is caused by component localization or 
pose estimation, operators determine a reasonable solution (e. g. by target pose specification) based on the 
corresponding object model (C). This serves the bin-picking system as input for automated task completion. 
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3.3.3 Data Annotation and Network Refinement 

The provided solution by the operator is stored as input for dataset refinement. The procedure is identical to 
AV annotation process. It differs in not generating an initial dataset, instead extending the existing dataset 
with additional more application-specific labels. The network model is updated based on the pre-trained 
model. Thereby, the latent network parameters are optimized towards the bin-picking application scenario. 

4. Setup and Procedure of Experiments

The system setup, design of experiments as well as evaluation metrics are described in the following sections. 

4.1 Demonstrator System Setup 

To evaluate the method, a bin-picking testbed is implemented (cf. Figure 5 (A)). Visual perception is 
performed by a roboception rc_visard 65 stereo camera. The camera is mounted at the robot wrist. The 
camera delivers a depth image with a resolution of 640 × 480 pixels at a frame rate of 25 Hz. The highest 
available depth image resolution of 1280 × 960 pixels is not utilized due to lower frame rates. The camera 
depth deviation is specified with ±0.5 mm at 200 mm object distance and ±15 mm deviation at 1000 mm. 
Within the testbed a Yaskawa HC10 articulated robot is used. The system is based on ROS Melodic and 
Unity3D. ArUco markers are utilized for calibration between robot, camera and workspace. 

Figure 5: Bin-picking testbed (A) with evaluation components (B) – I/O shield (1), shifting sleeve (2), flap cover (3), 
shifting rod (4) and shifting fork (5); qualitative visual pose estimation results based on evaluation components (B). 

The components under investigation are metallic and non-metallic parts of differing characteristics (i. a. 
material, shape, texture and surface) and will be referred to as: I/O shield (1), shifting sleeve (2), flap 
cover (3), shifting rod (4) and shifting fork (5). 

Regarding materials, the flap cover (3) is made of polymer blend while the other parts (1,2,4,5) are metal. 
Geometries are a mixture of cylindrical and planar parts. Additionally, flap cover is matt and slightly textured 
while all metal parts are texture-less. I/O shield (1), in addition, challenges with a perforated surface. 

4.2 Procedure of Experiments 

Three experiments are performed for evaluation. First, the required timespan and the accuracy achieved 
when labeling are assessed. Here AV annotation is compared to the established AprilTag marker technique, 
utilized as standard for real-world data annotation in 6DoF pose estimation as well as been proven for high 
accuracy regarding annotation output [4,5]. This experiment serves to compare the performance of the 
proposed method in terms of accuracy and time effort to the state of the art. Further, to demonstrate feasibility 
and successful operability of the annotation outcomes provided by the proposed method, training results are 
tested by an image processing pipeline involving YOLOv3 [20] for object localization as well as Frustum 
PointNets [21] (FPN) for pose estimation within the described real-world bin picking testbed (Figure 5). 
Here, achieved object classification and localization success rates as well as 6DoF pose estimation accuracies 
obtained are assessed based on established evaluation metrics (cf. 4.3). Finally, a small user study is carried 
out to determine the Mean Time to Repair (MTTR) of the proposed teleoperation based fault intervention. 
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Figure 6: Ground truth determination (A) – (C) as well as technique used for preparing AprilTag comparison (D) – (F) 

For accuracy evaluation, ground truth is required. First, ArUco markers serve for calibration (Figure 6 (A)). 
Afterwards, the test component is placed upon the ArUco marker and aligned (B). At the same time, the 
component is configured within a simulation (C). As a result digital and real-world components coincide. 
Finally, the ground truth 6DoF pose acquired is stored. Several steps are required for data annotation via 
AprilTag markers ((D)-(F)). First, for preparation the component must be measured to obtain center of 
gravity and surface middle (D). Subsequent, two markers are placed, one as reference within the scene and 
another in the component surface middle (E). Specifications obtained are stored for parametrization. Finally, 
the pose, the RGB image and the point cloud are recorded (F). 

For comparison, AV-based annotation and AprilTag both are performed under consideration of the main 
influencing factors: namely the person conducting the annotation and the component to be annotated. For 
this purpose, a user study is carried out, involving five volunteers with annotation experience. Thereby, the 
five components ((1)-(5)) are labelled. As resulting measures, the timespan required for preparing and 
conducting labeling is recorded. The achieved accuracy is evaluated according to the metrics described (4.3). 

To determine the MTTR, the study is extended. First, two failure types are defined – low-confidence pose 
estimation and failed grasping. A random selection between both is performed for each intervention. Within 
a session, the timespan between the following steps is measured for evaluation: putting on the VR headset, 
interconnection, spatial acquisition of the fault case, teleoperating the robot and target pose determination. 

4.3 Evaluation Metrics 

Throughout the literature, several different metrics for evaluating 6DoF pose accuracy have been proposed. 
To quantify the labeling as well as the resulting pose estimation accuracy, the following metrics are chosen. 

Average Distance (ADD) [22] computes average distance between ground truth 6DoF pose and labeled or 
estimated pose utilizing the component model ࣧ. With given ground truth pose ۾ and estimated pose ۾ഥ, the 
average distance of model points is calculated (cf. [23]) as – utilized for test components (1), (3) and (5). 

݁(ࡼ (ࣧ;ഥࡼ, = ݃ݒܽ
௫ א ࣧ

 1
1ቛࡼ

ഥݔ െ ݔࡼ ቛ|
2
.  (1) 

Average Distance for objects with Indistinguishable views (ADI) [22] is similar to ADD-metric, but adapted 
for components with symmetric rotation shape and is defined as – utilized for test components (2) and (4). 
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Visible Surface Discrepancy (VSD) [23] is proposed to deal with cases of pose ambiguity. VSD is suitable 
for both symmetric as well as non-symmetric objects and defined as 

݁ௌ(ࡼ ,ࣧ;ഥࡼ, ,ܫ ,ߜ ߬) = ݃ݒܽ
 א 

,ഥܦ,ܦ,)ܿ ߬)  (3) 
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ܸ  and ܸ represent 2D masks of the visible surface rendered from ࣧ ( ࣧ = ࣧ and ഥࣧ۾  =  ഥࣧ) with۾ 
estimated pose ܲ and ground truth ܲ. The tolerance ߜ is defined to determine visibility. 

With distance images ܦ and ܦ rendered at the estimated and ground truth, matching cost c is calculated as 

 ܿ൫ܦ,,ܦ, ߬൯ = ൜݀/߬  ݂݅ א ܸ ת ܸ ר ݀ < ߬
1 ,݁ݏ݅ݓݎ݄݁ݐ

   (4) 

with ݀ = ()ܦ| െ as distance between the surfaces of ࣧ |()ܦ  and ࣧ at pixel . Thereby, ߬ denotes the 
misalignment tolerance limiting the allowed range of d. 

5. Results and Discussion 

Following, the results regarding time efficiency and accuracy for data annotation utilizing the proposed AV-
based approach in comparison to the established AprilTag marker technique are presented in Figure 7. 

 

Figure 7: AV annotation versus AprilTag regarding a) the timespan required to create a single annotation, b) the 
resulting ADD (components: (1), (3) & (5)) and ADI ((2) & (4)) measures and c) the resulting VSD vs. ground truth 

5.1 Analysis of the Annotation Time 

The experiments show that fiducial marker annotation requires about one minute (cf. Figure 7 (a)). Variance 
in timespan is mainly caused by the subject experience and the component complexity. The main portion of 
time consumption is caused by the procedure of marker usage. Additionally, there is geometry dependent 
preparation time, which increases the required timespan, but scales with annotation numbers. On the other 
hand, timespans required for AV annotation are 85 % less. On average annotating a component requires 
about eight seconds as there are no preparation procedures required as well as the faster, immersive 
interaction with the HMI. Part complexity does not take an equally important role as it does with AprilTag 
labeling. However, subjects and their experience with using the HMI do have a slight impact. 

5.2 Analysis of the Annotation Accuracy 

To evaluate the accuracy of the pose estimation of AV versus AprilTag annotations, ground truth is obtained 
by duplicating the real-world scene and placing models with known poses at measured locations within the 
scene. Applying the described 6DoF pose evaluation metrics, resulting annotation quality can be quantified. 

Regarding ADD or ADI, as applicable, quite similar results are achieved with each annotation method (cf. 
Figure 7 (b)). The proposed approach is nearly as accurate as annotating with AprilTags, however, requires 
only about 12 % of the time. For shifting sleeve, which is a hollow part, creating pose labels with AprilTags 
is more imprecise since measurement of component geometry and center of gravity is complicated. Results 
for VSD are nearly identical for both approaches (c). With respect to the VSD metric, resulting values below 
0.5 are considered as good. Here, AprilTag is outperformed for 6DoF poses obtained for shifting sleeve. 
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5.3 Demonstration of Operability using Annotated Data under Industrial Application Conditions 

The shifting fork component serves as chosen example to demonstrate operability of the annotation method 
to generate different annotation data types required for an mixed image processing pipeline in a single step 
(e. g. YOLO + FPN). Final datasets were automatically complemented through varying object and camera 
poses (see 3.2.2). In the end, 150 component specific measurements are taken into account for YOLO as 
well as 700 for FPN. Thereby, single- and multi-object setups are evaluated separately. Utilized and 
evaluated is an initial, unrefined dataset, generated for the system ramp-up stage. 

 

Figure 8: Pose estimation errors retrieved for scenarios with single and multiple objects, visualized as the empirical 
cumulative distribution function in terms of ADD and VSD metric for shifting fork RGBD real-world dataset 

The performance of YOLO in terms of mean average precision (mAP@50IOU) reaches 91.42 % for all five 
components. Specifically, for shifting fork, an average precision (AP@50IOU) of 95.8 % is obtained. For 
ADD, a pose estimate is considered correct if error ݁ୈୈ   ݇ ή  ݀. Thereby, k is a constant to be chosen and 
d the largest distance between any pair of model vertices, i. e. the diameter or length. Shifting fork features 
a dimension of 167 mm × 130 mm × 28 mm (l × w × h). For VSD, a pose estimate is considered correct if 
݁ୗୈ � 0.5 is met. Within this evaluation, parameters are set to k = 0.1 as well as to Ĳ = 30 mm and 
į = 30 mm. In single object scenario a recallADD of 85.3 % and a recallVSD of 78.5 % are obtained. In multi-
object scenario, a recallADD of 78.7 % and a recallVSD of 81.2 % are achieved. ݁ୈୈ and ݁ୗୈ visualized as 
empirical cumulative distribution function are shown in Figure 8. In conclusion, the results obtained are 
rated as good, especially since solely real-world data without any additional mixed synthetic data is used. 

5.4 Analysis of Fault Clearance Potential 

To determine the advantage generated by the intervention strategy, a small user study is performed. 
Therefore, a bin-picking failure is simulated and the timespan resolving the issue is recorded. On average it 
took about 55 seconds to return the robot into autonomous operation. Compared to manual fault clearance, 
where the operator walks to the robot, triggers emergency safety circles before taking action, the AV 
approach saves time. This applies even more for supervising multiple bin-picking systems, since no transit 
time is required. Besides teleoperated solving, our approach provides direct target pose specification and 
subsequent automated object handling. Simultaneously, annotated data for dataset refinement is generated. 

6. Conclusion and Outlook 

In this work, an annotation and refinement method for RGBD data in rigid objects industrial bin-picking is 
described. The results obtained by the proposed method show a noticeable reduction in effort, measured by 
the required timespan for annotation, while maintaining high annotation accuracy at least competitive to the 
state of the art. It provides support for multi-object- and automated annotation as well as different I/O-
formats. In addition to pure remote intervention, the HuITL approach enables optimization and enhanced 
adaptation during system ramp-up through dataset refinement. Although, the method focusses on online data 
processing, the method is also suitable for dataset generation based on once recorded offline sensor data. 
Future research will concentrate on hybrid reinforcement- / imitation learning for component grasping. 
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