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Abstract 

During the assembly of a control cabinet, a worker obstructs many individual configured wires. To 
distinguish these wires, a printer plots an identifying text on each end of the wires. However, due to the 
shape of the wires and the printing process, the quality of these markings is often too low, and it is hard or 
impossible to read the marking. Common reasons are a low contrast or a blurred text. By now, there is no 
quality check of the marking after a crimping machine produced the wire. This paper investigates methods 
for wire mark reading that is required to estimate the quality of the marking. By using optical character 
recognition, the likeliness that a worker can read the marking must be computed. In the final solution, the 
quality check of the marking will be implemented within an automated quality check that is located after the 
printing process. With this, the crimping machine can then discard wires of low quality and reproduce them 
instantly. 
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1. Introduction

Control cabinets are quite common in different domains. Although the specific cabinets can differ largely, 
their general setup is very similar. Each control cabinet contains a mounting plate in the back. On this plate, 
wire ducts and top hat rails are fixed. The top hat rails simplify the assembly of further components that are 
required by the customer. Nevertheless, components may also be fixed directly to the mounting plate. To 
connect the deployed components, wires with a different color and a different cross section are utilized. The 
cross section is selected according to the maximum current and the color is often defined by the function of 
the connection, e.g., signal, power line, or ground. [1] 

Figure 1 depicts an image of a fully assembled control cabinet. The top hat rails are filled with components 
DQG�FDQQRW�EH�VHHQ��7KH�ZLUHV�DUH�JXLGHG�IURP�WKH�FRPSRQHQWV¶�FRQQHFWLRQV�Ln a preferably short way into 
a nearby wire duct. Considering an average control cabinet, the cabinet embeds about a hundred or more 
wires. As the figure indicates, the wire ducts often contain a larger number of different wires. Hence, the 
identification of a certain wire can be quite challenging. 

To simplify this identification, markings can be printed on the wires. A common practice is to use the source 
as well as the target. Each component has a reference designator that is unique within a project. Standards, 
e.g., the EN 81346, specify rules for the naming and are commonly used in industry. However, obsolete
specifications like the DIN 40719 are still used for naming. For instance, a terminal block may be identified
E\�WKH�VWULQJ�³ �����/$-X10:2-´� Thereby, the first part starting with the equal sign indicates the facility,
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and the second part starting with a plus sign indicates the location. Both do not change for a control cabinet 
DQG�FDQ�EH�RPLWWHG�ZLWKLQ�D�PDUNLQJ��+HQFH�³-X10:2-´�ZRXOG�EH�D�PHDningful marking for one end of a wire 
and identifies a certain component in the setup��/HW�XV�DVVXPH�WKDW�³-X10�63(´ is another marking for the 
other end of the wire. As soon as a worker reads the end marking, he will know where to connect the wire 
to. However, the length of the wire might be up to a few meters and to identify a wire at an arbitrary position, 
intermediate markings are added to the wire. Angle brackets gives a hint to the direction. In the example 
DERYH��³-X10:2 < > -;���63(´�LV�VXFK�DQ�LQWHrmediate marking. Following the wire to the left, one will end 
XS�DW�WKH�HQG�ZLWK�WKH�PDUNLQJ�³-;����´, and so on. Of course, other rules are possible, but creating markings 
according to these rules is simple and effective. 

 
Figure 1: Partial image of a fully assembled control cabinet. Only the covers of the wire ducts are missing. 

2. Problem statement 

During assembly as well as for maintenance, it is important to identify a certain wire. For this, a sufficient 
quality of the above-mentioned marking is important. However, an inkjet printer applies the marking to the 
wire. This process is very susceptible to errors, and a proper quality check is missing. The most common 
errors are a blurred or faded print. A suitable solution for a quality check would be the utilization of optical 
character recognition (OCR). 7KH�2&5�DOJRULWKP�FDQ�LGHQWLI\�WKH�PDUNLQJ¶V�WH[W��ZKLFK�LV�WKHQ�FRPSDUHG�
to the known one that is applied by the printer. To illustrate the problem, figure 2 depicts some wires with 
different diameter and color. As shown, also the color of the ink may be different. Due to this, the contrast 
of the printing and the color of the wire can be very low. 

Although such an inspection can be done in a defined environment, some aspects must be considered for the 
quality check: 

x The wires are most likely not in a straight line, but they are usually slightly bent. As mentioned 
above, there is a defined environment for the inspection. This can prevent greater bending, but some 
remains. With respect to the character recognition, this will be a minor issue. 

x The printer applies the marking only from one direction. Hence, due to the shape of the wires, the 
marking may not be fully visible when using only one camera for inspection. Due to a twist of the 
wire, it might even happen that some characters are fully visible, and some are not. 
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x The font of the printer is a dot-matrix font. While common serif or sans-serif fonts and even 
handwritten text is state-of-the-art, dot-matrix fonts are very hard to identify. The main reason for 
this failure seems to be the disconnected points that prevent common methods to work properly. 

 
Figure 2: Image of wires with different size and colors. 

3. Related work 

Optical character recognition has been subject of research for many decades. The general approach is to 
acquire an image, detect text lines and positions of single characters, and identify the characters found [2]. 
Finally, the identified characters are grouped to words. In addition, the image may be pre-processed, and the 
identified text can be post-processed to reduce errors. However, for the above-described problem, only the 
steps up to the building of words is relevant, because to decide whether the quality is sufficient or not, this 
identified text must be compared with a known one. Furthermore, the building of words is very simple since 
there is only one text line and white spaces can be neglected. 

In recent years, the utilization of machine learning for OCR applications has increased. Although the main 
steps are the same as described above. Thereby, different models for text detection can be selected, i.e., an 
object detection model or a text instance segmentation model. Eskenazi et al. gives a review on several 
segmentation algorithms [3]. A succeeding transcription model yields then to the final text. Furthermore, a 
character instance segmentation model can be used for both the text detection and text transcription [4]. 
There are two major applications for OCR. The first one is the text recognition of printed documents, for 
instance, books or invoices. Such documents contain a huge number of characters and have a good structure, 
i.e., lines and columns of text. The second application is text recognition in real life. Thereby, it is most 
likely that texts are rotated or distorted, and a main issue is to find the positions of the characters within an 
image [5]. 

In [6], Zheng et al. present a smart assistance system based on OCR. The system combines augmented reality 
methods and visual inspection methods. With this, the system can identify certain wires and present 
corresponding information to the user. Although the system can detect text printed to the wires, the text font 
is a sans-serif font and off-the-shelve methods are able to recognize them. 

Dot-matrix characters are formed from single dots that are not connected. In addition, the appearance of a 
character may change significantly already if a single dot is missing. As a result, recognition of dot-matrix 
fonts is different from other fonts [7]. Approaches are either an enhanced pre-processing, like connecting 
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the dots, or sophisticated training-based methods. An efficient solution to find dots within an image is the 
computation of the cross correlation of the image with a given image of a single dot. For this, fast algorithms 
exist, e.g. [8]. In [9], the authors proposes a combination of pre-processing to identify regions of interest and 
a convolutional neural network for character recognition. Nevertheless, there is no general solution for 
recognition of dot-matrix fonts. 

Szajna et al. are developing a system to read wire markings by means of artificial intelligence, i.e., a deep 
neural network [10]. The presented solution takes a picture from a wire inserted into the system. With this, 
advanced methods recognize the wire marking. Thereby, the focus is on identifying any character including 
faulty ones. Although the system may be adapted to a quality control, the project does not analyze different 
fonts used for the marking, since it is assumed that the certain specification for the labeling varies from 
company to company. Even though the examined wires were marked with a dot-matrix font, the individual 
dots are sufficiently large and connected, which makes recognition much easier. 

4. Wire mark reading 

There are two main steps to read a wire marking. The first step is the image acquisition with an optional pre-
processing of the image. The second step is the character recognition. From the related work, a setup with a 
fixture for the wire, illumination, and a camera that takes images with a medium resolution is proven to yield 
good results. To find an appropriate solution, different variants of pre-processing as well as various character 
recognition solutions were compared. 

4.1 Acquisition setup 

The first step in identifying the marking was to build a well-defined environment. For this, a camera module 
and illumination are located above a frosted glass plate. Although the frosted glass creates a slight reflection 
of the camera module, it eliminates almost completely shadows of the wire. Opaque plates are mounted to 
the sides to eliminate effects from outside. The wires can be installed through holes on two opposite sides. 
The OV2640 camera module is controlled by an ESP32 microcontroller. Next to the camera module, a white 
color LED is located that is used for illumination. Via a serial connection, a dedicated application can acquire 
an image with a resolution of 1024x768 pixel. Figure 3 shows the development state of the hardware and 
software prototype. 

   
Figure 3: Photo of the hardware (left) and software (right) prototype to identify the markings. 
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4.2 Pre-processing 

With the above-described setup, 65 images of different wires were taken and processed. In a first test, it turns 
out that gray scaling, blurring, and cross correlation increases the recognition. Figure 4 gives two examples 
of an original image as well as three pre-processed variants. The first variant applies a scatter filter before a 
Gaussian blur. The next one applies the same filter and adds a gray scaling. The last variant is a cross 
correlation with a black dot on a white background. Other variants were also tested, but they do not yield 
better results. 

#1 

    

#2 

    
 (a) (b) (c) (d) 

Figure 4: Two examples of an original image (a), blurred image (b), blurred grey-scaled image (c), and cross-
correlation image (d). 

As described in the next section, this pre-processing improves the character recognition. However, the effect 
is limited. Furthermore, recognition for wires with a low contrast, for instance a blue wire with black font 
such as example #2 in figure 4 shows, was not possible in any case. 

 
ª 

 
ª 

 
ª 

 
(a) 

 
ª 

 
ª 

 
ª 

 
(b) 

Figure 5: Three applied steps of pre-processing consisting of straitening, color removal, and normalization. 
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To improve the contrast, the three-step pre-processing was selected, as figure 5 depicts. The first step is to 
straighten the wire. For this, the contour of the wire is detected by applying a Canny edge detection. With 
this, a perspective transformation computes a straight image of the wire. The second step estimates the wire 
color and removes it by using formula (1). ���௬തതതതതതത is the normalized mean value of line y and may has a value 
from zero to one. 
���௫ǡ௬ is the gray value of the pixel at line y and column x. The other colors are 
equivalent. The last step is a linear normalization to increase the contrast. 

ݕǡݔݕܽݎܩ ൌ ൫ͳ െ തതതതതത൯ݕ��� ή ݕǡݔ���  ൫ͳ െ 
തതതതതതതത൯ݕ���� ή 
ݕǡݔ����  ൫ͳ െ തതതതതതത൯ݕ���� ή  (1) ݕǡݔ����

4.3 Character recognition 

The pre-processed images as well as the original image were tested with several OCR engines. Table 1 states 
the result of the recognized text for the given example. Further engines were also tested, e.g., Tesseract, 
IronOcr, and Aspose OCR. Except of Matrox SureDotOCR, these engines do not compute viable results for 
any of the image variants. As shown, only one engine can recognize text in the original image. The detected 
WH[W�FRUUHVSRQGV�WR�WKH�³;�´�WKDW�ZDV�UHFRJQL]HG�DV�D������URWDWHG�³6;´��$OVR��WKH�EOXUUHG�LPDJH�KDV�D�EDG�
performance. The grey scaled variant has a quite good recognition compared to the colored one, and even 
better than the cross-correlation image. ,QWHUHVWLQJO\��WKH�FKDUDFWHUV�³�´�DQG�³!´�ZHUH�QRW�GHWHFWHG�E\�DQ\�
engine. Nevertheless, all tested OCR engines have failure rates that are far from acceptable. An exception is 
SureDotOCR. This engine is specialized for reading dot matrix fonts and can detect the marking properly. 
For this, the used 5x5 dot font is defined within the engine. A major drawback is the requirement to specify 
the expected number of characters. As soon as this number does not match to the image, the results are rather 
bad. For example, when trying to read 11 characters in the example given in figure 5 a, the correct string of 
³-X5:10 < > -X8´�ZDV�UHDG��:KHQ�WU\LQJ�WR�UHDG����FKDUDFWHUV��WKH�HQJLQHV�JLYHV�³--:P-P-:--:-´. 
 

Table 1: Character recognition results of different engines. 

image Google vision OCRSpace fintract Matrox 
SureDotOCR 

Figure 4 #1a SX no text detected no text detected -X5:10 < > -X8 

Figure 4 #1b no text detected -X5 10 no text detected -X5:10 < > -X8 

Figure 4 #1c - X5:10 -XB -X5:1O 8 - X5:10 -XB 
Xe 

-X5:10 < > -X8 

Figure 4 #1d SS: Aus-XS -X5 1O - XE: 40 -XE -X5:10 < > -X8 

Figure 4 #2a no text detected no text detected no text detected no text detected 

Figure 4 #2b no text detected no text detected no text detected no text detected 

Figure 4 #2c no text detected no text detected no text detected no text detected 

Figure 4 #2d no text detected no text detected no text detected no text detected 

Figure 5 a s no text detected 000 -X5:10 < > -X8 

Figure 5 b ûðŲĄĿŔǿ no text detected no text detected -X1:4 < > - X9: 
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5. Conclusion and future work

Within this paper, the problem of recognizing text on electrical wires was stated. An optical character 
recognition algorithm should identify the printed characters, and the resulting text can be compared with the 
known marking text. If both texts match, the quality of the printing is sufficient. While most commonly 
available engines cannot read the marking properly, one engine that is dedicated to dot-matrix fonts yield 
appropriate results. Although this library is suitable for a quality check of a known marking, a general 
detection is not possible due to limitations of the library in terms of flexibility of the number of characters. 
Hence, further developments are required, which will be done in future work. Additionally, further work 
will elaborate the challenge that all sides of the wire must be considered. By now, the wires are manually 
rotated to ensure the marking to be on top. 
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