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A B S T R A C T

Battle Royale Optimizer (BRO) is a recently proposed metaheuristic optimization algorithm used only in
continuous problem spaces. The BinBRO is a binary version of BRO. The BinBRO algorithm employs a
differential expression, which utilizes a dissimilarity measure between binary vectors instead of a vector
subtraction operator, used in the original BRO algorithm to find the nearest neighbor. To evaluate BinBRO,
we applied it to two popular benchmark datasets: the uncapacitated facility location problem (UFLP) and
the maximum-cut (Max-Cut) graph problems from OR-Library. An open-source MATLAB implementation of
BinBRO is available on CodeOcean and GitHub websites.
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1. Introduction

The process of choosing the best potential solution out of a set
of candidate solutions for a given problem is known as optimiza-
tion [1]; Deterministic or stochastic methods can make this choice.
Deterministic approaches navigate the whole state space of a problem
and find the optimum solution; however, these methods would be
prohibitively expensive for problems with non-polynomial (NP) nature.
Stochastic methods are an alternative for dealing with this problem.
Many real-world problems in both scientific and industrial fields can
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be solved by optimization techniques. Metaheuristic algorithms have
been frequently used to tackle optimization problems for the past
two decades [2]. Evolutionary Algorithms (EA), physical phenomena
algorithms, and Swarm Intelligence (SI) are the three main stochastic
metaheuristics optimization tools.

Darwin’s theory of evolution inspired evolutionary optimization
algorithms, which share a typical process of mutation, selection, and
recombination operations [3–7]. The physical laws such as electro-
magnetic force, gravitational force, and inertia force are emulated by
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Fig. 1. The flow diagram of the software program for the BinBRO pipeline.

hysical phenomena algorithms. These laws perform individuals’ move-
ents and interactions [8–16]. Finally, the group activity of diverse

iving beings, such as animals and insects, has inspired the invention
f Swarm Intelligence algorithms. The BRO algorithm is not only a
opulation-based algorithm; its creation in 2020 has added a new
ategory to optimization algorithms named game-based optimization
lgorithms [17]. In game-based algorithms, players explore their sur-
oundings and compete with their neighboring players as potential
olutions. Unlike SI-based algorithms, players do not collaborate to
chieve a common goal; instead, they attempt to defeat all opponents
nd win the game individually. In this work, an open-source MATLAB
mplementation of the BinBRO applied to the uncapacitated facility
ocation problem (UFLP) and the maximum-cut graph (Max-cut) binary
roblems have been explained in detail. The complete source code
nd the dataset, results, and diagrams have been recently published in
odeOcean and GitHub [18,19].

. The BinBRO algorithm

The BinBRO approach, similar to other optimization algorithms,
andomly initializes 𝑛 Candidate Solutions (𝐶𝑆𝑠) using a uniform dis-
ribution, as though players are randomly dispersed over the game
ield from scratch. In the uniform distribution, if the generated random
alue is smaller than 0.5, a given facility will be initialized by 0
r 1 otherwise. The number of facilities is equal to the number of
olutions. Each solution is a binary vector with d dimensions, 𝑥_𝑖 =
(𝑥_𝑖1, 𝑥_𝑖2,… , 𝑥_𝑖𝑑). This vector can be interpreted differently for dif-
ferent problems; for example, in the UFLP, 𝑥𝑖𝑗 corresponds to the 𝑗𝑡ℎ
acility (0 as closed and 1 as open) of the 𝑖𝑡ℎ solution. The procedure is
hen repeated for several iterations. Each CS is compared to its nearest
eighbor in each iteration. The nearest neighbor is determined using
accard’s similarity coefficient [20]. When a CS is compared to its
earest neighbor, the solution with a greater fitness value -generated
rom the fitness function- would be named as the winner and the
ther as the loser. The BinBRO algorithm employs various strategies
o handle both the winner and the loser. The algorithm always applies
mutation task to the winner–as in the battle royale game. The position
f the current winner player will be changed to help him become the
inal winner. Only two randomly chosen bits of the winner solution
ould be flipped in the mutation process for this aim. The BinBRO
lgorithm [21], on the other hand, performs a crossover task on the
oser solution if it has not achieved the maximum number of losses (if
t has not died yet). The ‘‘maximum number of losses’’ is a BinBRO
arameter that must be defined in advance. This crossover has been
tilized in three configurations: single-point, two-points, and uniform.
f the loser achieves the maximum number of losses or dies in the
ame, it will be re-spawned after completing a primary mutation task.
he deceased player will be re-spawned in another legal location on
he field, as in the Battle Royale game. This basic mutation depends
n the iteration, i.e., the intensity of mutation at the beginning is
igh, but it decreases while the game field is shrinking. The BinBRO
lgorithm flips the loser (dead) solution’s bits from 1 to 0 or vice
ersa. The intuition behind this is that, like the Battle Royale game,
inBRO constrains the solutions to converge to the global optimum by
educing the space in which the solutions compete with one another.

This procedure is repeated until an acceptable solution is found or the
‘‘maximum number of iterations’’ criteria are met. Note that a 2-bit
mutation is applied to the best solution after each solution update of the
loser or the winner solution found so far. If a superior fitness value can
be achieved after this mutation, the optimal solution will be modified;
otherwise, it will remain unchanged.

3. Software description

The BinBRO algorithm has been implemented in MATLAB. The
approach has been applied to two well-known benchmark datasets:
uncapacitated facility location and maximum-cut graph binary opti-
mization problems. The flow diagram of a BinBRO pipeline is illustrated
in Fig. 1. The program’s key modules are listed as follows.

• The Get_Dataset function returns the file address and the desired
optimal value for the 𝑖𝑡ℎ instance.

• The creat _model function returns the structure of the 𝑖𝑡ℎ instance.
• The BRO_Fun function applies the BinBRO algorithm to the 𝑖𝑡ℎ

instance and returns the structure and convergence curve. The
structure is a group of items of performance evaluation criteria.

• The write_on_text function generates a text file for the 𝑖𝑡ℎ in-
stance and stores all performance criteria in this text file after
a predetermined number of algorithms runs.

• The write_on_text_all function generates a text file for all instances
and stores all performance criteria in it after a predetermined
number of algorithm runs.

4. Impact

The BinBRO algorithm has been proposed as one of the most recent
optimization algorithms [21]; It is a reliable technique for solving
binary optimization problems. This algorithm has been applied to two
benchmark datasets, explained in the following subsections. However,
to utilize this software for solving other binary optimization prob-
lems, the MATLAB function file (of a given objective function) should
be added to a folder that includes ‘‘main_all.m’’, and the name of
this MATLAB file should be assigned to the Eval variable, e.g.’’, Eval
=@MaxCut;", in the same folder.

4.1. Uncapacitated facility location problem

In the uncapacitated facility location problem (UFLP), the goal is to
identify which facility site should be open out of a predetermined set of
facility sites and which one should be closed. The facilities are supposed
to serve a predetermined set of clients who would receive service from
their nearest facility. We are interested in minimizing the overall cost
of this service. This cost includes the cost of opening a facility plus the
distance of a client from a facility. In the UFLP problem, also known as
the ‘‘simple’’ facility location problem, SFLP, clients and the facilities
are discrete points on the plane; therefore, the continuous optimization
algorithms cannot solve this problem.

Consequently, instead of using the continuous version of the Battle
Royale Algorithm, we used its binary version, the BinBRO algorithm,
to solve binary optimization probles. The BinBRO algorithm has been
2
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Table 1
Quantitative evaluation of results for three instances in the UFLP.

Instances Crossover Mean Best Worst STD Hit Gap NFE Time

Cap-71
single-point 932615.8 932615.8 932615.8 0 1 0 430.36 0.05
two-point 932615.8 932615.8 932615.8 0 1 0 851.64 0.11
Uniform 932615.8 932615.8 932615.8 0 1 0 371.44 0.6

Cap-101
single-point 796786.08 796648.4 797508.73 321.89 0.84 0.02 28631.96 11.37
two-point 796751.67 796648.4 797508.73 285.325 0.88 0.01 30040.72 4.95
Uniform 796648.4 796648.4 796648.4 0 1 0 11010.16 3.33

Cap-131
single-point 793749.27 793439.6 794299.9 421.453 0.64 0.04 73540.2 22.01
two-point 793680.44 793439.6 794299.9 394.233 0.72 0.03 64445.68 22.12
Uniform 793508.4 793439.6 794299.9 238.203 0.92 0.01 44500.28 15.90

Table 2
Quantitative evaluation of results for three instances in the UFLP.

Instances Crossover Mean Best Worst STD NFE Time

pw01- 100.0
single-point 1948.1 1988 1901 34.959 57300.9 2181.9
two-point 1973.6 1986 1940 13.243 57347.9 2163.45
Uniform 1954.7 2000 1918 21.94 57270.6 2099.07

pw05- 100.0
single-point 8076.3 8166 7973 54.805 57271.2 2484.92
two-point 8074.9 8164 8013 42.459 57356.20 2193.63
Uniform 8085.3 8160 7986 48.792 57271.4 2159.05

pw09- 100.0
single-point 13485.7 13567 13367 67.335 57307.7 1971.88
two-point 13494.9 13558 13398 51.898 57304.2 2080.49
Uniform 13477.1 13551 13411 42.354 57241.9 2936.37

tested on the standard, publicly accessible UFLP dataset from OR-
Lib [22]. Table 1 shows the numerical results of BinBRO with different
types of crossover (single-point, two-point, and uniform) for various
performance measures obtained from some benchmark suites. The ob-
tained results approve that the Bin-BRO algorithm can yield promising
results for the UFLP. We provide the obtained results for only a subset
of the benchmark datasets. In this table, the best value in each row is
bold. The first column includes the name of benchmark suits taken from
OR-Lib; the second column indicates the crossover type, and the other
columns show the obtained values for each performance criterion.

4.2. The max-cut problem

A maximum cut in a graph is a cut that is at least the size of
any other cut. In other words, it is a division of the graph’s vertices
into two complementary sets, S and T, with as many edges as possible
between both sets. The issue can be expressed as follows: the goal is
to find a subset S of the vertex set with as many edges as possible
between itself and the complementary subset. Alternatively, a bipartite
subgraph with as many edges as possible is desired. The BinBRO has
also been tested over the standard publicly accessible Max-Cut dataset
from OR-Lib [22]. Table 2 shows the numerical results obtained by the
BinBRO with different crossover types for various performance mea-
sures obtained from some benchmark suites. We provide the obtained
results for only a subset of the benchmark datasets. The obtained results
demonstrate that the Bin-BRO can produce promising results for Max-
Cut. In this table, the best value in each row is bold. The first column
includes the name of benchmark suits taken from OR-Lib; the second
column indicates the crossover type, and the other columns show the
obtained values for each performance criterion.
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