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Preface

This volume contains a selection of revised peer-reviewed papers from the 49th
Annual Conference on African Linguistics, held at Michigan State University in
2018. About 170 papers on both descriptive and theoretical aspects of African lin-
guistics were presented at the conference. Areas of interest included phonetics,
phonology, morphology, syntax, semantics, sociolinguistics, historical linguis-
tics, discourse analysis, language documentation, computational linguistics and
more. Presenters were both graduate students and more senior scholars based in
North America, Africa and beyond. Their research covered all major regions of
Africa and most language families found in the continent.

The volume editors would like to thank those who contributed to the suc-
cess of the conference through their generous support and those who made the
publication of this volume possible. These include the Association of Contem-
porary African Linguistics, the African Studies Center at Michigan State Uni-
versity (MSU) under the late Director James A. Pritchett and later under the
stewardship of Jamie Monson, the MSU Department of Linguistics, Germanic,
Slavic, Asian and African Languages (now Department of Linguistics, Languages,
and Cultures) then chaired by Sonja Fritzche and later Jason Merrill, the College
of Arts and Letters especially Dean Christopher P. Long, Associate Dean Sonja
Fritzche and Bill Hart-Davidson (Associate Dean for Research and Graduate Stud-
ies), and MSU’s Writing Center. Many thanks to Yen-Hwei Lin, the Chair of the
Department of Linguistics, Languages, and Cultures for providing much-needed
support. We would also like to express our gratitude to previous ACAL confer-
ence hosts who shared technical information with us, particularly UC Berkeley
and Indiana University. Thanks also to our graduate and undergraduate student
helpers, Foreign Language Teaching Assistants (FLTAs), tutors, administrative
staff, and friends for their various roles in supporting the 49th ACAL Conference.
Tanner Schudlich, Nicole McKenzie, Nellie Hunter, Lisa Hinds, Michel Burton,
Ok-Sook Park, Brahim Chakrani, Salamatu Abdulkarreem, Morgan Momberg,
Magdalyne Oguti, Idris Abubakar, Felix Umeana, Emily Skupin, Yan Cong, Rachel
Stacey, Adam Smolinski, and Yuakai Chen all deserve special mention.

We also take this opportunity to thank many reviewers and proofreaders who
took some time out of their busy schedules to help us select and improve the qual-
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ity of the papers in this volume. Reviewers include Xiayimaierdan Abudusha-
lamu, Gregory D. S. Anderson, Matthew Baerman, William G. Bennett, Lee
Bickmore, Robert Botne, Kenyon Branan, Leston Buell, Mike Cahill, Yan Cong,
Toni Cook, Katherine Demuth, Thabo Ditsele, Michael Diercks, Laura Down-
ing, James Esegbey, Daniel Finer, Joash J. Gambarage, John Gluckman, John
Goldsmith, Richard T. Griscom, Claire Halpert, Larry Hyman, Peter Jenks, Kyle
Jerro, Jason Kandybowicz, Boniface Kawasha, Ettien Koffi, Ruth Kramer, Nancy
C. Kula, Karsten Legere, Gastor C. Mapunda, Michael Marlo, Leonard Muaka,
Laura McPherson, Steve Nicolle, David Odden, Kenneth S. Olson, Mary Paster,
Doris Payne, Asia Pietraszko, Douglas Pulleyblank, Ronald Schaefer, Sharon
Rose, Josephat Rugemarila, Ken Safir, Hannah Sande, Sylvester R. Simango, Jen-
neke van der Wal, Aggrey Wasike, Jochen Zeller and Patricia Schneider-Zioga.

The volume editors also express their gratitude to the Contemporary African
Linguistics series editors Michael Marlo, Laura Downing, and Akinbiyi Akinlabi
for providing support and direction. At Language Science Press, we greatly ap-
preciate all the assistance we received and the quality of work from Sebastian
Nordhoff, Felix Kopecky and other members of their team. In short the volume
editors are grateful to those who provided the necessary support, presenters,
invited speakers, conference audiences, contributors to this volume, publishers,
and all those who worked behind the scenes.
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Chapter 1

Velar Tap in Dagaare

Samuel Akinbo, Alexander Angsongna, Avery Ozburn, Mur-
ray Schellenberg & Douglas Pulleyblank

University of British Columbia

Bodomo (1997) describes intervocalic velar [g] in Dagaare as fricative [y]. With
42 tokens of intervocalic [g] from a native speaker of Dagaare, we investigated
the acoustic and articulatory features of the Dagaare intervocalic velar [g] using
ultrasound images, waveforms, spectrograms, and palatogram. The results of the
study suggest that Dagaare intervocalic [g] is not a fricative but a velar with strong
tap-like features, a previously unattested sound in natural language (Ladefoged
1990). Following from this, we conclude that Dagaaré intervocalic velar [g] is not
a fricative but a tap.

1 Introduction

Dagaaré is a Gur language of the Niger-Congo family, part of a language group
known as the Mabia languages. It is spoken by about 1.5 million people in north-
western Ghana and some parts of Burkina Faso (Kennedy 1966, Bodomo 1997).

Dagaare is described as having twenty-five consonants and two underlying
glides (Bodomo 1997). The vowel inventory contains nine vowels, with tongue
root contrasts for high and mid vowels, but a single low vowel [a]. In Bodomo’s
(1997) description of the consonant inventory, the voiced velar stop [g] is said to
alternate with [y] intervocalically. The data included with this description is the
single word (/p3g5/ ‘woman’) where [g] occurs between RTR vowels. According
to our auditory impression, including that of the second author who is a native
speaker, intervocalic <g> is not a velar fricative.

This paper describes an acoustic and articulatory study of Dagaare <g> in
Central Dagéare, spoken in Nadowli-Kaleo district in Ghana. Waveforms, spec-
trograms, duration, ultrasound images, and static palatograms of intervocalic <g>

Samuel Akinbo, Alexander Angsongna, Avery Ozburn, Murray Schellenberg & Dou-
glas Pulleyblank. 2022. Velar Tap in Dagéaré. In Galen Sibanda, Deo Ngonyani,
Jonathan Choti & Ann Biersteker (eds.), Descriptive and theoretical approaches to
I African linguistics: Selected papers from the 49th Annual Conference on African Lin-
guistics, 1-7. Berlin: Language Science Press.
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are studied. The acoustic and articulatory results show that intervocalic <g> has
the complex waveform, amplitude variation, formant structure, tongue move-
ment, and closure typical of a tap, rather than a velar fricative.

2 Methodology

The data come from a native speaker of Dagaare and were collected at ISRL Lab,
University of British Columbia, in a room using Sennheiser MKH 8060 shotgun
microphone at the sampling rate of 44kHz/16bit.

An Aloka Pro-Sound SSD 5000 ultrasound machine with an Aloka UST-9119-
3.5 convex transducer (pulse frequency 3.5MHz, field of view 120°) collected a
moving image of tongue movement. The ultrasound probe was positioned man-
ually against the mylohyoid muscle and was kept stable with a mechanical arm.
The stimuli for ultrasound and acoustic studies contain 42 tokens with intervo-
calic [g]. Each token was repeated twice.

To determine the place of articulation of the closure, a palatogram was
recorded. The tongue was painted with charcoal mixed in olive oil before the
participant produced four tokens with intervocalic <g>. After articulating each
of the tokens, an image of the soft-palate was captured.

3 Results

All instances of intervocalic <g> were segmented manually in Praat (Boersma
2002) and a script was used to extract duration values. The waveform and spec-
togram were manually extracted.

The waveform of Dagaaré <g> has a decrease in amplitude compared to sur-
rounding vowels, but it is complex as can be seen in Figure 1. This is similar to
the expected properties of a tap, but distinct from both voiced velar stops and
resonants; from a voiced stop, we would expect a simple waveform for voicing,
while with a resonant, we would not expect an amplitude decrease.

In the spectrogram of Dagairé <g>, we regularly see formant structure
throughout the consonant. This is typical of resonants and possible for taps but
is not consistent with a stop. For a [g], we would expect a gap in the spectrogram
with a voicing bar at the bottom; but this is not what we see for Dagaaré <g>.
With a fricative, we would expect random noise, which is again not what we see.
the spectrogram also shows that <g> does not feature spectral energy like the
other non-sibilant fricative [v] in the spectrogram or a dorsal fricative (see Jesus
& Shadle 2005).
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Figure 1: Waveform (top) and spectogram (bottom) of Dagaare <g>

In terms of duration (including both closure duration and release duration), the
average duration of the collected <g> tokens was 0.055 seconds. This is substan-
tially shorter than English [g], as a comparison, which has a duration of around
0.081 seconds (Byrd 1993: closure duration 54ms, release duration 27ms). It is
also longer than an alveolar tap, which tends to have a duration between 0.028
and 0.041 seconds. The durations for the Dagaare velar can be seen compared to
English [g] and [¢] in Figure 2.

On the ultrasound, the tongue movement between the vowel position and
the consonant was substantial; the tongue back raised towards the palate/velum.
This degree of movement is consistent with either a stop or a tap, because the
tongue moves far from the vowel position to make closure. A resonant would
have less movement, due to the lack of closure. The ultrasound images can be
seen in Figure 3. A fricative would have less movement than a stop or tap, but
more than a resonant; these images are potentially consistent with a fricative.
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In the palatography shown in Figure 4 (page 6), the pattern of charcoal left on
the palate after production of <g> showed evidence of closure in the palatal/velar
region. Closure is typically seen for stops and taps, but not for resonants or frica-
tives.

In summary, although the Dagaare <g> has a longer duration than an alveo-
lar tap, its production is most consistent with the behaviour of a tap, in terms
of waveform, spectrogram, ultrasound, and palatography. In particular, it is not
consistent with a stop or a resonant in a number of ways. These results are sum-
marized in Table 1 (page 6).

4 Discussion and conclusion

The results show that intervocalic [g] in Dagéaareé has a complex waveform, am-
plitude decrease, formant structure, a short duration, significant tongue move-
ment, and closure. These features are strong tap-like features and suggest that
Dagaareé intervocalic velar [g] is not a velar fricative but a tap. Such a segment
type has previously been unattested and predicted, moreover, to be impossible
(Ladefoged 1990). Given cross-linguistic evidence that velar softening mostly re-
sults in palatalization (Halle 2005) and the charcoal stain on the participant’s
velum and hard palate in the palatograms, we note however that the intervocalic
velar in Dagéaré could be a palatal tap, a sound which is also unattested but
predicted to be possible.

Given that this study was based on data from a single native speaker of Da-
géare, future work should focus on a larger population sample of Dagaare speak-
ers. Dagaare intervocalic velar [g] should also be compared with velar [g] in
clusters and related segments in related languages, e.g. lenited velars in Dagbani
(Hudu 2010). This is a logical direction considering the argument in Elugbe 1978
that the lenis consonants in Edoid languages are taps.

Generally, this study has shown that Dagaareé intervocalic [g] is not a fricative,
but a velar tap or a palatal tap which are both previously unattested sounds.
Based on these findings, Dagaareé velar [g] requires further investigation.

Examples of words with voiced velar [g] in Dagaare

(1) daga ‘box/coffin’ (4) bégé ‘imbercile’ (7) b3gs ‘shoulder’
(2) yaga ‘cheeks’ (5) pégi ‘shell’ (8) ddgr ‘give birth’
(3) wégeé ‘log’ (6) p3gs ‘woman’ (9) pagi ‘close/cover’
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Figure 4: Palatogram showing closure

Table 1: Result summary

Expected of
Properties Dagaare [g]® tap” resonant fricative
results
Waveform complex simple more no random
waveform, waveform  complex amplitude  pattern in
amplitude  (voicing) waveform,  decrease the
decrease amplitude waveform
decrease
Spectogram  formant gap with formant formant random
structure voicing bar  structure structure noise
possible
Duration 0.055 sec ~0.081 sec ~0.028~- <n/a> <n/a>
0.041 sec
Ultrasound lots of lots of mvt. lots of mvt. less mvt. intermed.
tongue mvt.
movement
Palatography closure closure closure no closure  no closure
“(Byrd 1993)

b(Ting 2007)
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(10)  tigi ‘treat/heal’ (15)  wdgi ‘tall’ (21)  fugi ‘scare

(11) sigi ‘hut’ (16)  bogi ‘hole’ away/threaten’

(12) dogs‘akindof ~ (17) ligi ‘togetdark’ ~ (22) pigipraise’
dance’ (18) togi ‘remove from (23)  digi ‘chase’

(13) vigi ‘remove/take fire’ (24) sigi ‘come down’
oft’ (19)  kbgé ‘chair’ (25) mugi ‘suck’

(14) tigé ‘festivals’ (20) kobgo ‘mahogany (26) wigi ‘owl’
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Chapter 2

On the Ngbugu vowel system

Kenneth S. Olson

SIL International

Previous researchers have posited asymmetric oral vowel systems for Ngbugu and
other Banda languages. The present analysis shows that Ngbugu has a symmetric
ten-vowel system which includes one interior vowel /o/ and lacks vowel harmony.
It also supports and refines Boyeldieu & Cloarec-Heiss’s (2001) proposed Proto-
Banda vowel system. The affinities of the resulting proto vowel system to those
of nearby languages could facilitate the comparison of vowel systems across the
region in order to test hypotheses about shared inheritance or borrowing. Possible
explanations for the lack of vowel harmony are suggested.

1 Introduction

Authors of previous studies have proposed various oral vowel systems for
Ngbugu (ISO 639-3 code=Inl), a language of the Banda group, Ubangian family,
spoken in southcentral Central African Republic by about 95,000 people (Simons
& Fennig 2018). These proposed systems are shown in Tables 1, 2, and 3.!

Table 1: Ngbugu oral vowels (Cloarec-Heiss 1978: 13-14)

front central back

high i i u
mid e )
low a b

'T use standard IPA transcriptions for segments and tone in this paper.

Kenneth S. Olson. 2022. On the Ngbugu vowel system. In Galen Sibanda, Deo
Ngonyani, Jonathan Choti & Ann Biersteker (eds.), Descriptive and theoretical ap-

/IIII proaches to African linguistics: Selected papers from the 49th Annual Conference on

African ngulstlcs 9-23. Berlin: Language Science Press.
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The system in Table 1 contradicts a universal put forth by Crothers (1978: 122):
“The number of height distinctions in front vowels is equal to or greater than the
number in back vowels” Yet, the majority of Banda languages appear to exhibit it.
Cloarec-Heiss (1978: 13-16) posits this same system for seven other Banda speech
varieties: Langbasi [Ina], Ngundu [nue], Kpagua [kuw], Gubu [gox], Gbi [bbp],
Linda [liy], and Yakpa [bjo]. It is also the system posited for Mono [mnh] by both
Kamanda-Kola (2003) and Olson (2005) independently of each other.

Table 2: Ngbugu oral vowels (Théret-Kieschke 1998: 43)

front central back

high i i u
mid e 2 0
low 3 a ()
diphthongs i oa

Théret-Kieschke’s proposed system in Table 2 is more symmetric. In addition
to monophthongs, she posits two diphthongs. She considers /2/ to be a marginal
phoneme (p. 9).

Table 3: Ngbugu oral vowels (Boyeldieu & Cloarec-Heiss 2001: 191)

front central back

high i i u
mid e ) )
low (i)e

Boyeldieu & Cloarec-Heiss propose the system shown in Table 3. They tran-
scribe the low front vowel as /(i)e/, capturing the generalization — according to
their data — that the phoneme is usually realized as [ie], yet surfaces as [¢] in
initial position and immediately following /w/. The vowel /o/ is positioned as a
mid vowel in their chart, along with /e/ and /a/ (p. 192).2

Comparison of these three proposed systems raises questions about the phone-
mic status of /¢/, /o/, and /5/. To address these questions, I worked with a team
of three native Ngbugu speakers during three visits to Bangui from 2015 to 2017

“Boyeldieu (pers. comm.) considers /2/ to be phonetically halfway between [0] and [o] when it
does not follow a /w/.

10



2 On the Ngbugu vowel system

(a total of five weeks) to re-evaluate the oral vowel system, employing the par-
ticipatory research methodology elucidated in Kutsch Lojenga (1996).3 I do not
address diphthongs or nasal vowels, which are both also part of the Ngbugu
vowel system.

Prior to our consultations, the team had collected a corpus of about 2000 lex-
ical items. We removed compound words, borrowings, derived words, etc., after
which we had a corpus of about 700 words to work with.

In §2, I provide evidence for the phonemic status of /¢/, /o/, and /3/, as well
as an in-progress merger between /o/ and /5/. I also provide evidence for the
existence of an additional vowel /5/ not reported by the previous researchers. In
§3, I provide acoustic evidence for my transcription of the vowels and show that
/i/ is best reinterpreted as the front vowel /1/. In §4, I discuss possible implications
for the historical development of vowels in the Banda group.

2 Phonology

Several arguments support the phonemic status of /¢/. First, contrasts between
/¢/ and its phonetically similar segment /e/ are common in Ngbugu. A sampling
of these contrasts is shown in Table 4.

Table 4: Contrasts between /¢/ and /e/

e/ gloss /e/  gloss

Jé.J¢ Dbifurcation [éfé root
né all, together né 2pPL-object

g small 7€ call
hig  sweat huée open

Second, my language consultants had no difficulty distinguishing /e/ and /e/,
and the orthography testing they conducted in the Ngbugu community sug-
gested that this is true among Ngbugu speakers in general. Third, /¢/ is not rare,
occurring in more than 20 words in our corpus. This count does not include
word-initial [£], which may be a relic of an historical prefix denoting animals
(Greenberg 1970: 13). Fourth, /e/ occurs in word-initial, word-medial, and word-
final positions, as shown in Table 5.

*The three language consultants conducted extensive orthography testing in the Ngbugu region
during this period of time.

11
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Table 5: Distribution of /¢/

/e/ gloss
initial  &.vEO dog
medial pgd.léfo earthworm
final JéJe bifurcation

While the phonetic sequence [ie] does occur in a substantial number of words,
itis also true that [¢€] is attested immediately following more consonants than just
/w/, e.g. [ng6.1e.fo] ‘earthworm’, [[é.[€] ‘bifurcation’, [gbé] ‘all’, [ndé.rd] ‘sticky’.
Additional examples are found in Boyeldieu’s Ngbugu wordlist in RefLex (Segerer
& Flavier 2011). There are also cases where [ic] and [¢] both occur after the same
consonant, e.g. [gbig] ‘king’ vs. [gbé] ‘all’. These considerations bolster the view
that /¢/ is a phoneme in its own right, distinct from the diphthong /ie/.

Finally, there is a clear acoustic distinction between /e/ and /e/, as discussed
below in §3.

Several arguments support the phonemic status of both /o/ and /o/. First, there
is contrast between these two phonetically similar segments, as shown in Table 6.

Table 6: Contrasts between /o/ and /o/ (Théret-Kieschke 1998: 9)

/o/ gloss 13/ gloss
kpo.to  hat kps.t>  skin
ko (to) distribute ko (to) oil

Second, many native speakers have no difficulty distinguishing the two sounds.
Third, both sounds are common, each occurring in more than 30 words in my
corpus. Fourth, there is a clear acoustic distinction between the two sounds, as
discussed below in §3.

Despite this evidence, the case of /o/ and /5/ is complicated by a couple of
factors. First, for apparently all speakers of Ngbugu — even those for whom the
two sounds are contrastive — free variation occurs between /o/ and /o/ for certain
lexical items, as exemplified in Table 7.

Second, while all three of my language consultants recognize the distinctive-
ness of /o/ and /o/, they indicate that some Ngbugu speakers do not distinguish
the two sounds, opting to produce /o/ in all cases. Théret-Kieschke (1998: 9) noted
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2 On the Ngbugu vowel system

Table 7: Free variation between /o/ and /5/ in some lexical items

/o] ~ [/ gloss

ko.to ~ kd.t3 hill
ko.kolo ~kd.kd15> duck

this pattern among younger speakers and suggested that a merger is currently
underway between /o/ and /5/: "o, *5 > 0. Robust contrast exists between /o/ and
/o/ in most other Banda varieties, e.g. Linda (Boyeldieu & Cloarec-Heiss 2001)
and Mono (Olson 2005), which harmonizes well with this claim.

During the course of our research, we encountered an additional synchronic
vowel phoneme, /35/, not attested by previous researchers. Several factors support
the existence of this additional phoneme. First, there is contrast between // and
all of the other back vowels, as shown in Table 8.

Table 8: Contrast between /5/ and other back vowels

/u/  gloss [/ gloss /o/  gloss /o/  gloss

ka thigh k& war kd  male kd  type of termite
- BS stroll 0  roll, pass -

th  ear ts.5 invain do  divert td  marry

- gss  hole g6 white -

Second, native speakers readily distinguish /z5/ from other back vowels. Third,
[/ is not rare, occurring in over 40 lexical items in my corpus. Fourth, // occurs
both medially and finally, e.g. [s.96] ‘pillar’. Finally, /o5/ is distinct acoustically
from the other back vowels, as discussed in §3.

While /i5/ does not occur as such in any of the previous research, it does
show up indirectly in Boyeldieu & Cloarec-Heiss (2001), where the sequence tran-
scribed there as /wo/ corresponds to my /z5/, as shown in Table 9.*

Though Boyeldieu & Cloarec-Heiss do not document extant // per se, their
comparative study of Ngbugu and Linda leads them to reconstruct the high back
[-aTR] vowel *v for Proto-Banda (pp. 199, 202-203). One of the key findings of
the current paper is that the reflex /u5/ of the proto phoneme *v is present in
Ngbugu today.

“Most of the occurrences of [5] in Table 9 occur after [k], but most cases of [] in my corpus
follow other consonants. The difference between my data and that of Boyeldieu and Cloarec-
Heiss could be due in part to dialectal variation. More research is necessary on this.
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Table 9: Samples of /u/ transcribed as /wa/ by Boyeldieu & Cloarec-
Heiss (2001)

Boyeldieu and Cloarec-Heiss page my transcription gloss
JOBWD 216 dz0.85 sorghum
gBWD 218  gES to touch
gWIgWI 218 gv hunger
kgwo 218 ks to stop
ngEwo 195,218 pgsds to scratch
BWD 213 ®S to walk
tOBW) 212 t5.ES in vain

This finding suggests a possible novel use of the comparative method - as an
aid to linguistic fieldwork. The comparison of the sound systems of related lan-
guages can be used not only to reconstruct proto phonemes, but it can also lead to
hypotheses about the structure of the synchronic sound systems and hence serve
as a diagnostic for examining them more closely. In the current case, Boyeldieu
& Cloarec-Heiss’s positing of *& led my language consultants and me to examine
more carefully the high back vowels of Ngbugu, eventually unearthing //.

3 Acoustic properties

An acoustic study was undertaken in order to verify the transcription of the
Ngbugu vowels. The subject was a male native speaker of Ngbugu in his late 40s
at the time of the recordings. He grew up in the Ngbugu region, and both of his
parents speak Ngbugu as their first language. He has obtained his baccalauréat
and has taken some university courses. He moved to Bangui in 2014. The record-
ings were made in 2015 and 2016 in Yaoundé and Bangui, respectively. Besides
Ngbugu, he is also fluent in Sango [sag] and French [fra].

The set of data was recorded at 48k, 24-bit, using a Zoom H2 recorder, and
saved as WAV files. The 2015 recording session took place at the SIL center in
Yaoundé, and the 2016 recording session took place at the ACATBA (Associa-
tion Centrafricaine pour la Traduction de la Bible et I’Alphabétisation) center in
Bangui. Twelve tokens of each vowel were chosen for analysis. This included
two tokens of each vowel spoken in isolation. In most of the words selected, the
vowel followed a coronal consonant.
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2 On the Ngbugu vowel system

Acoustic analysis was performed using Praat v. 6.0.37 (Boersma & Weenink
2018). I first visually inspected a wide-band spectrogram of each token to ver-
ify that there was a steady state period of the vowel. I then visually identified
the midpoint of the steady state. The window of analysis was centered on this
midpoint. The formant measurements were made using the LPC analysis feature
in Praat, employing its default parameters, except that the “Maximum formant
(Hz)” setting was changed from 5500Hz to 5000Hz, the latter being more appro-
priate for a male speaker (Boersma & Weenink 2018). Because LPC calculations
of F; can potentially be influenced by a high f, I verified the formant measure-
ments by visual inspection on a wide-band spectrogram and spectral slices, when
appropriate. The F; vs. F5 plot is shown in Figure 1.

Fz
2|5bu 2000 1500 . wl‘uu .

=200

—300

—400

—&00

F1
—&00

—7nn
—aon

=400

—=1000

Figure 1: Formant plot of Ngbugu vowels (12 tokens each)

Several observations can be made about this plot. First, the F, of what I have
been transcribing as /i/ is generally higher (~1600Hz) than the F, of /o/ (~1400Hz),
approaching the front vowels /i/ and /e/. This suggests that /i/ may best be con-
strued as a front vowel. I will transcribe it as /1/ for reasons that will soon become
apparent.

Second, the positioning of /1/ and /s/ in the plot generally corresponds to what
we expect for high [-ATR] vowels. In Starwalt’s (2008) crosslinguistic study of the
acoustics of ATR vowel harmony systems, she found that the F, of /z5/ is consis-
tently lower than the F, of /o/ for the African languages she studied (although
this was not always statistically significant) — Kwa: Foodo [fod] and Ikposo [kpo]
— Bantu: Kinande [nnb] and LuBwisi [tlj] — Defoid: Ekiti-Yoruba [yor]. The posi-
tioning of /t/ vis-a-vis /o/ in Figure 1 is consistent with this.
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With respect to front vowels, Starwalt found some variation: for some speakers
of Foodo (p. 105), Kinande (p. 128), and LuBwisi (p. 136), the F, of /1/ is lower than
the F, of /e/. This is consistent with what I found for Ngbugu. For the rest of
Starwalt’s speakers, the F, of /1/ was higher than the F, of /e/.

This acoustic study is preliminary. Testing additional subjects would help con-
firm that our data are indicative of the larger Ngbugu-speaking population. Lade-
foged (2003) suggests testing a half-dozen speakers of each sex.

4 Discussion

4.1 Vowel system symmetry

If /i/ is reinterpreted as /1/, as proposed in §3, the resulting Ngbugu vowel system
becomes symmetric, as shown in Table 10.

Table 10: Reanalyzed Ngbugu oral vowel system

front central back

high i u
mid-high I o
mid-low e 2 o
low € ®)

Not only is symmetry what is generally expected for vowel systems (Pike 1947:
59), it is also what is found in most languages of the region, as shown in Table 11.
The languages of all of the Ubangian subgroups except Banda exhibit symmetric
vowel systems, as do many of the languages from the nearby Central Sudanic
group Bongo-Bagirmi.

In fact, the reanalyzed Ngbugu vowel system is similar to the set of Proto-
Banda monophthongs reconstructed by Boyeldieu & Cloarec-Heiss 2001 shown
in Table 12. The differences are (1) the presence of a high central vowel *i, and (2)
the absence of the front vowels *1 and "e.

It is not surprising that Boyeldieu and Cloarec-Heiss posited the proto pho-
neme *i. At the time of their study, it was thought that all Banda languages had
a high central vowel. The finding that Ngbugu has extant /1/ instead opens up
the option of positing the proto phoneme 1 (rather than *i) with a corresponding
sound change *1 > i to account for the presence of // in the other Banda varieties
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Table 11: Vowel systems of sample languages in geographic proximity
(“cross” = cross-height harmony)

sample Ig group oral vowels VH  source

Gbeya Gbaya /iegasou/ mid  (Samarin 1966)
Sango Ngbandi /ieeasou/ mid  (Samarin 2000)
Ngbaka Ma’bo  Sere-Ngb.-Mba /ieeaosou/ mid  (Thomas 1963)
Zande Zande /itesaswvu/ cross (Boyd 1997)
Nzakara Zande /fiteassu/ cross (Landi 2005)
Bagiro Bongo-Bagirmi /iegaoou/ mid  (Boyeldieu 2000)
Yulu Bongo-Bagirmi /iee(d)aoou/ none (Boyeldieu 1987)
Lutos Bongo-Bagirmi /iee(d)aoou/ none (Olson 2013)

Table 12: Proto-Banda vowel system (Boyeldieu & Cloarec-Heiss 2001)

front central back
high i i “u
mid-high o
mid-low  “e *3 *0
low * "

(subject to confirmation via the comparative method). This also leads to a more
typologically common proto vowel system.

As for the absence of "¢, Boyeldieu & Cloarec-Heiss posit instead the proto
diphthong *ia (pp. 198-199). In their analysis, occurrences of [ic] in Ngbugu fol-
lowing labial, alveolar, and velar consonants are combined with occurrences of
[ia] in Ngbugu following palatal consonants in order to reconstruct the proto
diphthong. The corresponding Linda forms are [eya] following labials, [ia] fol-
lowing alveolars and velars, and [a] following palatals. Given their data, an
equally valid reconstructed form would be *ie. Absent from their correspondence
sets are occurrences of [e].°

If we examine cases of [e], we see that Ngbugu [€] corresponds with Linda [ja]
(Monino 1988) in word-initial position, as shown in Table 13.

There are some residual items in Boyeldieu & Cloarec-Heiss’s data: [ie] and [ia] contrast in
[gia] ‘tourner la pate’ vs. [gi¢] ‘animal, viande’; and [e] and [ie] contrast in [ngat¢] ~ [pgé]
‘canne a sucre’ vs. [ngié] ‘noyau de la noix de palme’ (pp. 192-193).
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Table 13: Correspondences between Ngbugu [¢] and Linda [ja]

Ngbugu Linda gloss

£.bxo jaburu goat
E.vEO javord dog
gfe ja.[e woman

I was not able to identify cognates in Linda that correspond to the Ngbugu
words in which [e] is word-medial or word-final. Hence, more research is nec-
essary. That being said, the distinction between the two correspondence sets
(Ngbugu ie~ia vs. Linda ia~eja and Ngbugu ¢ vs. Linda ja) leads me to propose
two proto phonemes, *ie and e, with a possible merger *ie, *¢ > ja in Linda. The
choice of *¢ leads to the Proto-Banda system in Table 14 that is not only typolog-
ically more common but is also nearly identical to the extant Ngbugu one.

Table 14: Reanalyzed Proto-Banda vowel system

front central back

high *i *u
mid-high ™1 o
mid-low e * *o
low g *a *2

One mystery of the Banda group has been its unusual inventory of vowels
(cf. Table 1). The revised symmetric Ngbugu vowel system — and the comparable
Proto-Banda system proposed here — are much more in line with those found in
the surrounding languages. Of particular comparative interest are the vowel sys-
tems of Nzakara and Zande, since Nzakara is the immediate neighbor of Ngbugu
to the northeast. Ngbugu, Nzakara, and Zande all have identical inventories of
phonetic vowels: [i1e € 9 a2 0 u]. These similarities allow for the straightfor-
ward comparison of vowels between groups, something that was very difficult
given our previous understanding of the vowel systems in the Banda group. This
makes it more believable that the Banda group could be related to other language
groups in the vicinity.
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2 On the Ngbugu vowel system

4.2 Vowel harmony

Boyeldieu & Cloarec-Heiss suggest that there are traces of a Proto-Banda ATR
harmony system in extant Linda (p. 189), and to a lesser degree in extant Ngbugu
(pp. 196-197, 202). The existence in the current-day Ngbugu vowel system of
contrasts between [+ATR] and [-ATR] vowels lends credence to the hypothesis of
this earlier ATR harmony system.

Indeed, the revised Ngbugu vowel inventory bears a remarkable resemblance
to inventories that exhibit ATR harmony. It is the same inventory as the ten-vowel
systems that exhibit the “most straightforward” cases of ATR harmony in Africa,
where the vowels are divided into two groups: the [+ATR] vowels /i e 9 0 u/ and
the [-ATR] vowels /1 &£ a 0 &5/ (Casali 2008: 499).

Yet, it is relatively clear that the current Ngbugu system does not exhibit vowel
harmony, for two reasons. First, there are many cases in Ngbugu of monomor-
phemic words containing both [+ATR] and [-ATR] vowels, shown in Table 15.

Table 15: Monomorphemic words with both [+ATR] and [-ATR] vowels

lexical item  gloss

kélingss  millipede

Jé[e bifurcation
ngeé central vein of the palm leaf
ngd.le.fo earthworm
k&£.16 bitter plant
ngs.wo smoke
20.5g5 rainy season
a.gg5.me midnight
hug sweat

mié twin

tfa.nd hand

la.fo standing
mé.ga swell

ala heavy

ani mother

Second, to my knowledge there are no cases of [+ATR] ~ [-ATR] alternations
in Ngbugu roots or affixes (Casali 2008: 500).

The absence of vowel harmony in Ngbugu is somewhat surprising given the
preponderance of harmony systems elsewhere in the region (cf. Table 11). Sys-
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tems which exhibit harmony between the two sets of mid vowels /e, o/ and /¢, 5/
(labeled “mid” in Table 11, VH column) are found in the Gbaya group (e.g. Gbeya),
in Sere-Ngbaka-Mba (e.g. Ngbaka-Ma’bo), and to some degree in the Central Su-
danic group Bongo-Bagirmi (e.g. Bagiro, which is immediately to the west of the
Ngbugu region). The lingua franca Sango from the Ngbandi group also exhibits
harmony of this type, but it has exceptions.®

Cross-height harmony systems in which both high and mid vowels undergo
ATR harmony on a surface phonetic level (labeled “cross” in Table 11, VH col-
umn) are found in both Nzakara and Zande. In these languages, high, mid, and
low vowels all undergo ATR harmony. For both languages, the mid vowels show
harmony only at the surface phonetic level, i.e. [e] and [o] are allophones of
/e/ and /o/, respectively. In addition, for Nzakara the [a] ~ [3] alternation is also
surface phonetic.

The presence of ATR harmony in Nzakara and Zande, the identical inventories
of phonetic vowels between Ngbugu, Nzakara, and Zande, and the traces of ATR
harmony identified by Boyeldieu and Cloarec Heiss for Linda and Ngbugu - all
these factors lead to the hypothesis that Proto-Banda exhibited ATR harmony.
This harmony system was either inherited or borrowed, and then it was subse-
quently lost.

What could have led to the loss of ATR harmony in Proto-Banda? There are at
least a couple of factors to consider. First, in a crosslinguistic survey, Rolle et al.
(2017) observe that ATrR harmony and interior vowels (e.g. [i], [2]) appear to be
in an antagonistic relationship, and that the presence of both in a given vowel
system is dispreferred. Perhaps Proto-Banda had both ATR harmony and the pho-
neme /9/ at some point in its history, and the ATR harmony was subsequently lost
due to pressure from the interior vowel.

Second, both Samarin (1982) and Cloarec-Heiss (1995) quote Brunache (1894:
205-206) who provides evidence for the existence of a Banda lingua franca in the
region in the late 19th century. If this is true, the loss of ATR harmony may have
been a type of simplification of the language structure that is often associated
with pidgins and lingua francas.

Either of these possibilities — internal systemic pressure or L2 simplification —
could have contributed a certain instability to the phonological system, leading
to the loss of the ATR harmony, as well as other eventual structural changes.

®In discussing the simplification of Sango vis-a-vis the Ngbandi group, Samarin (2000: 313)
states, “Co-occurrence of vowels has been simplified by vowel harmony: i.e., mid vowels in
a single word are either tense or lax, not both”
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5 Conclusion

In summary, extant Ngbugu has a symmetric vowel system (including one in-
terior vowel) that resembles vowel systems of the other groups in the region,
except for the absence of vowel harmony. The extant ATR contrasts in Ngbugu
lend support to Boyeldieu and Cloarec-Heiss’s (2001) reconstructed Proto-Banda
vowel system containing ATR contrasts. The traces of a vowel harmony system in
Linda and Ngbugu, combined with the similarity of Ngbugu’s surface phonetic
vowel inventory to that of nearby languages that exhibit vowel harmony (partic-
ularly Nzakara) support the hypothesis that Proto-Banda may have had vowel
harmony at some point in its history.
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Chapter 3

Phonological adaptation of the Belgian
French vowels in Kinshasa Lingala

Philothé Mwamba Kabasele®*
University of Calgary "ISP/Gombe “University of Kwa-Zulu Natal

This study provides a systematic analysis of vowel sound adaptations in KL with
evidence from acoustic phonetics. The research is restricted to the phonological
adaptations of vowel sounds from Belgian French (BF). It provides evidence from
loan data on the existence of the contrastive features [+ATR] in KL phonological
system. Questions raised include: does the phonological system of KL take prece-
dence in the phonological adaptation process of the loanwords? Does similarity
play a role in the adaptation of the loanwords? What happens when the foreign
input does not offer any similarity with the phonological system of the recipient
language (RL)? what happens when a feature/feature combination (FC) in a foreign
input vowel either presents similarities with a feature/FC in the RL phonological
system, or else does not present any similarities to any feature or FC in the phono-
logical system of the RL? The data were extracted in a sentential context with a
carrier sentence. Participants filled in the dots with the missing word that was sug-
gested by the picture. The F1 and the F2 measurement values, in hertz (Hz) were
taken at three different points of the vowel spectrogram. The script also generated
the average measurement values which were considered as input for statistical
analysis. The null hypothesis (Ho) predicts that BF [e, ce, 8] would be adapted as
[e] (Ho: [e] = [e], [ce] = [e], and [@] = [e]) in KL, while the alternative hypothesis
(H1) predicts that the BF vowels [g, ce, 8] would not be adapted as [e] (H1: [e] #
[e], [ce] # [e], and [e] # [e]) in KL. The Ho predicts that [5] will be adapted as [o]
(Ho: [0] = [0]). Due to correlated nature of the data, Generalized Estimating Equa-
tion (GEE) was used to determine the degree of significant differences between
two/more targeted variables. The findings have shown that KL speakers still dis-
criminate between [¢] and [e], and [0] and [o], which implies the existence of the

underlying contrast between the features [+ATR] and [-ATR].
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1 Introduction

The phonological adaptation of illicit foreign vowel sounds into Kinshasa Lingala
(KL) linguistic system has received very little scholarly attention (Bambi-Idikay
1998, Mudimbe et al. 1977). There has been no systematic analysis of vowel sound
adaptations in KL with evidence from acoustic phonetics, nor any explanation of
these adaptations in terms of phonetics and its interface with phonology. Such
analysis and explanation are the focus of the present study. The current study is
restricted to the phonological adaptations of vowel sounds from Belgian French
(BF), as this general dialect of French was the primary source of loanwords in
Lingala. The main goal of this study is to provide evidence from loan data on the
existence of the contrastive features [+ATR] in the phonological system of KL.
The findings of this study serve as a diagnostic test.

This research is important because the findings of loanword adaptation allow
linguists to understand the kind of cognitive transformation that a phonologi-
cal system imposes to any linguistic input at the phonological level. It should be
noted that an analysis which considers only native data may fail to account for
the changes and fail to effectively capture the phonological system of the TL. An
investigation of a phonological system with data from loanword adaptation is rel-
evant in that the output of loanword adaptation reflects all facets of the phono-
logical structure of a target language at the segmental, phonotactic, supraseg-
mental, and morpho-phonological level of the borrowing language (Kang 2011:
1). Channeling Berko (1958), Kang (2011: 1) suggests that “loanword phonology
be considered as a real-life Wug test which can allow linguists to probe into
the grammatical knowledge of speakers in ways that native data alone cannot”.
Kang shows the real importance of a study in loanword adaptation and what
could be its contribution in understanding the fine grain phonological system of
a TL. Loanword adaptation can be used as a diagnostic test of the phonological
preferences and constraints of a TL.

Both integrated loanwords and on-line adaptations (Shinohara 1997) will be
considered. On-line adaptations are loans which are borrowed “here and now”
(Calabrese & Wetzels 2009: 66) whereas integrated loanwords refer to those
adopted forms which have been made part of the recipient language’s lexicon
and whose source form appears to have been lost due to the phonological adap-
tation. The broad aim of this study is to identify various phonological strategies
that Lingala speakers use when adopting and adapting BF vowels into their lin-
guistic system. The study further aims to provide the phonetic-phonological mo-
tivation which justifies the choice of strategies during the loanword adaptation
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process and the different phonological constraints that regulate the adaptation
process of vowels.

Previous research on loanwords (Mudimbe et al. 1977, Bambi-Idikay 1998) re-
lied strictly on phonological conditions in Lingala to explain the adaptation of
French words in Lingala. This exclusive focus on Lingala phonology is under-
standable, but the leading experts in loanword phonology, LaCharité and Paradis,
warn that the source language phonology plays an important and preponderant
role in the process of adaptation (see, e.g., LaCharité & Paradis (2005)). They
claim, as Kang et al. (2014: 1) put it, that “the adapters are competent bilinguals
with native-like knowledge of the input language phonology and the phonolog-
ical structure of the source language (SL) serves as input to the adaptation pro-
cess, rather than the surface phonetic forms of the source language”. LaCharité
and Paradis’s viewpoint is informed by multiple large-scale studies of loanword
adaptation situations.

To make sense of vocalic adaptations in this study, among others, I will argue
that three stages are involved in the adaptation process of an illicit input in the
recipient language: the perceptual stage, the adaptation proper stage, and the
implementation stage. The first and last stages are predominantly phonetically
based. That is, phonetic factors play an important role in the adaptation pro-
cess during these two stages. Yet the present study does not support the strictly
phonetic approach to loanword adaptation which is advocated by Peperkamp &
Dupoux (2003), Vendelin & Peperkamp (2004), and Peperkamp (2004), among
others. This is because the adaptation proper stage is conceived as purely phono-
logical. This is the stage in which the phonological constraints and preferences
of the recipient language ‘paint’ their linguistic identity on the loanword to make
it an accepted part of its linguistic system. I will suggest that loanword adapta-
tion proper is a purely abstract process which leaves the speakers of a language
with little choice. First, featural combinations which are similar between the SL
input and the TL representation are generally preserved; this type of foreign
input requires less cognitive effort since the SL features meet the phonological
preferences of the TL.

Second, featural combinations which are dissimilar between the SL input and
the TL representation are generally transformed and therefore sacrificed. This
type of foreign input requires much cognitive effort since the SL features do not
meet the phonological preferences of the TL. They may violate a number of the
phonological constraints of the recipient language. Therefore, some repairs are
imperative in order for the recipient language system to license the new linguistic
form in the phonological system.
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A third scenario concerns featural combinations that appear dissimilar be-
tween the SL input and the TL representation which may presage past and fu-
ture preferences in the TL, as when certain phonological structures are admitted
which have either been deactivated in the synchronic system of the language or
have not yet previously been observed in the synchronic system. In this case the
adapted linguistic form seems to reveal the reflexes of the diachronic system or
seems to be ahead of its time in terms of the future linguistic preferences of the
system and reveals the more abstract preferences of the language.

The next section provides some theoretical background on loanword adapta-
tion. The following section briefly describes the research questions; section 4 is
the study proper; section 5 the discussion and findings; and section 6 concludes
the paper.

2 Background

2.1 Considerations

Phonological adaptation is a process that affects a loanword in order to make
it conform with the linguistic ‘identity’ of the recipient language. Loanword (in
the process of phonological adaptation) is defined as a word that has been bor-
rowed from a linguistic system that is identified as the source language (SL) and
is then integrated into a recipient linguistic system that is called the target lan-
guage (TL). During the process of its integration, the borrowed word may or may
not undergo a phonological adaptation which is mainly dictated by the phono-
logical system of the TL that forces the loanword to abide by the phonological
preferences and constraints of the recipient language.

A loanword is completely integrated in the borrowing language system when
its illicit features become phonologically nativized in the TL in a way that its for-
eign pronunciation becomes unrecognizable. Thomason (2001: 144) claims that
some loanword adaptations occur through the process of ‘negotiation” which is
identified by the phenomenon of correspondence rules or borrowing routines.
Thomason argues that “correspondence rules are (mostly) phonological general-
izations drawn, consciously or unconsciously by bilinguals, though full fluency
in both languages is not required” (p. 144). He presents its generalization in the
form ““Your language has x where my language has y’ and the rules are gener-
ally applied to nativize the phonology of loanwords” (p. 144). Kenstowicz (2006:
139), by contrast, claims that “[t]he adaptation of a loanword involves the reso-
lution of often conflicting demands to preserve as much information from the
source word as possible while still satisfying the constrains that make the lexical
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item sound like a word of the recipient language”. This way of looking at phono-
logical adaptation may be too simplistic. The phonological adaptation process
additionally involves complex abstract linguistic mechanisms that transform an
illicit foreign input to abide by the linguistic preferences of the borrowing lan-
guage. The phonological system of the recipient language — being a component
of an autonomous linguistic system — is not obviously concerned about preserv-
ing the information from the source language. It may, but need not, preserve the
linguistic features which abide by its phonological preferences in order to license
its integration into the recipient linguistic system.

The adaptation that a loanword undergoes is a phonological transformation
that results at the behest of the phonological system of the host language. The
loanword has to abide by the phonological constraints and preferences of the
TL. As Kang (2011) puts it, “[sJuch adaptation affects all facets of phonological
structure, reflecting the segmental, phonotactic, suprasegmental and morpho-
phonological restrictions of the borrowing language” (p. 1). The output of the
phonological adaptation process reflects “aspects of native speakers’ linguistic
knowledge” (Kang 2011: 1). Loanword adaptation, therefore, allows linguists to
understand the kind of cognitive transformation that a phonological system im-
poses to any linguistic input at the phonological level. Loanword adaptation can
be used as a diagnostic test of the phonological preferences and constraints of
the TL. It even reveals likely preferences that are not yet observed in the phono-
logical system of the TL.

2.2 Theories on loanword adaptation

Though some ad hoc factors were identified in the literature on loanword adap-
tation, including orthography, morphology, and semantics (e.g. Vendelin & Pe-
perkamp 2004, Adler 2006, Davis & Cho 2006, Miao 2006, Smith 2006a,b), three
broad approaches to phonological adaptations are pursued in the literature (Lin
2009): the phonology approach, the perception approach, and the perception-
phonology approach. This study adopts the perception-phonology approach.

2.3 The perception-phonology approach

A joint approach is proposed by Silverman (1992), Yip (1993, 2004), and Rose
(1999b,a) who give credit to both the phonology and the perception approach
by integrating the relevant features of the perceptual and the phonological com-
ponents of the grammar. The perception-phonology approach claims that the
input is shaped by the perceptual skills of the borrower, which determine how
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s/he decodes the acoustic signals of the source language. The adaptation process
is dictated by the phonological system of the recipient language (e.g. Silverman
1992, Yip 1993, 2002, 2006, Steriade 2001, Kang 2003, Kenstowicz 2007, Kenstow-
icz & Suchato 2006, Miao 2006).

While the perception-phonology approach claims that “the input to the adap-
tation process is based on how the borrowers perceive the acoustic signals of the
source language” (Lin 2009: 2), it does not identify the linguistic system that gov-
erns the perception of the foreign input. In other words, the approach does not
predetermine whether the perception of a borrower is determined by the pho-
netic or phonological component of the language. Nor does it tell us whether the
perceptual skills are part of the source language phonological system or whether
it is the result of the recipient language phonological system. These questions are
worth to clarify in order to shed light on the adaptation process of loanwords.

If we admit that adaptation is perceptual, we should equally admit that it is
the phonological preferences (system) of the TL which interpret the foreign in-
put in the way we perceive it. The phonological adaptation certainly starts at the
perceptual level, but in turn it is dictated by the phonological preferences of the
TL. For instance, if a foreign input is the aspirated stop [ph] and aspiration is not
a preferred feature in the phonology of the TL (that is, it is not a component of
the underlying representation of the language), native speakers of that TL may
not perceive the aspiration because their grammar is unable to decode and in-
terpret it as such. This is what Boersma & Hamann (2009: 6) argue: “perception
is largely bound by native output constraints, so that a structure that violates
native constraints cannot be perceived faithfully”. Perceptual similarity is one
of the most important cues in the process of loanword adaptation. It links the
features of the foreign input to the features in the phonological system of the re-
cipient language. Kang (2011: 6) argues that “foreign input is faithfully perceived
yet can nevertheless be adapted to adhere to native phonotactic constraints”.

This entails that the foreign input comes with its fully specified phonetic fea-
tures which are adapted — or not - during the adaptation process. The input
features that are similar to the phonological features in the recipient language
are more likely to be adopted and preserved in the adaptation process than the
input features which offer no similar matches in the recipient language.

3 Research questions

This study focuses on the phonological strategies used to adapt BF vowels in loan-
words in Lingala, as spoken in the Congolese capital city of Kinshasa. Questions
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raised include: does the phonological system of KL take precedence (dictate its
linguistic preferences) in the phonological adaptation process of the loanwords?
Does similarity play a role in the adaptation of the loanwords? What happens
when the foreign input does not offer any similarity with the phonological sys-
tem of the recipient language? Of special interest is what happens when a feature
or feature combination in a foreign input vowel either presents similarities with
a feature or feature combination in the recipient language phonological system,
or else does not present any similarities to any feature or feature combination in
the phonological system of the recipient language?

The present study focuses on the BF vowels shown in (1a). All non-low vowels
of KL are presented in (1b). Note that BF combines [+front] and [+round] in /y,
@, e/, whereas this featural combination is disallowed in KL. Note, too, that the
[-ATR] mid vowels /e, o/ are in parentheses in (1b) because it is widely claimed
that these vowels have fully merged with /e, o/ in KL (e.g., Motingea Mangulu
2006: 20, Bokamba 2012: 303, Campbell & King 2013: 965). If this is correct, the
feature [+ATR] is not at all contrastive in KL phonology, whereas it is in BF.

(1) a. Selected vowels of Belgian French

[+FRONT] [-FRONT]

[-ROUND] [+ROUND] [+ROUND]
[+high] [+ATR] /i/ ly/ /u/
L [+ATR] /el o/ /o/
[-high] [-ATR] el /oe/ 1o/

b. Non-low vowels of Kinshasa Lingala
[+FRONT] [-FRONT]
[-ROUND] [+ROUND]

[+high] [+ATR] /i/ /u/
1 [+ATR] le/ /o/
[-high] [-ATR] e/ /a/

4 The study proper

4.1 Rationale

The data were extracted in a sentential context with a carrier sentence which
was structured as Nalobi......sikoyo ‘I say...now’. Participants had to fill in the
dots with the missing word that was suggested by the picture. The measurement
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values of these data were extracted at three different points such as at the begin-
ning, middle and end of the formant and the automatically generated average
values of each token were then computed by Praat. It is these average values
which were considered for statistical analysis.

4.2 Participants

Eighteen subjects were recruited to elicit the data of this experiment. They all
were native speakers of KL who were born and raised in Kinshasa. None of them
has ever left Kinshasa. All of them could speak some French. Their ages varied be-
tween 18 and 57 years old. None of them had any problem in articulation. They all
were healthy at the time they performed the tasks of this study. Table 1 presents
the demographic of the subjects of this experiment.

Table 1: The demographics of the subjects

Younger than 37 Older than 37
Age range 18-27 28-37 38-47 48-57
Gender Male Female Male Female Male Female Male Female
Total 3 2 2 2 1 2 3 3
Subtotal 5 4 3 6
Total 9 9
Grand total 18

4.3 Research hypothesis

Six pairs of vowels were compared in this study. The predictions of all the exper-
iments were formulated on the basis of my assumptions which support the claim
that when a segment does not exist in the linguistic system of the TL, the illicit
segment is adapted to the closest form that exists in the linguistic system of the
recipient language (see Kang 2011 for discussion).

The predictions of this study are, for instance, that Belgian French mid vowels
/el, loel, /e/ will be adapted as /e/ with some initial input matching feature(s)
preserved in the recipient language if and only if the said feature(s) also exist(s) in
its phonological system; or with those features sacrificed if they are not preferred
in the phonological system of the recipient language. That is, BF /¢/ would be
adapted as /e/ in KL if and only if the phonological system of KL disprefers the
phonological features of the input /¢/. On the assumption in the literature that
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/e/ is merged into /e/ in KL (Motingea Mangulu 2006, Bokamba 2012, Campbell
& King 2013) , the closest BF medial vowel form in KL would be [e], since [¢] is
assumed to no longer exist in the system. Therefore, the null hypothesis predicts
that BF [, ce, 8] would be adapted as [e] (H,: [€] = [e], [ce] = [e], and [] = [e])
in KL, while the alternative hypothesis predicts that the Belgian French vowels
(¢, ce, 8] would not be adapted as [e] (H1: [¢] # [e], [ce] # [e], and [@] # [e]) in KL.

Along the same lines, the null hypothesis predicts that [o] will be adapted as
(o] (Hy: [2] = [0]). That is, KL speakers will adapt [5] = [0]) since the latter vowel
is closer to the formerly mentioned illicit input [5]. Whereas, the alternative hy-
pothesis predicts that [5] will not be adapted as [o] (H;: [2] # [0]).

Iargue in this study that the adaptation process of a foreign input that is illicit
in the TL is a gradient process which abides by a number of constraints that are
hierarchically ranked in the phonological system of the recipient language, of
which the phonetic-phonology feature matching and mapping that observe the
phonological preferences of the TL tend to be universally ranked higher. Accord-
ing to this perspective, the process of phonological adaptation tends to preserve
the highly ranked preferred foreign phonetic-phonology feature into the phono-
logical system of the TL. The hypotheses of the 6 pair tests are presented in
Table 2.

4.4 Data analysis

The Praat program! was used to measure the values of the F1 and F2 to deter-

mine the degree of the height and frontness/backness of the targeted vowels in
the whole study. The measurement values, in hertz (Hz), of the F1 and the F2
were taken at three different points of the vowel spectrogram. The script also
generated the average measurement values which were considered as input for
statistical analysis.

Due to correlated nature of the data, Generalized Estimating Equation (GEE)
was used to determine the degree of significant differences between two or more
targeted variables. For instance, the F1 values of the adapted [¢] (i.e., KL vowel
adapted from BF [¢]) were compared to the F1 values of adapted [e] (i.e., KL
vowel adapted from BF [e]) to determine whether they were significantly dif-
ferent; the same procedures were used for the F2 values of the adapted [¢] and
the adapted [e] to determine whether they were significantly different. The next
section presents the results of different pair tests.

!Computer program, version 6.0.14 11 retrieved February 2016 from http://www.praat.org/.

33


http://www.praat.org/

Philothé Mwamba Kabasele

Table 2: Research hypothesis

Hypothesis
Exp. Pair Formant Hy, H,
. (€] vs. [e] F1 Flof [e]=F1of [e] F1of[e] #F1of [e]
F2 F2 of [e] =F2 of [e]  F2 of [¢] # F2 of [e]
F1 Flof [o] =F1 of [e] F1of [s] # F1 of [e]
2 lelvslel  p pyof[e] =F2of[e] F2of o] #F2 of [e]
F1 F1of [,e] = Fl of [e] F1 of [ce] # F1 of [e]

] [ ] [
3 [ee] vs. [e] F2 F2 of [ce] = F2 of [e] F2 of [ce] # F2 of [e]

F1 F1of [e] = F1 of [ce] F1 of [¢] # F1 of [ce]
4 lelvslel  p R of[e] =F2of[ee]  F2 of [e] £ F2 of [ce]
F1 Flof [e] =F1 of [6] F1 of [¢] # F1 of [g]
5o BElvslol  p Eyof[e]=F2of[0]  F2of [¢] £ F2 of [o]
F1 F1of [0] =F1 of [0] F1 of [5] # F1 of [0]
6 DBlvslol ) pyofpl=F2of[0] F2of [o] #F2 of [o]

4.5 Evidence that participants were in KL linguistic mode when
producing the target vowels

How does a researcher make sure that bilingual or multilingual participants are
in the target language linguistic mode when producing the target vowels in the
study? Five types of evidence are presented here as robust evidence on the fact
that the vowels that were produced by KL speakers in this study were effectively
adapted vowels in KL, but not French vowels.

First, to make sure that the bilingual speakers were in KL linguistic mode (Gros-
jean 2001), but not in French linguistic mode, all the research was conducted in
KL. That is, all the interactions and instructions were in KL. This technique was
used by Grosjean in his study on mixed language processing, in which he strictly
controlled for the language mode factor. He specifically told the participants that
he was doing research on mixed language (code-switching, borrowing), he inter-
acted with them in mixed language, and asked them to keep their two languages
on at all times (pp. 412-413). Besides, subjects in the current study were specifi-
cally asked to produce those words in KL the way they always do it while speak-
ing in Lingala. The fact of specifying the language — Kinshasa Lingala — in which
they had to produce those words, puts them in KL linguistic mode.

34



3 Phonological adaptation of the Belgian French vowels in Kinshasa Lingala

Grosjean (2001: 2) defines language mode as “[t]he state of activation of the
bilingual’s languages and language processing mechanisms at a given point in
time”. For example, if you ask a French-English bilingual speaker to produce the
word courage in French, s/he will read it as /kuraz/, but not as / karid 3/ even if
the subject speaks both French and English. Likewise, if you ask him/her to pro-
duce the same word in English, s/he will read it as / karid - 3/, but not /ku'raz/. The
specified language and the word that is produced abide by a particular phono-
logical system. This phonological match entails that when a bilingual speaker
is asked to produce a word in a specific language, s/he regulates her/his speech
production according to the linguistic mode of that particular language.

Grosjean (2000: 410) says, “At the monolingual end of the continuum, bilin-
guals adopt the language of the monolingual interlocutor(s) and deactivate their
other language (s) as best as possible”. The mere fact of specifying the language
in the instruction helps the bilingual subject to switch into the appropriate lan-
guage mode that is associated with the specific language. Grosjean further states
“when the bilingual is in a monolingual mode, one can assume that the other lan-
guage is not activated.” Green (1986: 412) even proposed that the other language
is “inhibited”. Third, even if those words look French in their orthography, they
have been fully integrated in KL and do not have an alternative in the language.
For instance, if you ask a KL speaker to give you the Lingala word for ‘a window’
or ‘a door’, s/he will most certainly say fenetre ‘window’ or porte ‘door’ respec-
tively. These words have been fully integrated in the KL lexical system that the
original words are just lost and unknown to speakers. Fourth, evidence that my
subjects were in KL linguistic mode further came from the data of this study (pi-
lot study) in which 5 subjects were asked to produce those words first in Lingala,
and then in French. In the first mini experiment, subjects were asked to produce
11 words in Lingala. In the second experiment, they were asked to produce those
same words in French. The results are produced in Table 3.

Note that italic emphasis refers to the epenthetic vowels as produced by KL
speakers. The results in Table 3 show that when KL speakers are in KL linguistic
mode, they usually insert an epenthetic vowel after a coda to break the illicit se-
quence of CC within a word, resulting in the re- syllabification of the coda into
an onset. The same is observed with the final coda which is re- syllabified as an
onset. In some cases, there is shift of the stress from the left to the right-hand side,
to the adjacent juxtaposed syllable as in [kals3] —[kales3] and [avj3] —[a'Vij3].
These results once more confirm that when the language to use by the partici-
pants is specified in the instruction and the interaction in a monolingual mode,
the bilingual speakers switch to the linguistic mode of the target language and
fully activate the base/matrix language, which in this case is KL. The differences
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Table 3: Word transcription as produced by KL speakers in the pilot

study
Speakers’ production
BF KL

Words In French In French In Lingala
calecon [kals3] [kals3] (3), [kales3] (5)
‘underwear’ [kales3] (2)
bracelet [brasle] [brasle] (1) [brasele] (5)
‘bracelet’ [brasele] (4)
cambiste [kabist] [kabist] (2) [ka™biste] (5)
‘trader’ [kabiste] (1),

[ka™biste] (2)
chapelet [Japle] [Japle] (2) [apile] (1)
‘rosary’ [Japele] (3) [Japele] (4)
chomeur [fomcer]  [fomer] (2) [fomere] (5)
‘jobless person’ [Jomere] (3)
ceinture [sétyr] [s&tir] (3) [s&tire] (5)
‘belt’ [sttire] (2)
centenaire [satner] [satner] (1) [satenere] (5)
‘centenary’ [satener] (2)

[satenere] (2)
chaussette [foset] [Joset] (2) [fosete] (4)
‘socks’ [Josete] (3) [Joseti] (1)
brosse [bros] [bros] (1) [brose] (5)
‘brush’ [brose] (4)
rechaud [refo] [refo] (5) [refo] (5)
‘cooker’
avion [avj3] [avj3] (3) [avij3] (5)
‘airplane’ [avij3] (2)
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in their production between BF and KL were rather intriguing, as shown in Ta-
ble 3. Fourth, I also used my intuition as a native speaker of KL to determine
whether subjects were in KL linguistic mode or not. For instance, whenever a
subject would insert an epenthetic vowel in a word to break the sequence of
coda-onset, that was an intuitive indication that the subject was in KL linguistic
mode, since in most cases KL does not allow a coda in a syllable. These linguistic
realities are robust evidence that my subjects produced the target vowels in this

study in KL.

4.6 The results

The results of the Generalized Estimating Equation (GEE) comparing the F1 and
F2 values of the pairs of the adapted target vowels are presented in Table 4.

Table 4: The results for the comparisons of the target vowels

EMM* SE Wald y? df

F1 F2 F1 F2 F1 F2 F1 F2 F1 F2
[e] —0.01507  0.0010 0.0042 0.0019 7.44 0011 1 1 0.006 0.915
[e] 001221  0.0005 0.0060 0.0024
[e] —0.00773  0.01442 0.0019 0.00354 165 459 1 1 0.000 0.032
[e]  0.00385 —0.0013  0.0012 0.00223
[e] —0.00202 —0.0020 0.0017 0.00108 135 272 1 1 0.246 0.099
[ce]  0.00048  0.00175 0.0009 0.00121
[e] —0.00729  0.00843 0.0040 0.00590 2.12 270 1 1 0.146 0.100
[ee]  0.00325 —0.0090  0.0033 0.00496
[e] —0.00419  0.02428 0.0019 0.00943 7.73 528 1 1 0.005 0.022
[6] 000872 —0324  0.0032 0.01608
[o] —0.00713  0.0065 0.0029 0.00786 560 0.238 1 1 0.018 0.626
[6]  0.00404  0.00004 0.0019 0.00547

“Estimated marginal means

These results in Table 4 reflect the pairwise comparisons of estimated marginal
means based on the original scale of dependent variables zF1 and zF2 for the pairs
of target vowels. The results of the Wald chi-square that tested the simple effects
of vowel within each level combination of the other factors shown which was
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based on the linearly independent pairwise comparisons among the estimated
marginal means for F1 and F2 are presented in Table 4.

It should be noted that only the results of the F1 accounts for the raising of
the target vowel in the adaptation process, which entails that merger or neutral-
ization of two segments is accounted for by only the results of the F1. The F2
served to determine the degree of either frontness or backness of the vowel. It
also helped to account for the unrounding of any target vowel.

5 Findings of BF vowel adaptation in KL

The global findings of this experiment show that the adapted front and back mid-
vowels /¢/ and /e/, and /o/ and /o/ have been adapted as separate segments [¢]
and [e], and /o/ and /o/ respectively. These pairs of vowels have been adapted in
different phonetic spaces. This is evidence of the existence of contrast between
[+ATR] and [-ATR] in the phonological system of KL.

This adaptation process preserves the phonological features which are already
licensed within a particular perimeter of the phonological/ phonetic space of
KL. In clear, the [-round] which is licensed within the front perimeter of the
phonological/ phonetic space of KL is preserved as well as the [+round] within
the back phonetic space of KL.

The phonological adaptations of both [¢] and [e] as two distinct segments in
KL provides an interesting evidence in favor of the existence of these segments
as distinct phonological entities in the abstract representation of KL. If that were
not the case, the contrast between these two segments would not have emerged.
This findings on the non-merger of [¢] and [e] during their adaptation process
in KL shows and challenges the claim in the existing literature that these two
vowels are merged in KL.

In the back phonetic space of KL, the BF pair of vowels /5/ and /o/ have been
adapted as two different segments in the system. The survival of the phonological
contrast between the pair of vowels /5/ and /o/ offers interesting evidence to build
the story against the claim in the existing literature that /5/ and /o/ are merged
in KL.

However, /ce/ has been adapted as both [e] and [¢]. This implies that /ce/ has
been adapted within the loop of the intersection point that has been created
through the process of contrast reduction of [e] and [e]. It is assumed from this
phonological adaptation that [¢] and [e] overlap at a certain point of their pho-
netic space to an intersection surface that is not wide enough for both sound to
merge. However, the intersection point of their overlap is the space within which
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[ce] is adapted. As a result, [ce] is adapted in their phonetic spaces scarifying its
initial feature such as [+round]. Figure 1 illustrates the adaptation of [ce] into

both [e] and [e].

Besides, /a/ has been adapted in different phonetic spaces than [e] and [e].
The non-merger of /¢/ with neither [¢] nor [e] entails that KL has adopted a new
segment in its phonological/ phonetic system. This segment does not obey the
phonological constrains of KL within the front parameter space of KL phonetic
space. Such is the case of the combination of [+round] and [+front] with native
data in KL.

It should be recalled that the adaptation process of [¢] into KL phonological/
phonetic space reveals some exceptional cases which do not obey the phonolog-
ical patterns of the adaptation process of BF vowels in KL. In all the cases, the
adaptation process of a BF vowel in KL prohibits the combination of [+round]
with [+front] yet this combination is possible only when [¢] is adapted in KL.
Second, in all the aforementioned cases, the combination of [+ ATR] and [+round]
in the front-parameter of KL phonetic space is constrains, yet with the adapta-
tion of [@] these constrains are violated. Could we consider [@] as a transparent
segment which does not obey any constrains during its phonological adaptation
process in KL?

I posit that a transparent segment is the one which displays exceptional phono-
logical behavior during its given phonological process resulting in a violation of
the identified and attested constraints that regulate the phonological process of
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a target language. Such is therefore the case of the phonological adaptation of
the BF [¢] in KL.

It should be also pointed out that the fine-grained phonetic traces of the BF
are preserved somewhat and can still be traced back in the phonetic space of KL.
These original fine-grained phonetic traces of the BF that are still identified in
KL phonetic space are to be considered as the linguistic vestige (remnant) of this
adaptation process. This linguistic vestige is the case of [+round] of [g] which
has been preserved during the adaptation process. The findings of this study are
illustrated in Figure 2.

F R o N T BA CK

o/ 1/

lg/ /o/

l] [o]

le]

o] ]|

Figure 2: Global findings of BF vowel adaptation in KL in terms of seg-
ments

The findings in Figure 2 could be otherwise represented and discussed in terms
of features. Unlike with the native data (automatically extracted data) which
showed that KL does not accept [-ATR] in the back phonetic space of KL linguis-
tic system, the findings of the adapted vowels show the opposite. In fact, these
findings show both [+ATR] and [-ATR] are preferred in the system. However,
the findings of the front phonetic space from native data disagree with the find-
ings of the adapted vowels in KL. KL native data system attests the preference of
both [+ATR] in front phonetic space of the system, while the Loan data system
shows preference to both [+ATR] and [-ATR]. These realities are represented in
Figures 3 and 4.
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Figure 3: Findings of BF vowel adaptation in KL in terms of [+/-ATR]
features

Figure 4: Findings of BF Vowel Adaptation in KL in Terms of [+/-ATR]
and [+/-round] Features
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6 Conclusion

The global findings of loanword adaptation in KL help to build a story in either
support or rejection of a number of concerns that were raised in this study. They
help to provide further evidence in rejection of the claim that KL speakers do not
make any differences between the mid-vowels [¢] and [e], and [5] and [o].

In fact, the findings of this study have shown that KL speakers still discrimi-
nate between the pairs of vowels [e] and [e], and [5] and [o], which implies the
existence of the underlying contrast between the features [+ATR] and [-ATR].
Such evidence could be used as a recoverability diagnostic evidence to the pro-
cess of non-merger of /o/ and /o/ in KL native data as claimed in the existing
literature. By showing through this study that the process of BF mid-vowel adap-
tation displays contrast, these findings help to further argue for the existence of
the contrast even at the underlying representation of KL.

Referring back to the research questions that were raised earlier in this study,
it is shown that the phonological system of KL primarily dictates its linguistic
preferences in the phonological adaptation process of the loanwords in KL. The
evidence comes from the fact that most of the adapted vowels from the BF obey
the phonological preferences of KL. The common bundles of features are faith-
fully preserved to accommodate the loan lexical item in the linguistic system of
KL. The preservation of similar future is evidence that similarity plays an impor-
tant role in the adaptation of the loanwords in KL. The more similar, the more
preferred. When the foreign input does not offer any similarity with the phono-
logical system of the recipient language within a particular phonetic space, the
illicit feature is just sacrificed as in the case of the adaptation of [ce] into both [¢]
and [e] in which the dispreferred feature [+round] in the [-back] phonetic space
of KL was sacrificed. However, it is noted that only the transparent segment such
as [#] has violated such a constraint in that it has been adapted with its [+round]
feature within the [-back] phonetic space of KL. Finally, it is shown that when
a feature or feature combination in a foreign input vowel either presents simi-
larities with a feature or feature combination in the recipient language phono-
logical system, or else does not present any similarities to any feature or feature
combination in the phonological system of the recipient language, the feature
is preserved in case of similarity, but sacrificed in case of differences with the
transparent segment once more violating this constraint.
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Chapter 4

The augment in Haya and Ekegusii

Jonathan Choti
Michigan State University

This article examines the behavior of the augment in Haya (E22) and Ekegusii
(E42), two Bantu Zone E languages, revealing many similarities and a few differ-
ences between the Haya and Ekegusii augment. In both languages, morphosyntac-
tic, semantic, and pragmatic requirements regulate the behavior of the augment.
The common shape of the augment is a vowel (V, namely /a/, /e/, and /o/). Besides,
Ekegusii has the CV shape in ri- and chi-6 of class 5 and 10, respectively. Augmented
nouns in both languages are the default but are ambiguous between a specific and
non-specific reading. In Haya and Ekegusii, the augment is not marked on proper
names, most kinship terms, and vocative nouns because these pick out specific ref-
erents. Nouns used as adverbs of location, time, and manner omit the augment in
both languages. The two languages require the augment in predicative and asso-
ciative constructions. In complex nouns, both elements require the augment but
in compound nouns, only the first is augmented in both languages. The two lan-
guages allow the augment in gerunds but not in infinitives. Most pronominals re-
quire the augment in the two languages. Haya and Ekegusii disallow the augment
in interrogative and negative constructions, proverbs, and nouns modified by ‘any’
to signal non-specific reference. In both languages, affirmative declaratives require
the augment. Emphatic nouns in topic and contrastive focus positions require the
augment to mark emphasis and specificity even in negative contexts. These fea-
tures of the augment in Haya and Ekegusii confirm that the so-called augment is
actually a bound article.

1 Introduction

In a number of Bantu languages, common nouns and other nominals contain a
stem-initial prefix that precedes the class prefix. This prefix is commonly known
as the augment (or initial vowel or preprefix). However, some Bantu languages
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such as Swahili do not have the augment. De Blois (1970) presented a typologi-
cal survey of the behavior of the augment in which he demonstrated its cross-
linguistic variation and the semantic, syntactic, and other factors that regulate its
behavior. He however concluded that his investigation was incomplete because
of insufficient data. Subsequent studies on the augment have focused on its be-
havior in individual languages such as Dzamba (Bokamba 1971), Haya (Chagas
1977), Luganda (Ashton et al. 1987, Hyman & Katamba 1993, Ferrari-Bridgers 2009,
Mould 1974), Kinande (Progovac 1993), Kagulu (Petzell 2003), IsiXhosa (Visser
2008), Kirundi (Ndayiragije et al. 2012), and Nata (Gambarage 2013, 2019). Some
of these accounts maintained that the behavior of the augment is regulated by the
semantics, i.e. definiteness and specificity (e.g. Bleek 1869, Bokamba 1971, Gam-
barage 2013, 2019, Givon 1969, Meeussen 1959, Mould 1974). Other studies argued
that morphosyntactic requirements are the key determinants of its behavior (e.g.
Dewees 1971, Hyman & Katamba 1993). The current study develops de Blois’ typo-
logical account by comparing the behavior of the augment in Haya and Ekegusii
of Bantu Zone E (Guthrie 1967-1971). The data in (1) and (2) illustrate the marking
of the augment in the two languages:!

(1) Augment marking in Haya?
a. o-mu-ana ‘1-child’
b. a-ba-ana ‘2-children’
c. e-ki-imba ‘7-bean’

d. o-ru-limi ‘1l-tongue’

(2) Augment marking in Ekegusii
a. o-mo-nto ‘l-person’
b. a-aba-nto ‘2-people’
c. o-mo-te ‘3-tree’

d. ri-i-timo ‘5-spear’

In (1), the Haya augment occurs as o- (1a, 1d), a- (1b), and e- (1c) and is immediately
followed respectively by the class prefixes -mu- (1a), -ba- (1b), -ki- (1c) and -ru-
(1d). In (2), the Ekegusii augment is realized as o- (2a, 2c), a- (2b), and ri- (2d)
before the class prefixes -mo- (2a, 2c), -ba- (2b), and -i- (2d), respectively. The
third element in the examples is the nominal root.

!Any undocumented Haya data in this study stems from from the Yoza dialect and was provided
by Abdul Mutashobya. The Ekegusii data was provided by the author who is a native speaker
of the language. The author is thankful to Abdul Mutashobya for the Haya data.

*The numerals in the glosses indicate the noun class of the noun.
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The goal of this article is three-fold. The first is to compare and contrast the
behavior of the augment in Haya and Ekegusii. The second is to determine the
semantic, pragmatic, and morphosyntactic properties of the augment in both lan-
guages. The third is to show that the behavior of the augment is consistent with
that of articles in other languages. The rest of this article proceeds as follows. A
review of previous accounts of the augment is presented in §2, formal proper-
ties of the Haya and Ekegusii augments in §3, and their grammatical properties
in §4. The semantic/pragmatic account of the augment in Haya and Ekegusii is
presented in §5, the augment’s article properties in §6, and the summary and
conclusion in §7.

2 Review of previous accounts of the augment

In the literature, three aspects of the augment appear to be prominent: Semantic,
morphosyntactic, and typological properties. This review focuses on the afore-
mentioned characteristics of the augment that are presented in three different
subsections.

2.1 Semantic properties of the augment

The primary characteristic of the augment is that it occurs in some contexts but
not in others. Some of the earlier accounts of the augment maintain that it’s
(non)-occurrence is determined by the contrast between (in)definiteness and/or
(non-)specificity, as in Bemba (Givon 1969), Luganda (Ashton et al. 1987, Ferrari-
Bridgers 2009, Mould 1974), Dzamba (Bokamba 1971), Kagulu (Petzell 2003), Ki-
nande (Progovac 1993), Xhosa (Visser 2008), and Nata (Gambarage 2013, 2019).
In Dzamba, Bokamba (1971: 220) concluded that the behavior of the augment is
determined by the semantics, describing it as a referentiality and definiteness
marker. The Dzamba examples in (3) demonstrate that the absence of the aug-
ment in moibi ‘thief’ (3a) and its occurrence in omoibi ‘the thief’ (3b) makes a
semantic distinction.

(3) a. mo-ibi (moo) anyoloki ondaku
‘A thief entered the house.
b. 0-mo-ibi (*moo) anyoloki ondaku
‘“The thief entered the house
Moreover, the Dzamba augment is obligatory in topicalized NPs and NPs modi-

fied by relative clauses and adjectives. Bokamba concluded that in these contexts,
the augment marks specificity.
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2.2 Morphosyntactic properties of the augment

Some of the previous studies of the augment analyzed it as part of inflectional
morphology and attributed its behavior to syntactic or a combination of syntac-
tic and morphological requirements (e.g. Dewees 1971, Hyman & Katamba 1993,
Mould 1974). Hyman & Katamba (1993: 224) showed that in Luganda, two opera-
tors of negation and focus license bare nouns (those without the augment) while
nouns with the augment are self-licensing, as in the examples in (4):

(4) Augment in Luganda
a. te-bdawa baana bitabd
NEG-they gave children books
‘They didn’t give children books.
(*a-baana é-bitabo, *a-baana bitabo, *baana é-bitabd)
b. yagula bitabd (bind)
‘He bought (these) books.” [Postverbal focus]

In (4a), the nouns bdana ‘children’ and bitabé ‘books’ appear without the aug-
ment because they occur within the scope of negation. In (4b), the noun bitabé
‘books’ appears as a bare noun in a postverbal focus position where it may co-
occur with the demonstrative biné ‘these’. The scopal relations between the bare
NPs and the operators led Hyman & Katamba (1993) to attribute the absence of
the Luganda augment to the syntax. They further argued that the Luganda aug-
ment cannot have any semantic correlates because it is an inflectional category
with all the properties of inflectional morphology such as those proposed by
Anderson (1988).> Hyman & Katamba (1993) claim that only syntax (and not se-
mantics or pragmatics) conditions the augment in Luganda is too strong. Besides,
the fact that an augment is an inflectional category does not mean that it has no
semantic or pragmatic correlates. Furthermore, negation and focus are semantic
principles as well. Moreover, other studies such as Ashton et al. (1987: 30), Mould
(1974), and Ferrari-Bridgers (2009) determined a semantic factor in the behavior
of the Luganda augment. In addition, (non-)specificity in opaque contexts such
as negative and interrogative construction involve scopal relations that draw on
syntactic and semantic principles (e.g. Abusch 1993, Lyons 1999, Winter 1997).
The current study reconciles the morphosyntactic and semantic accounts of the
augment and shows that the properties of the augment range from morphologi-
cal, phonological, syntactic, and semantic to pragmatic ones.

3The relevant properties of inflectional morphology include: (a) configurational properties (i.e.,
sensitivity to syntactic configurations), (b) agreement properties, (c) inherent properties, and
(d) phrasal properties (Anderson 1988).
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2.3 Typological properties of the augment

De Blois (1970) categorized augment languages into three classes based on the
factors that determine the behavior of the augment in the language. These fac-
tors include formal grammatical conditions, definable semantic function, and spe-
cial functions. He attributed the absence of the augment in locatives, vocatives,
compound nouns, kinship terms, proper names, predicative constructions, etc. to
formal grammatical conditions. In languages where the augment has a definable
function, it appears in nouns with determinate or particularized referents, but
does not occur in other conditions. Languages in which augment has special func-
tions include Tswa, Ronga, Thonga-Shangaan, and Tonga. In these languages, it
was observed that faster speakers used the augment while slower speakers did
not. The data in (5-7) show de Blois’ categories of augment languages:

(5) Formal grammar: kinship terms, titles

a. Nyakyusa: nsoko  ‘your mother’

b. Rundi:  nyookiru ‘my grandmother’
c. Nande: tatad ‘my father’

d. Ganda:  ssebo ‘sir’

(6) Semantic function
a. Sumbwa: a-maguta matimbu ‘the oil is good’

b. Sumbwa: tuagula maguta  ‘we bought some oil’

(7) Special functions
Tonga: bazyala ciindi comwe ...
‘they simultaneously produced ...
i-bana bakozyanya
‘children who look like each other’

In (5), the kinship terms nsoko, nyookiiru, tatd, and the title ssebo occur without
the augment. In (6a), the augment a- in amaguta ‘the oil’ marks definiteness while
its absence in maguta ‘some oil’ (6b) signals indefiniteness. In (7), i-bana ‘children’
occurs with the augment i- after a pause. I noted earlier that both semantics and
syntax have a bearing on the behavior of the augment in Luganda. Thus, de
Blois’ categorization of augment languages into three distinct classes based on
its function is questionable. The rest of this article shows that the behavior of
the augment may vary intra- and cross-linguistically due to syntactic, semantic,
and pragmatic requirements.
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3 Formal properties of the augment in Haya and Ekegusii

This section presents basic facts about the shapes of the augment in Haya and
Ekegusii, respectively. In Haya, the augment occurs consistently as a vowel (V),
which is also the most common shape of the Ekegusii augment. The other shape
of the augment in Ekegusii is a consonant-vowel sequence (CV) that occurs in
class 5 and 10. The Ekegusii class 5 augment has two allomorphs, V and CV. In
both languages, the augment is not realized in class 1b nouns (kinship terms)
and class 21 nouns (proper names). The other similarity between the Haya and
Ekegusii augment is that the V shape involves the three non-high vowels /a/, /e/,
and /o/. However, the vowel of the CV augment in Ekegusii is /i/. The data in
Table 1 show the respective shapes of the augments in Haya (Chagas 1977: 35)
and Ekegusii (adapted from Cammenga 2002: 199).

Table 1: Augments in Haya and Ekegusii

(a) Augment in Haya (b) Augment in Ekegusii
Class Augment+prefix Class Augment+prefix
1 o-mu- 1 0-mo-

2 a-ba- 2 a-ba-
3 o-mu- 3 0-mo-
4 e-mi- 4 e-me-
5 e-li- 5 e-ri-, ri-i-
6 a-ma- 6 a-ma-
7 e-ki- 7 e-ke-
8 e-bi- 8 e-bi-

9 e-N- 9 e-N-
10 e-N- 10 chi-N-
11 o-ru- 11 0-10-
12 a-ka- 12 a-ka-
13 o-tu- 13 e-bi-
14 o-bu- 14 o-bo-
15 o-ku- 15 o-ko-
16 a-ha-

17 o-ku-

[
oo
?
8
o
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In Table 1a, the Haya augment vowel exhibits harmony with the prefix vowel.
The augment appears as the back vowel /o/ when the prefix vowel is the back
vowel /u/, as in class 1, 3, 11, 13, 14, 15, 17, and 18. The Haya augment vowel occurs
as the front vowel /e/ whenever the prefix vowel is the front vowel /i/, as in class 4,
5,7, 8,9, and 10. There is perfect harmony in the Haya augment and prefix vowel
involving /a/ in class 2, 6, 12, and 16. In Table 1b, the Ekegusii augment vowel
exhibits perfect harmony with the prefix vowel in most of the cases as well. For
example, it appears as /o/ whenever the prefix vowel is /o/, as in class 1, 3, 11, 14,
and 15. The Ekegusii augment vowel appears as /a/ before class prefixes with the
vowel /a/, as in class 2 and 6. The Ekegusii augment /e/ occurs before prefixes
with front vowels /e/ and /i/, as in class 4, 5, 7, 8, and 13. The Ekegusii vowel in the
CV augment of class 5 appears as /i/ before the prefix vowel /i/* . It is possible to
relate the Ekegusii augment vowels /e/ and /i/ of class 9 and 10 to Proto-Bantu /e-
Ni-/ (Chagas 1977: 35). Apparently, Haya and Ekegusii exhibit many similarities
in the formal properties of their augments despite the CV shape observed in
Ekegusii. Besides, Haya locative classes 16, 17, and 18 have an augment but the
single locative class in Ekegusii (i.e. class 16) does not, and thus is not included
in Table 1b. Table 2 summarizes the formal shapes of the augment in Haya and
Ekegusii.

Table 2: Shapes of the augment in Haya and Ekegusii

Shape Haya Ekegusii

\Y a- a-
\% e- e-
\Y o- o-
Cv - ri-
CvV - chi-

*A reviewer suggested that the Ekegusii class 5 allomorph ri- of the augment might be due to
a metathesis rule /i-ri-/ — [ri-i-] to get rid of word-initial /i/. The lowering of Proto-Bantu
initial /i/ to [e] created the other allomorph /e/.
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4 Grammatical properties of the augment in Haya and
Ekegusii

This section addresses the behavior of the augment in Haya and Ekegusii across
different morphosyntactic environments especially those identified in de Blois
(1970) and elsewhere. The relevant contexts include proper names and kinship
terms, complex nouns, compound nouns, predicative constructions, adverbial
nouns, verbal nouns (gerunds and infinitives), associative constructions, nouns
modified by determiners such as ‘other’ and ‘every’, adjectives, relative clauses,
and vocatives. Morphosyntactic contexts that are ambiguous between syntax and
semantics appear in §5 and include nouns modified by ‘any’, and nouns in neg-
ative and interrogative constructions. This section is organized into six subsec-
tions.

4.1 Augment in proper names and kinship terms

Kinship terminology refers to “the system of names applied to categories of kin
standing in relationship to one another” (The Editors of Encyclopaedia Britan-
nica 2017). This definition implies that kinship terms, similar to proper names,
pick out specific referents because these terms denote categories of kin standing
in relationship with one another. Well-known examples of kinship terminology
include ‘father’, ‘mother’, ‘sister’, ‘brother’, ‘wife’, and ‘husband’. In both Haya
and Ekegusii, many kinship terms do not take the augment. Additionally, the aug-
ment is not marked on proper names even those derived from common nouns
that take the augment. The examples in (8a—8c) illustrate these facts.

(8) Augment in proper names and kinship terms

a. Absence of augment in proper names

Haya Ekegusii

Ntale  (e-ntale ‘lion’) Sese (e-sese 9-dog’)
Milembe (e-milembe‘blessings’) Kerandi  (e-kerandi ‘7-gourd’)
Burungi (o-burungi ‘beauty’) Sigara (e-sigara‘9-cigarette’)

Mukama (o-mukama ‘king’) ~ Nyanchera (e-nchera ‘9-path’)
b. Absence of augment in kinship terms

Haya Ekegusii

mae ‘my mother’ baba, mama ‘my mother’
tata ‘my father’ tata ‘my father’
isho ‘your father’ iso ‘your father’
nyoko ‘your mother’ nyoko ‘your mother’
mae enkuru ‘my grandma’ magokoro ‘my grandma’
tata enkuru ‘my grandpa’ sokoro ‘my grandpa’
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c. Absence vs. marking of augment on kinship terms

Haya Ekegusii Gloss

o-munyanya wange moiseke ominto ‘my sister’
(o-moiseke ‘1-girl’)

o-munyanyazi wange momura ominto ‘my brother’
(o-momura ‘1-boy’)

o-mushaija wange  o-mosaacha one ‘my husband’
(o-mosaacha ‘1-man’)

o-mukazi wange mokaane ‘my wife’

In (8a), the Haya augment is marked on common nouns entale ‘lion’, emilembe
‘blessings’, oburungi ‘beauty’, and omukama ‘king’. However, the proper names
derived from these common nouns omit the augment. They include Ntale, Mil-
embe, Burungi, and Mukama. In Ekegusii, proper names Sese, Kerandi, Sigara, and
Nyanchera occur without the augment but their corresponding common nouns
do, i.e. e-sese ‘dog’, e-kerandi ‘gourd’, e-sigara ‘cigarette’, and e-nchera ‘path’. In
(8b), Haya kinship terms that occur without the augment include mae ‘mother’,
tata ‘father’, isho ‘your father’, nyoko ‘your mother’, mae enkuru ‘my grandma,
and tata enkuru ‘grandpa’. Ekegusii examples include tata ‘my father’, baba,
mama ‘my mother’, iso ‘your father’, nyoko ‘your mother’, magokoro ‘grandma,
and sokoro ‘grandpa’. The data in (8c) show that some kinship terms do take the
augment in both Haya and Ekegusii. Note that these kinship terms are modified
by possessive pronouns to identify the two kins involved. Thus, the grammars of
the two languages dictate that proper names and most kinship terms occur with-
out the augment and augmented kinship terms take a possessive modifier. More-
over, the absence of the augment in these nouns is also conditioned by the se-
mantics since kinship terms and proper names have identifiable referents. Hence,
the absence of the augment in such nouns signals their referential role. Longob-
ardi (1994) showed a similar situation regarding the behavior of Italian articles in
proper names. I return to the semantic and pragmatic properties of the augment
in §5.

4.2 Augment in complex and compound nouns

This subsection explores the behavior of the augment in complex and compound
nouns in Haya and Ekegusii. The relevant complex nouns are those denoting the
idea ‘having/possessing’ while compound nouns comprise an agentive noun and
its object or complement. Haya uses the phrase ‘owner(s) of x’ for a complex noun
denoting the idea ‘having/possessing’. On the other hand, Ekegusii expresses
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the same idea with the structure ‘owner(s) x’. Nonetheless, in both languages
the augment is required on both elements of the complex noun. The data in (9)
illustrate the marking of the augment in Haya and Ekegusii complex nouns:

(9) Augment in complex nouns

Haya: o-mukama w’e-nju  ‘house-owner’

ISR

Haya: o-mukama w’e-mbwa ‘dog-owner’
Haya:  o-mukama w’eichumu ‘spear-owner’
Ekegusii: o-monyene e-nyomba ‘house-owner’

Ekegusii: o-monyene e-sese ‘dog-owner’

- 0 20

Ekegusii: o-monyene ri-itimo  ‘spear-owner’

The apostrophe () in (9a—9c¢) indicates vowel coalescence (or vowel deletion) that
occurs across a morpheme boundary as a hiatus resolution strategy in Haya and
other Bantu languages. The compound nouns examined consist of an agentive
deverbal noun and its common noun complement. In these structures, the first
element of the compound (i.e. agentive noun) takes the augment but the second
element loses the augment in both Haya and Ekegusii as seen in (10):

(10) Augment in compound nouns

a. Haya: o-mulye njoka (*e-njoka = snake) ‘snake-eater’
b. Haya: o-muteme miti (*e-miti = trees) ‘tree-cutter’
c. Haya: o-mukame mbuzi (*e-mbuzi = goats) ‘goat-milker’
d. Ekegusii: o-mori ng’iti (*chi-ng’iti = snakes)  ‘snake-eater’
e. Ekegusii: o-motemi mete (*e-mete = trees) ‘tree-cutter’
f. Ekegusii: o-mokami mbori (*chi-mbori = goats) ‘goat-milker’

4.3 Augment in predicative and associative constructions

A predicative construction is a noun or adjective that follows a linking verb and
provides information about the subject of the sentence (Aarts 2011). In Bantu lan-
guages, the associative construction refers to the structure ‘of + noun/possessive
pronoun’ that functions to express possession or association between two nouns,
one being the head noun and the other a modifier in a prepositional phrase. The
modifier noun acts as a complement of the preposition ‘of”. In this subsection, we
examine the behavior of the augment in nouns that follow linking verbs and ‘of’
in predicative and associative constructions, respectively. The data in (11) illus-
trate the marking of the augment in Haya and Ekegusii predicative constructions:
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(11) Augment in predicative constructions

a. Haya:  Wenene n’o-mukama. ‘He/she is a king’

b. Haya: Muta n’o-mushaija. ‘Muta is a man’

c. Haya: abaanan’a-bageni. “The children are visitors’
d. Ekegusii: Ere n’o-morwoti. ‘He/she a king.

e. Ekegusii: Sese n’o-mosaacha.  ‘Sese is a man’

f. Ekegusii: Abaana n’a-bageni.  ‘The children are visitors’

In (11), the linking verb ‘to be (is, are)’ occurs as n+vowel, but this vowel is
deleted or coalesces with that of the augment whereas in slow speech, this vowel
is realized as a replica of the augment vowel. In the literature, the augment in this
environment is called a latent augment (e.g. de Blois 1970). The data in (11) show
that the augment occurs in predicative constructions in both languages.

The data in (12) show that the augment in Haya and Ekegusii is also retained
in associative constructions. Both the head noun (first noun) and the modifier
(second noun and complement of the preposition) must take the augment. In the
second noun, it is realized as a latent augment in Ekegusii (this is also the case
in Haya but in faster speech):

(12) Augment in associative constructions

a. Haya: o-muti gwa a-matunda  ‘3-a/the fruit tree’
b. Haya: e-nju ya a-bageni ‘9-a/the guest house’
c. Haya: e-kyakulya kyo o-mwana ‘7-a/the child’s food’
d. Ekegusii: o-mote bw’a-matunda  “3-a/the fruit tree’

e. Ekegusii: e-nyomba y’a-bageni ‘9-a/the guest house’

f. Ekegusii: e-ndagera y’'omwana ‘7-a/the child’s food’

4.4 Augment in adverbial nouns

In the literature, adverbial nouns are nominals that normally function grammat-
ically as adverbs to modify verbs. Normally, such nouns provide a range of in-
formation including location, time, and manner. This subsection deals with the
behavior of the augment in these nominals. First, I will consider locative nouns.
The data in (13) demonstrate the behavior of the augment in locative nouns in
Haya and Ekegusii, respectively:

57



Jonathan Choti

(13)

ISR

L e

Absence of augment in locatives

Haya:  omukitanda (e-kitanda = bed) ‘in bed’
Haya: aamwiga (o-mwiga = a river) ‘at the river’

Haya:  ommukibanja (e-kibanja = a field) ‘on the field’

Ekegusii: borere (o-borere = a bed) ‘in bed’
Ekegusii: nyomba (e-nyomba = a house)  ‘in the house’
Ekegusii: rooche (o-rooche = a river) ‘at the river’

In (13), Haya and Ekegusii locative nouns drop the augment, but Haya substitutes
the augment with locative prefixes that express such meanings as ‘in’, ‘on’, and
‘at’. There are no such locative prefixes in Ekegusii locative nouns.

As for the grammatical function of expressing time or temporal information,
the data in (14) show that both Haya and Ekegusii adverbial nouns of time drop
the augment as well. Note that Haya examples have adverbial prefixes that are
lacking in the Ekegusii data:

(14)

(15)
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ISR

- 0 0

Absence of augment in temporal nouns

Haya: ombwankya (o-bwankya = a morning) ‘in the morning’
Haya: ombwaigoro (o-bwaigoro = an evening) ‘in the evening’
Haya:  omukiro (e-kiro = a night) ‘at night’
Ekegusii: mambia (e-mambia = a morning) ‘in the morning’
Ekegusii: morogoba (o-morogoba = an evening) ‘in the evening’

Ekegusii: botuko (o-botuko = a night) ‘at night’

In Haya and Ekegusii, adverbial nouns that express manner omit the augment.
Unlike locative and temporal nouns, nouns that denote manner in Haya do not
have adverbial prefixes. Consider the data in (15):

ISR

- 0 &0

Absence of augment in adverbial nouns of manner

Haya: bwango (o-bwango = speed) ‘quickly’
Haya:  gumisye (o-kuguma = difficulty) ‘firmly’
Haya:  burikiro (e-kiro = a day) ‘daily’
Ekegusii: bwango (o-bwango = speed) ‘quickly’

Ekegusii: botambe (o-botambe = length) ‘always’
Ekegusii: bokong’u (o0-bokong’u = difficulty) ‘“firmly, hard’
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4.5 Augment in deverbal nouns (gerunds and infinitives)

Deverbal nouns are nouns derived from verbs, for example, gerunds and infini-
tives. In the literature, a gerund is a noun derived from a verb that retains some
verb-like properties such as taking a direct object and adverbial modifiers. The
infinitive is the form of the verb with to, or its equivalent, in front of the verb or
prefixed to the verb. In Haya and Ekegusii, the equivalent of to is the prefix ku-
and ko-/go-, respectively. The gerund in the two languages takes the augment
/o/ before the infinitive prefix ku-. Thus, in Haya and Ekegusii grammars, the
augment occurs in gerunds but not in infinitives. Both gerunds and infinitives in
the two languages occupy grammatical roles of nouns such as subject and object
in a sentence. The gerunds in (16) take the augment in subject position but the
infinitives in (17) occupying the same position do not:

(16) Augment in subject gerunds

a. Haya:  o-kunyama ni kurungi. ‘Sleeping is good’

b. Haya: o-kuimba kwawa. ‘Singing has ended’

c. Haya: o-kushoma kwabanza ‘Studying has started’
d. Ekegusii: o-korara n’okuya. ‘Sleeping is good.

e. Ekegusii: o-goteera kwaerire. ~ ‘Singing has ended’

f. Ekegusii: o-gosoma gwachakire. ‘Studying has started’

(17)  Absence of augment in subject infinitives

a. Haya: kuimba ge ne kipaji ‘to sing well is a talent’

b. Haya: kunyama ni kurungi ‘to sleep is good’

c. Haya: kushoma omusauti ‘to read aloud is acceptable’
nkuikirizibwa

d. Ekegusii: goteera buya n’ekeegwa ‘to sing well is a talent’

e. Ekegusii: korara mbuya ‘to sleep is good’

f. Ekegusii: gosoma n’eriogi ngwancheire ‘to read aloud is acceptable’

The data in (16—17) indicate that the augment is obligatory in gerunds but dropped
in infinitives. I appears that the behavior of the augment distinguishes between
gerunds and infinitives in Haya and Ekegusii. It is possible to argue that the vari-
ation of the augment in (16) vs. (17) is due to the syntactic position of subject.
However, the data in (18-19) reveal the same pattern when gerunds and infini-
tives occur in object position. The augment is obligatory in object gerunds and
dropped in infinitives parallel to the forms in (16-17) involving subject position.
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(18) Augment is object gerunds

a. Haya: tata nayenda o-kuchumba kwange ‘Dad likes my cooking’
b. Haya: nayenda o-kuzina kwawe ‘T've liked your singing’
c. Haya: ninyenda o-kunyama muno ‘Tlike a lot of sleeping’
d. Ekegusii: tata nanchete o-koruga kwane  ‘Dad likes my cooking’
e. Ekegusii: nanchire o-gotera kwao T've liked your singing’
f. Fkegusii: ning’ncheti o-korara okonge Tlike a lot of sleeping’

(19) Absence of augment in object infinitives

a. Haya:  Samia nayenda kuzina burikiro. ‘Samia likes to sing daily’

b. Haya: Samia nayenda kunyama. ‘Samia likes to sleep’

c. Haya: Samia yabanza kushoma. ‘Samia has started to read.

d. Ekegusii: Moraa nanchete gotera ‘Moraa likes to sing
botambe. always’

e. Ekegusii: Moraa natagete korari. ‘Moraa want to sleep’

f. Ekegusii: Moraa ochakire gosoma. ‘Moraa has started to read’

The data sets in (16-19) affirm that Haya and Ekegusii gerunds take the aug-
ment while infinitives do not. In addition, gerunds take determiners such as pos-
sessive pronouns (18a—18b, 18d-18¢) while infinitives take adverbial modifiers
such as burikilo ‘daily’ (19a) and botambe ‘always’ (19d). This means that gerunds
exhibit more noun-line properties while infinitives exhibit more verb-like prop-
erties. Yet, both deverbal nouns may occupy subject and object positions.

4.6 Noun+modifier ‘one’, ‘two’, ‘each’, ‘every’, ‘other’/‘another’, ‘all’

The behavior of the augment in nouns and/or their determiner or modifiers may
also reveal some of its typological properties (de Blois 1970). I examine the behav-
ior of the Haya and Ekegusii augments in nouns and modifiers such as numerals
‘one’ and ‘two’, ‘each’ or ‘every’, ‘(an)other’, ‘all’, ‘many’, ‘few’, and ‘whole’. The
examples in (20) illustrate the status of the augment in these forms in both Haya
and Ekegusii:

(20) Augment in noun+modifier constructions
Haya Ekegusii Gloss
a. e-kikombe kimo e-gekombe e-kemo ‘one cup’

b. e-bikombe bibili e-bikombe bibere ‘two cups’
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e-kikombe e-kindi e-gekombe kende ‘another cup’
e-bikombe e-bindi  e-bikombe binde ‘other cups’
buli kikombe kera e-gekombe  ‘every cup’
e-bikombe byona  e-bikombe bionsi  ‘all cups’

e-bikombe bingi  e-bikombe e-binge ‘many cups’

= L =T

e-bikombe bike e-bikombe bike igo ‘few cups’

e-kikombe kyona e-gekombe gionsi ‘whole cup’

.

The forms in (20) show four similarities and five differences in the behavior of
the Haya augment and Ekegusii augment. In both, the augment is marked only
on the head noun and not on the modifiers ‘two’ (20b), ‘all’ (20f), ‘few’ (20h), and
‘whole’ (20i). However, in the noun+°‘one’ (20a) and noun+‘many’ (20g) NPs, the
Ekegusii augment appears on both the noun and the modifier whereas the Haya
augment occurs only on the noun. Additionally, in (20c-20d), the Haya augment
occurs on both the noun and ‘(an)other’ while the Ekegusii augment occurs only
on the noun. In (20e), the noun and ‘every’ omit the augment in Haya while only
‘every’ omits it in Ekegusii.

The other noun+modifier constructions pertinent to the analysis of the aug-
ment involve adjectives and relative clauses for which examples are given in (21)
show the behavior of the augment in these contexts.

(21) Augment in noun+adjective, noun+relative clause constructions
Haya Ekegusii Gloss

e-kikombe e-kiango e-gekombe e-kenene ‘big cup’

o P

e-bikombe e-biango e-bikombe e-binene ‘big cups’

e-kikombe e-kili enja e-gekombe kere isiko ‘the cup that is outside’

e

d. e-bikombe e-bili enja e-bikombe bire isiko ‘the cups that are outside’

In (21), the augment is compulsory on the noun and adjective in both languages
(21a-21b). However in noun+relative clause NPs (21c-21d), the Ekegusii augment
is marked only on the noun but not on the relative clause while the Haya augment
appears on both the noun and the relative clause.

In Haya and Ekegusii, modifiers or determiners may function as pronouns,
occuring in an NP without the head noun. Thus, the modifier acts as the head of
the noun phrase in the absence of the noun. These forms are also significant in
understanding the behavior of the augment. The data in (22) show the behavior
of the augment in Haya and Ekegusii pronominals:
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(22) Augment in pronominals

Haya Ekegusii ~ Gloss
a. byona bionsi ‘8-all’
b. e-bingi e-binge ‘8-many’
c. e-bike e-bike igo  ‘8-few’
d. e-biango e-binene  ‘8-big’
e. e-bili enja e-bire isiko ‘8-the ones that are outside’
f. e-bindi e-binde ‘8-other’
g. bibili bibere ‘8-two’
h. byona byona binde bionsi ‘8-any’
i. e-bi e-bi ‘8-these’
j. e-byange ebiane ‘8-mine’

In (22), Haya and Ekegusii exhibit the same pattern. In both languages, ‘all’ (22a),
‘two’ (22g), and ‘any’ (22h) do not take the augment while the rest of the pronom-
inals do. It is noteworthy that Ekegusii ‘an/other’ and the relative clause do not
take the augment in the presence of the head noun in (20c-20d) and (21d) but
as pronominals they do as in e-bire isiko (22e) and e-binde ‘other’ (22f). In (22),
the augment signals specificity since pronominals have identifiable antecedents.
However, some nominals occur without the augment in (22) due to idiosyncratic
properties.

5 Semantic and pragmatic properties of the augment in
Haya and Ekegusii

I noted earlier that the retention vs. deletion of the augment in other Bantu lan-
guages correlates with definiteness/specificity vs. indefiniteness/non-specificity,
as in Dzamba (e.g. Bokamba 1971). The relevant contexts include negative con-
structions, questions, noun+‘any’ constructions, vocatives, emphatic nouns, fo-
calized nouns, and proverbs. Some of these contexts create clear non-specific
readings while others create both non-specific and specific interpretation, de-
pending on the context (i.e. pragmatics). A specific interpretation obtains when
anoun denotes a particular referent and a non-specific reference when the noun
refers to a general class (Lyons 1999: §4). The two kinds of readings are possi-
ble in both transparent and opaque contexts. In transparent contexts, ambigu-
ity between a specific and non-specific reading does not involve scope relations.
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Conversely, opaque contexts involve scope relations created by operators such
as negation, questions, verbs of propositional attitude (e.g. want, believe, hope,
intend), conditionals, modals, and future tense (Lyons 1999: 166-78). This inves-
tigation includes negation and interrogation as opaque contexts. This next sub-
section focuses on these contexts.

5.1 Augment in affirmative vs. negative constructions

Negation is one of the operators that create opaque contexts, i.e. contexts in
which a specific and non-specific interpretation are possible (Lyons 1999). To
determine the behavior of the augment in negative constructions, we must also
examine its behavior in affirmative contexts as well. In Haya and Ekegusii, the
augment is obligatory in affirmative constructions (23a-23c) but absent in nega-
tive constructions (23d-23f). The data in (23) illustrate this variation of the aug-
ment:

(23) Augment in affirmative vs. negative constructions
Haya Ekegusii Gloss

e-kikombe kiliyo e-gekombe nkere oo ‘there is a cup’

IS

n’e-kikombe n’e-gekombe ‘it’s a/the cup’

. hina o-muyo nimbwate o-moyio ‘I have a/the knife’

c

d. taliyo kikombe  gekombe nkeiyo  ‘no cup’

e. ti kikombe tari gekombe ‘not a cup’
f.

tiina muyo timbwati moyio ‘T don’t have any knife’

In affirmative constructions (23a-23c), the augment is required in Haya nouns
such as e-kikombe ‘cup’ and o-muyo ‘knife’ and Ekegusii nouns e-gekombe ‘cup’
and o-moyio ‘knife’ take the augment. The same nouns drop the augment in
corresponding negative constructions (23d-23f). The Haya and Ekegusii facts
in (23d-23f) align with the Kinande data that led Progovac (1993) to conclude
that bare nouns in Kinande behave as negative polarity items (NPIs). Beyond the
NPI view, the bare forms in (23) receive a non-specific interpretation in that they
describe a class of entities as opposed to specific entities while the augmented
forms are ambiguous between a non-specific and specific interpretation. Disam-
biguation of the augmented forms will depend on the context and are thus sub-
ject to the principles of pragmatics. For example, if Ekegusii speaker A asks B,
“Which one between the cup and the knife do you want?” B may reply, “It’s the
cup” (n’egekombe). In this context, e-gekombe ‘the cup’ refers to a particular cup,
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identifiable to both A and B. However, if A is in a different room, hears an object
fall in the kitchen where B is and asks B, “What fell?” B may respond by say-
ing, “It’s a cup” (n’egekombe). In this context, B describes the type of object that
fell but not a specific cup identifiable to both speakers. Therefore, augmented
forms in Haya and Ekegusii may describe types of entities or pick out particu-
lar ones. In §5.3 below, I show that the augment is required in emphatic nouns
occurring in negative constructions because they refer to specific referents and
occupy syntactically salient positions such as topic and contrastive focus.

5.2 Augment in interrogatives vs. declaratives

Besides exploring the behavior of the augment in interrogative constructions,
I will also examine its behavior in declarative constructions. The data in (24)
demonstrate that the augment is omitted in Haya and Ekegusii interrogatives,
respectively:

(24) Absence of the augment interrogatives
Haya Ekegusii Gloss
a. mbuzi ki? (*e-mbuzi) mbori ki? (*e-mbori) ‘which goat?’
b. kikombe ki? (*e-kikombe) gekombe ki? (*e-gekombe) ‘which cup?’
. mwana ki? (fo-mwana) mwana ki? (fo-mwana)  ‘which child?’

c

d. musigazi ki? (*o-musigazi) momura ki? (*o-momura) ‘which boy?

e. ichumu ki? (*e-ichumu) itimo ki? (*ri-itimo) ‘which spear?’
f.

nju ki? (*e-nju) nyomba ki? (*e-nyomba) ‘which house?’

In (24), the interrogative morpheme is ki ‘which’ in both languages. Haya nouns
mbuzi ‘goat’, kikombe ‘cup’, mwana ‘child’, and musigazi ‘boy’ drop the aug-
ment in interrogative constructions similar to the Ekegusii nouns mbori ‘goat’,
gekombe ‘cup’, and momura ‘boy. Speakers use the questions in (24) to seek in-
formation on the identity of the nouns’ referents. Thus, the referents of the non-
augmented nouns are not known by the speaker, i.e. are non-specific. I showed
in (23) that augmented forms are ambiguous between a specific and non-specific
reading. The forms in (25) show that the augment is compulsory in positive
declaratives.

(25) Augment in positive declaratives
Haya Ekegusii Gloss
a. egine e-mbuzi yange eye n’e-mbori yaane  ‘this is my goat’

b. eki ne e-kikombe kiange eke n’e-gekombe kiane ‘this my cup’
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C. oguno o-mwana wange o0yo n’o-mwanaone this my child’

d. oguno o-muyo wange  oyo n’o-moyio one ‘this is my knife’

e. eline e-ichumu lyange  erine-ri-itimo riane  ‘this is my spear’

f. egine e-nju yange eye n’e-nyomba yane ‘this is my house’

In the literature, demonstratives and possessives are analyzed as characteristi-
cally definite (e.g. Lyons 1999: §3). Hence, the use of ‘this’ and ‘my’ in (25) im-
plies that the augmented nouns are definite and refer to specific referents. Con-
sequently, the two kinds of determiners help disambiguate the augmented forms.
In (25), the augment combines with the demonstrative ‘this’ and possessive ‘my’
to mark definiteness or specificity in Haya and Ekegusii. In this context, definite
NPs refer to specific referents.

5.3 Augment in emphatic nouns

Constituents of a sentence or utterance that occupy topic and contrastive focus
positions are treated as emphatic in the literature. Therefore, these elements re-
ceive linguistic prominence of different kinds depending on the language (e.g.
Gundel & Fretheim 2004). The general view is that topic is given information that
ranks higher in the referentiality or specificity scale. The same is true for con-
stituents in the contrastive focus position. Contrastive focus refers to material
that the speaker calls to the hearer’s attention and that normally stands in con-
trast with other entities that might fill the same position (Gundel & Fretheim
2004: 181). Therefore, constituents in topic and contrastive focus positions re-
ceive linguistic and referential emphasis. Zimmermann et al. (2008) explains that
speakers “use additional grammatical marking, e.g., intonation contour, syntac-
tic movement, clefts, or morphological markers to signal contrastive focus.” In
addition, this special marking corresponds with emphatic marking in descrip-
tive and typological accounts in some languages. Topic and contrastive focus are
relevant to the analysis of the behavior of the augment. I showed earlier that
the augment in Haya and Ekegusii undergoes deletion in negative constructions.
However, nouns in topic and contrastive focus positions retain the augment in
the context of negation. I posit that the two languages use the augment as an
emphatic marker and argue that emphatic nouns express specific reference. The
data in (26) illustrate this pattern:

(26) Augment in topic and contrastive focus NPs
Haya Ekegusii Gloss

a. e-mbuzi, e-mbori, ‘the goat, [ have not seen it’
tinkagiboine  tindanyerora
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b. e-kikombe, e-gekombe, ‘the cup, it is not broken’
tikyatikile tikerateka
Cc. o-mwana, o-mwana, ‘the child, it is not up yet’

takaimukile tarabooka

d. takalesile taragora ‘s/he has not bought that dog’
embwa eliinya e-sese eria

e. taina enkoko, tabwati e-ngoko, ‘s/he does not have a chicken, s/he
aine embwa  esese abwate has a dog’

In (26a-26c¢), the nouns for ‘goat’, ‘cup’, and ‘child’” function as discourse topics
and for this reason must retain the augment in the context of negation. These
nouns are also left dislocated to show that they are in topic position. Exam-
ples (26d-26e) illustrate the retention of the augment in contrastive focus po-
sitions in spite of negation. In (26d), the nouns for ‘dog’ are in contrastive fo-
cus with something else not included in the discourse. In (26¢), the nouns for
‘chicken’ and ‘dog’ are in contrastive focus positions. The data in (26) confirm
that Haya and Ekegusii use the augment as a morphological marker of topic and
contrastive focus. In these contexts, the augment encodes emphasis in the rele-
vant constituents. Besides morphological and syntactic marking, these emphatic
nouns receive phonological prominence in the two languages (this point is not
explored).

5.4 Augment in vocatives

Vocatives refer to “phrases used in direct address” (Lyons 1999: 152). Proper nouns
denoting persons, kinship terms, and second person pronouns typically function
as vocatives. Some accounts treat vocative as grammatical case and many lan-
guages have special vocative forms. Lyons explained that there is a great ten-
dency for vocatives to be bare or exhibit morphological minimality. This ten-
dency appears to obtain in Haya and Ekegusii where common nouns in vocative
case drop the augment. The data in (27) illustrate this behavior in the augment:

(27) Absence of augment in vocatives
Haya Ekegusii Gloss
a. iwe mwana, ijaaa aye mwana, inchwo aa ‘you child, come here’

b. inywe baana, ija aa inwe baana, inchwo aa ‘you children, come
here’

c. iwe musigazi, ija aa aye momura, inchwo aa ‘you boy, come here’

d. iwe, mwisiki, ija aa aye moiseke, inchwo aa ‘you girl, come here’
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In (27), the Haya nouns mwana ‘child’, baana ‘children’, musigazi ‘boy’, and
mwisiki ‘girl’ and the Ekegusii mwana ‘child’, baana ‘children’, momura ‘boy’,
and moiseke ‘girl’ lose the augment in the vocative function. Given that refer-
ents of vocative phrases are contextually identifiable, the logical conclusion is
that the augment is not needed in this context to signal specificity. The behavior
of the augment in vocatives resembles its behavior in proper names and kinship
terms derived from common nouns (see §4.1).

5.5 Augment in noun+‘any’ constructions

The determiner or pronoun ‘any’ is used to refer to one or some of a thing or num-
ber of things and to express a lack of restriction in selecting one of a specified
class. This means that nouns modified by ‘any’ receive non-specific interpreta-
tion. In English, any is also used in questions (e.g., Do you have any money?) and
negative constructions (e.g., I don’t have any money). Both contexts imply non-
specificity. I also showed that negative (§5.1) and interrogative (§5.2) construc-
tions disallow the augment in Haya and Ekegusii on the same grounds. The non-
specific interpretation inherent in ‘any’ makes it significant from the perspec-
tive of semantics. The augment in Haya and Ekegusii behave alike in noun+‘any’
phrases. In both languages, the nouns modified by ‘any’ lose the augment, as in
the examples in (28):

(28) Augment in noun+‘any’ constructions
Haya Ekegusii Gloss
. mbuzi yona yona mbori ende yonsi ‘any 9-goat’
. kikombe kyona kyona gekombe kende gionsi ‘any 7-cup’
. mwana wena wena mwana onde bwensi ‘any 1-child’

a
b
c
d. mugeni wena wena  mogeni onde bwensi ‘any 1-guest’
e. ichumulyonalyona  itimo rinde rionsi ‘any 5-spear’
f.

nju yona yona nyomba ende yonsi  ‘any 9-house’

In (28), the Haya nouns e-mbuzi ‘goat’, e-kikombe ‘cup’, o-mwana ‘child’, and o-
mugeni ‘guest’ drop the augment similar to their Ekegusii counterparts e-mbori
‘goat’, e-gekombe ‘cup’, o-mwana ‘child’, o-mogeni ‘guest’, ri-itimo ‘spear’ and e-
nyomba ‘house’. The omission of the augment suggests that the bare nouns are
non-specific in their reference, which is reinforced by ‘any’. Note that in both
languages, ‘any’ occurs after the head noun and takes agreement prefixes. The
data in (28) typify a kind of non-specificity agreement between the bare noun
and ‘any’.
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5.6 Augment in proverbs

The inclusion of proverbs in this study stems from the fact that nouns used in
proverbs do not have specific referents. Instead, such nouns denote a class of enti-
ties. In both Haya and Ekegusii, the augment is absent in nouns used in proverbs.
Consider the data in (29):

(29) Absence of augment in proverbs

a. Haya: njubu elagile teyata bwato
‘a hippo that is full does not break a boat’

b. Haya: balezi babili baliza mwana
‘two baby sitters make the baby to cry’

c. Ekegusii: mominchoria imi tang’ana mosera ibu
‘one who braves the dew is incomparable with one who
stirs ash’

d. Ekegusii: mwana obande mmamiria makendu
‘someone’s child is cold mucus’

In (29a-29b), the Haya nouns njubu ‘hippo’, bwato ‘boat’, balezi ‘baby sitters’,
and mwana ‘child’ occur without the augment in the two proverbs. Similarly,
Ekegusii nominals mominchoria imi ‘one who braves dew’, mosera ibu ‘one who
stirs ash’, mwana ‘child’, mamiria ‘mucus’, and makendu ‘cold’ omit the augment.
The bare nouns in (29) do not have specific referents. Therefore, the data in (29)
provide additional evidence that the absence of the augment reflects the non-
specific interpretations in particular contexts.

6 Augment as an article

The previous sections have shown that the behavior of the augment in Haya and
Ekegusii is consistent with articles in other languages. There is no evidence in
the Bantu literature that negates this observation. Therefore, the terms augment,
initial vowel, and preprefix used to describe this formative are a misnomer and
thus misleading. In this section, I explain some of the key properties of articles
evident in the augment. In reference to the two English articles the and a, Lyons
(1999: 36) defines an article thus:

(30) Definition of ARTICLE
The basic unmarked nature of the and g, with their minimal semantic con-
tent [+Def] and [+Sg] respectively, reflected in their phonological weak-
ness and default behavior, I shall take to be what defines the term article.
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In (30), the features [+Def] and [+Sg] represent respectively definite and sin-
gular and thus characterize English the and a as definite and cardinality arti-
cles. Lyons’s definition also identifies phonological weakness as a core property
of articles. This property means that phonologically, articles are dependent on
adjacent elements and are mostly monosyllabic (Giusti 1997). Besides, articles
are also morphologically dependent or bound (i.e., clitics, affixes), form closed
classes, inflect for number, gender and case, occur in NPs, and correlate with
(in)definiteness and/or (non-)specificity (Giusti 1997). The augment reveals these
traits in Haya and Ekegusii.

I highlight five properties of articles evident in the Haya and Ekegusii aug-
ments. First, in both languages, the augment occurs as a monosyllabic prefix
whose phonological shape depends on the vowel of the class prefix. This under-
lines the fact that the augment is phonologically weak and dependent on the ad-
jacent host similar to articles in other languages. Cross-linguistic evidence shows
that articles are prone to phonological reduction processes, with the article and
the host forming word-like units that function as a full lexical form. Second, the
augment in Haya and Ekegusii occurs as a bound morpheme, not an infrequent
quality in articles across languages. Lyons (1999: 63) explains that articles may
exist as either independent words (e.g. English the) or bound morphemes. Bound
articles may occur as clitics (e.g. Spanish el in el hombre ‘the man’) or affixes (e.g.
Romanian -ul in om-ul ‘man-the’). Therefore, the augment shares the property of
bound morphemes with articles of languages such as Spanish, Romanian, Arabic,
and Hausa (Lyons 1999). Therefore, the augment is best treated as a bound article.
These facts reveal the flaw in using the imprecise terms augment, preprefix, and
initial vowel to describe this formative, making it look like a foreign element that
has no equivalents in other human languages.

The third characteristic of articles observed in the behavior of the augment
is that it occur as a single formative with variants that constitute a closed class
in both Haya and Ekegusii. This is a common property of functional categories
such as determiners. In Haya, the augment has three variants /a/, /e/, and /o/ and
in Fkegusii five variants /a/, /e/, /o/, /ri/, and /chi/. The variants of the augment
exhibit identical behavior across various contexts similar to variants of articles
in other languages such as a and an of the English indefinite, cardinality arti-
cle. The limited number of variants of the Haya and Ekegusii augments parallels
that of articles in languages that have them. While some languages have no ar-
ticles (e.g. Swahili, Latin, and most Slavic languages), other languages have one
article (usually the definite article, e.g. Bulgarian and Modern Greek) and yet
others have two (e.g. English) (Giusti 1997, Lyons 1999). The fourth property of
articles found on the augment is that it inflects for number, gender, and case; the
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augment in Haya and Ekegusii alternates to indicate singular/plural distinctions,
noun class (or gender), and case (e.g. locative and vocative). The fifth attribute
of articles apparent on the augment is its association with (non-)specificity and
(in)definiteness. The augment is absent in proper names, kinship terms, and voca-
tives because these nouns are definite and specific as they pick out specific ref-
erents. Elsewhere, the omission of the augment signals a non-specific reading,
as in negative constructions, questions, proverbs, and nouns modified by ‘any’.
The augment is compulsory in emphatic nouns in topic and contrastive focus
positions to mark specificity. In neutral or transparent contexts, the marking of
the augment is ambiguous between a specific and non-specific reading but con-
textual variables help disambiguate the NPs in question.

7 Summary and conclusion

This article has shown many similarities and a few differences between the Haya
and Ekegusii augments, determined the grammatical, semantic, and pragmatic
properties of the augment, and highlighted the properties of article found in the
augment. The common shapes of the augment are vowels (V) /a/, /e/, and /o/ in
both languages though Ekegusii also has the CV shape in /ri/ and /chi/. In both
languages, the augment is not marked on proper names, most kinship terms, and
vocative nouns because these are definite and specific in reference. Augmented
nouns in both languages are ambiguous between a specific and non-specific read-
ing in transparent contexts. Adverbial nouns of location, time, and manner omit
the augment in both languages. They also require the augment in predicative
and associative constructions. In complex nouns, both elements of the NP take
the augment in Haya and Ekegusii. However, in compound nouns, only the first
element is augmented in both languages. Haya and Ekegusii allow the augment
in gerunds but not in infinitives. The languages exhibit some similarities and
differences in the marking of the augment in the head noun and its modifiers.
Most pronominals require the augment in the two languages, but omit it in in-
terrogative and negative constructions to signal non-specific reference. In both
languages, affirmative statements require the augment but the meaning of the
noun varies between a specific and non-specific interpretation. Emphatic nouns
in topic and contrastive focus positions require the augment to mark emphasis
and specificity. Nouns in proverbs and those modified by ‘any’ drop the augment
to express non-specific reference inherent in these contexts.

The findings from Haya and Ekegusii confirm that the augment is indeed a
bound article. The augment in these languages exhibits five properties found in
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articles in other languages. First, it occurs as a monosyllabic prefix whose phono-
logical shape depends on the vowel of the class prefix. Second, as a prefix, the
augment is morphologically dependent on its host. Third, the various shapes of
the augment in Haya and Ekegusii constitute a closed class. Fourth, both lan-
guages use the augment to mark the grammatical properties of number, gender,
and case. Lastly, the augment interacts with semantic and pragmatic principles
to express respectively definite and (non-)specific interpretations.
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Chapter 5

Learning Swahili morphology

John Goldsmith & Fidele Mpiranya
University of Chicago

We describe the results of automatic morphological analysis of a large corpus of
Swahili text, the Helsinki corpus, using Linguistica, an unsupervised learner of
morphology. The result is a fine-grained analysis, with some results correspond-
ing to the familiar linguistic analysis, and with others that are possible only with
exact quantitative measures available with computational analysis. The prefixal
inflectional morphology is largely done well, while the suffixal morphology is suc-
cessfully analyzed in some cases and not in others.

1 Introduction

In this paper we would like to explain some of the things that we have learned
from a project on the learning of morphology. “Learning of morphology” in this
context means using an algorithm which takes a large amount of text from a
language, and draws conclusions about what are the roots, affixes, and principles
of word construction (from roots and affixes) in this particular language. The
crucial fact to bear in mind is that the algorithm is to have no prior knowledge
of the language that we give to it. Whether the language is English or is Swabhili,
the learning algorithm starts from the same point; any differences that it draws
between the two derive entirely from the data, and not from anything that we
have given to the algorithm.

That sounds like a tall order, and in some ways it is. But we can offer the
following as motivation for this work. When we teach an introductory course on
linguistics, we always reserve the second class on morphology for an experiment.
We begin by putting a word on the board: ninasema, but we do not tell them this
is from Swahili. We ask if anyone knows what it means or what language it
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comes from; if someone does know, we tell them to be quiet for the rest of the
class. Then we ask everyone else to divide it into morphemes. There is silence,
of course, because the students think they have no idea what the right answer
is. Then we ask them to guess how many morphemes there are here: one? two?
more? Students guess there are at least two morphemes, and if pressed, typically
offer a cut into nina-sema.

Then we write unasema, and ask them if this allows them to change their
minds. Everyone with an opinion opines that the correct cuts are ni-nasema and
u-nasema. When we ask why they do not like nina-sema and una-sema — which,
after all, would allow them to keep the guess that they started out with, when
they knew only ninasema — they do not know why, but they are pretty sure that
ni/u+ nasema is right.

Then we consider a third word, anasema, and the students feel confirmed in
their judgment after the second word, since they can easily extend their hypoth-
esis to ni/u/a+ nasema. Again, we ask them why they do not want to go for
nina/una/ana + sema, and although they cannot say why exactly, they are pretty
confident that this last hypothesis is not right, because it is missing something.

The next word is ninaona, and the students easily conclude that there is a
break after nina (comparing ninasema and ninaona) and furthermore, the word
should be divided up as ni-na-ona. The next two words we offer are ninampiga
and tunasema. The first they break up as ni-na-mpiga, and the second as tu-na-
sema. How about ninawapiga? That must be ni-na-wa-piga, and then they realize
we must go back and reanalyze ninampiga as ni-na-m-piga. So far we have what
we see in Figure 1.

The point to bear in mind is that the students have done this without being told
what the Swahili words mean in English. At some point we explain that in other
linguistics courses, the teacher gives their students the same words along with
their English translations, but we tell them that we do not think it is necessary
to know the meanings of the words to find the morphemes, and that the external
form (which is to say, the spelling) is enough to discover the right morphologi-
cal structure. By the end of the class, we have analyzed about 30 Swahili words,
and found the right structure, at which point we tell them what the various mor-
phemes mean in English, and briefly show the template of the Swabhili verb, as
in Figure 1. We have indicated tense markers with double and verbal roots with
single underlining, respectively, for the reader’s convenience, here and below.

From this we draw the conclusion that it is possible to learn Swahili morphol-
ogy even when you do not know another language to compare it to. This is a wel-
come conclusion, because this is a task that all Swahili-speaking children must
undertake when they are two or three years old.
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Figure 1: Sketch of Swahili verb structure
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Table 1: Blind analysis

ni na 9 sema
wa ona
a m piga

But how exactly do the students do this? If we say they just use common
sense, that is certainly true, but common sense is notoriously difficult to analyze.
Furthermore, there is every reason to believe that this particular task is part of
the language-learning capacity, so we have a very real professional interest in
puzzling out exactly what this learning process is. It is for this reason that we
began to develop an algorithm that learns the morphological structure of words,
but with no access to meaning. In fact, we have developed several different ap-
proaches (and we are still looking for the best one), all of which we put under
the umbrella name Linguistica (Goldsmith 2001, 2006, 2010).

How well can an automatic morphology analyzer deal with Swahili today? It
has a long way to go before we can see it as comparable to a freshman taking
a linguistics course using common sense. Still, there is a lot that it does right -
which is to say, there are a lot of linguistic generalizations that it does observe.
While there are interesting and complex matters of morphophonology in Swahili
(loss of a vowel before another vowel, ky becoming ch, etc.) we can approach
the problem of morphology before solving problems of morphophonology. What
Swahili offers is a large range of affixes of similar sizes, and it is quite a challenge
for an algorithm to break down a word into morphemes.

The present paper offers an overview of how Linguistica analyzes Swahili
words. Its value at this point is not that it does a better job of analysis than a
human, but rather that it can do a careful study of the morphology of a text so
that we can ourselves more easily discover what it is that we are looking at. Lin-
guistica serves as a tool to let us better understand what the data are that we are
looking at when we explore a language on a large scale.

We believe that this work will be of interest to readers in different categories.
For the linguist who knows Swabhili, the results are interesting because such a
linguist sees what can be learned in an explicit procedure of this sort. For such
a linguist, Linguistica really serves as a microscope through which the details of
the language emerge — almost visually. For the linguist interested in morphology,
the work is of interest for what it says about the linguistic analysis of morphemes.
The central operation here is — so to speak — split; the challenge for language
learning is finding the pieces that the grammar of language organizes. One way
to say this is that we are figuring out where a language-learner performs a “split”
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operation, turning an unanalyzed string into its component pieces. Split, in this
sense, is the flip-side to the process of Merge, so much discussed in the current
literature. Merge makes sense only once we have developed the broad strokes of
the rule of Split!

2 Earlier work in this area

There was a good deal of work in computational morphology in general, and in
automatic learning of morphology in a number of cases, during the last decade of
the 20th century and the first decade of the present century, including significant
work on Swahili and a number of other Bantu languages. Some of this was moti-
vated by an interest in automatic learning of morphology (see the overviews in
Goldsmith 2010 and Goldsmith et al. 2017), and much was motivated by practical
goals. These goals included developing morphological analyzers that could be
used in speech recognition systems and in machine translation, and also meth-
ods that could be used to parse very large Swahili corpora, such as the one devel-
oped as the Helsinki Corpus of Swahili, notably the SALAMA project described
by Hurskainen (1992, 1999, 2004).

The SALAMA project developed the linguistic resources that made this work
possible, notably the corpus of Swahili that contained over 300,000 distinct
words. Without the resources that this project created, our work would not have
been possible at all.

De Pauw & De Schryver (2008) provide an overview of much of that work,
and they discussed work on a number of languages, including Northern Sotho,
Zulu, Xhosa, and Tswana (see also De Pauw et al. 2009). There was a special
issue on African Language Technology in Language Resources and Evaluation
in 2011 which provided coverage of work that was being done at that time. As
just noted, much of the work had practical goals in mind, such as improving
speech recognition (Gelas et al. 2012) and machine translation systems, and in
such a context, focusing on the development of a system that operates with no
language-particular knowledge is a luxury item that has few rewards. Several
researchers applied one of the Morfessor systems, such as Gelas et al. (2012) and
some applied one of the Linguistica systems. Lindén (2008) explores predicting
unseen Swahili words; see also Muhirwe (2007).

Several efforts have included “data-driven” learning, including De Pauw et al.
(2006) on Swahili, De Schryver & De Pauw (2007) on Northern Sotho. Unsuper-
vised learning is discussed for Luo (Nilotic) in De Pauw et al. (2010), and for
Gikuyu (De Pauw & Wagacha 2007). Lindén (2008) discusses semi-supervised
lemmatization of Swahili.
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3 What is a morphological analysis?

What is a morphological analysis? This question is not anodyne; our answer to
it determines what we expect of our learning algorithm. In much of the work
in this area over the last 20 years, the answer has been that a morphological
analysis is a division of each word into the pieces called morphs. We would like
to accomplish more than that; we would like to discover more of the principles
that determine the order and the distributional possibilities of roots and affixes.!

We can learn an extremely important lesson by looking at what the students
did as they examined the Swahili words and proposed an analysis, based purely
on form. They became convinced that they had found the right pattern, one that
really gets at something true about the data, when they discovered sets of mor-
phemes that take the form in Figure 2 for English or Swahili. Of course, the
patterns there hold not just for these two verb stems, but for a very large set of
stems, and this is even more true in the case of Swahili.

)
jump ed
{ laugh } ing
s
ni 9] sem
u {najjwapjon tfa}
a m pig

Figure 2: Two pieces of morphology

These representations show clearly how a good morphological analysis cap-
tures excess information that would be present if we were to simply list all of
the relevant words. Morphological analysis starts with words, identifies redun-
dancies, and uses those redundancies to create a representation in which what
is stated is the essence of the grammatical description, that is, what makes the
language what it is. In the present case, the word redundancy means needless
repetition of a string of phonemes (or letters).

"The view that the study of words was the study of how the words are composed of morphs

and morphemes was viewed by most American linguists of the first half of the 20th century as
the greatest American contribution to linguistics, second only to the setting of the phoneme
on a firm methodological basis.
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Table 2: Class-based prefixes

class verbal SM' nominal pr.  adjectival pr. pronominal pr.
PRS.1SG ni - m-

PRS.1PL tu - wa-

PRS.2SG u - m-

PRS.2PL m - wa-

1 a m, mw m, mw yu butw/-V
2 wa wa wa wa butw/-V
3 u m, mw m u but w/-V
4 i mi mi i but y/-V
5 li ji/D ji/D li  butj-V
6 ya ma ma ya buty/-V
7 ki ki ki ki  butch/-V
8 vi vi vi vi  butvy/-V
9 i n/@ n/@ i but y/-V
10 zi n/@ n/@ zi  butz/-V
11 u u m

14 u u m

15 ku, kw ku, kw ku, kw

16 pa pa

17 ku ku

18 m m

So how can we devise an algorithm to accomplish this? As our linguistics stu-
dents showed us, there is a great deal to be learned from comparing pairs of
words, which is what they did as we gave them words, one at a time. Zellig
Harris, in a famous paper (Harris 1955), suggested that a good estimate of the
likelihood of a morpheme break could be devised if we take an alphabetized list
of words, and with each word, we trace through it one letter at a time, asking
after n letters, how many different letters those first n letters were followed by
in our particular corpus from the language. For example, after jum, two letters
(p and b) were found in a corpus we were looking at recently (from jump and
jumble), while after jump, four letters followed (space, e, i, and s), and after jumpi
only one letter follows (n).

Harris believed that by measuring this successor frequency we could find good
candidates for morpheme breaks, and he was right. But the strings that we dis-
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cover in this way are only candidates; many of them are not at all morphemes,
and many morphemes are not discovered by Harris’s method (or rather, by his
methods). We hesitate to show the reader what can go wrong; it may cause them
to wonder why we are using these methods. Here is a summary of the first stage
of the algorithm that Linguistica employs. If we are seeking suffixes:

1. Find every position in each word where the successor frequency is 2 or

greater, and imagine splitting the word there, with the piece on the left
a potential stem, and the piece on the right the (potential) stem’s contin-
uation. We say “potential” here, because this piece has more tests to pass
before it can be called a stem.

. Having done that, for each potential stem S, gather together all of S’s con-

tinuations, and alphabetize them. (For example, the potential stem jump
might be linked to the set of suffixes @, ed, ing, s.)

. Consider all of these continuations, and find those which are exact matches

as the continuation of two different potential stems. For example, walk
might also be linked to the set of suffixes in @, ed, ing, s. If we find such
pairs of multiple stems and also multiple suffixes, we call that a signature.

If we are seeking prefixes, we do much the same, except that we do it in the

reverse direction. We scan each word from right to left, looking to see how many
different letters precede each string reaching to the end:

80

1. Find every position in each word where the predecessor frequency is 2 or

greater, and imagine splitting the word there, with the piece on the right
a potential stem, and the piece on the left the potential stem’s continua-
tion (in this case, however, the continuation is in a right-to-left direction,
counter-intuitive as that may seem).

. Having done that, for each potential stem S, gather together all of S’s con-

tinuations, and alphabetize them. (For example, the potential stem -tabu
(‘book’ in Swahili) might be linked to the set of prefixes ki-, vi- ‘sG, PL’.)

. Consider all of these continuations, and find those which are exact matches

as the continuation of two different potential stems. (For example, -tu
‘thing’ in Swahili might also be linked to the set of prefixes in ki,vi.) If we
find such pairs of multiple stems and also multiple affixes, we label that a
signature. A small Swabhili text might include the signature {ki,vi : tabu,tu}.
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This account assumes that we already know where the points are where the
successor frequency (or predecessor frequency) is greater than 1, and it turns out
that there is a simple way to find all those points, in all the words, and it requires
much less work than one might imagine. First, alphabetize the list of words, and
then go through that list looking only at pairs of words that are adjacent on the
list (such as walked, walking, for example). Scan the two words from left to right
(if we are looking for suffixes) or right to left (if we are looking for prefixes), and
stop at the first point where the two words differ by a letter. The algorithm takes
what is to the left of that point as a potential stem, and it then moves on to the
next pair of words. This process is both simple and fast, from a computational
point of view.

It is not right to say that the algorithm is finding stems at this point. We will
let it analyze Swabhili to find prefixes, and in so doing, we are finding the left-
most set of morphemes, and treating everything that follows as an unanalyzed
whole, which we call for now simply a “potential-stem.” In fact, that potential-
stem contains many morphemes within it; we are now engaged in simply slicing
off the leftmost prefixes of the words in Swahili, and we have just called what
follows a “potential stem” We will continue to cut the potential-stem down to
smaller morphs as that becomes possible. Thus in most of the cases we look at
below, the “potential” stems that are computed are themselves analyzable into
morphs (at a later stage in the computation, as well as in our heads). In order to
avoid the ambiguity of the phrase “potential stem,” we will create a new term,
parastem, to refer to this. A signature is composed of a set of affixes and a set of
parastems, and the parastems may themselves be analyzed further in additional
signatures. A parastem that can be broken down no further is a stem.

As we observed at the beginning of this section, within the community of com-
putational linguists working on the problem of automatic learning of morphol-
ogy, different researchers have begun with different assumptions about what
the task is. Some linguists have focused on the problem of segmentation, which
means dividing a word up into successive morphs, while others (perhaps skep-
tical about the notion of morph or morpheme) seek to tag any given word with
the morphosyntactic features that it bears. Our work falls in the former group
— that is, we are very concerned with finding the proper analysis of a word into
consecutive morphs. In addition, we would like to provide an analysis of how
morphemes relate to one another in a word. Traditionally, linguists have spoken
about relationships in praesentia, relations between morphemes that appear in
a given word, and relationships in absentia, which is to say, the way in which
multiple morphemes are alternatives to one another in a particular position in a
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word’s morphology. We are interested in learning as much as possible about this
aspect of a language’s morphology as well.

Our interest here is exploratory. We are not in a rush to develop a practical tool;
we have the opportunity to take some time and look at what kind of evidence re-
garding linguistic structure can be found by looking carefully at language data.

4 Morphology of the left edge of the Swahili verb

We used the Helsinki corpus of Swabhili, which has about 300,000 distinct words.
When we applied the current Linguistica algorithm above to 300,000 words to
find prefixal signatures, we found 3,434 signatures; when we added an entropy-
based filter,? 1,235 signatures remained, and it is this set of signatures that we
will describe.

In some ways, using Linguistica is a bit like using a microscope, and just like
when we use a microscope for the first time, it takes a bit of experimenting before
the picture comes sharply into focus. Let us begin our tour, then, with a rough
statement of the position of morphemes in finite Swahili verbs, and a summary
of what Linguistica gleans from a large corpus.

?The algorithm that we employ here has the following stages. We will describe the process of
prefix discovery, and the mirror image of it is used for suffix discovery. First, we alphabetize the
list of words from the right-end of each word, then we look at each pair of adjacent words on
this list, and determine find the rightmost letter whereby the two words disagree. We take the
material to the right of that point as a protostem. For each word w that ends with protostem ¢,
we take e to be t’s extension if w = e+t (i.e., if e is what precedes t in word w). We call each set of
extensions to a protostem a protosignature. We collect all protosignatures that are associated
with at least two protostems. We create a set of signatures which consist of a collection of
extensions and all of the stems which occur with exactly those extensions in the corpus. If all
of the stems in a signature end with the same letter or string of letters, that letter or string of
letters is moved from the stems to the extensions. Two further functions are used to identify
licit morphemes in the extensions in the system used here.

3That filter is roughly this: when the algorithm makes a prefix cut, in light of what we have
said so far, it is because as we scan from right to left, a spot is found where there are two
alternative options: e.g., as we scan kitabu and vitabu from right to left, a break will be created
before the common stem -itabu, though this is in fact wrong. Indeed, throughout the corpus,
when a signature k=v would be uncovered, it will always be followed by exactly one phoneme
option: the vowel i. The location of true morpheme breaks always involves options both to
the left and to the right (which is to say, both prior in time and forward in time). We measure
this notion of options by the entropy of the final letter right before and right after a proposed
morpheme break, and if (as with k-itabu, v-itabu) zero entropy is discovered (which is just a
way of saying that only one letter is present), the algorithm proceeds to create other splits
until a non-zero entropy is found. In the case of kitabu, this means adding the break ki-tabu,
vi-tabu, which has a non-zero entropy after the break, since many different letters follow ki-
and vi-, such as we see in kilima, vilima ‘hill, hills’.
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The textbook description of Swabhili is much as given in Figure 3, while Lin-
guistica’s conclusions for the left side and the right side of the Swahili verb are
given in Table 4. The first figure concerns the initial subject marker position, the
following tense marker position, and the position after the tense marker. It does
not properly distinguish object markers, such as the -ki- in ni-li-ki-som-a ‘I read
it’ from the relative clause marker cho in ki-tabu ni-li-cho-ki-soma ‘the book that

I read’.
SUBJ TENSE |[ REL cL |[ oBJECT |[ VERB][EXTEN-|[ FINAL
MARKER || MARKER || MARKER || MARKER |[ROOT | SIONS || VOWEL

Figure 3: Sketch of Swabhili verb morphology

SUBJECT
MARKERS ( REL CLAUSE
) . AND OBJECT
TENSE
a MARKERS
. MARKERS
1 o () ROOTS
li — ji sema
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m i m fanya
. 1 . .
ni = nge ingia
< > 2 h > < g - < Tii: \
a - ni aka
p lio —
tu — po toa
me =
u — vyo fuata
. na =
Vi — ta L )
ta
wa — wa
ya 70
zi \ )

Figure 4: Summary of Linguistica’s analysis of the left half of the
Swabhili verb

Indepently of prefix discovery, Linguistica analyzes the right-end of the word,
and the major part of its conclusions are summarized in Figure 5.

However, the template given in these two tables gives only a superficial sum-
mary of Linguistica’s analysis. Let us consider what happens with each slice of
the analysis.

There are 1,235 signatures that emerge from the first iteration of prefixal anal-
ysis. What do these signatures say? What can we learn from them? It is natural
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bish
esh
ez
ili
ish
iz .
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sh .
ti
uk
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Figure 5: Three signatures from Linguistica’s analysis of the right half
of the Swabhili verb

to sort them in some way so that the most interesting signatures will appear at
the top of the list, and there are several ways of sorting that come to mind. We
might, for example, sort the signatures by the number of stems they contain, or
we might sort them by the number of affixes. Both present us with interesting
material. From a linguist’s point of view, sorting them by the number of affixes
is by far the more interesting. Figure 6, which is presented to the user by Lin-
guistica, shows how we can arrange the signatures in a lattice, where signatures
with the same number of affixes appear on the same row, and in which the sig-
natures in each row are sorted by decreasing numbers of stems (though we have
departed from that latter point a bit to make the figures easier to read here).

We need to explain carefully what the relation is between the several figures
and tables given here. Each box in Figure 6 is a signature, and each corresponds
to an individual row in Table 4. Each of these signatures corresponds to an indi-
vidual number that appears in the rightmost field of Table 3, and the reader can
see the correspondence by comparing the number which indicates the number
of stems in each signature.

In Table 3, each line corresponds to a row in Figure 6 — top row to top row, and
then down from there. Each of the lines in the next table, Table 4, corresponds
to one of the individual signatures tallied in Figure 6 or Table 3. The first row in
Table 4 corresponds to the one signature with 14 affixes, and the five signatures
in row 2 in Table 5 are the next five signatures in Table 3 (or Figure 6).
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0-a-i-ki

ku-li-m-
14 affixes ni-tu-u-vi

1 signature wa-ya-zi

45 stems
B g &y
< ya vi
#-a-i-ki a-i-ki- 0-a-i-ki 0-a-i-ki- #-a-i-ki
ku-li-m- ku-li-m- li-m- ku-li-m- ku-li-m-
13 affixes ni-U-Vi- - tu-u-vi ni-tu-u-vi- ni-tu-u-vi- ni-tu-1-
5 signatures | wa-ya-zi wa-ya-zi wa-ya-zi wa-zi wa-ya-zi
56 stems 38 stems 33 stems 3 stems 3 stems
| ] 2 ty n
a-i-ki- 0-a-i-ki a-i-ki a-i-ki- 0-a-i-ki 0-a-i-ki
ku-li-m- ku-li- ku-ti- li-m- li-m- k-
12 affixes ni-u-vi- ni-u-vi ni-tu-u-vi- ni-tu-u-vi- ni-u-vi- ni-tu-u-vi-
6 signatures | wWa-ya-zi wa-ya-zi wa-ya-zi wa-ya-zi wa-ya-21 wa-ya-zi
70 stems 15 stems 26 stems 52 stems 51 stems 28 stems
E ky B
a-i-ki a-i-ki a-i-ki B-a-i-ki a-i-ki B-a-i-ki
ku-li- li-m-ni - - ku-li- I-
11 affixes ni-u-vi u-vi ni-tu-u-vi ni-u-vi pa-u-vi- tu-u-vi-
15 signatures | wa-ya-zi wa-ya-zi wa-ya-zi wa-ya-zi wa-ya-z1 wa-ya-zi
83 stems 68 stems 56 stems 41 stems 30 stems 28 stems

Figure 6: Top of the lattice of word-initial signatures

Table 3: Word-initial signature counts

N affixes N signatures Stem counts in individual signatures

14 1 45

13 5 56 38 33 3 3

12 6 70 52 51 28 26 15

11 15 83 68 56 41 30 28 16 11 9..
10 22 129 90 38 32 30 23 22 20 17..
9 34 205 46 32 29 20 19 16 16 15..
8 56 131 82 56 41 26 25 24 17 16..
2 653 2419 1297 1070 755 690 668 601 564 507 ...
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4.1 The top signature and its parastems

The very top signature in Figure 6 is the largest signature, in that it has a set of
14 prefixes: @-a-i-ki-ku-li-m-ni-tu-u-vi-wa-ya-zi ; it does not contain the locative
marker pa-.* The vast majority of signatures beneath it are composed of subsets
of those 14 prefixes. Each of the five signatures on the row for 13 affixes is missing
one prefix from the one in row 14 (in both Table 3 and Figure 6), just as each of
the signatures in row 12 is missing one from those above it, and these differences
between the affixes comprising the signatures are marked on the lines in the
figure. We have given 18 signatures in Figure 6 out of the total set of 1,235.

Let us dig a little more deeply, and look at the parastems that are found in
the top signatures (recall that a parastem is an element in a signature which
may be analyzed in a later signature). Each parastem is sorted by, and listed
with, its total occurrence count in the corpus in Table 5. One does not see much
that stands out with this frequency sorting, but we have sorted the stems alpha-
betically in Table 6. Here we have manually underlined the tense markers and
double-underlined the verb roots for the reader’s benefit, and manually indicated
morpheme breaks (these breaks have not been discovered by Linguistica yet).

Table 5: Parastems of the longest signature, sorted by frequency

na 554,554 rudi 1991 likubali 564
le 33,130 nabhitaji 1783 naingia 447
kiwa 20,663 jadili 1514 fike 325
pande 10,230 ngekuwa 1493 taondoka 321
ko 8,857 pate 1404 kiingia 261
takuwa 8,824 kubali 1370 tafanikiwa. 253
we 6,440 nakwenda 1188 kafanya 218
po 5,847 nazidi 1028 naongeza 215
a 4864 tatoa 939 kazidi 203
nataka 4854 naanza 758 nafuata 180
nao 4787 takwenda 654 napita 160
liko 4278  zidi 598 nampa 159
kiwemo 3995 meingia 583 nawapa 155
nayo 3574 nategemea 579 najenga 151
nadaiwa 2220 ngali 331 naifanya 91

*We consider the absence of pa to be an error committed by Linguistica.
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Table 6: Parastems of the longest signature alphabetized from left to

right
a me ingia nampa pate
jadili na naongeza  po
kafanya naanza napita rudi
ka zidi na daiw a natak a ta fanikiw a
kiingia nafuata nategemea takuwa
kiwa  na hitaji nawapa  takwenda
kiwemo naifanya nayo ta ondok a
ko nakwenda ngali
kubali naingia na zidi tatoa
li ko na jeng a ngekuwa  we
likubali nao zidi

There are some interesting points here (though once we see them, we are in-
clined to say to ourselves, Oh yes, I should have thought of that). First of all, there
are several monosyllabic elements, including three that are monomorphemic na,
le, we, often referred to as pronominal stems (which can be monomorphemic or bi-
morphemic) in the Swabhili literature. na can be translated as ‘with, and it is used
to indicate possession (a-na kitabu ‘he has a book’, where a- is the Class 1 verbal
prefix). -le is a demonstrative stem ‘yonder’ which is preceded by a pronominal
prefix, and -o is a demonstrative stem ‘near you’ We is a stem that marks 2nd
person singular; we return to Linguistica’s treatment of pronominal stems below.

From a quantitative point of view, there are two points of interest. The most
frequent item in the list of parastems, na, has a ridiculously high count at 554,554;
as we just noted, SM + na expresses possession (na could be translated as with).
Other than this one item, the rest of the parastems reflect a frequency distribution
in keeping with a Zipfian distribution, as we find in most of the other signatures
as well (we return to this immediately). It is striking, as well, that there are no
parastems with frequency below 91.

Let us digress for a moment on an interesting point. Word distribution in
Swahili is Zipfian as it is other languages, which means that there are a very large
number of words that occur very rarely: just once. That proportion is around half:
about half of the words in a wordlist drawn from a corpus occur only once. Words
that occur only twice in the entire corpus is about two-thirds of that, and over
a rela