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Abstract. Screening and diagnostic mammography are the most effective
tools available for detection and diagnosis of breast cancer. In the last
decade many techniques based upon measures of the shape of the contours
of breast masses are been developed to investigate the nature of lesions
between malignant tumours and benign masses. This paper presents
methods for statistical analysis on a data set of 192 contours of breast
masses. Results of these analysis lead to levels of accurate prediction in
90% of the cases, overcoming 98% for the diagnosis of malignant lesions.
In this study we applied multivariate statistical techniques for examining
relationships among more variables at the same time. We used in addition
to the shape factors of contour masses also the age of the patients at the
time of mammography, using both ROC analysis and segmentation
analysis through Classification and Regression Tree.

1 Introduction.

Recent studies have shown that early detection through
mammographic screening of asymptomatic women reduce breast
cancer mortality. The true-positive and false-positive rates of
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mammography vary in different age groups; the sensitivity of
mammography is higher in women older than 50 years [1].
Mammography is the best method available for early detection of
breast cancer. In order to assess a contour mass on mammograms,
shape parameter are taken into consideration. On the basis of the
notable shape differences we can distinguish between benign
masses and malignant tumours. These observations have led to the
idea of applying the concept of fractal dimension (FD) to analyze
the contours of breast lesions [2]. Fractal analysis can characterize
the degree of complexity of a contour or shape, and can provide
parameters to discriminate between benign masses and malignant
tumours [3].

In [3] we studied a data set of 192 mammograms were
obtained from 192 patients at the Senology Unit, San Paolo
Hospital, Bari, Italy, ASL Ba/4. The patients were diagnosed to
have breast disease via screen-film mammography and confirmed
from histological data; 163 of the cases were malignant and 29
were benign. The most useful mammographic projections were
selected to analyze the contours of lesions. During an initial phase,
contours of the present mammary lesions on the film images were
traced by a team of radiologists specialized in mammography and
successively, by a graphic tablet, we obtained a digital
representation of the contour using Matlab software. Furthermore,
we reported on a morphological study of 192 contours, with the
aim of discriminating between benign masses and malignant
tumours. From the contour of each mass, we computed the fractal
dimension (FD) and a few shape factors, including compactness, 3
fractional concavity, and spiculation index. We calculated FD by
using four different methods: the ruler and box-counting methods
applied to each 2-dimensional (2D) contour and its 1-dimensional
signature. Analysis using receiver operating characteristics (ROC)
was performed with each shape feature to determine the diagnostic
accuracy achievable in order to discriminate between benign
masses and malignant tumours. ROC analysis indicated the area
under the curve, Az, of up to 0.92, having the individual shape
features. The combination of compactness, FD with the 2D ruler
method, and the spiculation index had as result in the highest Az

value of 0.93.

The data set, the shape features calculated for all data and the
results obtained in the previous work [3], are used in this paper to
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implement a different algorithm called CRT to have binary
statistical classification of the variables (shape features). In
addition to the shape factors of mass contours we introduced also
the age of the patients at the time of mammography.

1.1 Fractal dimension and shape factors.

Fractals are irregular figures, and can be generated by the
iteration of linear or nonlinear functions [4, 5]. Sometimes they are
self-similar, and have a fine structure which reveals new details at
every level of magnification [4]. In order to measure the degree of
complexity or irregularity of a fractal, the concept of FD was
introduced; this concept is derived from the more general notion of
the Hausdorff dimension [6]. Cancerous tumours exhibit a certain
degree of randomness associated with their growth, and are
typically irregular and complex in shape. The degree of irregularity
of the contour of a mass is the first parameter assessed: benign
masses are often smooth, rounded, well-circumscribed, whereas a
malig- 4 nant tumour is often characterized by an irregular contour
with the spicules, that could be considered as a fractal pattern.
Therefore, fractal analysis can provide a better measure of complex
patterns. The Hausdorff dimension generalizes the concept of the
self-similarity dimension in the sense that it is applicable to any set
of the plane, and therefore, to a fractal set that is not strictly self-
similar. The difficulties involved in defining the Hausdorff
dimension have led many authors to find alternative methods for
estimating FD. The common numerical methods are the box-
counting and the ruler methods, which have been extensively
described in the literature [6, 2].

On the basis of the differences in shape between benign
masses and malignant tumours, various measures can be associated
with a contour or curve: these are the so-called shape factors, which
have proven to be effective in describing shapes in many research
fields, in particular in the medical field [2, 7]. The shape factors
used are compactness cf, fractional concavity fcc, spiculation index
SI; these measures have been proven to be effective in the
classification of breast masses [8, 2, 9, 7]. See Rangayyan and
Nguyen [2] and Rangayyan [7] for details on the shape factors.
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Compactness is defined as [7] 
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where P and A are the perimeter and the area of the contour, 
respectively. A high compactness value indicates a long perimeter 
enclosing a small area. Fractional concavity is defined as [8, 7] 
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where CC represents sum of the lengths of the concave segments of 
the contour and L is the total length of the contour. Spiculation 
index is defined as 
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 where nθ  and nS  are the narrowness angle and the spicule length, 

respectively. 
 
 

1.2 Statistics method: CRT algorithm. 
 

The segmentation analysis allows researchers to determine 
(starting from a learning sample [10] of n independent units whose 
determinations are known in both dependent and explanatory 
variables) a classification rule able to divide the population in 
groups as homogeneous as possible inside them. Such rule will also 
be able to estimate the probability to detect a specific response, for 
other cases with unknown values of dependent variable but 
predictors with known determinations [11, 12]: in our case, the 
distribution of patients with unknown type of lesion (benign / 
malignant), based on some combinations of predictors. The 
segmentation analysis, in itself, is a recursive computing method 
which has some conceptual similarity with the cluster analysis: in 
both the methods will define some groups of observations which 
are homogeneous within the group and different from those of 
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other groups. Their basic principles, however, are different: the
cluster analysis joins together the individual units sampled in
groups according to all the considered variables, with the constraint
of minimum variability “within” and maximum variability
“between”, without any constraints of hierar- 6 chy or dependence
[13, 14]. The segmentation analysis, instead, divides a sample in
aggregates which are more and more internally homogeneous with
respect to a dependent variable, based on the values assumed by
other variables, taken as explanatory, and on the relations between
such variables and the dependent ones [13]. The best segmentation
among all possible ones, based on the combination of different
predictors, is that one that best meets the criteria of internal
homogeneity of the groups generated (also known as “purity” [10]).
Ideally, all cases of an final node should have the same value as the
dependent variable (maximum purity). There are several methods
of segmentation, but currently the most used are, among the
algorithms of binary division, the CRT method [10, 15], and the
CHAID type [16] among ternary or multiple algorithms.

2 Results and discussion.

The combined use of the shape parameters in [3] led to slight
improvements in terms of accuracy: the combination of FD
calculated using the 2D ruler method with cf and SI gave the
highest Az of 0.927. However, the combinations do not have a
significant difference between one another. Nevertheless, in this
work, we show that the conditioned combination of such factors
can give us further information. Applying a segmentation analysis
to data set (through CRT algorithm), we obtain classification trees
that analyze the phenomena in the best way. The best result
involves, in various combinations, (see Figure 1), both FD-2D
calculated with ruler method and SI, as well as FD-1D calculated
with the same method and age at diagnosis: i.e., women with
SI>0.232 and age > 45, 5 years in the 98, 6% of analyzed cases
have malignant lesions, but the disease probability is clearly lower
(<52%) in women which SI is < 0.232 (none of those aged 7 < 50.5
years presents malignant lesions). Stopping the algorithm to first
levels, the correct classification is near 91%, but further levels of
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the analysis drive us to predict true positives and true negatives in
96% of the cases, with most capability in the analysis of the
malignant disease (98%) than of benign masses (83%) (see Table 1,
Table 2). Robustness of the algorithm showed in figure
(classification tree) is sufficient: the jackknife re-sampling method
(100 different sub-samples with half number of cases) give a
maximal error risk < 0.12.

Figure 1: Segmentation Tree.
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Table 1: Growing Method: CRT. Dependent Variable: Benign/Malignant.

Indipendent Variable Importance
Normalized
Importance

Spiculation Index 0.138 100.0%

FD-ruler 2D 0.137 99.3%

Compactness 0.125 90.6%

FD-ruler 1D 0.100 72.5%

FD-box 1D 0. 082 59.5%

FD-box 2D 0.081 58.7%

Fractional

Concavity
0.055 39.8%

Age 0.047 34.1%

Table 2: Growing Method: CRT. Dependent Variable: Benign/Malignant.

Observed
Predicted

B N Percent Correct

B 24 5 82.8%

M 3 160 98.2%

Overall Percentage 14.1% 85.9% 95.8%
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