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• Effect of personality traits on the acceptance of peer assessment (PA) in students  
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• Evaluation if it changes depending on the PA modality (individual, pairs or threes) 

• Data Analysis using ML techniques, the best predictions are with the RF algorithm 

• Application of eXplainable AI techniques showing best predictors 

• These predictors are true regardless of PA modality and practical considerations  
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Abstract

The successful instructional design of self and peer assessment in higher edu-

cation poses several challenges that instructors need to be aware of. One of

these is the influence of students’ personalities on their intention to adopt peer

assessment. This paper presents a quasi-experiment in which 85 participants,

enrolled in the first-year of a Computer Engineering programme, were assessed

regarding their personality and their acceptance of three modalities of peer as-

sessment (individual, pairs, in threes). Following a within-subjects design, the

students applied the three modalities, in a different order, with three different

activities. An analysis of the resulting 1195 observations using ML techniques

shows how the Random Forest algorithm yields significantly better predictions

for three out of the four adoption variables included in the study. Additionally,

the application of a set of eXplainable Artificial Intelligence (XAI) techniques

shows that Agreeableness is the best predictor of Usefulness and Ease of Use,

while Extraversion is the best predictor of Compatibility, and Neuroticism has

the greatest impact on global Intention to Use. The discussion highlights how,

as it happens with other innovations in educational processes, low levels of Con-

sciousness is the most consistent predictor of resistance to the introduction of

∗Corresponding author: Tel.: +34-967599200; Fax: +349-967599224
Email addresses: ccachero@dlsi.ua.es (Cristina Cachero), juanramonrico@ua.es (Juan
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assessment to augment the positive feelings of students scoring high on Neu-

roticism, which could lead to better performance. Finally, the low impact of

the peer assessment modality on student perceptions compared to personality

variables is debated.
Key words: Peer Assessment (PA), Personality, Quasi-experiment, Use

Behaviour, eXplainable Artificial Intelligence (XAI), Machine Learning (ML)

1. Introduction

The educational community has, in recent years, regularly advocated involv-

ing peer students in assessment practices at all educational levels (Li et al., 2020,

2016), since, if carefully designed, peer assessment (PA) can provide several ad-

vantages in higher education for both teachers –as instructors– and students5

–as evaluators–. From the instructor perspective, peer assessment increases

teachers’ efficiency in grading and facilitates a formative evaluation in which

students receive rapid feedback on their work with a reasonable investment of

time (Falchikov & Goldfinch, 2000; Topping, 2003). Students, meanwhile, ben-

efit from a pedagogical strategy that facilitates their learning (Adachi et al.,10

2018; Double et al., 2020; Sanchez et al., 2017; Wang et al., 2012) and promotes

their social-affective development (Li et al., 2020). The change of role from stu-

dent to evaluator helps them to develop a habit of reflection and a constructive

critical spirit (Panadero et al., 2013), which, in turn, fosters autonomy (Li et al.,

2020; Shen et al., 2020) and improves self-regulation capabilities (Nicol et al.,15

2014; Reinholz, 2016). Even when faced with complex tasks, students, with

the proper use of domain-specific scaffolding, may improve their performance,

while their perceived mental effort is reduced (Könings et al., 2019). All these

advantages have been backed by recent meta-analyses focused on the effect of

peer assessment on learning across multiple educational settings (Li et al., 2020;20

Zheng et al., 2020), and also by qualitative studies in which the perceptions

of both students and teachers have been analysed (Adachi et al., 2018; To &
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However, to attain such gains, it is important to take into account the hin-

drances and challenges specific to implementing a successful peer assessment25

environment (Adachi et al., 2018). Some of these inhibitors to learning and

achievement have been widely studied in the context of peer assessment. This

is the case of time and resource constraints, power relations, perceived expertise

and reliability and accuracy of students’ judgement skills (Liu & Carless, 2006;

Panadero et al., 2019). However, others, such as individual differences, are still30

under-researched (Chang et al., 2021; Rivers, 2021), despite being widely recog-

nised in educational psychology as affecting both learning and achievement (An

& Carr, 2017). This paper aims to help fill this gap by examining the effect of

students’ personality on their subjective assessment of the merits of the peer as-

sessment technique (perceived usefulness, ease of use, and compatibility), under35

the assumption that different personality profiles may have different subjective

perceptions of these merits, which will affect (a) their behavioural intention (BI)

towards the use of the technique and (b) the degree to which they benefit from

using it. This aspect is analysed in first research question addressed in this

paper.40

Furthermore, peer assessment can be applied individually (each evaluator

individually reviews the work of their peers) or in collaboration with others

(evaluators meet in groups of 2 or more members to jointly assess the work of

their peers). On the basis of Vygotsky’s social development theory (Vygotsky,

1980), which emphasises the key role of social interaction in learning, it is pos-45

sible to argue that increasing the number of assessors (and therefore making

the assessment process more social) should benefit the outcomes of the process

and augment the BI towards the use of a peer assessment evaluation process.

However, in Rico-Juan et al. (2022), it was shown that the impact of the peer

assessment modality (PAM) on this BI is lower than expected. In this paper,50

we explore the hypothesis that this may be because the individual students’

personality profiles may be mediating this effect. This aspect is analysed in the

second research question addressed in this paper.

4
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statistical ones, as the former are able to learn both linear and non-linear re-55

lationships between variables, and are therefore able to accommodate a wider

variety of data distributions and lead to more accurate predictions (Bates &

Watts, 2007). Furthermore, we have applied explainability (eXplainable Arti-

ficial Intelligence, XAI-ML) (Arrieta et al., 2020) to these more accurate ML

models to be able to quantify the influence of the input (independent) variables60

on the target variable at a general, group or individual level (with post-hoc

techniques). This has allowed us to design a more effective action plan than

what would have been possible had we used other data analysis approaches.

The potential advantages associated with using ML techniques to analyse data

have led to these techniques being increasingly used in a variety of fields (Dal-65

zochio et al., 2020; Dhini et al., 2021; Liu, 2020), including education where we

can find a general review of ML applied (Menon & Janardhan, 2021) and some

examples of concrete uses (Embarak, 2021; Rico-Juan et al., 2019; Wu, 2021).

This research might be useful for instructors aiming to maximise students’

satisfaction and learning outcomes by (a) helping them to predict which student70

profiles are going to benefit the most of this assessment technique when they

introduce it in their teaching contexts, and (b) helping them to choose the most

appropriate peer assessment modality to maximize those benefits.

The remainder of this paper is organised as follows: Section 2 presents the

conceptual model that provides definitions for the main experimental constructs.75

Section 3 presents the related empirical work regarding the impact of personality

on the different components of use behaviour. The experimental design used in

this study is explained in Section 4, while the details of its execution can be found

in Section 5. The ML-based analysis of the data is presented in Section 6 and

the implications to be drawn from the data in relation to the current educational80

landscape are discussed in Section 7. Finally, in Section 8, the main conclusions

and some future lines of research are outlined.

5
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In order to empirically assess how the inclusion of a pedagogical innovation

affects both students’ productivity and attitudes towards that innovation, we85

draw on two existing theoretical models.

On the one hand, the set of individual differences that may impact work pro-

ductivity can be organised, following the Model of Human Performance (Blum-

berg & Pringle, 1982), into two dimensions: Capacity (including variables such

as level of education, cognitive abilities and work experience, to name a few)90

and Willingness (psychological and emotional characteristics, such as motiva-

tion or personality). The model adds a third dimension, unrelated to individual

differences, called Opportunity, which refers to the context in which the inno-

vation is deployed (tools, materials, working conditions, etc.). In the context

of peer assessment, a number of capacity and opportunity variables have been95

extensively studied with respect to grade accuracy and impact on learning out-

comes (e.g. types of tasks, or the effect of implementing a paper-based or a

computer-mediated peer assessment process (Zheng et al., 2020)). However,

there is an empirical gap regarding the impact of Willingness variables in gen-

eral, and personality in particular, on these same variables (Chang et al., 2021;100

Rivers, 2021).

On the other hand, the attitude towards the use of pedagogical innovation

refers to the need for a pedagogical innovation not only to improve learning

outcomes for students, but also to foster a positive attitude towards its adop-

tion and the learning process in general. The behavioural intention towards105

innovations has been widely studied in the literature, where several models

have been proposed for its operationalisation (Diéguez et al., 2012; Lai, 2017).

Most of these models have been derived from the Technology Acceptance Model

(TAM) (Davis, 1989), and have been applied to different domains, including

education (Rakoczy et al., 2019). This paper uses the adaptation presented110

in (Martínez et al., 2013), called Unified Method Adoption Model (UMAM),

which centres on the behavioural intention towards new working methods, rather

6
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main sub-components: Usefulness, Ease of Use, Compatibility, Subjective Norm,

Voluntariness and Intention to Use. Again, there is an empirical gap regarding115

how personality affects behavioural intentions towards new evaluation methods

in education (Chang et al., 2021; Rivers, 2021).

The hypothesis underlying this research is that the same three factors which,

according to the model of work performance, impact productivity, together with

productivity itself, may impact the Behavioural Intention to adopt new evalua-120

tion methods in education. This hypothesis is reflected in the conceptual model

presented in Fig. 1. This same hypothesis has been partially confirmed in the

context of education in previous research works. For example, in Mailizar et al.

(2021), the authors study the impact of certain capacity variables on the inten-

tion to adopt e-learning, while in Abu-Al-Aish & Love (2013) various capacity125

and opportunity variables, together with performance, proved to be important

to explain behavioural intentions to use m-learning.

Given the previously mentioned research gap regarding the Willingness di-

mension, this study focuses on the relationship between the five Personality

sub-components (Neuroticism, Extraversion, Agreeableness, Conscientiousness130

and Openness to Experience) and four of the six behavioural intention sub-

components (Intention to Use, Usefulness, Ease of Use and Compatibility).

These constructs, together with their relationships, are marked in bold in Fig. 1.

We have intentionally omitted the Subjective Norm and the Voluntariness sub-

components of the BI construct from the study, since they are not applicable135

to our experimental context. Also, we have left out of the scope of the study

the internal relationships that may exist among the different sub-components

of each construct.

Next, we further delve into each of the theoretical constructs involved in this

experimental study.140

7



Journal Pre-proof
Jo
ur

na
l P

re
-p

ro
ofPerformance

Opportunity

Capacity

Intention to Use

Ease of Use

Compatibility

Utility

Knowledge 
Sharing BehaviorMotivation

Self 
Efficacy

Willingness

Agreeableness

Personality

Neuroticism

Consciousness

Extraversion

Openness to 
Experience

...

Behavioral Intention

Subjective Norm

Voluntariness

Figure 1: Conceptual Model: Overview

2.1. Personality

According to the American Psychological Association (APA), personality can

be defined as individual differences in characteristic patterns of thinking, feeling,

and behaving. Personality matters because it predicts and explains intention,

behaviour and productivity at work (Barrick, 2005; Curtis et al., 1988).145

Personality psychologists consider the Big Five (BF) personality model (John

et al., 2008) and Eysenck’s Hierarchical Three Factor model (PEN) (Eysenck,

1994) to be the two theories that best represent the personality structure (Avia

et al., 1995; Feldt et al., 2010). Additionally, a comparison between models has

demonstrated the benefits of the BF model in terms of both completeness and150

measurement reliability (Balijepally et al., 2006). For these reasons, BF cur-

rently dominates the personality research landscape (Cruz et al., 2015; De Raad

& Schouwenburg, 1996; Terzis et al., 2012), including education (Bergold &

Steinmayr, 2018; Caprara et al., 2011; Terzis et al., 2012). It is widely accepted

among the research community that personality traits are useful to predict both155

achievement and behaviours.

The BF model intended to classify all major sources of individual personality

differences. For this purpose, it includes five factors: Extraversion, Openness to

8
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of these factors are as follows (McCrae & John, 1992):160

• Neuroticism (N) represents individual differences in the tendency to expe-

rience distress, and in the cognitive and behavioural styles that follow from

this tendency. High N scorers experience greater levels of nervous tension,

depression, frustration, guilt, self-consciousness and ineffective coping. At

the opposite end of the spectrum, individuals scoring low in N may be165

defined as calm and relaxed.

• Extraversion (E) represents individual differences in terms of positive emo-

tionality. High E scorers tend to be cheerful, enthusiastic, optimistic, en-

ergetic, dominant, talkative, sociable, and warm, while low E scorers can

be described as quiet, reserved, retiring, shy, silent, and withdrawn.170

• Agreeableness (A) represents individual differences in friendliness. Char-

acteristics such as altruism, nurturance, caring, trust, modesty, and emo-

tional support are typical of high A scorers, while hostility, indifference

to others, self-centeredness, spitefulness, and jealousy are traits usually

associated with low A scorers.175

• Conscientiousness (C) represents individual differences in impulsiveness

and will to achieve. High C scorers are thorough, neat, well organised,

diligent, achievement-oriented and usually governed by conscience, while

low C scorers are not.

• Openness to Experience (O) refers to individual differences in intellect180

traits. High O scorers show intellectual interest, aesthetic sensitivity, need

for variety, and unconventional values. They are curious, imaginative and

perceptive, and are open to fantasies, feelings, sensations, and values.

Individuals rated low on the O factor tend to judge in conventional terms,

favour conservative values, and repress anxiety.185

9
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Regarding behavioural intention, both existing theories from social psychol-

ogy and a number of empirical studies show that future behaviour can be pre-

dicted by intentions to engage in the behaviour (Agarwal & Prasad, 2000).

The specific perception attributes that contribute to accepting /adopting a190

specific innovation vary depending on the nature of the innovation. The accep-

tance of new products is usually best predicted through the Technology Accep-

tance Model (TAM), which defines two intention drivers: usefulness and ease of

use (Davis, 1989). This model has been used and adapted in the field of educa-

tion since the very introduction of computers in the learning process (Bagozzi195

et al., 1992; Koufaris, 2002; Lazar et al., 2020; Lowther et al., 1998; Šumak

et al., 2011).

However, when the acceptance involves not only using new technologies but

also changing established processes, as is the focus of this paper, it has been

proven that patterns of intention determinants differ (Hardgrave et al., 2003),200

and new variables, such as compatibility with the current way of working or

pressures from the environment (social norm) may also play a key role (Diéguez

et al., 2012). To the best of our knowledge, in the particular case of pedagogical

innovations, the potential explanatory value of these additional variables is still

unknown (see e.g. Casey et al. (2021); Rakoczy et al. (2019)), although the205

TAM has been expanded in other directions, e.g. by adding new axes to the

model (phases of use, users, and components) and considering usefulness and

ease of use for each of the 27 combinations of these aspects (Persico et al., 2014).

In this paper, we recognise the potential value of all these variables (see Fig. 1).

Given the context of this study, our data analysis centres on the following set210

of behavioural intention sub-components:

• Usefulness (U): a.k.a. Perceived Usefulness. Degree to which a person

believes that using a particular method will enhance his/her job perfor-

mance.

• Ease of Use (EoU): a.k.a. Perceived Ease of Use. Degree to which a person215

10
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• Compatibility (C): Degree to which a method is perceived as being con-

sistent with existing values, principles, practices and the past experience

of the potential adopter.

• Intention to Use (I2U): Overall intention to adopt the method in the future220

if given the opportunity.

We next present the main empirical results published thus far regarding the

relationship between these two sets of variables.

3. Related Work: Impact of Personality on I2A

As mentioned, the Big Five is the most parsimonious and comprehensive225

framework of personality. On the other hand, regarding BI, the TAM model -

and its different adaptations - is also well known both inside and outside the

educational community.

Given the popularity of the two models, several papers have addressed in

the past the relationship between personality and the intention to use different230

technologies, from ERPs (Benlian & Hess, 2010) and green information tech-

nology (Dalvi-Esfahani et al., 2020) to self-driving cars (Qu et al., 2021), or

mobile banking adoption (Agyei et al., 2020). In all of these, it was found that

personality dimensions can be valuable determinants of users’ intentions and

perceptions. There is also a considerable body of literature on the relationship235

between personality and adoption of new processes in areas other than educa-

tion. In Jarillo-Nieto et al. (2015), the authors use the BF model to show how

higher levels of neuroticism are related to lower attachment to structured pro-

cesses, while higher levels of agreeableness, openness to experience and consci-

entiousness are related to higher satisfaction with the adoption of new processes;240

no relationship has been found between extroversion and process attachment or

satisfaction. In Computer Science, we can also find a number of papers that

11
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gies/technical processes: such is the case of developers’ intention to use Agile

Methods (Gandomani et al., 2014), IT professionals’ ability to adapt to a tech-245

nological innovations (Gallivan, 2004), analysts’ intention to use Model Driven

Engineering techniques (Toala et al., 2018), or adoption/rejection of innovative

Software Engineering processes and practices in industrial settings (O’Connor

& Yilmaz, 2015).

However, in the field of education, the number of studies on the relationship250

between personality and adoption of pedagogical process innovations is rela-

tively low. In Bhagat et al. (2019), the authors conclude that online learning

solutions are known to appeal to students with higher Conscientiousness and

Intellect/Imagination, and lower Neuroticism. In Devaraj et al. (2008), the

authors centre on the interaction between TAM and personality in the con-255

text of the use of collaborative technologies for education. Their main findings

are: (1) Conscientiousness significantly moderates the relationship between Per-

ceived Usefulness (PU) and Intention to Use; (2) Extraversion moderates the

relationship between Subjective Norm and Intention to Use; (3) Neuroticism is

negatively associated with Perceived Usefulness; (4) Openness is positively asso-260

ciated with Perceived Usefulness and (5) Agreeableness is positively associated

with Perceived Usefulness and moderates the relationship between Subjective

Norm and Intention to Use. In Lazar et al. (2020), the authors extend the TAM

model with a personality trait (Anxiety) and a compatibility trait (Familiarity)

in the context of blended learning in higher education. In this model, Anxiety is265

considered a mediator factor that negatively affects Usefulness and, to a lesser

extent, Ease of Use and Intention to Use. Furthermore, in Rivers (2021), the

authors include the cultural dimension when they examine the role of person-

ality traits and academic self-efficacy in acceptance, actual use, and achieve-

ment. They conclude that, in the context of a socially distanced asynchronous270

university course held in Japan and supported by Moodle, Agreeableness and

Conscientiousness have positive direct effects on online academic self-efficacy,

in addition to positive indirect effects on the acceptance of Moodle. Moreover,

12
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ment while none of the five-factor model personality traits has an influence on275

actual Moodle use.

Lastly, to the best of our knowledge, only Terzis et al. (2012) addresses

the relationship between personality and adoption of new ways of assessment,

namely a Computer Based Assessment (CBA). In their study, the authors re-

port that Neuroticism has a negative effect on Usefulness of computer-based280

assessments, while Agreeableness and Conscientiousness have a positive effect

on Ease of Use.

It is also noteworthy that none of the quantitative related articles apply ML

techniques for the data analysis of the empirical data, and therefore fail to study

possible non-linear relationships in the data set.285

4. Research Method

As argued in Section 1, PA requires careful design and implementation for

it to be an effective tool for formative assessment processes (Wanner & Palmer,

2018). This section presents the objectives and defines the context, the research

questions, the variables and measurement instruments, and the experimental290

design.

4.1. Objectives and context definition

The objective of this study was to systematically assess the impact of the

personality and the peer assessment modality (individual, pairs and in-threes)

on students’ behavioural intention towards the use of peer assessment, while295

maintaining other well-known influential factors constant.

In order to fulfil this objective, and study the effect that different modal-

ities of PA may have on the behavioural intention towards PA, depending on

the particular personality profile, the chosen experimental design was that of

a quasi-experiment. A quasi-experiment is a type of controlled experiment in300

which the subjects are not randomly assigned to treatments, but rather pre-

existing groups are assigned to each treatment -in our case, the peer assessment

13
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as education, in which students are pre-organised in groups, usually with differ-

ent instructors and timetables, and a truly random assignment and management305

of participants across the different experiment modalities is, therefore, highly

complicated (Kampenes et al., 2007).

Our study was conducted with first-year students at universities. This age

group is of particular significance, since the school-to-university transition poses

a major challenge for students in pursuing learner independence, self-assessment310

autonomy and academic performance demands (Webster & Yang, 2012; Yucel

et al., 2014). To & Panadero (2019) showed how the use of peer assessment in

this population can support the development of this self-assessment autonomy,

provided that students are guided by an appropriate scaffolding process.

4.2. Research questions315

The research questions addressed in this study were designed to be answered

using quantitative data. The questions are the following:

• RQ1: What is the relationship between the different personality traits and

the BI towards a peer assessment evaluation process?

• RQ2: How does the relationship between personality traits and BI change320

depending on the peer assessment modality being evaluated?

4.3. Variables and Measurement Instruments

The variables considered in this study were already defined in Section 2 (see

model constructs marked in bold in Fig.1). In order to operationalise these

constructs, the following two questionnaires, both validated by the research325

community, were selected:

• Big Five Inventory (BFI-44) (Li et al., 2015): Spanish version. This ques-

tionnaire includes items for the five personality traits: E (8 items), A (15

items), C (11 items), N (5 items), and O (5 items).

14
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specifically measure method adoption. It includes 42 items divided into

six scales: U (7 items), EoU (7 items), C (7 items), SN (7 items), V (7

items) and I2U (7 items). For this study, only the U, EoU, C and I2U

components were included.

Additionally, an Evaluation Preference variable was defined and measured335

through the question ’Which method of assessment do you prefer?’, with two

possible answers (Peer assessment/Teacher assessment). Also, a Modality Pref-

erence variable was defined and measured through the question ’Which PAM do

you prefer?’, with three possible answers (Individual/In pairs/In threes). These

questions were added to a final questionnaire, together with a set of open ques-340

tions to capture the perceived advantages/disadvantages of each modality of the

peer assessment evaluation method.

4.4. Experimental planning

In this study, we planned to gather data from 85 students (8 female), who

were enrolled on the Calculus and Numerical Methods (CNM) course1 in the first345

year of the Computer Engineering programme at the University of of Castilla-La

Mancha, Albacete Campus (Spain).

The university divides all the students into groups of similar size at the

beginning of the course. For first-year students of Computer Engineering, there

were two pre-existing groups (A, B), which were maintained throughout the350

course. The course lasted 15 weeks.

The two groups were scheduled to carry out the same three open activities

(Activity 1, Activity 2 and Activity 3). Each activity was associated with a unit

of content as follows:

• Activity 1: Mathematical induction. Unit 1: Numbers, sequences and355

series. One exercise.

1https://www.esiiab.uclm.es/plan.php?que=grado&curso=2020-21&idmenup=

planestudios
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Activity 1 Week 4 85 70
A Individual 44 36

B Pairs 41 34

Activity 2 Week 9 85 64
A Pairs 44 30

B In Threes 41 34

Activity 3 Week 14 85 59
A In Threes 44 31

B Individual 41 28

Table 1: Execution data: date, PA Modality assignment and participants in each part of the

study

• Activity 2: Optimisation problem and Taylor’s formula. Unit 2: Differen-

tial Calculus. Two exercises.

• Activity 3: Area enclosed by two curves and area bounded by function

and x-axis. Unit 3: Integral Calculus. Two exercises.360

The activities were designed to be solved on paper. The students were

required to upload a digital copy (photo) of their work into a Moodle workshop

activity, which was also configured to be used to support the peer assessment

process.

All the students carried out all the activities, following a within-subjects365

design. In this design, each student also completed in the UMAM questionnaire

(behavioural intention construct) three times, that is, after participating in each

of the assessment modalities. The order of PAMs was changed between groups

in order to mitigate the risk of a treatment order effect. The final design is

shown in Table 1.370

For the peer assessment process, two documents were prepared in advance
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sessment. These documents were scheduled to be handed in to the students

immediately before the beginning of the peer assessment. A time slot of 90 min

was reserved for the PA of each activity. During that time slot, the researchers’375

previous experience suggested 9 evaluations as the maximum number to be car-

ried out without losing quality, and 6 as the maximum number of peer reviews

that students working on their own could perform without getting bored. It

was thus decided that students participating in the individual modality would

receive six assignments, students participating in the pairs modality would re-380

ceive four assignments each (eight in total) and students participating in the

in-threes modality would receive three assignments each (nine in total). Within

each group (A and B), for the pairs and in-threes modality, the students were

randomly divided into sub-groups. The activities that each individual/group

were required to evaluate were also assigned randomly by the Moodle system.385

The final structure of the empirical study was as follows:

• Week 2: Students complete a Consent Form to allow their data to be used

as part of the study, and a Big Five personality questionnaire. A pilot

task is proposed and both groups go through the peer evaluation process

together with the instructor, who explains each phase of the process. In390

this way, the students become familiar with both the capabilities of the

Moodle workshop tool and the use of rubrics for the PA.

• Week 4: Students carry out Activity 1 under exam conditions. In the fol-

lowing class, the students receive the solution and the rubric corresponding

to Activity 1. Group A applies the individual PAM, while Group B applies395

the pairs PAM. Finally, all the groups complete the UMAM questionnaire

for the assigned PAM.

• Week 9: Students carry out Activity 2 under exam conditions. In the fol-

lowing class, the students receive the solution and the rubric corresponding

to Activity 2. Group A applies the Pairs PAM, and Group B applies the400
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the assigned PAM.

• Week 14: Students carry out Activity 3 under exam conditions. In the

following class, the students receive the solution and the rubric corre-

sponding to Activity 3. Group A applies the in-threes PAM, and Group405

B applies the individual PAM. Finally, all the groups fill in the UMAM

questionnaire for the assigned PAM.

• Week 15: All students fill in a questionnaire with a closed question where

they choose between a peer assessment evaluation and an expert evalua-

tion, and a set of open questions regarding their qualitative perceptions410

about the peer assessment evaluation method and the different PAMs.

4.4.1. Pandemic Contingency Plan

Due to the pandemic situation, the conditions under which the study was

to take place were unclear. In order to allow the study to be implemented

in case students were totally or partially self-isolating, an online system based415

on Microsoft Teams was put in place. In this way, for the collaborative peer

assessment, each group was able to talk and share their screens to conduct the

collaborative evaluation task, regardless of their physical location.

5. Execution of the study

This study took place in the first term of the 2020/2021 course (from Septem-420

ber to December), in accordance with the planning. During the sessions of in-

terest for the study, none of the students were self-isolating due to COVID-19.

Table 1 shows, for each activity, the week in which it took place (Week),

the number of students enrolled on the course at that time (#Total Enrolled),

and the number of students that performed the activity and uploaded it to425

Moodle (#Total Participants). Moreover, for each group, the table includes the

peer assessment modality assigned to that group for that activity (PAM), the
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of students that performed the activity (#Participants).

The PA data for each activity were gathered independently in each group 2430

days after the execution of the activity, in the students’ group class session.

For every activity upload, (a) between 3 and 6 peer assessments and (b) an

expert assessment (performed by one of the researchers) were collected. A total

of 1388 assessments were obtained (1195 from the students).

The same instructor/expert supervised all the peer assessment sessions. She435

was in charge of solving doubts and incidents, and preventing any kind of in-

teraction between the different peer assessment individuals/teams. Therefore

any instructor bias, if present, can be assumed to have equally affected the two

groups.

6. Data analysis440

The data were analysed using a variety of open source software tools and li-

braries2. A standard normalisation (Sn) has been applied to the input instances

(Eq. 1).

Sn(y) =
yi − ȳ√∑n
i=0(yi − ȳ)

(1)

The mean age of participants was 18.

6.1. Distribution of variables445

Figures 2 and 3 present the combined violin and box plot graphics showing

the distribution of all the variables included in the study.

6.2. Machine Learning Analysis

To explore the relationship between Personality and BI, we follow the method-

ology showed in Fig. 4 which consists of testing a set of selected ML algorithms450

2Several Python routines were developed by one of the authors. The main Python li-

braries used include scikit-learn v0.24.0, xgboost v0.90 and catboost 0.24.0 to implement ML

algorithms, SHAP library v0.37 to analyse XAI-ML aspects, and plotnine v0.7.1 and ggplot2

v3.3.2 (statistical language R) to build plots.
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Figure 2: Combined violin and box plot showing the distribution of the Personality variables.
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Figure 3: Combined violin and box plot showing the distribution of the Behavioural Intention

variables.

belonging to different ML learning styles using cross-validation to choose the

best one, and applying post-hoc explainability tools to obtain information re-

garding the impact of the model’s characteristics, both at the global and indi-

vidual level. The set of algorithms tested is:

455

• Baseline: This algorithm computes the average of the outcome without

taking into account the predictors (independent variables).

• Decision tree (Breiman, 2017): It predicts the value of a sample based on

simple learning rules in a hierarchical manner. The tree is built from the

20



Journal Pre-proof
Jo
ur

na
l P

re
-p

ro
of

M
ac

hi
ne

 L
ea

rn
in

g 
m

od
el

s

10
-fo

ld
 c

ro
ss

-v
al

id
at

io
n

P
os

t-h
oc

 e
xp

lic
ab

ili
ty

D
at
a Global

Individual

S
el

ec
t b

es
t 

m
od

el

Feature impact on the 
model output

Figure 4: Diagram of the ML-based methodology applied to extract relevant information.

training samples, considering only one feature per rule.460

• Random Forest (Breiman, 2001): Build multiple decision trees and com-

bine all the individual predictions to obtain a final, more robust behavior.

• AdaBoost (Adaptive Boosting) (Freund & Schapire, 1997): The algorithm

constructs several linear regressors in the training phase. When it predicts

a new sample it does so by considering all linear predictions weighted with465

a confidence value learned during the training process.

• XGBboost (Chen & Guestrin, 2016) and CatBoost (Dorogush et al., 2018):

These algorithms are based on boosting applied on decision trees where

the optimization is performed using derivable cost functions together with

gradient descent as is done in neural networks. Each algorithm implements470

the optimizations differently. They have obtained good results in open

challenges.

• Support vector machine (Cortes & Vapnik, 1995): It is based on two steps.

First, the original data space is mapped into another, usually higher di-

mensional, data space. Secondly, it tries to find a linear separation in the475

resulting space.
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neural network architecture is used where all layers are fully connected.

• Nearest Neighbours (Cover & Hart, 1967): It calculates a prediction value

based on the k (parameter) nearest samples of the training set and calcu-480

lates a final prediction based on the proximity of the neighbours according

to the Euclidean distance. We have set k to values 1, 3, 5, 7 and 9.

All the algorithms described have been used with the default parameters

provided by the software.

6.2.1. Selection of the best model485

To validate the models trained by the ML algorithms, we applied, as is usual

in this field, the technique of k-fold cross-validation. It consists of creating a k

fixed number of partitions - the most common value being 10 -, and using one

as a test and the rest for training. The process is repeated in order to use each

partition once as a test.490

Then, to compare the results of the trained models, we chose the square root-

mean-square error (RMSE) metric (Pentreath, 2015), whose formula is defined

in equation 2. In this formula, y and ŷ are vectors of size n, y contains the

true values and ŷ contains the prediction values. This metric is widely used in

regression problems, and two of its characteristics are that (a) it more heavily495

penalises larger differences between the real and the predicted value (residuals),

and (b) when applying the square root, it maintains the same units of measure.

RMSE(y, ŷ) =

√
1

n

∑
(yi − ŷi)2 (2)

Figure 5 shows the average RMSE of the 10-fold cross-validation results for

the five personality predictors under study. We obtained the best average results

for the Random Forest and XGBoost algorithms; the worst results were those500

of the nearest neighbour with a neighbour, the decision tree and artificial neural
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Figure 5: Average RMSE of the 10-fold cross-validation results for the five personality pre-

dictors using several machine learning algorithms. The lower the error values, the bet-

ter. The numbers at the end of the bars indicate the RMSE error, and the percentage of

the relative improvement from the baseline is shown between brackets, (error(baseline) −
error(algorithm))/error(baseline). The baseline results are highlighted in blue.

Figure 6 graphically represents a pairwise comparison of significance between

the errors (RMSE) made by the algorithms considered for prediction after ap-

plying the 10-fold cross-validation technique. The method used is the Wilcoxon505

signed-rank test (Stapor et al., 2021; Wilcoxon, 1945) which is non-parametric

and does not require the normal distribution of the data. It can be seen that the

Random Forest algorithm significantly outperforms the other algorithms (green

3We decided not to show the results of the neural networks in the figure as they were the

worst, far below the baseline. This phenomenon is arguably explained by the lack of training

samples, which leads to underfitting.

23



Journal Pre-proof
Jo
ur

na
l P

re
-p

ro
ofbullets) for the four BI outcomes (Intention to Use, Usefulness, Ease of Use and

Compatibility). This means it is a good algorithm to build a model to explain510

the behaviour of the BI variables based on the personality variables, and was

thus chosen for the explainability tests.
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Figure 6: Pairwise comparison of significance between the RMSE values obtained from the

10-fold cross-validation applying the Wilcoxon signed-rank test. Green bullets indicate that

the row algorithm is significantly better than the column algorithm.
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Among the variety of ML algorithms used, there are some that are intrinsi-

cally explainable (Arrieta et al., 2020) such as those related to linear regression,515

neighbourhood (k nearest neighbours), or those based on a single decision tree,

but there are others that are difficult to explain and some publications even

refer to them as "black boxes" (Doornenbal et al., 2021; Fung et al., 2021).

The latter algorithms are those that use multiple decision trees, support vector

machines or neural networks. The Random Forest algorithm falls under this520

latter category. Fortunately, there are two main approaches that can be used

to coherently explain these "black boxes" model predictions. The first is based

on making permutations (Breiman, 2001) on the values of each predictor (in-

dependent variable) to compare their variability and that of their predictions

(dependent variable). In this way, we can estimate the importance of the pre-525

dictors of an already trained model. The second approach, which is the one

that has been followed in this paper, is based on the construction of a new

linear model that explains the complex model already trained. If Shapley’s val-

ues (Roth, 1988) are used for this second approach, it is more accurate than

the first. In essence, a Shapley value represents the average of a participant’s530

expected marginal contribution after considering all possible combinations with

the rest. These values are based on game theory and provide a solution that

equitably distributes benefits and costs among participants. This approach is

often used in situations where each participant contributes unequally. In addi-

tion, this method ensures local accuracy, missingness and consistency. Recent535

advances in this approach are explained by Lundberg & Lee (2017a,b), who

present an extension of Shapley’s values. This extension allows for a unified

approach to explaining the predictions made by any trained model, and also

allows individual weights to be calculated for each sample to extract individ-

ual, group or global explanations. The SHAP (SHapley Additive exPlanations)540

(Lundberg, 2019) tool allows these advanced techniques to be utilised.

Fig. 7 summarises the complete process. On the one hand, the data is used
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the trained ML model are used to build a new explainer model (using a locally

applied linear approach) that explains why the predictions are made.545

Machine Learning
model trained Prediction

Explainer
model Explanation

D
at

a

Figure 7: General scheme of the post-hoc explicability of the machine learning models.

We next present the answers to the research questions according to the

explainer model generated.

6.2.3. RQ1: Impact of personality variables on Behavioural Intention towards

the use of a peer assessment evaluation process

Fig. 8 shows the average impact of the five personality variables (Neuroti-550

cism, Conscientiousness, Extraversion, Openness to Experience and Agreeable-

ness) on the four BI sub-components (Intention to Use, Usefulness, Ease of Use

and Compatibility).

This figure shows how Agreeableness is the best predictor of Usefulness and

Ease of Use (the higher the Agreableness score, the higher the Usefulness and555

Ease of Use perceptions). However, for Compatibility, Extraversion is the best

predictor (the higher the student’s Extraversion score, the higher the perceived

compatibility of the student with the technique), while Neuroticism is the best

predictor of the Intention to Use in the peer assessment evaluation process (the

higher the Neuroticism score, the higher the intention expressed by the student560

to use the technique in the future if given the chance).

In order to further explore the individual relationships between personality

and BI variables, Fig. 9 shows a grid plot. For each combination, the shape of

the relationship is depicted. In this figure, we can see that some personality
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Figure 8: Average impact of Personality variables on BI variables.

variables have a more or less linear relationship with respect to the BI vari-565

ables. This is the case of the Consciousness variable, which shows a more or less

linear relationship with respect to Intention to Use, Usefulness and Compatibil-

ity. Others, on the contrary, show an inverse linear relationship. For example,

Neuroticism shows a slightly inverse linear relationship with respect to Ease of

Use. Finally, for other combinations there appears to be no relationship (see570

e.g. graph in the intersection of Openness to Experience and Usefulness).

Cohort analysis. Our next analysis goes one step further and checks whether

the importance of the predictors varies when groups (cohorts) are formed.

This additional analysis allows better decisions to be made and measures to

be taken to empower students with certain personality profiles. To perform575

this search for alterations in general patterns in certain groups, we launched an

automatic process to form the cohorts, using a maximum number of 3. This
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Figure 9: Individual impact according to the output model of Personality variables on BI

variables. The density of samples in each area is plotted on the horizontal axis. The grey

shading next to the points represents the overlapping violin plot. The average impact value,

together with the ranking position of the Intention to Use variable, are indicated at the bottom

of each sub-figure.

number corresponds to the traditional high, medium and low levels for each

variable, and it ensures that subsets are not generated with too small a number

of samples. The main advantage of the automatic approach is that it searches580

for optimal cohorts according to logical criteria, which in turn allows for the

discovery of rules that, a priori, would be difficult to find.
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Intention to Use N < 18.5 (1) 29.3 9.9 61 - *

Intention to Use N >= 18.5 & C < 31.5 (2) 30.7 7.9 52 - *

Intention to Use N >= 18.5 & C >= 31.5 (3) 37.8 8.7 46 * * -

Usefulness A < 32.5 (1) 27.9 6.5 36 - * *

Usefulness A >= 32.5 & N < 14.5 (2) 36.1 8.0 10 * - *

Usefulness A >= 32.5 & N >= 14.5 (3) 42.2 5.4 113 * * -

Ease of Use A < 31.5 (1) 27.7 5.8 20 - * *

Ease of Use A >= 31.5 & C < 38.5 (2) 33.5 6.0 126 * - *

Ease of Use A >= 31.5 & C >= 38.5 (3) 39.1 4.6 13 * * -

Compatibility E < 29.5 & C < 26.5 (1) 28.6 6.6 36 - * *

Compatibility E < 29.5 & C >= 26.5 (2) 33.8 7.0 99 * - *

Compatibility E >= 29.5 (3) 40.1 6.0 24 * * -

Table 2: Average and number of students on the output predictor value using cohort rules.

Differences significant at 95% between the different rules (1), (2) or (3) according to the output

variable are marked with an *.

The problem of automatic formation of cohorts is similar to the construction

of a decision tree, where it is necessary to find, in an ordered manner, subsets of

samples whose size is increasingly smaller and which are organised to correctly585

predict the output variable. For this purpose, we used the utility of the SHAP

tool based on the Gini impurity (eq. 3) of the data in a given set.

Gini(y) = 1−
n∑

i=0

P (yi)
2 (3)

where y is a vector with n elements and P (yi) denotes the probability of the

element yi being misclassified. The process of dividing a set into subsets stops

when the set maximum -3 in our case- is reached.590

Table 2 shows how people scoring below 18.5 in Neuroticism exhibit a lower

Intention to Use a peer assessment approach, while the highest Intention to

use is provided by participants scoring both high in Neuroticism and in Con-

sciousness. Regarding Usefulness, students scoring high in Agreeableness and

Neuroticism are more likely to regard peer assessment as a useful evaluation595

strategy. Additionally, peer assessment is regarded as easier to apply by stu-
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Evaluation
expert 24 36∗∗ 31 19∗∗ 35

peers 24.5 33.5∗∗ 32 21.5∗∗ 33.5

Peer Modality

individual 24 35 29 16∗∗ 36.5∗∗

pairs 21 34 31 21∗∗ 33∗∗

in-threes 26 36 31 20∗∗ 34∗∗

Table 3: Median values of personality predictors according to their evaluation preference and

their peer modality preference. The range for all the variables is [7,49]. Significant differences

at 95% are indicated by ∗, and at 99% by ∗∗.

dents scoring high in Agreeableness and Consciousness. Lastly, compatibility is

higher for participants whose level of extraversion is also higher.

Statistical analysis of Evaluation Preference. Finally, the Evaluation Preference

variable, measured through the question Which method of assessment do you600

prefer?, with two possible answers (Peer assessment/Teacher assessment), and

given the fact that the distribution of the E A, C, N, and O variables was

not normal, was analysed with five independent U Mann-Whitney tests (Mann

& Whitney, 1947). Table 3, first row (Evaluation) shows both the descriptive

statistics (medians) of the five variables (E, A, C, N, O) for the two groups (stu-605

dents preferring an expert evaluation and students preferring a peer evaluation),

and whether their differences are significant. Distributions for the scores for the

two groups were similar, as assessed by visual inspection. Only A (U = 3601.05,

p = 0.001) and N (U = 3627.5, p = 0.0009) are significantly different between

the two groups, with students scoring higher on Agreeableness and lower on610

Neuroticism preferring expert assessment.

6.2.4. RQ2: Impact of PAM on BI regarding the use of a peer assessment eval-

uation process

Additionally, to test whether the PAM being applied or the order in which

it was being applied had an effect on the BI sub-components, these were also615

included in the ML model as predictors (see Sequence and Modality bars, in
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effect than either Sequence or Modality on the BI sub-components.

Statistical analysis of Modality Preference. Lastly, the Modality Preference vari-

able, measured through the question ’Which PAM do you prefer?’, with three620

possible answers (Individual/In pairs/In threes), due to the lack of normality

of the distribution of the personality variables, was also analysed using non-

parametric tests.

A Kruskal-Wallis H test (Kruskal & Wallis, 1952) was conducted to de-

termine if there were differences among the three modality preference groups625

("individual", "pairs", and "in-threes") regarding their level of E, A, C, N, and

O . Distributions of all the personality variables were similar for all groups, as

assessed by visual inspection of a boxplot.

As can be seen in Table 3 (Peer Modality row), only N (χ2(2) = 15.54,

p = 0.0004) and O (χ2(2) = 10.27, p = 0.006) were statistically significantly630

different between the different levels of the modality preference group. On the

one hand, students scoring higher on N prefer collaborative modalities, with the

subsequent post-hoc analysis showing significant differences occurring between

individual (Mdn=16) and pairs (Mdn=21) (p=0.006), and individual (Mdn=16)

and in-threes (Mdn=20) (p<0.0001). On the other hand, students scoring higher635

on O prefer the individual modality, with the subsequent post-hoc analysis

showing significant differences occurring between individual (Mdn=36.5) and

pairs (Mdn=33) (p=0.0009), and between individual (Mdn=36.5) and in threes

(Mdn=34) (p=0.0009). In both cases, the differences between the pairs and

in-threes modalities were non-significant.640

7. Discussion

Personality traits can be useful determinants of learners’ perceptions and

beliefs. The current study focuses on the impact of personality on the be-

havioural intention to use an evaluation strategy that shifts the focus from the

instructor to the student. Not only is this evaluation strategy more cost-and645
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traditional forms of evaluation in online and blended education environments -

as has been the case during the current pandemic situation -. The outcomes

reported are therefore relevant to a wide range of educators and technologists

interested in implementing a shift in focus in their classrooms. Our findings650

show how personality impacts a student’s behavioural intention to use a peer

assessment strategy, above and beyond the particular peer assessment modality

chosen by the instructor (see Fig. 8 and Table 2):

• Agreeableness and Conscientiousness are the best positive predictors for

Usefulness655

• Agreeableness and Extraversion are dominant positive predictors for Ease

of Use

• Compatibility is best predicted by Extraversion and Conscientiousness

(also with a positive impact)

• Intention to Use is best predicted by Neuroticism and Conscientiousness660

(positive relationship)

It was earlier stated that Agreeableness concerns the control of frustration,

meaning that agreeable students are perhaps more likely to recognise the useful-

ness and ease of use of the peer assessment evaluation technique in their study

environment. In this sense, our results are consistent with the conclusions of665

the related literature (Benlian & Hess, 2010; Devaraj et al., 2008; Rivers, 2021;

Terzis et al., 2012).

Regarding Neuroticism, it seems that more insecure, nervous persons, who,

at the same time, are highly achievement-oriented (highly conscious), are much

more willing to adopt, if given the option, a peer assessment evaluation process,670

perhaps under the impression that they will be judged more benevolently - as

was stated by some students in the open questions at the end of the experiment -.

Moreover, the highly structured evaluation process involved in peer assessment

may play a role in its higher regard by students with higher Neuroticism scores.
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emotions that people scoring high in Neuroticism are expected to feel when they

come up against changes (Terzis et al., 2012).

The significant role of Extraversion in Compatibility draws attention to

the specific behavioral demands of evaluating their peers as opposed to let-

ting the expert evaluate everybody. Extraversion represents a tendency to be680

energetic, sociable, and assertive, and to experience positive thoughts and emo-

tions. Within learning situations that demand open interactions and exchanges

through the sharing of opinions with teachers or peers - as is the case with

collaborative peer assessment modalities -, extraverted students are at a nat-

ural advantage due to their being inherently social, outgoing, and coopera-685

tive (Lounsbury et al., 2003). In addition, peer assessment gives cues to these

students indicating that they are involved in a learning community, and this

sense of belonging is particularly appealing for highly extraverted people. The

fact that Extraversion is not significantly different across the three PAMs (see

Table 3) suggests that what matters to extraverts is participating in the PA,690

regardless of the specific PAM.

Furthermore, we coincide with Rivers (2021) in that the strong positive ef-

fect of Conscientiousness on all the BI variables (see Fig. 8) points toward its

dominant position as the most consistent predictor not only of academic achieve-

ment (Kappe & Van Der Flier, 2012) but also of less resistance to innovations695

in educational processes. Conscientious students are careful and responsible,

and they exhibit a high level of performance and a strong sense of purpose and

will. They are achievement-oriented, and are usually good students, and so

their confidence in their own ability and the belief that they may obtain better

grades when assessed by peers may be a strong motivation for their positive700

perceptions regarding peer assessment.

The differences found between our results and those of other studies also

suggest that the personality dimensions play a different role on behavioural

intention depending on the educational context and the characteristics of the

evaluation method being considered, and therefore it is important to replicate705
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ject of study was a Computer Based self-Assessment tool (CBA), Agreeableness

and Consciousness had a positive impact on perceived Ease of Use. Meanwhile,

in our study, which features peer assessment evaluation in a face-to-face edu-

cational context, Extraversion has a bigger effect than Consciousness on this710

variable. One explanation may lie in the social interaction involved, which is

lacking in CBA. Additionally, Terzis et al. (2012) found Neuroticism to have

negative effects on Usefulness, while in our case the effect is positive. Some

possible reasons, which we have already mentioned, are (a) the belief that they

will be judged more benevolently by peers than by an instructor, and (b) the715

highly structured nature of this type of evaluation. Our study also detected a

key role of Extraversion on Compatibility. This relationship was not considered

in the original model used by Terzis et al. (2012).

Regarding the low (although positive) impact of Openness To Experience

on the BI variables, our results differ from other findings in the related litera-720

ture, which mark Openness as a significant correlate of both behavioural inten-

tions (Terzis et al., 2012) and academic achievement (Asendorpf & Van Aken,

2003). In other fields, Openness To Experience also correlates with a higher abil-

ity of IT professionals to adapt to a technological innovation (Gallivan, 2004)

and a higher preference to take responsibility for a whole process and not in-725

dividual parts (Feldt et al., 2010). Given these antecedents, we would have

expected it to also play a key role during the adoption of new evaluation meth-

ods. One possible explanation to this lack of impact is that the social and highly

structured characteristics of the peer assessment process make other personality

traits stand out, thus shadowing the effect of Openness To Experience.730

Lastly, our results are not consistent with the literature highlighting a neg-

ative association between Neuroticism and Usefulness (Devaraj et al., 2008).

According to our data, in the context of peer assessment, Neuroticism posi-

tively impacts on Usefulness.

This paper has also addressed the impact of the different peer assessment735

modalities on students’ intention to adopt a peer assessment strategy. In this
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threes) has a lower impact on the behavioural variables than any of the per-

sonality traits considered in the study (see Fig. 8). This low impact of PAM

is consistent with previous results Rico-Juan et al. (2022). One possible ex-740

planation for this result is that the students’ perception of social interaction

during the peer assessment process is achieved regardless of whether they per-

form the assessment individually or in groups. Also, the statistical analysis of

the students’ evaluation preference (see Table 3) shows that a higher neuroti-

cism is associated with preferring an evaluation that is made in groups (pairs745

or in-threes) rather than individually. This may be explained by the perception

that the evaluation responsibility is shared among the evaluators when a group

modality is used. The other significant result shows how students scoring higher

in Openness to Experience prefer an individual PAM. Again, this may be ex-

plained by their higher preference to take responsibility for a whole process and750

not individual parts (Feldt et al., 2010).

7.1. Practical considerations and concerns

The results of this study have implications for educators willing to success-

fully integrate peer assessment practices in their classroom. Not only do they

need to become technically competent with the systems that support this type755

of evaluation - which, incidentally, also prepares them for situations such as the

current pandemic -, but they also need to be prepared to handle potential adop-

tion resistance and to understand how by including peer assessment practices

they are impacting individuals with differing personality profiles. Regarding

resistance, as it happens with other innovations in educational processes, low760

levels of Consciousness is the most consistent predictor of resistance to the in-

troduction of peer assessment processes in the classroom. Regarding impact,

the main finding is how introducing peer assessment can help students scoring

high in Neuroticism. It is well known how these students tend to feel anxious

when faced to an evaluation process, which may hamper their performance. Our765

results suggest that introducing peer assessment evaluation processes to com-
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may palliate this problem and help augment their positive feelings towards the

evaluation process.

Additionally, our data shows how peer assessment is highly compatible with770

extroverted students, while introverts tend to reject it. To improve the in-

troverts’ feeling of compatibility with this technique, it would be advisable to

devise instructional interventions that focus on introverted students and that

are aimed at promoting their participation and interaction during the course.

These interventions and the inclusion of peer assessment techniques are even775

more important in the case of online learning environments, where learner-to-

learner interactions have been found to be one of the most significant indicators

of achievement (Macfadyen & Dawson, 2012). Also, instructors should be aware

of how the traditional modes of assessment used in these on-line courses (i.e.

static forums, reports, readings, multiple choice quizzes, etc.) hamper extro-780

verts, and how they should be oriented toward more creative real-time formats

if their aim is to allow for sociable, lively and outgoing individuals to use their

innate traits to work towards greater achievement outcomes (Rivers, 2021).

In summary, variety in terms of assessment methods is vital for inclusion.

For this endeavour, the existing Learning Management Systems provide a good785

scaffolding to personalise the instructional design according to different param-

eters, students’ personality being one of them.

As far as the PAM is concerned, we have detected a minor impact of the

PAM applied on the students’ BI. However, instructors should aim at a group

evaluation modality (pairs, in-threes) if their objective is to further benefit stu-790

dents scoring high in Neuroticism.

Last, regarding the research approach applied, in this paper we have shown

how, thanks to recent advances in explainability in Machine Learning models,

many of the drawbacks associated with the application of ML for these types of

problems have been overcome. It is now possible to explain why a model makes795

a certain prediction, and thus analyse the importance of the predictor variables

involved in it. Therefore, the educational research community can now select
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explain the reason for the algorithm predictions, which is necessary to inform

the design of educational interventions.800

7.2. Limitations of the study

While the current study provides valuable data from an understudied con-

text and includes several risk mitigation strategies, there remain some limita-

tions which must be acknowledged. These mitigation strategies and limitations

have been classified into four categories: internal, external, construct and con-805

clusion (Cook et al., 1979), as shown below.

Threats to internal validity are concerned with the possibility of hidden fac-

tors that may provide alternative explanations for the result. All the students

agreed to participate in the study, and it was confirmed that any absences

on the day of the peer assessment (experimental mortality) were not due to810

the experiment itself. The interaction between subjects during the study was

controlled. The same structure and the same instructors were used for the dif-

ferent treatments, and the order of treatments was randomised. The artefacts

were carefully designed, the assignments were realistic and the entire design was

carefully explained and tested through the use of a pilot study. However, the815

particular artefacts and evaluation guides used may have had an impact on the

results. This risk is unfortunately unavoidable without new replications using

different activities and evaluation guides.

Also, the sample size (85) is slightly inferior to that of the other related

empirical study found in the literature (117 subjects in Terzis et al. (2012)),820

although in range with other peer assessment experimental designs that can be

found in literature (see e.g. Chang & Lin (2020), with 60 subjects, Fang et al.

(2022), with 100 subjects, or Panadero & Jonsson (2020) with 64 subjects) .

In order to palliate this risk, a within-subjects design was devised. In within-

subject designs, every participant provides repeated measures, making the study825

more cost effective.
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sults. The participants within the current study cannot be used to generalise

beyond the immediate context, which undermines the potential applicability of

the results to other courses, universities or countries. Additionally, the study830

relies on self-reported measures. Both cultural factors and cultural etiquette

have a significant role in self-reported behaviours, which also hampers gener-

alisability. In order to mitigate this risk, new replications in different courses,

universities and cultural contexts are needed.

Threats to construct validity are related to the relationship between theory835

and observation. We mitigated this type of risk by using measurement instru-

ments (UMAM-Q and BF) previously validated in the literature.

Finally, threats to conclusion validity are related to the relationship between

the treatment and the outcome. The scheme used for the analysis applies a

selection of the best algorithms belonging to different ML families together840

with a cross-validation technique to finally select the algorithm that minimises

the error in its prediction. This algorithm poses no a priori restrictions to the

distribution of the variables, and serves as a basis for applying explainability

techniques to post-hoc models based on game theory, that guarantees local

accuracy, missingness and consistency.845

8. Conclusions and future work

Given the educational shift in process, where students are increasingly tak-

ing centre stage, this article examines the effect of personality traits on the

acceptance of three different modalities of peer assessment in first-year students

enrolled in a Computer Engineering programme in Spain. The study was de-850

vised to fill an empirical gap in the existing literature.

Peer assessment evaluation minimises the role of instructors during its exe-

cution, relies on peer to peer interaction, and computer systems tend to play a

more important role than in traditional forms of assessment. Neurotic people

tend to avoid face-to-face interactions, and tend to feel more anxious when they855
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favour altruism, nurturance and trust, and conscious people feel academically

secure and are high achievers. This may explain why Neuroticism, Conscious-

ness, Agreeableness and Extraversion are the main drivers of different aspects

of Behavioural Intention. It is hoped that the data provided can serve as a basis860

for future replications within other affected educational contexts.

The scheme followed for data analysis, based on explainable ML, is one of the

most recent and advanced. Three advantages of this approach over traditional

statistical analysis are: (a) it detects nonlinearities between variables, (b) it does

not restrict the distribution of the data (e.g. normal, log-normal, etc.) and (c)865

it allows us to obtain patterns or regularities in the form of rules, groups or

criteria. In our case, the Random Forest algorithm made the best predictions

and was therefore chosen to apply the explainability techniques.

As future work, we plan to replicate the study in different courses and uni-

versities. We also plan to include self-efficacy beliefs and course achievement870

as additional variables of the model, in order to assess how they interact with

personality and academic performance. Finally, we need to dive into how taking

into account the students’ profiles during the instructional design (personality,

motivation, cultural context, etc.) can maximize the social value of education,

and how it helps to promote a ’sustainable educational system’.875
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