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Abstract

This paper presents OcWikiDisc, a new freely
available corpus in Occitan, as well as language
identification experiments done as part of the
corpus building process. Occitan is a regional
language spoken mainly in the south of France
and in parts of Spain and Italy. It exhibits rich
diatopic variation, it is not standardized, and it
is still low-resourced, especially when it comes
to large downloadable corpora. In an effort to
remedy this lack, we created OcWikiDisc, a
corpus extracted from the talk pages associated
with the Occitan Wikipedia. The version of
the corpus with the most restrictive language
filtering contains 8K user messages for a to-
tal of 618K tokens. The language filtering is
performed based on language identification ex-
periments with four off-the-shelf tools, includ-
ing HeLI (Jauhiainen et al., 2022) and a new
fasttext-based language identification model
from Meta AI’s No Language Left Behind ini-
tiative (Costa-jussà et al., 2022).

1 Introduction

This paper provides two main contributions: we
present OcWikiDisc, a new, freely available corpus
in Occitan, and report results of language identifi-
cation experiments executed as part of the corpus-
building process. Occitan is a Romance language,
mainly spoken in the south of France and in parts of
Spain and Italy. It is considered a regional language
in France but doesn’t have the status of an official
language. Despite recent efforts to endow it with
various NLP tools, it still remains low-resourced,
especially when it comes to large, freely available
corpora. Our OcWikiDisc corpus aims to remedy
this lack by relying on user-generated content avail-
able on the Web: we extract the corpus from the talk
pages associated with the Occitan Wikipedia. Thus,
OcWikDisc contains messages posted by users, typ-
ically in direct user-to-user interactions. As such, it
offers interesting possibilities for research not only
in NLP, but also in corpus-based dialectology and

wider linguistic studies. To the best of our knowl-
edge, it is the first such corpus for Occitan. It can
be downloaded through Zenodo1.

Since the extracted content contains a significant
proportion of messages written in languages other
than Occitan, we perform language identification
(LID) experiments. We test four off-the-shelf tools:
langid (Lui and Baldwin, 2012) and its Python 3
implementation, py3langid 2, developed by A. Bar-
baresi; HeLI (Jauhiainen et al., 2016, 2022); and
the fasttext language identification models, both
the original (Joulin et al., 2017) and the most re-
cent (Costa-jussà et al., 2022), published as part
of Meta AI’s No Language Left Behind Initiative.3

We identify optimal LID strategies based on the de-
sired outcome (optimizing for precision vs recall)
and use them to filter the extracted corpus. These
results also offer useful pointers for LID of Occitan
in general.

The remainder of the paper is organized as fol-
lows. In Section 2, we give a brief description of
the main linguistic properties of Occitan. Section 3
offers more details on available NLP tools and re-
sources for Occitan. In Section 4, we describe
our corpus extraction process and present the ini-
tial corpus. Section 5 is dedicated to language
identification experiments, leading to several fil-
tered versions of the corpus, which are presented
in Section 6. Finally, in Section 7, we give our
conclusions and directions for future work.

2 Occitan: Linguistic Properties and
Dialectological Situation

Occitan is a Romance language spoken in the south
of France, in parts of Piedmont in Italy and in Val
d’Aran in Spain. It does not have the status of an

1https://doi.org/10.5281/zenodo.
7079580

2https://github.com/adbar/py3langid
3https://ai.facebook.com/research/

no-language-left-behind/

https://doi.org/10.5281/zenodo.7079580
https://doi.org/10.5281/zenodo.7079580
https://github.com/adbar/py3langid
https://ai.facebook.com/research/no-language-left-behind/
https://ai.facebook.com/research/no-language-left-behind/
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Figure 1: Occitan dialects

(1)

T’ aviái laissat un messatge totara
you.DAT have.1SG.IMPF leave.PST.PTCP a.SG.M message just

’I had just left you a message’

official language in France, and as many such lin-
guistic varieties, it is not standardized. Currently,
two main spelling norms are in use: one close to
medieval troubadours’ spelling (often referred to
as classical) and another one closer to the French
language spelling conventions (often referred to as
mistralian) (Sibille, 2002). Furthermore, Occitan
has a rich system of dialects organized in six main
groups: Auvernhat, Gascon, Lemosin, Lengado-
cian, Provençau and Vivaroaupenc (see Figure 1)
(Bec, 1995). Diatopic variation can be seen on the
lexical, phonological, morphological or syntactic
level. For an illustration of each of these types of
variation, see Miletic et al. (2020b).

Some of the main linguistic properties are shared
by most dialects. For example, Occitan is a null
subject language with tense, person and number
inflection marks on finite verbs for each person.
Many dialects exhibit number and gender inflec-
tion on all components of the noun phrase. Unlike
contemporary French, Occitan maintains the use of
the preterite (passat simple), which contrasts with
the perfect tense (passat compausat), and the use
of the imperfect subjunctive, even in informal lan-
guage. Example 1, extracted from the OcWikiDisc
corpus, illustrates some of these properties.

3 Occitan and NLP

Until recently, Occitan belonged to the group of
under-resourced languages. This situation was due
to a combination of factors. First, the linguistic

situation described above, compounding strong di-
atopic variation, absence of standardization, and
use of multiple spelling norms, contributed to data
sparsity. This was coupled with insufficient recog-
nition on the institutional level, leading to a lack of
human and financial resources available for NLP
of Occitan. This situation is currently evolving for
the better: in France, regional languages have been
recognized as part of the country’s cultural heritage
by the constitutional amendment Article 75-1 pub-
lished in 2008. Since then, they have benefited
from national and European initiatives to revitalize
regional languages and help them enter the digital
era. This has led to the creation of initial resources
and tools for Occitan.

An electronic lexicon in Lengadocian (Bras et al.,
2020; Vergez-Couret, 2016) (850K entries), an on-
line corpus of 3,4M words called BaTelÒc (Bras
and Vergez-Couret, 2016) and a PoS- tagged corpus
of 12K tokens (Bernhard et al., 2018) were created
as part of the RESTAURE project4 (2016-2018).
During the LINGUATEC project,5 a 20K-token
treebank following Universal Dependencies anno-
tation guidelines was created (Miletic et al., 2020a).
The existence of annotated training corpora led to
initial experiments in PoS-tagging and parsing Occ-
itan (Vergez-Couret and Urieli, 2014; Miletic et al.,
2019). A first neural text-to-speech model has also

4https://restaure.unistra.fr/en/
presentation/

5https://linguatec-poctefa.eu/fr/
projet/

https://restaure.unistra.fr/en/presentation/
https://restaure.unistra.fr/en/presentation/
https://linguatec-poctefa.eu/fr/projet/
https://linguatec-poctefa.eu/fr/projet/
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been created (Corral et al., 2020).
All of these resources represent important steps

forward for Occitan. Nonetheless, the language
still remains low-resourced, especially when it
comes to large, freely available corpora. The anno-
tated corpora cited above are downloadable for re-
search purposes, but they are fairly small, whereas
BaTelÒc, the largest currently available corpus in
Occitan, is not downloadable due to copyright limi-
tations. A popular solution in this type of situation
is to turn to the linguistic content available on the
internet. This typically consists in crawling the
top-level domain of the given language and trans-
forming it into a corpus (see, e.g. Ljubešić and Klu-
bička, 2014). However, as pointed out by Barbaresi
(2013), such an approach can be ill-suited for low-
resourced languages and linguistic varieties. Many
of them (including Occitan) do not have a dedicated
top-level domain, which makes the identification
of URL targets for crawling more challenging, and
reliable LID systems more crucial in the process.
Moreover, low-resourced languages can also have a
limited presence on the Internet compared to more
widely used languages. To illustrate, the latest ver-
sion of the OSCAR corpus (Ortiz Suárez et al.,
2019)6, based on the CommonCrawl from Novem-
ber/December 2021, only contains 31K tokens in
Occitan, compared to, e.g. 41G tokens in French.
We therefore turn to a more targeted solution: ex-
tracting content from Wikipedia.

4 Extracting a Corpus from Wikipedia
Talk Pages

Wikipedia content in Occitan has been extracted
and used as a corpus in previous research. For
example, it is mentioned as part of the training
material for the transformer-based multilingual lan-
guage model mBERT (Devlin et al., 2019), but
also for the LID tools fasttext (Joulin et al., 2017),
langid (Lui and Baldwin, 2012) and HeLI (Jauhi-
ainen et al., 2016). To the best of our knowledge,
these training corpora have not been distributed.

Wikipedia content in Occitan is also present in
parallel corpora extracted from Wikipedia such as
WikiMatrix (Schwenk et al., 2021). It would be
possible to derive a monolingual Occitan corpus
from it, but the resulting corpus would contain in-
dividual sentences that would appear without their
linguistic context, and would be accompanied by

6https://oscar-corpus.com/post/
oscar-v22-01/

limited metadata.
Our goal, as stated in Section 1, is to create a

corpus suitable for a wider range of research: NLP
applications, computational and corpus-based di-
alectology, as well as corpus-based linguistics. We
therefore aim to preserve the linguistic integrity of
the content in the corpus and to provide as much
metadata as possible. Also, we choose to focus on
the talk pages rather than the encyclopedia pages
themselves. Wikipedia talk pages are dedicated
to discussions between users, typically about arti-
cle content and editing policies. These are direct
user-to-user interactions on a variety of topics, but
in general they share the same goal: improving
the quality of the Wikipedia content. They often
combine elements of dialogue with elements of ar-
gumentative writing (Ho-Dac et al., 2016). Given
the nature of their content, the talk pages are a
novel source of linguistic material for Occitan.

4.1 Data Extraction Process

As the starting point of the extraction, we use a
Wikimedia data dump containing the current ver-
sion of Wikipedia pages and the associated meta-
content.7 The basic data structure of the archive is
encoded in XML, but the content of each page is
rendered in wikitext, a text-based encoding conven-
tion that can mark some further structure (thread
headings, comments), indicate hyperlinks (user-
name mentions, internal or external page addresses)
or allow for some formatting (headings, bulleting,
emphasis).

Our global workflow is organized into two main
steps: extraction and filtering. The extraction starts
by selecting XML elements in an XML namespace
dedicated to discussions. For each such discus-
sion, the text content is extracted and individual
posts are identified. We also extract some meta-
data encoded in the XML: contributor, timestamp,
namespace and discussion title. However, these
pieces of metadata are available at the discussion
level, and the corresponding discussion can con-
tain multiple messages, or even multiple threads of
messages. Therefore, we also extract the header of
the thread in which a given message was posted,
along with the username and the timestamp present
in the post’s signature. All of these pieces of infor-
mation are preserved as metadata associated with
the message in the output.

In the second step, the text of each identified

7Dump date: 01 May 2022.

https://oscar-corpus.com/post/oscar-v22-01/
https://oscar-corpus.com/post/oscar-v22-01/
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message is cleaned for formatting commands writ-
ten in wikitext and various types of non-linguistic
content, such as snippets of JavaScript or HTML
code.

4.2 Initial Extraction Result
The extracted corpus is formatted as a simple CSV
file, in which each line represents a message ex-
tracted from the corpus. The line contains the mes-
sage itself and all the extracted metadata associated
with it.

Some basic quantitative information about the
resulting corpus is given in Table 1. In order to
provide token counts, we perform tokenization on
whitespace and punctuation marks (including apos-
trophes). This rudimentary solution was chosen
to accommodate the fact that the corpus content is
multilingual (see below).

Messages 11,025
Tokens 1,186,239
Tokens/Message 107.60
Users 522
Messages/User 17.07

Table 1: OcWikiDisc: initial extraction

The building process for Web-based corpora typ-
ically includes a deduplication step, in which iden-
tical (or near-identical) texts are eliminated from
the corpus. Currently, this operation is not done on
the OcWikiDisc corpus. Given the structure of the
data, it should not be possible for the same message
with the same metadata to appear multiple times
in the archive (each discussion being represented
exactly once in the XML file). Some near-identical
system messages were present in the initial extrac-
tion result, but these are systematically in English
and can therefore be eliminated through LID (de-
scribed below). There are also messages in Occitan
that could be classified as near-duplicates, which
typically contain demands for article validation,
birthday and New Year’s wishes. However, these
were not produced by bots, but by the contributors,
and as such, they represent genuine linguistic ma-
terial. Furthermore, they are often part of message
threads, and excluding them automatically could
compromise the integrity of the content.

The Occitan content in the corpus is fairly uni-
form when it comes to the spelling norm: the
community strongly recommends the use of the
classical norm in the articles in order to facilitate

searches, and this seems to be respected almost sys-
tematically in the discussions too. When it comes
to the use of dialects, there is an incentive to pre-
serve the identity of each individual dialect and
especially to avoid writing in "pan-Occitan", an
improvised standard. An initial exploration of the
data shows Lengadocien as the most widely used
dialect in OcWikiDisc, followed by Gascon and
Provençau (see also Section 5.3.1).

However, an important part of the messages con-
tain linguistic material in languages other than Occ-
itan. We therefore perform language identification
experiments in order to identify the optimal ap-
proach to filter the corpus content. In this first set
of experiments on OcWikiDisc, we focus on iden-
tifying messages containing Occitan and leave the
identification of individual dialects for future work.

5 Language Identification Experiments

Language identification is an NLP task which con-
sists in automatically identifying the language of
a given text (Jauhiainen et al., 2019). In order to
perform this task on the extracted corpus, we first
evaluate four off-the-shelf tools that integrate mod-
els for Occitan. Each of them is briefly presented
below.

5.1 Language Identification Tools

langid (Lui and Baldwin, 2012) uses a multinomial
naïve Bayes model with feature selection based on
an information gain measure. The features are not
complete words, but character n-grams (1 to 4 char-
acters). It is specifically designed to control for
genre differences and bias towards better resourced
varieties. In addition to the original tool, we also
test its Python 3 implementation, py3langid, devel-
oped by A. Barbaresi 8. Both tools were trained on
the same set of 97 languages.

HeLI (Jauhiainen et al., 2016, 2022) uses lan-
guage models consisting of single words and char-
acter n-grams of length 1 to 6. During training,
the models are created by attributing each word or
n-gram a score based on its relative frequency in
the given language. During language identification,
for each word of the text to be classified, the tool
first calls upon the word-level models. If the word
is found in none of them, the tool backs off to n-
gram models, going from longest to shortest, until
at least one match for the word is found. The scores
of all languages identified in a given instance are

8https://github.com/adbar/py3langid

https://github.com/adbar/py3langid
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averaged to obtain the final score for each of them.
HeLI integrates models for 200 languages.

fasttext (Joulin et al., 2017) was designed as a
general text classification model, but its LID mod-
els have been widely used. It implements a lan-
guage representation based on bag of words and
bag of n-grams. It uses a linear classifier com-
bined with a rank constraint, supposed to improve
the generalisation for classes with small numbers
of instances. We test both the LID model dis-
tributed with the original version of the tool as
well as a more recent one, released in July 2022 as
part of Meta AI’s No Language Left Behind initia-
tive (Costa-jussà et al., 2022). This initiative being
specifically aimed at low-resourced languages, we
wish to evaluate the tool’s performances on Occitan.
The original model was trained on 176 languages,
while the most recent one integrates 204.

5.2 Baseline Evaluation on Existing Occitan
Data

We perform an initial LID evaluation on a test set
containing only Occitan. The sample is derived
from the four-dialect treebank presented in Miletic
et al. (2020b) by transforming each treebank sen-
tence into a test instance. The sample contains
1,520 instances, 73% of which are in Lengadocian,
17% in Gascon, and 5% in Provençau and Lemosin
each. However, for the purposes of this experiment,
all dialects were merged.

We report accuracy scores for each tool in Ta-
ble 2. The more recent fasttext LID model (fast-
text2) achieves the best result at 93.22%, with an
improvement of almost 30 percentage points over
the previous version of the model (fasttext1). The
only other tool scoring above 90% is HeLI, with
langid at and py3langid at 66.64% and 70.00% re-
spectively.

Given these results, we keep fasttext2 and HeLI
for some further experiments: we test using the
top-2 predictions from each tool (heli_top2 and
fasttext2_top2), and then using the union of the
top prediction from each of them (fasttext2_heli).
We scored the prediction as true if the list of labels
contained Occitan. As shown in the section Strate-
gies of Table 2, relying on two labels from HeLI
achieves the same score as using the top prediction
from fasttext2. Using the top 2 labels from fast-
text2 improves accuracy for almost 2%, but using
HeLI’s top prediction instead brings a small addi-
tional improvement, equivalent to another 3 correct

Individual tools

Tool Accuracy (%)

fasttext1 62.30
langid 66.64
py3langid 70.00
heli 90.70
fasttext2 93.22

Strategies

Strategy Accuracy (%)

heli_top2 93.22
fasttext2_top2 95.00
fasttext2_heli 95.20

Table 2: LID results on all-Occitan dataset

predictions on this dataset. This is the best overall
result in this part of our evaluation.

As mentioned above, a concern when attempting
LID on low-resourced languages is that they will be
confused with better resourced closely related lin-
guistic varieties. We can therefore expect the tools
to encounter difficulties in distinguishing Occitan
from other Romance languages. The confusion
matrices based on the classification produced by
fasttext2 and HeLI seem to confirm this. Table 3
shows the ten most frequent erroneous labels pro-
duced by the two tools.

For both tools, 7 out of 10 most frequently con-
fused languages are from the Romance family. In
the case of HeLI, Interlingua9 and Haitian can also
claim closeness to the Romance languages. On
the other hand, the remaining languages for fast-
text2 are somewhat surprising: there seems to be no
straightforward linguistic argument for confusing
Occitan with Vietnamese or Standard Malay.

This evaluation allowed us to quickly identify
potentially useful strategies for LID on our corpus.
However, since the initial test set only contains
Occitan, it is not possible to evaluate the tools’
precision in a satisfactory manner. We therefore
proceeded to an evaluation on a sample extracted
from OcWikiDisc in order to further test the tools
in a context closer to their intended use. For these
experiments, we select fasttext2 and HeLI as the
most reliable systems.

9Interlingua is a constructed language whose vocabulary
and grammar are largely based on Romance languages. See,
e.g., (Gode and Blair, 1951; Gode et al., 1952)
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fasttext2 heli

Catalan 23 Catalan 38
French 11 Spanish 11
Vietnamese 10 Interlingua 7
Portuguese 8 Lombard 6
Spanish 6 French 6
English 5 Extremaduran 5
Asturian 5 Piemontese 4
Galician 5 Portuguese 4
Standard Malay 4 Haitian 3
Italian 4 Pfälzisch 3

Table 3: Top-10 erroneous labels for fasttext2 and HeLI

5.3 Evaluation on OcWikiDisc

As stated above, the content of OcWikiDisc is not
written exclusively in Occitan. The content in other
languages can appear as a monolingual post, or as
a part of a multilingual message. These multilin-
gual examples can also include Occitan. This has
important implications both for LID itself and for
our evaluation setup.

LID in multilingual and, in particular, code-
switching data is a challenge for LID systems
(Jauhiainen et al., 2019). One of the central issues
is the need to determine how many labels need to
be attributed to each classification instance. This
often implies determining a threshold for the clas-
sification score and accepting all predictions that
score above it to contribute to the prediction.

When it comes to the evaluation, this type of
material raises questions about the manual annota-
tion guidelines. For instance, if a message contains
only a toponym (cf. He lives in Teste de Buche), a
metalinguistic use of a word (cf. the word ‘caval’
means ‘horse’), or a salutation (cf. Bonjorn, I
would like to participate in writing this article)
in a different language, should it be labelled as
multilingual? We address these questions below.

5.3.1 Building a Multilingual Evaluation
Sample

For the purposes of this evaluation, we create a
test set of 100 messages extracted from the corpus.
Roughly a third of the instances contain no Occitan
(but can contain several other languages), a third
contains only Occitan, and a third contains Occitan
and at least one other language. The sample was
manually annotated by a single annotator. For each
post, the annotator indicated all languages appear-

ing in it, even if one of them was only instantiated
in a single word. Out of the 100 test instances,
58 are monolingual, with the average number of
labels per instance at 1.49. The maximum number
of labels per instance is 4.

The sample was also annotated with dialect and
spelling norm information. The Occitan content
in this sample systematically follows the classical
spelling norm. As for the dialects, out of 68 mes-
sages containing Occitan, 36 were in Lengadocian,
6 in Gascon and 5 in Provençau, whereas for the
remaining 21 it was impossible to specify the di-
alect. However, this information was not used in
the experiments described in the following section,
which focus solely on language identification.

Some factors should be borne in mind while
considering the evaluation results presented below.
In the current annotation all labels are presented
equally: there is no means of knowing how the
content of the post is distributed between different
languages. It is also worth mentioning that this
was not a trivial task for the human annotator: she
reported uncertainty about a part of the languages
in the test set and had to rely on help from other
linguists to identify some of them.

5.3.2 Evaluation on a Multilingual Sample
We frame our evaluation as a task in identifying
Occitan content in the corpus. We therefore focus
our attention on the tools’ performance relative to
this language, at the expense of their global results.

In order to determine the number of labels from
each tool to be evaluated, we first considered us-
ing a threshold on the classification scores. How-
ever, this proved problematic with fasttext2. The
tool’s second-best predictions are associated with
an important drop in probability, with 75% of them
scoring at <0.021. A meaningful threshold would
therefore favour outputting only one label from
fasttext2. Yet our initial evaluation suggests that
additional labels would be useful for the task at
hand. We therefore opted for a different approach:
we base our evaluation on top-2 and top-5 labels
from each tool. This, of course, affects the global
precision scores, since it automatically produces
incorrect labels for monolingual posts. However,
as noted above, our aim is to optimize the detection
of Occitan, and not the global LID scores.

The evaluation results are presented in Table 4.
We evaluate tools individually on their top-2 and
top-5 labels, but also on two ensemble strategies,
combining the top prediction and the top-2 pre-
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Occitan Global
Precision Recall F1-score Precision Recall F1-score

fasttext2_top2 84.75 73.53 78.74 56.50 75.84 64.76
heli_top2 93.33 61.76 74.34 51.00 68.46 58.45

fasttext2_top5 79.49 91.18 84.93 26.00 87.25 40.06
heli_top5 88.06 86.76 87.41 25.41 83.22 38.93

fasttext2_heli_top1 100.00 57.35 72.90 89.09 65.77 75.68
fasttext2_heli_top2 85.00 75.00 79.69 42.80 77.85 55.24

Table 4: Evaluation results on OcWikiDisc sample

Messages Tokens Tokens/Message Users Messages/User

ocwikidisc_precision 8149 618,153 75.86 206 33.69
ocwikidisc_balanced 9032 756,922 83.80 323 23.19

ocwikidisc_recall 9394 804,959 85.69 347 22.39
ocwikidisc_unfiltered 11025 1,186,239 107.60 522 17.07

Table 5: OcWikiDisc: filtered corpora

Total languages Top 11

ocwikidisc_precision 54 Occitan, Catalan, French, English, German, Spanish, Por-
tuguese, Lombard, Romanian, Piemontese, Galician

ocwikidisc_balanced 124 Occitan, Catalan, Extremaduran, Lombard, Spanish, Inter-
lingua, French, Galician, Piemontese, Portuguese, Lingala

ocwikidisc_recall 114 Occitan, Catalan, French, Spanish, Galician, Portuguese,
Lombard, Italian, Asturian, Korean, Romanian

ocwikidisc_unfiltered 155 Occitan, Catalan, French, Spanish, Portuguese, Galician,
Italian, Korean, Lombard, English, Asturian

Table 6: Overview of languages detected in different versions of the corpus

dictions from each tool. We report the results on
Occitan, and include global evaluation scores for
the sake of completeness.

In strategies combining output from fasttext2
and HeLI, we use the union of the labels produced
by each tool. This yields an average of 1.1 labels
per instance when using the top prediction from
each, and 2.7 labels per instance on average when
using the top 2 predictions.

In all scenarios, we evaluate the tools in terms
of precision, recall and F1-score. For the global
evaluation results, the scores are micro-averaged.10

First, let us comment briefly the global evalu-
ation results. As expected, the scenarios with a
higher number of labels achieved the best recall,

10For the evaluation on Occitan only, we evaluate recall
based on all manually annotated messages that are labelled as
containing Occitan, whereas the precision takes into account
all predictions that contain the label for Occitan.

but had significantly lower precision scores, lead-
ing to lower F1 scores. The best precision was
obtained with the combination of the top prediction
from fasttext2 and HeLI, which also shows the best
F1 score. This could therefore be considered as a
sound option for optimizing the LID results on all
languages.

When it comes to the identification of Occitan,
the results are more surprising. Unlike what we saw
in the initial evaluation, combining the two tools
does not seem to improve over the best individual
results. The highest F1-scores were achieved by
HeLI using the top-5 predictions (87.41) and fast-
text2 (84.93) in the same setup. HeLI also displays
balanced precision and recall scores in this setup,
which recommends it as a reliable global solution
for our task. Using the combination of the top pre-
dictions from fasttext2 and HeLI achieves perfect
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Users with >1 message Messages from top 10 Tokens from top 10

ocwikidisc_precision 120 (58%) 5,173 (63%) 399,530 (65%)
ocwikidisc_balanced 166 (51%) 5,346 (59%) 435,345 (58%)
ocwikidisc_recall 188 (54%) 5,392 (57%) 456,839 (57%)
ocwikidisc_unfiltered 257 (49%) 5,757 (52%) 552,669 (47%)

Table 7: Distribution of content across users

precision on our sample, but it is coupled with a
significant drop in recall (57.35). Unsurprisingly,
the best recall was achieved when using the highest
number of labels (fasttext_top5 and heli_top5).

Based on these results, we choose the fol-
lowing strategy for our corpus-building process.
We annotate the corpus both with fasttext2 and
with HeLI, outputting the top-5 labels from each.
We create three filtered versions, favouring preci-
sion (using fasttext2_heli_top1), recall (using fast-
text2_top5) and F1-score (using heli_top5), respec-
tively. Each of the filtered versions is presented
below. Through this approach, we hope to produce
resources adapted to different types of applications
and research. An unfiltered version of the corpus
is also made available.

6 Filtered Corpus

In this section, we present the complete LID-
annotated corpus and its three filtered versions. The
basic information about them is available in Table 5,
whereas the detected languages in each version of
the corpus are presented in Table 6. To facilitate
comparison, we repeat the same information for
the unfiltered version of the corpus, initially given
in Section 4.2.

As expected, the version of the corpus favour-
ing precision (ocwikidisc_precision) is the most re-
stricted, with 8K messages and 618K tokens. This
represents roughly half of the unfiltered corpus (in
tokens). The difference between the corpus favour-
ing recall (ocwikidisc_recall) and the one favouring
F1-score (ocwikidisc_balanced) is relatively small
for all reported measures. It remains to be seen if
there is a qualitative difference in their content.

It is important to note that the distribution of
content across users is heavily skewed in all four
versions of the corpus, both in terms of the num-
ber of messages and in terms of the number of
tokens. The full distribution of messages across
users is shown in Figure 2. As illustrated in Ta-
ble 7, more than half of the content in each filtered

version comes from the 10 most active users, and
only 50-60% of users have produced more than one
message. While this affects the representativeness
of the corpus, it offers an interesting possibility for
dialect identification: if the dialect of each of the
most active users can be reliably identified manu-
ally, this information can be propagated onto all of
their messages, thus annotating an important part
of the corpus for dialect information. This direction
will be explored in our future work.

The information on detected languages in Ta-
ble 6 is based on the predictions of the strategy
used to filter a given corpus. Note that the 10 most
frequent languages after Occitan in each corpus
predominantly belong to the Romance family. This
could simply be the result of shared interests or col-
laboration efforts on Wikipedia, but it could also
be an indicator of difficulties with the identification
of closely related languages. We will be looking
into this issue in the future.

7 Conclusions and Future Work

In this paper, we presented OcWikiDisc, a new
corpus in Occitan extracted from Wikipedia Talk
pages. The version of the corpus with the most
restrictive language-based filtering contains 618K
tokens. Along with its extracted content, it also
contains metadata about users, time of posting and
discussion subjects, as well as language annota-
tion produced using LID tools. To the best of our
knowledge, it is the largest downloadable corpus
for Occitan. It can be downloaded from Zenodo.

We also presented LID experiments aimed at
identifying Occitan content in the initial extracted
corpus, which is multilingual. We tested four off-
the-shelf LID tools. In an initial experiment on an
all-Occitan sample, the best results were achieved
by the new LID model from the fasttext tool and by
HeLI. On a test sample extracted from OcWikiDisc,
fasttext’s new model had the highest recall score,
whereas HeLI achieved the most balanced precision
and recall. Combining the two tools optimized the
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Figure 2: Number of messages per user across the four versions of the corpus

precision.
In the future, we will investigate making the LID

on the corpus more fine-grained. Currently, we
perform LID at message level. Given the amount
of multilingual messages observed in our data, it
could be beneficial to do it rather at sentence level,
or even at word level. We will also examine the
annotation of the Romance languages found in the
corpus, since a certain amount of confusion arising
from the closely related languages in the corpus
can be expected.
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