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Preface

These proceedings include the 13 papers presented at the Ninth Workshop on NLP for Similar Languages,
Varieties and Dialects (VarDial), co-located with the 29th International Conference on Computational
Linguistics (COLING). Both COLING and VarDial were held in Gyeongju, South Korea, in a hybrid
format, allowing all participants to either be present on-site or join virtually.

VarDial has now reached its ninth edition and continues serving the community as the main venue
for researchers interested in the computational processing of diatopic language variation. The papers
accepted this year address a wide range of NLP tasks such as corpus building, part-of-speech tagging
and machine translation, but also address more theoretical questions related to micro-scale variation,
cognate detection, mutual intelligibility and dialectometry. We are happy to see such a diverse set of
research papers advancing the state of the art of NLP for dialects, low-resource languages, and language
varieties.

As in previous years, the evaluation campaign continues to be an essential part of the VarDial
workshop. This year, three shared tasks were proposed: Identification of Languages and Dialects
of Italy (ITDI), French Cross-Domain Dialect Identification (FDI), and Dialectal Extractive Question
Answering (DialQA). All three tasks address important issues in dialect and language identification.
This volume includes five system description papers prepared by the participating teams, as well as a
report summarizing the results and findings of the evaluation campaign.

Finally, we would like to take this opportunity to thank the shared task organizers and the participants of
the evaluation campaign for their hard work. We further thank our amazing VarDial program committee
members for their thorough reviews. They have been a very important part of the workshop’s success in
the past years.

The VarDial workshop organizers:

Yves Scherrer, Tommi Jauhiainen, Nikola Ljubešić, Preslav Nakov, Jörg Tiedemann, and Marcos
Zampieri

http://sites.google.com/view/vardial-2022/
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Abstract

This article describes the language identifica-
tion approach used by the SUKI team in the
Identification of Languages and Dialects of
Italy and the French Cross-Domain Dialect
Identification shared tasks organized as part
of the VarDial workshop 2022. We describe
some experiments and the preprocessing tech-
niques we used for the training data in prepara-
tion for the shared task submissions, which are
also discussed. Our Naive Bayes-based adap-
tive system reached the first position in Italian
language identification and came second in the
French variety identification task.

1 Introduction

Language identification (LI) of digital text still
poses difficulties for text classification methods
when performed in more complex situations (Jauhi-
ainen et al., 2019d). One of the problematic con-
texts is the closeness of the languages to be iden-
tified. In this article, we tackle the problem of
close language identification for languages or di-
alects traditionally used in Italy and distinguish-
ing between regional French varieties used in Eu-
rope and Canada. The research and experiments
were conducted while participating in the language
identification shared tasks organized in connec-
tion with the ninth edition of the VarDial work-
shop for NLP for similar languages, varieties, and
dialects (Aepli et al., 2022). The French Cross-
Domain Dialect Identification (FDI) and the Identi-
fication of Languages and Dialects of Italy (ITDI)
shared tasks were organized for the first time. How-
ever, they were following a long line of VarDial-
related LI shared tasks from the Discriminating
Between Similar languages (DSL) tasks in 2014–
2017 (Zampieri et al., 2014, 2015; Malmasi et al.,
2016; Zampieri et al., 2017) to newer, more special-
ized ones such as Romanian Dialect Identification
(RDI) and Uralic Language Identification (ULI) in

2020 and 2021 (Gaman et al., 2020; Chakravarthi
et al., 2021).

The ITDI shared task focused on 11 living Ro-
mance languages or dialects: Emiliano-Romagnolo
(eml), Friulian (fur), Ladin (lld), Ligurian (lij),
Lombard (lmo), Neapolitan (nap), Piemontese
(pms), Sardinian (srd), Sicilian (scn), Tarantino
(considered a dialect of Neapolitan by ISO 639-3),
and Venetian (vec). The shared task was a closed
one; hence, no other data besides that indicated
and provided by the organizers were to be used.
The organizers also stated that the test set would
contain only a subset of the 11 languages.

The FDI shared task featured four regional vari-
eties of written French from news sites in France,
Belgium, Switzerland, and Canada. The organizers
of the task provided all the data.

In Section 2, we present previous work on lan-
guage identification of the languages that are the
targets of these two shared tasks. In Section 3,
we describe the data provided and allowed in the
tasks, and, in Section 4, we present our method.
Our experiments and the preprocessing done to the
training data are explained in Section 5. In Sec-
tion 6, we present and discuss the results of the
submitted runs.

2 Previous Work

To our knowledge, there is no previous LI re-
search focusing specifically on the languages of
Italy. However, previous language identification-
related research has featured the rare Romance lan-
guages that make up the ITDI repertoire. Emiliano-
Romagnolo, Friulian, and Sardinian were part of
the 372 languages featured in the research by Ro-
drigues (2012). Benedetto et al. (2002) automati-
cally created a phylogenetic-like tree for languages
based on more than 50 versions of the Universal
Declaration of Human Rights, including the Friu-
lian and the Sardinian editions. Lombard, Piemon-
tese, Sicilian, and Venetian were featured in the ex-
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periments leading to the development of the HeLI-
method (Jauhiainen, 2010; Jauhiainen et al., 2016).
Lombard, Neapolitan, Piemontese, Sicilian, and
Venetian were included in the LI experiments con-
ducted by Majliš (2011). King and Abney (2013)
and King (2015) investigated word-level language
identification in multilingual documents, including
mixed Lombard - English, among other combina-
tions. Bernier-Colborne et al. (2021) mention the
Lombard - Italian pair as one of the top 10 most
frequently confused pairs in the ULI-178 track of
the Uralic Language Identification shared task. The
ULI-178 track was a general language identifica-
tion task between 178 languages, among them Lom-
bard, Piemontese, Sardinian, Sicilian, and Venetian
(Jauhiainen et al., 2020b). Neapolitan, Piemontese,
and Sicilian were part of the ALTW 2010 multi-
lingual language identification shared task dataset
(Baldwin and Lui, 2010). Caswell et al. (2020)
investigated language identification in the context
of web crawling and mention Neapolitan, Sicilian,
and Venetian as part of the lowest-resource lan-
guages in their research. All the languages of the
task except Lombard were included in the language
identifier featuring more than 900 languages devel-
oped by Brown (2012, 2013). Also, Lombard was
added to his version with more than 1300 languages
(Brown, 2014).1 Emiliano-Romagnolo, Lombard,
Neapolitan, Piemontese, Sicilian, and Venetian are
part of the repertoire of the FastText off-the-shelf
language identifier2 and Lombard, Piemontese, Sar-
dinian, and Sicilian are included in the HeLI-OTS
off-the-shelf language identifier (Jauhiainen et al.,
2022).3

Distinguishing between French regional vari-
eties from France and Canada was part of the
overall aims in the 2016 and 2017 editions of the
Discriminating between Similar Languages (DSL)
shared tasks (Malmasi et al., 2016; Zampieri et al.,
2017).4 The 2016 edition of the DSL was won by
the tubasfs team using SVM and character n-grams
from one to seven (Çöltekin and Rama, 2016).
They managed to achieve 95.8% recall for the Cana-
dian variety and 94.0% recall for the French variety.
In 2016, we came second with a HeLI method-

1https://sourceforge.net/projects/
la-strings/files/

2https://fasttext.cc/docs/en/
language-identification.html

3https://doi.org/10.5281/zenodo.
4780897

4http://ttg.uni-saarland.de/resources/
DSLCC/

based identifier using words and character n-grams
from one to six (Jauhiainen et al., 2016). The DSL
2017, the last one of its kind, was won by the CECL
team using SVM with character n-grams from one
to four in the first stage to detect the language group
and another SVM with a variety of features in addi-
tion to character n-grams such as POS tag n-grams,
the proportion of capitalized letters and punctua-
tion marks to detect the language within the group
(Bestgen, 2017).

3 Data

3.1 ITDI

In the ITDI, the participants were allowed to train
their systems using the Wikipedia dumps for the
11 languages or dialects featured in the shared
task. Additionally, it was possible to use the dump
of the Italian language Wikipedia. All featured
languages or dialects have their version of the
Wikipedia online encyclopedia written in their re-
spective language or dialect. The ISO 639-3 identi-
fier eml for Emilian-Romagnol is considered dep-
recated as the language has been split into separate
Emilian (egl) and Romagnol (rgn) languages, but
Wikipedia is still shared between both languages.5

The Sardinian, srd, is considered a macrolanguage
in ISO 639-3, containing four separate Sardinian
languages. It is possible that the Wikipedias for the
eml and srd contain articles written in those sep-
arate languages. However, we did not investigate
this possibility further. We did not utilize the Italian
Wikipedia in any way in the experiments. The list
of languages and dialects, their ISO 639-3 codes,
tags used in the shared task, and the identities of
their Wikipedia dumps can be seen in Table 1.

In contrast to the training data, the material for
system development was provided directly by the
shared task organizers. It came in one text file
containing 6,799 lines which seemed to be single
sentences preceded by the shared task tags. The
development set included only a subset of seven of
the 11 languages. The shared task participants had
been informed that the test set would also be a sub-
set of the 11 languages, but the number and identity
of the missing languages were not indicated. The
languages and the amount of development data for
each of them can be seen in Table 2. The test set
contained 11,090 lines in unknown languages or
dialects.

5https://eml.wikipedia.org/wiki/
Längua_emiglièna-rumagnôla
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Language/Dialect ISO 639-3 ST tag Dump name with date .bz2 size
Emiliano-Romagnolo eml EML emlwiki-20220301 9.3 MB
Friulian fur FUR furwiki-20220301 2.5 MB
Ladin lld LLD lldwiki-20220301 2.8 MB
Ligurian lij LIJ lijwiki-20220301 6.6 MB
Lombard lmo LMO lmowiki-20220301 25 MB
Neapolitan nap NAP napwiki-20220301 5.4 MB
Piemontese pms PMS pmswiki-20220301 14 MB
Sardinian srd SC scwiki-20220301 7.2 MB
Sicilian scn SCN scnwiki-20220301 12 MB
Tarantino nap ROA_TARA roa_tarawiki-20220301 6.4 MB
Venetian vec VEC vecwiki-20220301 27 MB

Table 1: The Wikipedia dumps used in the ITDI shared task.

ST tag lines
EML 0
FUR 676
LLD 0
LIJ 617
LMO 1,231
NAP 0
PMS 1,191
SC 477
SCN 1,371
ROA_TARA 0
VEC 1,236

Table 2: The number of lines of each language in the
development set of the ITDI shared task.

3.2 FDI

In the FDI, the participants were provided with
training and development data for four regional
varieties of French from France, Belgium, Switzer-
land, and Canada (Gaman et al., 2022). The data
had been extracted from news websites in these
countries using country-independent query words.
A named entity recognizer (NER) Spacy had been
run on the data, and all the detected entities had
been changed to $NE$ in order to remove country-
specific bias. The data is divided into paragraphs
of three sentences or less. The amount of data for
the different varieties is not balanced, as seen in
Table 3. According to the data compilers, it was not
easy to get Canadian material as most news sites in
the country are subscription-based (Gaman et al.,
2022).

In both the training and the development sets, the
lines seem not to have been randomized. When we
tested combining consecutive lines, they seemed

to make up complete news articles or web pages.
However, we expected the test set not to repeat this
pattern.

4 Method

We used the same system we had developed for
and used in the winning submission of the 2021
edition of Romanian Dialect Identification (Jauhi-
ainen et al., 2021).6 The system uses a Naive
Bayes-based method using the observed relative
frequencies of multiple-size character n-grams as
probabilities. We first used the method as a baseline
for the Cuneiform Language Identification (CLI)
shared task (Jauhiainen et al., 2019a) and later with
adaptive language models (Jauhiainen et al., 2019c)
to win the Discriminating between the Mainland
and Taiwan variation of Mandarin Chinese (DMT)
(Jauhiainen et al., 2019b) and the RDI 2021 (Jauhi-
ainen et al., 2021) shared tasks. The Naive Bayes
type method adds together logarithms of the rela-
tive frequencies of character n-gram combinations
fi in the training data Cg as defined in Equation 1:

R(g,M) = −lg10

ℓ
MF∏

i=1

vCg (fi) =

ℓ
MF∑

i=1

−lg10(vCg (fi))

(1)

where ℓMF is the number of individual features
in the mystery text M to be identified and fi is
M ’s ith feature. The relative frequency, vCg(f), is
calculated as in Equation 2:

vCg (f) =





c(Cg,f)

ℓ
CF
g

, if c(Cg, f) > 0

1
ℓ
CF
g

pm, otherwise
(2)

6The implementation of the language identifier used to pro-
duce the best results for the ITDI shared task is available from
GitHub at https://github.com/tosaja/TunPRF.
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Variety Code #lines #tokens Tokens per line #NE
France FR 61,777 4,224,301 68 587,138
Belgium BE 121,746 7,241,609 59 1,104,562
Switzerland CH 141,261 8,494,657 60 1,112,525
Canada CA 34,003 1,694,760 50 184,083

Table 3: The training and development datasets sizes for the FDI shared task.

where c(Cg, f) is the count of feature f in the train-
ing corpus Cg of the language g. ℓCF

g
is the length

of the corpus Cg when it has been transformed into
a collection of features F , e.g., features of the same
type as f . The pm is the penalty modifier, which
is optimized using the development data.

The system uses an adaptation technique to learn
from the test data (Jauhiainen et al., 2019c). There
is also a possibility to perform iterative adaptation,
in which the test data is processed several times
from the beginning of the adaptation process.

The exact range of the used character n-grams
is optimized using the development data. After
optimizing the basic method, the parameters for the
adaptive version are determined. In the adaptation
technique, the test data is first identified with the
basic method, and a confidence score is calculated
for each identified instance. The confidence score
is the difference between the scores of the best and
the second-best language. The test instances are
sorted according to the confidence scores and then
divided into a certain number of splits. The number
of splits is determined using the development data.
The character n-gram frequency information from
the most confident split is added to the respective
language models, and the rest of the material is re-
identified with the adapted models. Then the rest of
the material is again sorted and divided into equally
sized splits, and the information from the most
confident split is added to the models and the rest
re-identified. The previous process is repeated until
all the material is added to the language models.

In the iterative version, the adaptation process
is restarted from the beginning. The number of
possible iterations is also determined using the de-
velopment set.

5 Experiments

This section presents the details of the experi-
ments and various preprocessing techniques we
used when participating in the shared tasks.

5.1 ITDI
The organizers of the Identification of Languages
and Dialects of Italy shared task provided a script
that could be used to generate a .json file from the
.bz2 files downloaded from Wikipedia. Instead of
using the script, we created plain text versions of
the dumps using the command:
-m wikiextractor.WikiExtractor
xxxwiki-20220301- ... .bz2 -o xxx_texts

The training data extracted this way contained
1.91 million lines, some extended text passages,
and some just short headings, names, or even empty
lines. The first thing we did was to remove dupli-
cate lines within each language or dialect. This
deduplication procedure reduced the size of the
training data to 0.93 million lines.

As the next step, we removed the lines contain-
ing wiki markup, which we found by using the
following regular expressions:
&lt;comment&gt;.*&lt;/comment&gt;
&lt;contributor&gt;
&lt;/contributor&gt;
&lt;format&gt;.*&lt;/format&gt;
&lt;ip&gt;.*&lt;/ip&gt;
&lt;minor /&gt;
&lt;model&gt;.*&lt;/model&gt;
&lt;ns.*/ns&gt;
&lt;parentid&gt;.*&lt;/parentid&gt;
&lt;revision&gt;
&lt;timestamp&gt;.*&lt;/timestamp&gt;
&lt;username&gt;.*&lt;/username&gt;

We also removed all lines with a tab character
followed by a lowercase letter and unified the num-
bers so that all number characters were changed to
“1”. Then, we again removed duplicate lines which
left us with 880,000 lines. At this point, we took an
inventory of the number of lines for each language
and dialect (Table 4).

At each stage, we had tested the performance of
our Naive Bayes-based system on the development
data. At this stage, the Lombard language had the
worst precision with 83.2%, and we decided to try
and clean its training data to improve its precision.
As it seemed that, in general, shorter lines were
of lower quality than longer ones, we removed all
Lombard lines with less than 14 characters from
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ST tag # lines
EML 16,425
FUR 18,040
LLD 31,524
LIJ 38,645
LMO 185,116
NAP 34,327
PMS 208,485
SC 41,169
SCN 95,693
ROA_TARA 36,818
VEC 173,452

Table 4: The number of lines for each language or di-
alect in the ITDI training data after unifying the number
characters.

the training corpus. We also did further cleaning
of the wiki markup for all languages by removing
lines using the following regular expressions:
&lt;/math&gt;
&lt;/[pP]oem&gt;
&lt;/small&gt;
&lt;references&gt;
&lt;/html&gt;
&lt;/includeonly&gt;&lt;/onlyinclude&gt;
&lt;/table&gt;
&lt;?php
&lt;BR C.* &gt;
#redirect

We removed all lines that did not include low-
ercase ASCII characters and the remaining “&lt;”
and “br&gt;” tags. Once more, we removed any
possible duplicate lines. Our efforts to improve the
precision of LMO were in vain, as it dropped from
83.2% to 83.0%. However, the micro F1 over all
the languages remained the same, 92.7, so we kept
the changes.

At this stage, the Venetian language had the
worst recall of all the languages, 75.6%. While
taking a look at the erroneously identified sen-
tences, we noticed that, in fact, part of the Vene-
tian Wikipedia used a slightly different orthography
than the development data. The Wikipedia dumps
contained the “ł” and “Ł” characters, whereas only
“l” and “L” were present in the development data.
We used a simple regular expression to change the
training data to correspond with the development
data. This unification of orthographies improved
the recall of Venetian from 75.6% to 79.1% and the
precision of Lombard from 83.0% to 85.6%. The
overall micro F1 also increased slightly from 92.7
to 93.3.

One phenomenon we were aware of due to our

previous experiences using Wikipedia dumps as
training material was that some of the smaller
Wikipedias might contain relatively large parts au-
tomatically generated from a database. In partic-
ular, the pages describing the French municipali-
ties are usually generated using templates. These
template-based articles were also found as part of
the Venetian Wikipedia: out of the 173,091 Vene-
tian lines, 33,701 were automatically generated
information about French communes. We removed
the lines using the following regular expression to
detect them:

egrep -v ’el xe on comun de.*abitanti del
departemento.*in Fransa\.’

The recall of Venetian increased from 79,1%
to 84,0%, and at the same time, the precision of
Lombard rose from 85.6% to 88.2%.

Venetian still had the lowest individual F1 score,
89.9. We aimed to increase further the quality of
the training set by first removing all lines which
did not have a word beginning with a lowercase
ASCII letter and then removing all the 2,983 lines
explaining roman numbers such as:

El 11 (LXIII en numeri romani) el xe ...
El 11 (LXIV en numeri romani) el xe ...
El 11 (LXIX in numeri romani) el xe ...
El 11 (LXV en numeri romani) el xe ...

Additionally, in a similar manner to the French
towns, we removed the municipalities of Italy listed
in the Venetian Wikipedia. These cleaning opera-
tions resulted in a slight increase of the F1 to 90.3.
The overall micro F1 had by now risen from 93.3
to 94.2.

Further cleaning, e.g., removing lines describing
the Spanish towns in the Venetian Wikipedia and
removing all lines containing specific additional
wiki markup, did not improve the overall F1 score.
As further preprocessing seemed less fruitful, we
started experimenting with the adaptive version of
the Naive Bayes identifier, with which evaluating
new versions of the training corpora would take
much longer.

We tested the adaptive version with 128, 256,
and 512 splits. Additionally, we tested with 128
splits and two iterations. They all returned the same
micro F1 of 96.2, which was higher than the score
of 94.2, which was attained without adaptation.7

7If time allowed, one would begin finding the optimal
number of splits from two and then double the number of
splits every iteration as we did with FDI (see Table 6). Due to
time constraints, for ITDI, we skipped the first ones. If 128
splits had produced better results than 256 splits, we would
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In the end, we opted to continue using 512 splits
with only one adaptation round.

Afterward, we still decided to continue training
corpora cleaning and removed additional template-
generated text from Lombard training data. Ad-
ditionally, we removed from all languages those
lines that did not include a space character followed
by a lowercase ASCII alphabetical character, e.g.,
those that did not have a word starting with a low-
ercase letter. These modifications did not improve
the results, but we still decided to use them as we
considered the training data to be in better shape.

As stated by the organizers and indicated by the
languages missing from the development set, the
test data would not include all the languages in
the training data. Furthermore, we were unsure
what measure would be used to evaluate the sub-
missions. These facts led us to prepare one submis-
sion in preparation for the measure being macro
F1. Also, we hoped that leaving out unnecessary
languages might help to boost the performance of
the remaining languages. We have previously de-
veloped a method for language set identification
(Jauhiainen et al., 2015) and used it while collect-
ing rare Uralic languages from the internet (Jauhi-
ainen et al., 2020a). However, instead of using our
language set identification method, we devised a
simple thresholding method to leave out the most
probable unnecessary languages using the develop-
ment set as a guideline. Based on the development
set, we surmised that it would be safe to remove
from the repertoire those languages that, after all
lines had been identified once, had been assigned
fewer lines than 10% of the average number of
lines for each language.

5.2 FDI
In the French Cross-Domain Dialect Identification
shared task, the training data seemed to be of better
quality than in the ITDI, and when perusing it, we
did not notice any need for extensive preprocessing.
We started with optimizing the parameters for the
Naive Bayes identifier. Our first optimization run
gave the best result, a micro F1 of 0.646, with just
character six-grams, which were the maximum size
for n-grams on that run.

We noticed that the training data for some lan-
guage varieties contained a large amount of repe-
tition, as seen in Table 5. Especially the Canadian
variety training corpus consisted of identical lines

have experimented with 64 splits and continued reducing the
number of splits as long as the results improved.

Code #lines #unique lines
FR 61,777 55,927
BE 121,746 113,487
CH 141,261 107,982
CA 34,003 169

Table 5: The number of lines in the FDI training data
before and after removing duplicates.

repeated hundreds of times. Even the rarest lines
in that corpus are repeated 55 times.

We did the same initial optimization run with
the deduplicated training data and ended up with a
micro F1 of 0.634. The score was slightly worse
than before deduplication, so we continued exper-
imenting with the original training set. We also
tested lowercasing the training data and the mys-
tery texts, which gave lower micro F1 scores with
both original and deduplicated datasets. Further op-
timization with higher order n-grams led us to use
only character eight-grams and the penalty modi-
fier of 1.26, which gave a micro F1 score of 0.675
on the development data. We then optimized with
the deduplicated training data, which resulted in
eight grams and a penalty modifier of 1.73, giving
a micro F1 of 0.659, which was again lower than
without deduplication. Next, we experimented with
removing the named entity tags from the training
and the development data, which again resulted in
a slightly lower micro F1 of 0.659.

So far, we had used the micro F1 as our guideline
when optimizing the system even though we were
aware that the macro F1 would be used to rank the
official submissions. The reason for using micro F1
was that our optimization system did not produce
correct macro F1 scores, which we fixed at this
stage. The macro F1 corresponding to micro F1 of
0.675 was 0.495. We then proceeded to experiment
with the adaptive version of the identifier.

We evaluated several combinations of the num-
ber of splits and iteration rounds as seen in Table 6.
In the end, we used the character eight-grams, the
penalty modifier of 1.26, 128 splits, and three itera-
tions, giving us a macro F1 of 0.553 and a micro
F1 of 0.745 on the development set.

As a last experiment, we decided to try to unify
the numbers in a similar way we did with the ITDI
data using the non-adaptive version of the system.
Unifying the numbers increased the macro F1 from
0.495 to 0.498 and the micro F1 from 0.675 to
0.681. Due to limited time, we could not run the
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# splits # iterations Macro F1 Micro F1
2 4 0.510 0.698
4 4 0.523 0.713
8 4 0.537 0.729
16 4 0.550 0.742
32 3 0.552 0.744
64 3-4 0.5526 0.7450
128 3-4 0.5529 0.7454
256 3-4 0.5527 0.7451
512 3-4 0.5525 0.7449
1024 3-4 0.5524 0.7447

Table 6: Optimizing adaptation parameters with the
FDI training and development data. The best scores are
bolded.

adaptive version on development data. As unify-
ing improved the results, we decided to unify the
numbers with the adaptive version for the actual
submissions.

6 Results

In this section, we describe the results of the sub-
mitted runs and the conclusions we can derive from
them.

6.1 ITDI

We submitted three sets of predictions for the ITDI
task. The main difference between the submissions
was the data used to train the identifier. All the
submissions used character n-grams from three to
eight with a penalty modifier of 2.1. The number
of splits in adaptation was set to 512, and iterative
adaptation was not used. We added a space char-
acter to the beginning and the end of the text to be
identified so that our identifier would recognize the
beginning of the first word and the end of the last
word.

The first submission used combined training and
development data, and the second just the train-
ing data. The third system combined the train-
ing and development data but without the data for
Piemontese and Sardinian, which were discarded in
the language set identification phase due to having
less than the threshold amount of instances. The
weighted average F1 score for all of our three sub-
missions was quite similar and on a completely
different level from the results of the best submis-
sions of the two other participating teams, as seen
in Table 7. The best baseline provided by the or-
ganizers was closer to our results than those of the

Team Submission Wgt. F1 Mac. F1
SUKI 2 0.9007 0.6729
SUKI 1 0.8983 0.6714
SUKI 3 0.8982 0.7458
Org. Baseline 0.7726 0.5193
Phlyers 3 0.6943 0.5379
ETHZ 3 0.6880 0.4828

Table 7: The results of the ITDI shared task with the
best baseline.

other teams but still substantially behind them.
Without further experiments, it is difficult to say

whether the distance to the other teams is due to
differences in preprocessing Wikipedia or to us-
ing adaptive language models. The results on the
language/dialect level can be seen in Table 8. The
worst performing language of the languages present
in the test set was the Neapolitan dialect Tarantino.

6.2 FDI

All our submissions to the FDI shared task used
character eight grams with a penalty modifier of
1.26. The number of splits in adaptation was set to
128, and three iterations of adaptation to the test
data were used. As in the ITDI task, the difference
between the submissions comes from the data used
for training. The first submission uses the training
data, the second uses the development data, and the
third uses a combination of both.

In contrast to the ITDI, the FDI shared task was
ranked using the macro F1 score. The macro F1
score of our best submission, 0.266, was far be-
hind the 0.344 of the winning NRC team. How-
ever, the results of the NRC team were still clearly
lower than that of the best baseline, CamemBERT
(Gaman et al., 2022), as seen in Table 9.

Table 10 is a confusion matrix for our third and
best run. The contrast to our second run in Table 11
is dramatic. In the third run, only 28 lines were
identified as the Canadian variety as opposed to
the 15,518 lines identified as the Swiss variety. In
the second run, 6,188 lines were identified as the
Canadian variety and only 28 as the Swiss variety.
It seems that the choice of training data is mostly
responsible for these great differences.

The difference between our results on the devel-
opment data vs. the test data is quite significant
compared to similar results reported by the orga-
nizers (Gaman et al., 2022). Table 12 shows how
our Macro F1 drops over 50% from development
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Language Precision Recall F1 score Lines in test
EML 0.8916 0.9273 0.9091 825
FUR 0.9969 0.9781 0.9874 1,323
LIJ 0.9831 0.9947 0.9889 2,282
LLD 0.9971 0.9268 0.9607 2,200
LMO 0.8991 0.9826 0.9390 689
NAP 0.8927 0.887 0.8898 2,026
ROA_TARA 0.7532 0.0962 0.1706 603
SC 0 0 0 0
SCN 0 0 0 0
VEC 0.7929 0.9982 0.8838 1,139

Table 8: Per language results for our best submission on the ITDI shared task.

Team Submission Macro F1 Weighted F1 Micro F1
CamemBERT baseline 0.3967 - 0.5584
NRC 2 0.3437 0.4581 0.4936
SUKI 3 0.2661 0.3422 0.3918
DontClassify 1 0.2627 0.3236 0.3914
SUKI 1 0.2603 0.3439 0.3984
SUKI 2 0.1383 0.1958 0.2339

Table 9: The results of the FDI shared task.

BE CA CH FR Recall Precision F1 score
BE 7,252 1 7,119 863 47.6% 39.4% 43.1
CA 97 16 574 257 1.7% 57.1% 3.3
CH 2,148 1 6,570 1,105 66.9% 42.3% 51.9
FR 8,912 10 1,255 553 5.2% 19.9% 8.2

Table 10: The confusion matrix for our third and best submission at the FDI shared task, with the recall, precision,
and the F1 score for each variety.

BE CA CH FR Recall Precision F1 score
BE 7,262 5,220 5 2,748 47.7% 31.3% 37.8
CA 717 162 2 63 17.2% 2.6% 4.5
CH 5,940 568 7 3,309 0.1% 25.0% 0.1
FR 9,317 238 14 1,161 10.8% 15.9% 12.9

Table 11: The confusion matrix for our second submission at the FDI shared task, with the recall, precision, and the
F1 score for each variety.
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to testing, whereas the drop for the best baseline is
less than 20%. After the shared tasks, we created
a version of our Naive Bayes system, which auto-
matically determines the best parameters using the
development set. Using the new implementation,
we conducted some further experiments with the
language annotated test data, and now it is clear that
the optimal character n-gram range for the test data
differs significantly from that of the development
data. The optimal character range for the test data
seems to be from four to seven characters, whereas
it is from eight to eight for the development data.
With the optimal character n-gram range, the NB
identifier gets a macro F1 score of 0.3539 without
language model adaptation. This score would be
more comparable with the scores of the winning
NRC submission. However, the real issue was the
language model adaptation which lowered the re-
sults considerably. On the one hand, even using just
the character eight-grams without adaptation gives
the macro F1 score of 0.3306 on the test data, and
on the other hand, using character n-grams from
four to seven, the optimal range, with adaptation
results in macro F1 score of 0.2628.
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Tiedemann. 2014. A report on the DSL shared task
2014. In Proceedings of the First Workshop on Ap-
plying NLP Tools to Similar Languages, Varieties
and Dialects, pages 58–67, Dublin, Ireland. Associa-
tion for Computational Linguistics and Dublin City
University.

Marcos Zampieri, Liling Tan, Nikola Ljubešić, Jörg
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