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  Abstract 

Multiple cameras use to simultaneously view an object from multiple angles and at 
high resolutions detect using real time tracking for surveillance and security manage-
ment. The component key of tracking for surveillance system are extracting the fea-
ture, background subtraction and identification of extracted object. Video surveillance, 
object detection and tracking have drawn a successful increased interest in recent 
years. An object tracking can be understood as the problem of finding the path (i.e. 
trajectory) and it can be defined as a procedure to identify the different positions of 
the object in each frame of a video. 
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1. Introduction 

A computer vision method for detecting things in images or movies is called object detection. Deep learning and machine 

learning algorithms have made significant progress in object detection. We can easily detect individuals, objects, settings, 

and visual features when we look at a photograph or watch a video. The purpose of computer vision is to detect an image 

and its contents by using picture processing algorithms to solve some of its duties, similar to the human brain. Object detec-

tion is a computer vision and image processing technology that compares numerous consecutive frames from a movie with 

various ways to see whether any objects are detected. Detecting and detecting an object in a digital image has become one 

of the most popular commercial applications to help users save time and effort. This technique was developed a year ago, 

but it still has to be improved in order to reach the desired goal in a more efficient and accurate manner. The goal of this 

project is to use a few procedures like colour processing and outline detection to detect and allocate the item. Image recog-

nition is the ability of software to recognize objects, places, people, writing, and actions in images in the context of machine 

Open Access

http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/


P. Tripathi, P. Singh 

 

 

 
ISSN (Online) : 2582-7006   
  

2 
Journal of Informatics Electrical and Electronics 

Engineering (JIEEE) 
A2Z Journals 

 

 

vision. The concept of highest-level application of Image Processing and Computer Vision is real-time human body recogni-

tion and tracking in the physical environment. At many locations, such as airports, train stations, and offices, we can track 

objects. Extraction of a feature, background image subtraction, and identification of extracted feature are the fundamental 

components of real-time tracking's identify to path. The region-based technique and the boundary-based approach are both 

used for moving object detection. Optical flow and background removal are the most popular region-based techniques. By 

eliminating predicted backdrop models from photos, the background subtraction method finds real-time moving objects. 

However, estimating the background models via the background subtraction method takes a lengthy time [1]. 

2. Related Works 

Computer vision is a branch of AI and computer science that seeks to calculate a visual comprehension of the world, and it 

lies at the heart of Hayo's strong algorithms. It is a field that entails the processing, analysis, and comprehension of 

high-dimensional data from the actual world in order to provide numerical and symbolical information. It is a science and 

machine technology that allows it to extract information from photos. It was created in 1999 by Intel Corporation. Open cv 

stands for open-source computer vision library. It allows us to alter photos and videos, as well as store and retrieve them. It 

can read and write images, change images, recognizes human faces and their features, and create augmented reality (aug-

mented reality). Its most notable characteristic is its versatility, as it is compatible with practically all programming languages. 

Computer vision is a branch of artificial intelligence (AI) that allows computers and systems to extract useful information 

from digital photos, videos, and other visual inputs and act or make recommendations based on that data. If artificial intell i-

gence allows computers to think, computer vision allows them to perceive, observe, and understand the world around them. 

Human vision is quite comparable to computer vision; yet humans are one step ahead. The benefit of human vision is that it 

has a contextual lifecycle that allows it to learn how to identify objects, how far away they are, if they are moving, and if 

there is a problem with the image. Computer vision teaches machines to execute these tasks, but it must do it faster than the 

retina and optic nerve [1-5]. 

3. Proposed System 

A model that has been trained on a previous problem and may be used to tackle additional problems in the same domain is 

known as a pre-trained model. These models' architecture can be tweaked slightly, allowing you to fine-tune them to your 

application's requirements. The use of pre-trained or delegated learning models in object recognition-based applications has 

made them popular. In no particular order, these are some of the most popular pre-trained object identification models. 

3.1  MobileNet SSD 

SSD (Single Shot MultiBox Detector) is a popular object detection technique. Faster RCNN is generally faster. This article 

quickly explains object identification, the TensorFlow API, neural network concepts, and how the SSD architecture works. The 

following is a step-by-step implementation of a Mobilenet V2 SSD using the TensorFlow API and trained on a COCO dataset. 

In this tutorial, you'll learn how to identify each class from the COCO dataset's classes. With a little perseverance, you should 

be able to implement your own SSD after that. This article follows the structure of the original paper. Object recognition is a 

computer technique that deals with the recognition of instances of semantic objects in a computer vision and image pro-

cessing context [5-9]. 
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3.2 SSD MobileNet Architecture 

The SSD architecture is a single convolutional network that learns to anticipate and classify bounding box locations in a single 

run. SSD can thus be trained from beginning to end. The foundation design of SSD networks is followed by numerous convo-

lution layers, With SSDs, many objects in a picture can be detected with just one photo, but with a Regional Proposal Net-

work (RPN)-based technique like the R-CNN series, it takes two. One provides geographical suggestions, while the other de-

termines the proposal's theme. As a result, SSDs outperform the two-tier RPN-based strategy [9,10]. 

4. Methodology 

CNNs are frequently used in image identification, image classification, object detection, face recognition, and other ap-

plications. CNN image classification takes an image as input, processes it, and categorises it. Another sort of neural network is 

the CNN, which may be used to help machines see things and perform tasks like picture classification, recognition, and object 

detection. A convolutional neural network (ConvNet / CNN) is a deep learning system that takes an input image and assigns 

importance (learnable weights and biases) to different characteristics / objects in the image, allowing them to be distin-

guished from one another. In comparison to other classification techniques, ConvNet requires far less preprocessing. Con-

vNet can learn these filters / characteristics, whereas primitive approaches necessitate well-trained and manual filter crea-

tion. ConvNet was inspired by the arrangement of the visual cortex and has a comparable architecture to the connecting 

network of neurons in the human brain. Individual neurons can only respond to stimuli in a specific portion of the visual field 

called a receptive field. The visual cortex is covered entirely by a group of such fields. Convolution is used to extract high-level 

characteristics from a picture, such as edges. ConvNet does not need to have only one convolutional layer. The first ConvLay-

er is usually in charge of capturing low-level details like edges, colors, and gradient alignment. The architecture adapts to 

increasing levels of functionality by adding layers, resulting in a network that is well-understood. The dataset has the same 

number of photos that ours does. Operation outcomes can be divided into two categories. On one hand, the convolution 

feature's dimensions are smaller than they were previously. The dimensions of the input, on the other hand, are expanded or 

remain the same. In the first example, valid padding is used, and in the second situation, the same padding is used. The 

pooling layer, like the convolution layer, reduces the spatial size of the convolution features. Through dimension reduction, 

the processing power required to process the data is reduced. It also aids in the extraction of essential characteristics that 

are rotation and position invariant, as well as the model's training process. 

4.1 Convolutional Layer 

In CNN's architecture, the convolution layer is crucial. To utilize a 3x3 or 5x5 filter, one must first enter the image. The green 

filter is dragged over the input image, which is shown in blue pixel by pixel, starting at the top left. As you walk across the 

image, the filter multiplies its values with the image overlay values, then adds them all together to provide a single value for 

each overlay. When the input images include several channels, the kernel has the same depth as the input image (red, green, 

blue). The stacks Kn and In ([K1, I1], [K2, I2], [K3, I3]) are multiplied by a matrix, and the results are displayed are prestressed 

and joined to form a narrow channel at depth Each neuron in the output array has many overlapping receptive fields. Typi-

cally, the first ConvLayer reaches a low-level state. Gradient alignment, border, color, and so on are all examples of proper-

ties. By adding layers, the theme enables high-level functionality and provides us with a network that understands all the 

photos in the data set. During transmission, the core travels the length and breadth of the image. Make a drawing of the 

problem's reception area. Activation map is a two-dimensional representation of a picture's response to any spatial position 

in the image. 
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4.2 Nonlinearity Layer 

In CNN layers, the activation function is critical. Another mathematical function called the activation function provides the 

filter output. The most widely utilized activation function in CNN functions Extraction is Unit Linear Rectified, which stands 

for Unit Linear Rectified. The trigger function is mostly used to end output neural networks, such as yes or no. The activation 

function converts initial values from è1 to 1 or 0 to 1 and so on (depends on activation function). Activation Functions are 

divided into two categories: 

i. Linear Activation Function Uses the function F(x) = CY. Take the ticket and It multiplies it by the constant c (weight of 

each neuron) and produces the output signal proportional to the input. The linear function can be better than the step 

function because there is only the answer yes or no and not the multiple answers. 

ii. Nonlinear activation functions in modern neural networks, nonlinear activation functions are used. They allow the 

model to create complex mappings between them. network inputs and outputs, which are crucial for learning and 

modelling complex data, including images, video, audio, and non-linear or high-dimensional data recordings. 

4.3 Fully Connected Layer 

A forward neural network is all a fully linked layer is. The network's lowest tiers have fully connected layers. A fully con-

nected layer gets its input from the last pooling or convolution layer's output layer, which is flattened before being used as 

input. Flattening the output after the last pool or convolution layer entails unwrapping all values from the output into a vec-

tor (3D array). Adding an FC layer to the convolutional layer output is a simple way to learn nonlinear combinations of 

high-level features. The FC layer learns a non-linear function in this space. 

  We cover using multiple cameras to record video and create a video data set. There will be brief information on research 

questions involving multiple cameras. 

• Frame generation- Here we have presented an algorithm for generating frames from a video sequence. The steps are 

given as follows.  

1. Play the video file using aviread () for an interlaced AV file format or mmread () for another supported file format. 

• Object detection- Object detection is the process of determining the area of interest based on user requirements. Here 

we have proposed the object detection algorithm using the frame difference method (one of the background subtrac-

tion algorithms). The steps are given as follows: 

i. Play all frames generated from video stored on a variable or storage medium. 

ii. Convert them from a color image to a grayscale image using rgb2gray (). 

iii.  Calculate the difference as | frame i - frame i-1| >Th. 

iv. If the difference is greater than a threshold Th, then the value is considered to be part of the foreground, otherwise 

part of the background. 

v. Update the value of i by increasing it by one. 

vi. Repeat steps 3-5 until the last image. 

vii. Finish. 
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• Post Processing- The object found in the preceding phase may cause a connection difficulty and/or have holes that 

prevent the object from being returned. As a result, post-processing is required to address the issue of dealing with holes and 

pixel connectivity in object space. One of the post-processing methods is mathematical morphological analysis, which in-

volves enhancing the segmented image to achieve the desired output. We applied erosion and dilation iteratively in the pro-

posed method so that an object emerges clearly in the front while the rest of the superfluous areas are deleted. Morpholog-

ical techniques are helpful for maintaining important image components. These components can include the object's bound-

aries, region, shape, and skeleton, among others. 

• Object Representation- To represent the item, we are utilizing a centroid and a rectangular shape to cover the object's 

border. Find the object's width Wi and height Hi by extracting the pixel coordinates Px(max) and Px(min) that have the max-

imum and least X coordinate values relative to the object after calculating the center of gravity. In the same way, compute 

Py(max) and Py(min) for Y coordinates. Calculate the width and height of the object in the i-th frame that is supplied as the 

i-th segment. 

• Use of Multiple Cameras- The purpose is to record video and evaluate the trajectory of the object using numerous 

cameras. Using several cameras is beneficial for two reasons. The first purpose is to calculate object depth information in 

order to track resolution and occlusion, while the second goal is to enhance the field of view necessary for a single camera 

due to the sensor's limited field of view. Research). In order to capture or follow a moving object across a vast region, we 

employ multiple fixed cameras to enhance the field of view. 

5. Implementation 

Object detection is the process of identifying various items in photographs. R-CNN has recently become well-known for ob-

ject detection. Ren suggested a quick R-CNN for item detection in 2015 as an improvement over R-CNN (a completely linked 

convolutional neural community) for feature extraction, which can comprehend the border and score of items at several 

points at the same time. Similarly, Dai proposed using absolutely linked CNNs to find things based on their location in 2016. 

Gidaris and colleagues Describe an object identification technique based on Deep CNN, a multi-area technique that aids in 

the learning of semantic functions. Gidaris' technique recognizes elements with reasonable accuracy in the PASCAL VOC 2007 

and 2012 datasets. 

 

5.1 Image Classification 

CNN is extensively used for photo classification tasks. Medical pictures are one among CNN’s critical uses, particularly for 

cancer diagnosis and using histological images. CNN to diagnose breast cancer images and compared the outcomes to a 

pre-educated community with a dataset the use of homemade descriptors. To deal with the hassle of sophistication skew-

ness, statistics augmentation is used within the 2nd section. There are several famous image class pre-educated networks to 

be had. Image category can be clean if a labelled dataset may be produced for the target photograph. 

 

5.2 Video Processing 

The temporal and spatial statistics of moving images are used by video processing systems. Many researchers have used CNN 

to solve problems related to video processing. For example, a genuine border detection system based on CNN has gained 

popularity. In Tong's approach, TAGs are formed using CNN. TAGs are blended in competition with a single shot to annotate 

that precise movie during the examination. Wang employed 3-d CNN and LSTM to differentiate activity inside a movie in 

2016. Frizzi recruited CNN in an exclusive deal in 2016 to find out about a few emergencies, such as fire or smoke, in the vid-

eo. According to Frizzi, CNN structures can extract prominent attributes as well as complete the classification task. In move-
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ment popularity, however, accumulating geographical and chronological details is a time-consuming process. Shi Y proposed 

a three-stream based structure in 2017 to address the inadequacies of existing function descriptors. This shape may extract 

spatial–temporal characteristics from both short and long-term motion in a movie. CNN divides their technique into compo-

nents and employs bi-directional LSTM to recognize interest within the video, as mentioned in their study. The sixth section 

of the film is first used to extract abilities from the first portion. In the second segment, the bi-directional LSTM framework is 

employed to apply sequential statistics among frame abilities. 

 

5.3 Pictures with low Frequency 

ML researchers have used CNN-based image enhancement algorithms to improve picture resolution. A deep CNN-based ap-

proach for detecting objects in low-resolution images. Chevalier et al. were the ones who introduced LR-CNN. For 

low-resolution photo classification. Kawashima and colleagues Describe any additional deep learning-based method that uses 

convolutional layers and an LSTM layer to determine action from low-resolution thermal pictures. 

 

5.4 CNN for several Dimensional Data 

Three-dimensional form models have grown more widely available and easier to get, making 3-D data crucial for the im-

provement of item classification. CNN is used by cutting-edge trending procedures to overcome this difficulty. CNN based on 

volumetric representations and CNN based entirely on multi-view representations are two new types of CNN. As proven by 

actual results from these two types of CNN, existing volumetric CNN architectures and algorithms are unable to fully leverage 

the power of 3-d representations. This work aims to improve both volumetric CNN and multi-view CNN based on a detailed 

analysis of current approaches. To that end, amazing volumetric CNN community structures are presented. In addition, we 

look at multi-view CNN, which employs multi-decision filtering in 3D. Overall, every volumetric CNN and multi-view CNN 

outperforms current methods. Extensive experiments are provided to examine the underlying design choices, allowing us to 

have a better idea of the distance between object categorization algorithms and 3-D facts. 

 

5.5 Object Computation 

Counting devices in images is one of the most essential challenges in computer vision. What's wrong with a wide range of 

programmed connected to microbiology (e.g., bacterial colony counting), monitoring (e.g., people counting), agriculture (e.g. 

net or vegetable counting), pharmaceuticals (e.g. tumor cell counts on histopathology images), and nature conservation? (For 

example, counting animals). Counting items is a simple operation for humans, but it may be challenging for computers. Mo-

bilenet SSDs that have been pre-qualified can count cell counts based on usage. The lower prediction level has been deleted, 

and the functionality has been passed to a class layer ahead. 

  Real-time object detection methods will be compared next. It's worth noting that algorithm selection is influenced by the 

use case and application; different algorithms excel at different tasks (e.g., Beta R-CNN shows best results for Pedestrian De-

tection).  

• SSD- SSD is a popular one-stage detector that can distinguish between numerous classes. Using a single deep neural 

network, the approach finds objects in images by discretizing the output space of bounding boxes into a series of de-

fault boxes with varied aspect ratios and scales per feature map position. the object detector evaluates each default 

box for the existence of each object type and modifies the box to better fit the shape of the object. To handle objects 

of various sizes, the network also incorporates predictions from numerous feature maps with varied resolutions. the 

SSD detector is simple to programmed and integrate into software systems that need to detect objects. SSD provides 

substantially better accuracy than other single-stage algorithms, especially with smaller input images. 



  P. Tripathi, P. Singh 
 

 

 
ISSN (Online) : 2582-7006       
                                                          

7 
Journal of Informatics Electrical and Electronics 

Engineering (JIEEE) 
A2Z Journals  

 

 

• YOLOR- In 2021, YOLOR was introduced as a new object detector. The algorithm trains the model using both implicit 

and explicit information. As a result, YOLOR can learn a general representation and use it to fulfil many jobs. Kernel 

space alignment, prediction refinement, and multi-task learning are used to incorporate implicit knowledge into ex-

plicit knowledge. YOLOR obtains significantly better object detection results with this strategy. The MAP of YOLOR is 

3.8 percent higher than the PP-YOLOv2 at the same inference speed when compared to other object detection algo-

rithms on the COCO dataset benchmark. The inference speed has been enhanced by 88 percent when compared to 

the Scaled-YOLOv4, making it the quickest real-time object detector currently available [11-12]. 

6. Result 

The model's test photos taken using MobileNet SSD. The rectangular box depicts the most accurate approach for object 

recognition, which is real-time object recognition. All functional systems are compiled or run using the Python programming 

language and the OpenCV library. Python libraries are an open-source platform for creating pre-trained data models and 

identifying objects. Feature extraction at various scales can increase the accuracy of large object detection, but it does not 

provide good speed accuracy for small object detection. To build a network, we employ a variety of packages as well as the 

TensorFlow GPU. The goal of the data model prior to training is to ensure that the model is accurate. The Tensorflow 

directory, the MobileNet SSD function extractor, the Tensorflow object recognition API, and the Anaconda virtual 

environment are all used in the experiment. All of this setting enables us to recognise objects more accurately in real time. 

We increase the number of standard boxes with lower confidence and focus on boxes with high reliability to attain high 

precision. The trust value is used by these deep, multi-layered neural networks to improve the process of detecting accurate 

packets. The Anaconda Virtual Environment and the Tensorflow Object Discovery API are used. To minimise channels and 

feature maps, the technique adds a width multiplier and a resolution multiplier. The proposed method uses aspect ratio to 

create real-time object recognition. SSD algorithm consists of large amounts of data, an easy-to-train model, and faster GPUs 

that can detect and classify multiple objects in an image with high precision. We put together a test video of the indoor data 

set. There are many complex elements in the video dataset, including a complex environment with system. 

• Threshold Selection- Choosing a constant threshold may be useful in some situations, but it may provide nonsensical 

outcomes in others. The use of the threshold has been demonstrated. Part a represents the real image, part b repre-

sents the absolute frame difference with no threshold, resulting in a thin outline of the person (object) on a black 

background, part c represents the lower part of the frame difference threshold frame, resulting in a loss of the main 

information, which is an object, disappearing from the background, and finally the d-part represents the difference of 

frames with a higher threshold, resulting in addition, and finally the e-part represents the difference of frames. 

• Experimental Result Prediction about the Object- To obtain maximal coverage of machine vision applications, we 

tested our suggested approach with a variety of video datasets created in the environment. It is vital to keep an eye on 

items when numerous cameras are utilized to enhance the camera's field of view and monitor a vast region. In this 

application, there is a high risk of losing the moving item, which means the object will not enter the next camera view 

or another object will be disturbed, causing predictions on the object to be lost. For each paired camera combination, 

such as the item's area, the height-to-width ratio in following frames, and the object in the last frame of the first cam-

era, in the first frame of the second camera. 

 

7. Conclusion and Future work 

Object recognition technique that recognizes things from a photo using deep learning neural networks. Most robotic and 

computer vision systems have an object recognition feature. Although there have been significant advancements in recent 
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years, and some current methodologies have been incorporated into driver aid technologies, we are still a long way from 

obtaining human-level performance, particularly when it comes to open world learning. It's worth noting that object recogni-

tion isn't widely used in many areas where it may be quite useful. Object identification systems are becoming increasingly 

vital as mobile robots and other autonomous machines become more common. Finally, we must remember that object iden-

tification systems are required for nanobots or robots that explore locations that humans have never seen, such as deep por-

tions of the ocean or other planets, and that the recognition systems must learn new classes of items as they are discovered. 

The ability to learn in real time and in the open environment is critical in such situations. To achieve high real-time precision 

for object detection, the researchers used an upgraded SSD technique as well as a deep sublayer neural network layer. Our 

system performs well on both still images and videos. The proposed model has an accuracy of more than 79.8%. These deep 

neural networks take feature information from images and videos, then use feature mapping to identify the class label. Our 

program's main purpose is to improve the SSD technique for object detection by selecting standard boxes with the best as-

pect ratio values. We offer a new method for detecting and tracking multi-camera objects in videos in this paper. We inves-

tigated four distinct object detection methods and developed a modified frame differencing methodology to reduce mistake 

detection rates. The detection of non-rigid objects and their surveillance using many cameras were the focus of this research. 

The method is put to the test on several video datasets. The identified object's center of gravity and rectangle shape sur-

rounding the object border are used to depict it. This could come in handy in surveillance systems. In the future it is planned 

to accelerate the processing and analysis speed of the detected object. Other video elements including edges, color, and 

texture will be included in future studies. In addition, we will attempt to develop a strong classifier tracking system for classi-

fying object state and attributes. 
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