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  Abstract 

This paper contains the details of different object detection (OD) techniques, object 
identification's relationship with video investigation, and picture understanding, it has 
pulled in much exploration consideration as of late. Customary item identification 
strategies are based on high-quality highlights and shallow teachable models. This 
survey paper presents one such strategy which is named as Optical Flow method 
(OFM). This strategy is discovered to be stronger and more effective for moving item 
recognition and the equivalent has been appeared by an investigation in this review 
paper. Applying optical stream to a picture gives stream vectors of the focuses com-
paring to the moving items. Next piece of denoting the necessary moving object of 
interest checks to the post-preparing. Post handling is the real commitment of the re-
view paper for moving item identification issues. Their presentation effectively deteri-
orates by developing complex troupes which join numerous low-level picture highlights 
with significant level setting from object indicators and scene classifiers. With the fast 
advancement in profound learning, all the more useful assets, which can learn seman-
tic, significant level, further highlights, are acquainted with address the issues existing 
in customary designs. These models carry on contrastingly in network design, prepar-
ing system, and advancement work, and so on in this review paper, we give an audit 
on profound learning-based item location systems. Our survey starts with a short 
presentation on the historical backdrop of profound learning and its agent device, in 
particular, Convolutional Neural Network (CNN) and region-based convolutional neu-
ral networks (R-CNN). 
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1. Introduction  

Object recognition [1][47] which normally comprises of various subtasks, for example, face identification [2] walker discovery 

[3][48] and skeleton location [4]. As one of the key PC vision issues, object discovery can give important data to semantic 

comprehension of pictures and recordings, and is identified with numerous applications, including picture arrangement [5], 

[6], human conduct examination [7][4], face acknowledgment [8][5] and self-sufficient driving [9], [10]. In the interim, inher-

iting from neural organizations and related learning frameworks, the advancement in these fields will create neural organiza-

tion calculations, and will likewise impact affect object location strategies which can be considered as learning frameworks. 

[11][14][6]. In any case, because of enormous varieties in perspectives, postures, impediments and lighting conditions, it's 

hard to impeccably achieve object identification with an extra item limitation task. So much consideration has been pulled in 

to this field as of late [15][18]. The issue meaning of item recognition is to figure out where articles are situated in a given 

picture (object limitation) and which classification each item has a place with (object characterization) [37]. So, the pipeline 

of conventional article discovery models can be principally separated into three phases: instructive area choice, include ex-

traction and characterization [40]. Article recognition and following is one of the most testing errands in advanced picture 

handling and it has numerous applications in Computer Vision [1]. In this survey paper the idea of optical stream [2],[3] for 

the movement recognition presents an evident difference in moving item area between two edges.  

  It protects the moving articles from the static foundation objects. Optical stream assessment yields a two-dimensional 

vector field [45] for example movement field that speak to speeds of each purpose of a picture succession [4]. Optical stream 

assessment is helpful in numerous applications. A few models are Vehicles Navigation [4], Video Image remaking, Traffic 

Surveillance and article following [5]. Because of higher recognition exactness of optical stream technique, movement 

boundaries of moving articles are created which brings about abstaining from any covering of various moving items. The 

proposed calculation at first takes the video outlines as info individually gauges the normal stream vectors from them which 

brings about Optical stream vectors. Clamor sifting is done to eliminate the undesirable movement out of sight. At that point 

thresholding is done to accomplish double picture. There are some lopsided limits in edge picture which are corrected by 

morphological tasks. Associated parts are investigated to equitably fix the created white masses in paired picture. At long 

last, checking of moving item is finished with a case which demonstrates the movement of the articles exclusively. Optical 

stream strategy has been favored in light of its low intricacy and high precision [6]. For the most part, Object identification 

has applications in numerous regions of PC vision, including picture getting and video surveillance [1]. Well-informed spaces 

of article discovery incorporate face identification and passerby location. Great item identification framework decided the 

presence or nonappearance of articles in self-assertive scenes and be invariant to protest scaling and revolution, the camera 

see point and changes climate. Address discovery issue with various goals, which are characterized into two classifications: 

explicit and calculated. The previous includes discovery of known articles and letter includes the recognition of an item class 

or intrigued region. All article location frameworks use models either expressly or certainly and designate component indica-

tors dependent on these item models. The theory arrangement and check segments fluctuate in their significance in various 

ways to deal with object identification. A few frameworks utilize just theory development and afterward select the article 

with most elevated coordinating as the right item. An article recognition framework must choose right apparatuses and 

proper strategies for the preparing. In the choice of fitting techniques for a specific application must been considered by nu-

merous variables. An article discovery framework discovers objects in reality from a picture of the world, utilizing object 

models which are known from the earlier. This cycle is shockingly intense. Since object detection (OD) [43][49] was given a 

role as an AI issue, the original OD techniques depended available created highlights and direct, max-edge classifiers. The 

best and agent technique in this age was the Deformable Parts Model (DPM) [13]. After the amazingly powerful work by 

Krizhevsky et al. in 2012 [14], profound learning (or profound neural organizations) has begun to overwhelm different issues 
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in PC vision and OD was no exemption. The current age OD strategies are completely founded on profound realizing where 

both the hand-made highlights and direct classifiers of the original techniques have been supplanted by profound neural or-

ganizations. This substitution has gotten huge upgrades execution: On a generally utilized OD benchmark dataset (PASCAL 

VOC) [42], while the DPM [13] accomplished 0.34 mean normal exactness (mAP). In this section, one contains the introduc-

tion, section two contains the literature review details, section three contains the details about feature extraction, section 

four contains the classification details, section five contains the details of generic object detection and section six describe 

the conclusion of this review paper. 

2. Literature Review 

Pictures are the blend of pixels which are spread around on the window in an ordinary example and that each point in a pixel 

has a power esteem that contains a picture. Individuals can watch the picture by numerous qualities of it for distinguishing 

the article in picture. For machine, a picture is a two-dimensional cluster of pixel powers. So, methods are formulated to ac-

complish this objective of item identification. Numerous quantities of procedures have been proposed for object discovery in 

writing. Numerous investigates examine the issue of item discovery explicitly human location and its use for function ar-

rangement and different undertakings. Here, study is limited to idea of identifying objects those are moving regarding the 

foundation.  

 

There were numerous calculations proposed for the above errands which are recorded underneath:  

 

• Frame differencing approach  

• Viola Jones calculation  

• Skin shading demonstrating  

 

  In a picture a particular limit that isolates two homogenous districts is taken as an edge. Edge differencing [7] and Edge 

Detection [49] calculation [8] deducts the two successive casings dependent on these edges. In the event that the distinction 

comes out to be non-zero qualities, it is viewed as moving. Yet, it has a few constraints that during catching the video be-

cause of the development in air or some other source may cause the unsettling influence in the situation of the camera 

coming about into the bogus location of the immobile articles [7]. The Viola-Jones calculation [9] utilizes Haar-like highlights 

that are scalar item between the picture and some Haar-like formats. In spite of the fact that it very well may be prepared to 

recognize an assortment of item classes, it was spurred fundamentally by the issue of face location [10]. Be that as it may, it 

has a few constraints like the locator is best just on frontal pictures of countenances and it is delicate to lighting conditions. 

The primer strides in skin identification [11] are the portrayal of picture pixels in shading spaces, appropriate conveyance of 

skin and non-skin pixels, and after that skin tone [10] displaying. As per skin colors circulation attributes on shading space, 

skin shading pixels can be identified rapidly with skin shading model. In any case, it has evident detriment like skin tone addi-

tionally changes starting with one individual then onto the next having a place with various ethnic gatherings and from peo-

ple across various regions.  

  De la Escalera et. al. 2003, This paper manages object acknowledgment in outside conditions. In this kind of conditions, 

lighting conditions can't be controlled and anticipated, articles can be somewhat impeded, and their position and direction 

isn't known from the earlier. The picked sort of items is traffic or street signs, because of their helpfulness for sign upkeep, 

stock in roadways and urban communities, Driver Support Systems and Intelligent Autonomous Vehicles. A hereditary calcu-

lation is utilized for the discovery step, permitting an invariance localization to changes in position, scale, revolution, climate 
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conditions, fractional impediment, and the presence of different objects of a similar tone. A neural organization accomplishes 

the order. The worldwide framework perceives the traffic sign as well as gives data about its condition or state.  

  Alberto Broggi, et. al., 2008, [20] Autonomous driving in complex metropolitan conditions, including traffic combine, 

four-ways quit, overwhelming, and so forth, requires an exceptionally wide reach sensorial capacities, both in point and sep-

aration. This review paper presents a dream framework, intended to help converging into traffic on two-ways crossing points, 

and ready to give a long location separation (over 100m) for approaching vehicles. The framework is made of two high goal 

wide point cameras, every one looking horizontally (70 degrees) with deference of the moving course, playing out a particu-

lar foundation deduction-based method, alongside following and speed assessment. The framework works when the vehicle 

is halted at convergences, and is set off by the elevated level vehicle director. The framework has been created and tried on 

the Oshkosh Team's vehicle TerraMaxTM, one of the 11 robots admitted to the DARPA Urban Challenge 2007 Final Event. 
 

Table 1: Different technique used for object detection and drawbacks 
 

SN Paper Title Paper Authors Technique Drawbacks 

1 Traffic sign recognition 
and analysis for intel-
ligent vehicles 

A. de la Escalera, J.Ma 
Armingol, M. Mata [21] 

Genetic algo-
rithms 

It is not possible to generate off-line models 
of all the possibilities of the sign’s appear-
ance, because there are so many degrees of 
freedom. The object size depends on the 
distance to the camera. 

2 Lateral Vehicles Detec-
tion Using Monocular 
High Resolution 
Cameras on TerraMax 

Alberto Broggi, Andrea 
Cappalunga, Stefano 
Cattani and Paolo Zani 
[20] 

background sub-
traction 

The Defense Advanced Research Project 
Agency (DARPA) moved its third-annual 
robot race Grand Challenge from the desert 
into a city environment, calling it Urban 
Challenge. This system failed to require a 
very wide range sensorial capabilities, both 
in angle and distance 

3 The Fastest Pedestrian 
Detector in the West 

Piotr Dollár, Serge Be-
longie, Pietro Perona [3] 

multiscale pedes-
trian detector 
operating 

Both detection and false alarm figures are 
still ordering of magnitude away from hu-
man performance and from the perfor-
mance that is desirable for most applica-
tions 

4 Histograms of Oriented 
Gradients for Human 
Detection 

Navneet Dalal and Bill 
Triggs [27] 

linear SVM Detecting humans in images is a challenging 
task owing to their variable appearance and 
the wide range of poses that they can 
adopt. 

 

  Vamsi K. Vegamoor et. al. 2019, [29] This paper shows significant interest as of late in the advancement of associated and 

independent vehicles (CAVs). Programmed vehicle following ability is key for CAVs; in this article, we give an audit of the 

basic issues in the longitudinal control plan for programmed vehicle following frameworks (AVFS) utilized by CAVs. This ex-

planatory audit varies from others in giving a survey of fundamental philosophies for plan of AVFS and the effect of AVFS on 

traffc portability and wellbeing. 

  Anjan Gudigar, et. al., 2016, [28] Obviously, Intelligent Transport System (ITS) has advanced colossally the entirety of its 

way. The center of ITS are identification and acknowledgment of traffic sign, which are assigned to satisfy wellbeing and sol-

ace needs of driver. This paper gives a basic survey on three significant strides in Automatic Traffic Sign Detection and Recog-

nition(ATSDR) framework i.e., division, identification and acknowledgment with regards to vision based driver help frame-
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work. Likewise, it centers around various exploratory arrangements of picture obtaining framework. Further, conversation on 

conceivable future exploration challenges is made to make ATSDR more proficient, which intern produce a wide scope of 

chances for the scientists to do the point-by-point investigation of ATSDR and to join the future angles in their examination. 

Ichikawa, et. Al., 2018,[30] A programmed driving framework incorporates an electronic control gadget arranged to : recog-

nize a driving activity input sum during a programmed driving control for a vehicle ; decide if the driver can begin manual 

driving during the programmed driving control for the vehicle ; yield a sign for performing changing from programmed head-

ing to the manual driving dependent on a consequence of a correlation between the driving activity input sum and a driving 

exchanging edge that is a limit for the changing from the programmed heading to the manual driving ; set the driving chang-

ing edge to a first driving exchanging edge when it is resolved that the driver can begin the manual driving ; and set the driv-

ing changing edge to a subsequent driving exchanging edge surpassing the first driving exchanging edge when it is resolved 

that the driver can't begin the manual driving. 

  Adam Coates, et. al.,2011, [22] While vector quantization (VQ) has been applied generally to create highlights for visual 

acknowledgment issues, much late work has zeroed in on more impressive techniques. Specifically, scanty coding has devel-

oped as a solid option in contrast to customary VQ approaches and has been appeared to accomplish reliably better on 

benchmark datasets. The two methodologies can be part into a preparation stage, where the framework learns a word ref-

erence of premise capacities, and an encoding stage, where the word reference is utilized to separate highlights from new 

sources of info. In this work, we examine the purposes behind the accomplishment of inadequate coding over VQ by decou-

pling these stages, permitting us to isolate out the commitments of preparing and encoding in a controlled manner. Through 

broad trials on CIFAR, NORB and Caltech 101 datasets, we think about a few preparing and encoding plans, including meager 

coding and a type of VQ with a delicate edge actuation work. Our outcomes show not just that we can utilize quick VQ calcu-

lations for preparing, yet that we can similarly too utilize haphazardly picked models from the preparation set. As opposed to 

spend assets on preparing, we discover it is more essential to pick a decent encoder—which can frequently be a basic feed 

forward non-linearity. Our outcomes remember best in class execution for both CIFAR and NORB.  

  Arturo de la Escalera, et. al., 1997, [23] A dream-based vehicle direction framework for street vehicles can have three fun-

damental jobs: 1) street location; 2) hindrance discovery; and 3) sign acknowledgment. The initial two have been read for a 

long time and with numerous great outcomes, however traffic sign acknowledgment is a less-examined field. Traffic signs 

furnish drivers with truly significant data about the street, so as to make driving more secure and simpler. We feel that traffic 

signs must assume similar part for self-ruling vehicles. They are intended to be effectively perceived by human drivers mostly 

in light of the fact that their shading and shapes are altogether different from indigenous habitats. The calculation portrayed 

in this paper exploits these highlights. It has two fundamental parts. The first, for the discovery, utilizes shading thresholding 

to portion the picture and shape examination to recognize the signs. The subsequent one, for the grouping, utilizes a neural 

organization. A few outcomes from normal scenes are appeared. Then again, the calculation is legitimate to distinguish dif-

ferent sorts of imprints that would advise the versatile robot to play out some errand at that place.  

  Shivani Agarwal, et. Al., 2002,[24] We present a methodology for figuring out how to distinguish objects in still dark pic-

tures, that depends on a scanty, part-based portrayal of articles. A vocabulary of data rich item parts is consequently built 

from a bunch of test pictures of the article class of revenue. Pictures are then spoken to utilizing parts from this jargon, 

alongside spatial relations saw among them. In view of this portrayal, an element productive learning calculation is utilized to 

figure out how to distinguish occasions of the article class. The structure created can be applied to any object with recogniza-

ble parts in a generally fixed spatial design. We report investigates pictures of side perspectives on vehicles. Our examina-

tions show that the technique accomplishes high identification exactness on a troublesome test set of true pictures, and is 

profoundly hearty to incomplete impediment and foundation variety. Likewise, we examine and offer answers for a few 

methodological issues that are huge for the examination network to have the option to assess object location approaches.  
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  Timo Ahonen, et.al., 2004, [25] In this work, we present a novel way to deal with face acknowledgment which considers 

both shape and surface data to speak to confront pictures. The face territory is initial separated into little areas from which 

Local Binary Pattern (LBP) histograms are removed and connected into a solitary, spatially upgraded include histogram profi-

ciently speaking to the face picture. The acknowledgment is performed utilizing a closest neighbor classifier in the processed 

component space with Chi square as a disparity measure. Broad investigations obviously show the predominance of the 

proposed plot over completely thought about strategies (PCA, Bayesian Intra/extra personal Classifier and Elastic Bunch 

Graph Matching) on FERET tests which incorporate testing the vigor of the strategy against various outward appearances, 

lighting and maturing of the subjects. Notwithstanding its proficiency, the effortlessness of the proposed strategy takes into 

account quick element extraction.  

  Santosh K. Divvala et.al., 2012, [26] The Deformable Parts Model (DPM) has as of late developed as an extremely valuable 

and well-known apparatus for handling the intra-classification variety issue in object identification. In this paper, we sum up 

the vital experiences from our exact investigation of the significant components comprising this identifier. All the more ex-

plicitly, we study the connection between the function of deformable parts and the combination model segments inside this 

indicator, and comprehend their relative significance. To start with, we find that by expanding the quantity of parts, and ex-

changing the instatement venture from their perspective proportion, left-right flipping heuristics to appearance-based 

bunching, extensive improvement in execution is acquired. In any case, more intriguingly, we saw that with these new seg-

ments, the part misshapenness would now be able to be killed yet getting outcomes that are nearly comparable to the first 

DPM indicator.  

  Navneet Dalal, et. al., 2005,[27] We study the subject of capabilities for hearty visual item acknowledgment, receiving 

straight SVM based human identification as an experiment. In the wake of looking into existing edge and inclination-based 

descriptors, we show tentatively that lattices of Histograms of Oriented Gradient (HOG) descriptors fundamentally beat ex-

isting capabilities for human identification. We study the impact of each phase of the calculation on execution, presuming 

that one-scale inclinations, one direction binning, generally coarse spatial binning, and top-notch neighborhood contrast 

standardization in covering descriptor blocks are exceptionally significant for good outcomes. The new methodology gives 

close ideal division on the first MIT person on foot information base, so we present an additionally testing dataset containing 

more than 1800 commented on human pictures with a huge scope of posture varieties and foundations. A lot of research is 

contributed to this field [51-59]. 

3. Feature Extraction 

To perceive various articles, we have to remove visual highlights which can give a semantic and strong portrayal. Filter [19], 

HOG [20] and Haar-like [21] highlights are the agent ones. This is because of the way that these highlights can create portrayals 

related with complex cells in human mind [19]. Be that as it may, because of the variety of appearances, brightening conditions 

and foundations, it's hard to physically plan a strong element descriptor to consummately portray a wide range of items. 

4. Classification 

Also, a classifier is expected to recognize [50] [51] an objective item from the wide range of various classifications and to  

make the portrayals more progressive, semantic and instructive for visual acknowledgment. As a rule, the Supported 

Vector Machine (SVM) [22], AdaBoost [23] and Deformable Part-based Model (DPM) [24] are acceptable decisions. 

Among these classifiers, the DPM is an adaptable model by joining object leaves behind twisting expense to deal with 

serious distortions. In DPM, with the guide of a graphical model, painstakingly planned low-level highlights and kinemat-

ically enlivened part deteriorations are joined. Furthermore, discriminative learning of graphical models considers as-
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sembling high-accuracy part-based models for an assortment of item classes. In view of these discriminant neighborhood 

highlight descriptors and shallow learnable models, cutting edge results have been gotten on PASCAL VOC object identi-

fication rivalry [25] and ongoing installed frameworks have been acquired with a low weight on equipment. Be that as it 

may, little gains are acquired during 2010-2012 by just structure outfit frameworks and utilizing minor variations of ef-

fective strategies [15]. This reality is because of the accompanying reasons: 1) The age of compet itor jumping boxes with 

a sliding window technique is excess, wasteful and erroneous. 2) The semantic hole can't be spanned by the blend of 

physically designed low-level descriptors and discriminatively-prepared shallow models. Because of the crisis of Deep 

Neural Networks (DNNs) [6][7], a more critical increase is gotten with the presentation of Regions with CNN highlights 

(R-CNN) [15]. DNNs, or the most delegate CNNs [46], act in a very unique path from customary methodologies. They 

have further designs with the ability to learn more unpredictable highlights than the shallow ones. Additionally, the ex-

pressivity and vigorous preparing calculations permit to learn instructive article portrayals without the need to configu-

ration include physically [26]. Since the proposition of R-CNN [44], a lot of improved models have been recommended, 

including Fast R-CNN which together advances characterization and jumping box relapse undertakings [16], Faster R -CNN 

which takes an extra subnetwork to produce district recommendations [18] and YOLO which achieves object recognition 

through a fixed-framework relapse [17]. Every one of them bring various levels of discovery execution enhancements 

over the essential R-CNN and make continuous and precise item identification become more feasible. In this audit paper, 

a precise survey is given to sum up delegate models and their various qualities in a few application areas, including con-

ventional article discovery [15], [16], [18], notable item location [27], face identification and passerby recognition. Their 

connections are portrayed in Figure 1. In view of essential CNN designs, nonexclusive article location is accomplished 

with jumping box relapse, while notable item recognition is refined with nearby differentiation upgrade and p ixel-level 

division. Face recognition and walker location are firmly identified with nonexclusive article identification and basically 

refined with multi-scale adaption and multi-highlight combination/boosting woods, individually. The specked lines show 

that the comparing spaces are related with one another under specific conditions. It should be seen that the covered 

areas are enhanced [52-63]. Person on foot and face pictures have standard structures, while general items and scene 

pictures have more perplexing varieties in mathematical structures and designs. Thusly, extraordinary profound models 

are needed by different pictures. There has been an important pioneer exertion which chiefly centers around applicable 

programming devices to actualize profound learning procedures for picture characterization and item identification, yet 

gives little consideration on enumerating explicit calculations. Not the same as it, our work not just surveys profound 

learning-based article identification models and calculations covering diverse application spaces in detail, yet in addition 

gives their relating test examinations and significant investigations. 

5. Generic Object Detection 

Conventional article discovery targets finding and ordering existing items in any one picture and marking them with rec-

tangular jumping boxes to show the confidences of presence. The systems of conventional article recognition techniques 

can fundamentally be ordered into two sorts. One follows customary article discovery pipeline, producing dist rict propo-

sition from the outset and afterward grouping every proposition into various item classifications. Different sees object 

identification as a relapse or grouping issue, receiving a brought together structure to accomplish end -product (classes 

and areas) straightforwardly. The district proposition-based techniques predominantly incorporate R-CNN [15], SPP-net, 

Fast R-CNN [16], Faster R-CNN [18], R-FCN, FPN and Mask R-CNN, some of which are corresponded with one another (for 

example SPP-net changes RCNN with a SPP layer). The regression classification-based techniques for the most part in-
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corporates MultiBox, AttentionNet, G-CNN, YOLO [17], SSD, YOLOv2, DSSD and DSOD. The connections between these 

two pipelines are spanned by the anchors presented in Faster RCNN. 
 

 

6. Conclusion 

This review paper includes amazing learning capacity and favorable circumstances in managing impediment, scale 

change and foundation switches, profound learning-based article discovery has been an exploration hotspot as of late. 

This paper gives a definite audit on profound learning-based article location structures which handle diverse sub-issues, 

for example, impediment, mess and low goal, with various levels of adjustments on R-CNN. The survey begins on nonex-

clusive article location pipelines which give base models to other related undertakings. At that point, three other normal 

undertakings, in particular remarkable item recognition, face identification and person on foot discovery, are additional-

ly quickly surveyed. At last, we propose a few promising future headings to increase a careful comprehension of the arti-

cle discovery scene. This survey is likewise important for the improvements in neural organizations and related learning 

frameworks, which gives significant bits of knowledge and rules to future advancement. this paper can distinguish and 

follow the moving item in the succession of video outline taken from the static camera in any sort of foundation and ter-

ritory. In each ensuing casing at first the normal stream vectors are assessed and afterwar d the age of optical stream 

vectors happens. For the better precision of the discovery morphological disintegration and enlargement is performed. 

Lucas-Kanade has been decided for the assessment of optical stream on account of its high exactness and its es sential 

rule that utilizes the difference in force between two successive video outlines for movement recognition. Presently the 

sifting is done to smooth through the limits of the moving article utilizing middle channels. At last, the calculation will 

distinguish just those moving items that will fulfill the limitations applied on the mass regions rest will stay as undetect-

ed. 
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