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Chapter 1

Introduction

In the natural world we can witness many different photo-chemical or photo-catalytic reactions
governing photosynthesis, radiation damage, gene mutation and many other biological processes.
The understanding and artificial replication of these processes can help humankind in the devel-
opment of new chemical synthesis techniques and in the generation of clear energy. All these
processes are mainly dependent on the quantum chemical dynamics of electrons and nuclei. This
dependence is due to the overlaps between the atomic orbitals, which determine the formation of
molecular bonds that control the mobility of charge and hence the reaction processes. Therefore,
investigation of the relation between the migration of charge and the rearrangement of nuclei is
of fundamental interest. Energy absorption by a molecule during such photo-induced processes
results in physical and chemical changes such as: charge transfer, fluorescence, structural transfor-
mations, or fragmentation dynamics. To foresee them it is also essential to thoroughly understand
the molecular properties in the ground, excited and ionic states. In addition to photons, molecular
orbitals excitation can be further influenced by the different external factors such as solvent, tem-
perature, or intermolecular interactions. Understanding the molecular response under different
conditions will also foster efficient molecular designing, which will boost the integration of organic
molecules for optoelectronic devices[1, 2], organic or hybrid solar cells[3]; in drug delivery[4], tu-
mour cell detection[5]; to name a few. The biggest question researchers now face is how to trigger,
trace and control these responses? It is also important to note the timescales involved in studying
each of these processes, which can vary from the attosecond (as, 10−18 s) to the femtosecond (fs,
10−15s) timescales.

The timescales involved in the various responses are important as, initially, within a few fs,
before the onset of nuclear motion, one can observe only pure charge migration dynamics. Due to
their light mass, electrons move very rapidly in comparison to nuclei. Hence, from the as to the
sub-fs timescales one can safely ignore the motion of the nuclei. Beyond the sub-fs timescale, the
motion of the electrons starts to couple with the nuclei and this coupled electron-nuclear dynamics
eventually leads to the rearrangement of nuclear positions within the molecule. To study the above
mentioned motions, one needs to understand various electronic structures, vibrational modes, and
electron-nuclei coupled interactions for a given system. Additionally, to measure these motions
one needs extremely advanced, higher resolution techniques capable of capturing such ultrafast
dynamics. Note that tracing such ultrafast processes both theoretically and through experimental
techniques is not trivial.

Over the years, with the advancements in laser sources, one has become able to achieve tem-
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poral resolution as well as spatial resolution at the atomic scales. Lasers can be used not only for
exploring the fundamental properties of charge dynamics, but also to control them. Lasers can
also be used for freezing an atomic or molecular system far from its equilibrium and for observing
the real-time vibrational motion in[6]. Using a laser pulse to steer a chemical reaction in desired
channel is today called “femtosecond chemistry”, which has become a very well established field
of research. The persistent efforts to understand and visualize the motion of charge in the real-
time gave birth to something we today call “attosecond science”. A new paradigm in the field of
attosecond science or chemistry is to use charge dynamics and quantum interference to influence
chemical reactions. The investigation of such dynamics experimentally is an extremely challeng-
ing task. Until now, several different schemes have been employed to study the charge migration
dynamics for molecular systems both in gaseous and liquid phases[7]. These experiments have
demonstrated that the charge migration dynamics can be captured and reconstructed indirectly
by measuring the yield of fragments[8] for doubly positively charged molecular ions at different
delays between XUV and IR pulses, or directly via high harmonic generation using intense ultra-
short laser pulses [9, 10, 11, 12]. To access and control the electron motions at such an ultrafast
timescale can possibly be central for the optimization of the charge transfer routes in a molecule in
a pre-determined, tailored manner. Dedicated research efforts – resulting in sophisticated models
which can then trace the charge dynamics based on the observation of fragmentation channels –
were initially reported by R. Weinkauf et al.[8]. Incorporation of the aligned molecules to mea-
sure the high harmonic signal was reported by P. Kraus et. al. to reconstruct charge migration
dynamics[13]. In this report they measured the high harmonic spectra for the same molecule with
different angles between the aligned molecules and laser pulse polarization. Current state-of-the-
art HHG-driven as XUV setups for XUV-pump–XUV-probe experiments are yet to overcome certain
bottlenecks for full implementation. There are a few facilities around the world, including ELI
ALPS[14], and XFEL[15, 16] that have the potential to host such experiments in the near future.
Such experiments can help understand the correlated charge migration dynamics and electron-
nuclei coupled non-adiabatic charge dynamics in real-time.

Theoretical developments have played an important role in the advancement of attosecond and
femtosecond science. With theoretical advancements in density functional theory (DFT) and time-
dependent density functional theory (TDDFT), it is now possible to study the intramolecular or
intermolecular charge transfer for larger systems (>100 atoms) in the static regime[17]. Further
developments are in progress to study the charge transfer dynamics by investigating the cross-
ing between the potential energy curves[18]. Such methods have been very useful, and showed
promising results. A huge advantage of using the DFT method is the possibility to handle larger
systems in a realistic environment. This is particularly important when the basic electronic, or
vibrational properties of the system are to be explored. For example, using DFT based calculations
one can create databases for electronic and structural properties for a large number of molecules.
These databases can be further evaluated to select effective systems for photo-induced charge
transfer processes[19]. These databases can also be used for machine learning and for further
molecular modelling[3, 20, 21]. However, it is important to note that the usual DFT approach,
and the resulting databases are based on ground state electronic properties, and do not shed light
on the temporal evolution of the electronic cloud during different chemical processes, and lack
information on real-time charge migration dynamics.

The pioneering work by Cederbaum and Zobeley paved the way for studying real-time ultrafast
charge migration study[22]. Their results showed that the removal of charge from a molecular or-
bital can lead to the creation of an electron wavepacket. This electron wavepacket (in static nuclei
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approximation) is created by the excitation of several cationic states simultaneously. Furthermore,
this wavepacket can be evolved in time. Using this method, several bio-relevant and astronomi-
cally important molecules have been studied over the past few years. In a report by A. Marciniak
et al., polycyclic aromatic hydrocarbons (PAHs) were studied using experimental and theoretical
methods[23]. In this report ultrafast relaxation in few tens of femtoseconds was measured[23].
This study shows the transfer of energy from the electronic to vibrational degrees of freedom. This
ultrafast charge migration method has also been used in the development of molecular modelling
by V. Despre et. al., who studied the effect of carbon chain on the charge migration time[24].

I start my thesis by presenting our results about intramolecular charge transfer in large systems
(>100 atoms) used in dye sensitized solar cells with the DFT and TDDFT methods. With these
methods I show how the variation in the structural parameters play a critical role in understanding
the correlation between photo-excitation and charge redistribution processes. Our approach helps
in obtaining a preliminary understanding of the extent of π-conjugation in an extended system. It
is important to note that the proposed approach is computationally cost-effective and can handle
large systems, and can be used widely to study the molecules used in photovoltaic, sensors and
opto-electronic devices. With this approach one can study the linear response of the system in
static nuclei approximation. Then I present our results on ultrafast charge migration to investigate
real-time charge migration dynamics (CMD). I have studied several molecules to address the effect
of chemical and structural variations on the charge migration dynamics. For this study, I have
applied an advanced theoretical method which takes into account the correlation effect during
the CMD, using the ADC code, which was developed by the group of Lorenz S. Cederbaum at
the University of Heidelberg, Germany. This code can be used to propagate charge density after
sudden ionization, and to trace pure charge migration in the as to fs timescale.

The ultrafast charge dynamics was initiated by the sudden ionization of the molecule. Then the
effect of symmetry and role of tautomeric hydrogen on the response time of different orbitals was
studied in the as timescale. Furthermore, I investigated the CMD in smaller systems such as five
nucleobases in RNA and DNA, their tautomers and isomers, along with seven different π-spacer sys-
tems to understand the effect of tautomeric hydrogen, cis-trans forms, methylation and aromaticity
on pure CMD. The observations of these studies can be used as general molecular modelling rules.
These rules can be applied to modify charge delocalization in a given system. Pure CMD can last
for ∼ 3 fs or longer. After 3 fs, nuclear dynamics can come into the picture and result in non-
adiabatic dynamics, which can eventually promote the fragmentation process. Hence, to study
electron-nuclei coupled non-adiabatic dynamics I used the linear vibronic coupling (LVC) model.
With the LVC model I constructed the vibronic coupling Hamiltonian, and used the multiconfigu-
ration time-dependent Hartree (MCTDH) method to study time evolution and population transfer
between the excited electronic states. I present the results for the nuclear coupled non-adiabatic
dynamics in coherently ionized states. These methods help us take into account the electron-
nuclei coupled cationic states, which can be excited by an attosecond pulse. Based on this study
we check the feasibility of the uracil molecule to investigate the charge migration process experi-
mentally. For the experimental measurements we need an advanced XUV-pump–XUV-probe setup
which will be available in advanced facilities like ELI ALPS. Until now, these dynamics were mea-
sured experimentally, with fragmentation dynamics, attosecond transient absorption spectroscopy
and self-probing using high harmonic generation from the studied molecular systems. To investi-
gate real-time CMD with ultrashort lasers, the alignment and orientation of molecules must have
a high signal to noise ratio. Hence, using CH3F as a prototype molecule I presented a study to
improve the alignment dynamics with experimentally feasible pulse parameters and conditions.
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After the introduction to the thesis in this chapter, I provide a brief summary on the following
chapters:

Chapter 2

In this chapter I will briefly describe the different quantum mechanical approaches I have used
in the simulation of ultrafast molecular processes. Using these simulations I have calculated the
photo-induced charge transfer and charge migration dynamics in molecules. I start with the the-
oretical background for the DFT and TDDFT based simulations used in this thesis to calculate
the intramolecular charge transfer in large molecular systems. Using these methods, the molec-
ular structural parameters are analyzed to determine the overall charge transfer in an extended
molecular system. The results for the charge transfer in a large molecule are given in Chapter 3.
Followed by this, I give a brief theoretical description for the single particle non-Dyson Green’s
function ADC(3) method used in the calculation of pure photo-ionization induced CMD in a small
molecules. The results obtained by calculating the ultrafast charge migration dynamics using the
non-Dyson ADC(3) method are given in Chapter 4 and Chapter 5. Then, the theory behind the
linear vibronic coupling model to couple electron and nuclear dynamics is discussed. This theory
is applied to study non-adiabatic ultrafast dynamics in a uracil molecule, and the results are pre-
sented in Chapter 6. In performing experimental studies, the molecular alignment and orientation
for such complicated systems is a very important factor. Hence, I describe the theory used for
studying the laser-induced alignment and orientation dynamics in this chapter, and present the
results for molecular alignment and orientation in Chapter 7.

Chapter 3

In organic or hybrid solar cells or organic LEDs, efficient photo-induced intramolecular charge
transfer (ICT) is one of the key factors in achieving high device efficiency. In this chapter I dis-
cuss in detail a novel and cost-effective way to understand the ICT process in photo-excited dye
molecules. In this study I analyze the electronic and structural properties of a chosen experi-
mentally synthesized donor-acceptor (D-A) type dye molecule in its ground, excited, and cationic
states. The correlation between structural modification and charge redistribution in different parts
of the molecule helps identify the extent of π-conjugation and the spatial rearrangement of elec-
tron density localization along the molecular skeleton. I have found that the prominent change in
bond length, bond angle, and the twisting of several groups promote efficient donor to acceptor
ICT. Thus, based on the modest computation of the structural and electronic properties of dye
molecules in their respective ground, excited, and cationic states, I identify the structural changes
that facilitate tunable intramolecular charge transfer to highlight a simple and direct “recipe” to
screen out probable efficient dye molecules among many samples.

Chapter 4

The motion of the electrons in a molecular system is correlated with the long-range Coulomb
interaction. Hence, perturbation applied to an electron is experienced by the entire electronic
cloud in a largely extended system. This dramatic response of the charge particles can lead to
prominent rearrangements in the electronic and structural properties. In the recent years, electron
correlation and the processes driven by it, i.e. autoionization [25], population of satellite states
on photo-ionization [26], energy transfer [27, 28], and charge migration [22, 29]; have been the
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subject of intensive research both by theory and experiment. The correlation effects can be used to
answer the following important questions: How long does it take the electronic cloud to respond
to such perturbation? Can the response time be tuned by small structural modifications? Can we
use the results of these studies to design new materials? and so on. In their seminal paper[30],
Breidbach and Cederbaum concluded that irrespective of the system, the global response time
taken by the hole density after the sudden removal of an electron is around 50 as. Although this
time is universal, it is certainly not the shortest response time and can vary depending on the
degree of correlation [31].

In this chapter I present the ultrafast multi-electron dynamics in uracil (U) after XUV photo-
ionization. U neutral molecule is observed in Cs symmetry, which has two irreducible symmetries
(a′ and a′′). From our study we find that the response time or the charge migration for orbitals
in a′ symmetry does not show a prominent difference, whereas the orbitals with a′′ symmetry
show a prominent difference. Next, in the first few femtoseconds, charge migration dynamics is
dominated by the correlation effect[22, 32]. We use the two stable tautomers of U and analyze the
difference in their response time. This leads us to investigate how small structural modifications
can actually impact this electron-correlation based mechanism (see Fig.1.1 for highlighted results).
In this chapter we also present our results for specific correlation-driven CMD, initiated by the
ionization of individual molecular orbitals. It can be later realized that tautomerism is one of the
promising paths for the development of an appropriate molecular design for the desired charge
migration [24]. This chapter also serves as a general proposition to understand the analysis of the
ionization spectra, CMD and to identify the role of molecular structural and electronic properties.
This understanding will be further used in analyzing more systems to be presented in Chapter 5.

Chapter 5

To unravel the photo-damage of RNAs, DNAs, and bio-molecules in general, or to study the ef-
fective charge migration capability of the system we must have a complex understanding of the
response of molecules to ionization by XUV-UV radiation[33, 34, 35]. Some of the effects can be
irreversible and lead to alterations or permanent damage in the DNA or RNA. Permanent damage
can be caused by ring-opening photo-chemical reaction on nucleobases, fragmentation [36], or the
initialization of other chemical reactions with the molecules in the environment[37]. There can
be photo-protective effects which can be observed through the evolution of hole density with σ to
π-type character, and can result in other non-fragmentation pathways leading to tautomerization
or isomerization[38, 39]. In fact, many molecular systems in nature display multiple elements of
symmetry and tautomeric forms, stereoisomers, functionalization of system by methylation, which
impact their photo-chemical response. Prior to the photo-excitation or ionization induced detri-
mental excited-state reactions, the initial response is dominated by pure electron dynamics, with
timescales typically up to a few fs. These are presented in Chapter 4 and Chapter 5, and studied
using the electron correlation effect. This ultrafast response to external perturbation results in the
rearrangement of the electronic cloud, which can dictate the relaxation pathways of the molecule.
Hence, in this chapter we present an extensive and computationally expensive study where we
investigate the effect of tautomers, stereoisomers, methylated system, and different elements and
groups on the cyclic molecules (see Fig.1.1 for highlighted results). The pure charge migration
process can last for a short time (typically <15 fs). Hence, in Chapter 6 we present the results for
non-adiabatic charge migration dynamics on these correlated systems.
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Figure 1.1: Summarized results from various studies discussed in this thesis. (Left panel) Results
showing the difference in response time for keto-enol tautomers of uracil, to sudden ionization in
the attosecond timescale and the difference in the charge migration dynamics in the sub-fs timescale.
(Right panel, upper block) The difference in charge migration between the cis and trans isomers of
cytosine. (Right panel, lower block) Comparison of the charge migration dynamics in the non-aromatic
cyclopentadiene and aromatic 1,2,3-benzothiadiazole molecules.

Chapter 6

The population of the excited states and the correlated charge dynamics can vary depending on
the laser pulse used, which can lead to different charge migration dynamics. Note that charge
migration is the process in which charge oscillation occurs between two atomic sites in a molecule
whereas, the process of charge transfer involves the transfer of charge from electronic to nuclear
degrees of freedom. Using the pure charge migration dynamics, we can observe the two atomic
sites in a molecule between which the charge oscillates. These oscillations will initial the electron-
nuclei coupled non-adiabatic dynamics, which will ultimately lead to charge transfer in the system
and/or fragmentation. Before going from charge migration to charge transfer we need to under-
stand the non-adiabatic dynamics. To study this we need to involve all the necessary electronic
states and nuclear degrees of freedom, which can be excited by a laser pulse. In this chapter I study
the non-adiabatic dynamics in an uracil cation system. For this study I used the vibronic coupling
model to couple the electronic states with the nuclear degrees of freedom, which can be excited
by an ultrashort laser pulse. Then I propagated the wavepacket using the MCTDH method. This
gives us the information regarding the states participating in the non-adiabatic population transfer
dynamics and up to how many fs the system shows adiabatic dynamics.
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Chapter 7

Molecular alignment and orientation (A&O) techniques were extensively studied in the past for
controlling photo-induced chemical reactions. Today, the increasing interest in strong-field physics,
high-harmonics generation, charge migration dynamics, and molecular imaging of gaseous targets
also demand high molecular alignment. In this chapter, we examine the role of all optical pulse
parameters on the field-free alignment dynamics. For this study we used CH3F as a prototype
molecule, and selected the experimentally feasible optical laser parameters for maximal alignment.
The varying parameters used for the study are: rotational temperature, pulse duration, intensity,
and carrier envelop phase (CEP). Additionally, I analyzed the interplay between the laser pulse
parameters and rotational population distribution. As the pulse parameters vary, the rotational
revivals show two qualitatively different behaviours and I can interpret the transition by establish-
ing the connection between the pulse parameters and the population of excited rotational states.
Here I reported, using a single pulse at 2 K, the highest alignment of ⟨cos2θ⟩ = 0.843 for the CH3F
molecule.

In summary, I aim to understand and correlate the variation in charge migration dynamics
with the change in molecular structure. For this study I investigated the dynamics in different
timescales with appropriate quantum mechanical simulation methods. The analysis of these re-
sults is important for the development of molecular modelling. I examined how certain structural
engineering of molecules can prominently impact charge reorganization over different parts of the
molecular backbone, resulting in the ultrafast spatial rearrangement of electron density. I eluci-
dated how charge transfer and charge migration critically depend on the factors such as the extent
of π-conjugation, the strength of the electron correlation, arrangement of nuclei and the symme-
try for the excited molecular orbitals. My analysis revealed the differences in the ultrafast charge
transfer, redistribution of the electronic cloud and charge migration processes in the context of
chemical and structural variations in multi-nuclear systems. In this thesis I identify the exact time
when the onset of the correlation effect in the attosecond timescale is observed. Furthermore, I
present the calculations for prototype systems to study the ultrafast charge migration dynamics,
which can be used by the experimental groups. For experimental measurements to study charge
migration dynamics, molecular alignment is an important factor as it improves the signal to noise
ratio. I have included the quantum mechanical analysis to improve the alignment and orientation
of poly-atomic molecules – particularly for laboratory conditions and laser parameters as available
in state-of-the-art laser facilities like ELI ALPS. The summary of our analysis and outlook for the
study presented in this thesis are reported in detail at the end of each chapter and in Chapter 8.
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Chapter 2

Theory

Quantum chemistry calculations have helped chemists and physicists over many years in under-
standing the molecular structural, electronic, and vibrational properties in different environments.
The quantum electronic structure calculations are based on the solution of the Schrödinger equa-
tion (SE). Solution to the SE gives the wave function (Ψ), which holds all the information about a
particle in a system. A typical time-independent SE for a many-body system is given by:

ĤΨ = EΨ , (2.1)

where Ĥ is a Hamiltonian operator that represents the total energy of the system.

H = −
∑

i

ℏ2

2me
∇2

i︸ ︷︷ ︸
KE of electrons

−
∑

i

ℏ2

2mA
∇2

A︸ ︷︷ ︸
KE of nuclei

+
∑
i<j

e2

ri − rj︸ ︷︷ ︸
electron repulsion

+
∑

A<B

e2ZAZB

|rA − rB |︸ ︷︷ ︸
nuclei repulsion

−
∑

i

∑
A

e2ZA

|ri − rA|︸ ︷︷ ︸
electron−nuclei interaction

(2.2)
The first two terms in Eq. 2.2 are for kinetic energy (KE), the next two terms are for the potential
energy (PE) and the last one is for the interaction potential between the electrons and nuclei[18,
40, 41, 42, 43, 44]. Solving the exact SE given in Eq. 2.2 for a many-electron system is not trivial.
Hence, we need to reduce the problem with some suitable approximations. According to the Born-
Oppenheimer approximation, which is central to quantum chemistry, the nucleus moves slower
compared to the electrons in a molecule, hence the terms corresponding to kinetic energy and
the repulsion between the nuclei from Eq. 2.2 can be neglected[41, 44]. The remaining equation
for the Hamiltonian will now be the electronic Hamiltonian, the solution to which will give the
electronic wave function describing the energy and the motion of the electrons. They depend
definitively on the electronic coordinates and parametrically on the nuclear coordinates. The wave
function of an electron is also known as an orbital (Ψi(r)), which in case of a molecule will be
called a molecular orbital. The probability (P(r)) of finding an electron in the small volume dr
around r is given by |Ψi(r)|2dr. In case of molecules, the spatial molecular orbitals will form an
orthonormal set: ∫ r2

r1

drΨ∗
i (r)Ψj(r) = δij . (2.3)

In general, for a complete set of spatial orbitals, an arbitrary function will be expanded in the form
of an infinite set, which is not practical. However, it is possible to consider a finite set of N orbitals,
{Ψi|i = 1, 2, . . . , N}, which spans a certain region of the complete set. Furthermore, before

15
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considering a system with interacting particles it is simple to consider a system with noninteracting
particles (electrons). The Hamiltonian for such a system will take the form

HΨHP = EΨHP , (2.4)

where H is the sum of all one-electron Hamiltonians, ΨHP is the product of all spin orbitals
(orbitals with space and spin coordinates, χi(x) = Ψ(r, σ)) and E is the sum of all the eigenvalues
of the spin orbitals.

ΨHP (x1, x2, x3, . . . , xn) = χ1(x1), χ2(x2), χ3(x3), . . . , χn(xn) (2.5)

Such many-electron wave function given above is known as the Hartree product (HP). However,
it does not satisfy the antisymmetry principle. The antisymmetrized wave function can be writ-
ten in form of the Slater determinant. In this determinant, N electrons occupy N spin orbitals
(χa, χb, χc, . . . , χn). As it is not specified which electron occupies which orbital, on interchang-
ing the coordinates of two electrons corresponding rows in the Slater determinant will be inter-
changed. Therefore, the sign of the determinant will be changed. Hence the Slater determinant
satisfies the antisymmetry principle. In case two electrons occupy the same spin orbital, will give
two equal columns in the determinant. Thus, the wave function vanishes if two electrons occupy-
ing the same spin orbital. The term

√
N ! in Eq. 2.6, is the normalization factor[45].

Ψ(x1, x2, x3, . . . , xN ) = 1√
N !

∣∣∣∣∣∣∣∣∣
χa(x1) χb(x1) . . . χn(x1)
χa(x2) χb(x2) . . . χn(x2)

...
...

...
χa(xN ) χb(xN ) . . . χn(xN )

∣∣∣∣∣∣∣∣∣ (2.6)

2.1 Hartree Fork (HF) approximation

The Hartree-Fork approximation is central to solving the many-electron problem. A single Slater
determinant is the determinant form of the antisymmetric wave function used to describe the
ground state of a many-electron system.

Φ0 = |χ1χ2 . . . χN ⟩ (2.7)

The variation principle[46] states that the lowest possible energy for a system is obtained with the
best wave function of this functional form.

E0 = ⟨ΦN
0 | H |ΦN

0 ⟩r (2.8)

Hence the variational flexibility is the choose of the spin orbitals in the wave function. By mini-
mizing the energy with respect to the spin orbitals, we can derive an eigenvalue Hartree-Fork (HF)
equation of the form

ĥ(i)χa(xi) = ϵχa(xi) , (2.9)
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where ĥ(i) includes the HF potential, which is equivalent to the “field” observed by the electron (i)
and is given as

ĥ(i) = −1
2∇2

i −
O∑

a=1

Za

ri −Ra
+
∑

β

⟨ϕβ(j)| 1
|ri − rj |

(1 − P̂ij) |ϕβ(j)⟩rj
, (2.10)

where P̂ij is an operator that interchanges the electrons j and i between the ϕ(i) and ϕ(j) orbitals.
The HF equation is a nonlinear equation solved iteratively using the self-consistent-field (SCF)
method. The solution to Eq. 2.9 will yield a set of orthonormal HF spin orbitals and energies, {χM }
and {ϵM }[43, 45]. Subscript M is the size of the set of spatial basis functions {ϕγ |γ = 1, 2, . . . ,M}
with 2M spin orbitals (M with α spin and M with β spin). This will give N occupied orbitals and
2M-N unoccupied orbitals. The value of E0 will be lowered until the Hartree-Fork limit is reached
with larger and larger basis sets.

2.2 Density functional theory (DFT)

As discussed earlier, solving an exact SE for a many-body problem is not trivial and the HF method
is a good approximation. However, this method does not take into account the electron correlation
effects and hence the final energy is not as low as the exact energy. The correlation effect can be
incorporated by using methods based on wave function. Wave functional approaches such as the
Møller-Plesset (MP) perturbation theory, or the coupled-cluster theory are quite accurate, however
they cannot be applied for a very large system. On the other hand, the density functional theory
(DFT) is very cost-effective, and up to a certain level it is an precise approach for large systems.

In 1964, Hohenberg and Kohn (HK) stated two important theorems[47]. The first theorem
states that ‘the ground state of any interacting many-particle system with a given fixed inter-particle
interaction is a unique functional of the electron density η(r)’. According to which there is one-to-
one correspondence between the energy of a many-body system in non-degenerate ground state
and the ground-state electron density. The second theorem states that ‘the electron density that
minimizes the energy of the overall functional is the true electron density corresponding to the full
solutions of the SE’. This means that E[η(r)] will be the minimal η(r) when it is in its true ground-
state density. The minimization of E[η(r)] can be achieved using the variation principle[43]. The
relation between the ground state energy E and density in terms of the single-electron wave func-
tion Ψi[η(r)] is given as

E[Ψi[η(r)]] = ℏ2

m

∑
i

∫
Ψ∗

i ∇2Ψid
3r+

∫
V (r)η(r)d3r+e2

2

∫ ∫
η(r)η(r′)
|r − r′|

d3rd3r′+Eion+EXC [η(r)] .

(2.11)
The terms on the right side of Eq. 2.11 represents the KE of electrons, the electron-nuclei Coulomb
interactions, the electron-electron Coulomb interactions, the nuclei-nuclei Coulomb interactions
and the exchange-correlation functional. Although solving Eq. 2.11 is easier than solving the exact
SE, it is still not as trivial as it sounds. This problem was further simplified by Kohn and Sham in
1965, when they showed that the energy can be given as a functional of the one-particle density
(Eq. 2.12)[48, 49]. [ℏ2

m
∇2 + V (r) + VH(r) + VXC(r)

]
ϕi = ϵiϕi (2.12)

In Eq. 2.12, V (r) is the electron-nuclei interaction potential, VH(r) is the Hartree potential (VH(r) =
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e2 ∫ η(r′)
|r−r′|d

3r′) and VXC(r) is the exchange correlation potential, VXC(r) = δEXC(r)
δη(r) . In the KS

equation one needs to specify EXC [{ϕ(r)}], which is cumbersome as the true form of this term is
unknown. However, using theoretical or experimental considerations, an approximate exchange-
correlation energy can be designed.

In 1984, Runge and Gross extended the HK theorems from static to time dependent domain.
According to Runge and Gross, for a many-body system evolving from Ψ0, one-to-one mapping
between the time dependent external potential, Vext(r, t) and the electronic one-electron density,
η(r, t)[50] exist. The time-dependent Schrödinger equation (TDSE) for the electronic ground state
of a system is given by Eq. 2.13.

iℏ
∂ψ(−→r , t)

∂t
= Ĥψ(−→r , t) (2.13)

In Eq. 2.13, the Hamiltonian is given by Eq. 2.14,

Ĥ = T̂ + V̂ee + V̂ (−→r , t) , (2.14)

where T̂ is the kinetic energy, V̂ee is the electron-electron repulsion and V̂ (−→r , t) is the external
potential. For the given external potential it is possible to solve the TDSE, where the density is
given by

n(r, t) = M

∫
d3r2

∫
d3r3 . . .

∫
d3rM |Ψ(r, r2, . . . , rM , t)|2 . (2.15)

2.3 Green’s function method

We consider an N-electron system with energy EN
0 in the nondegenerate ground state |ΨN

0 ⟩. For
such a system, the one-particle Green’s function spectral representation is given by

Gpq(ω) =
∑

m∈{N+1}

⟨ΨN
0 | âp |ΨN+1

m ⟩ ⟨ΨN+1
m | â†

q |ΨN
0 ⟩

ω − (EN+1
m − EN

0 ) + iη︸ ︷︷ ︸
G+

pq(ω)

+
∑

m∈{N−1}

⟨ΨN
0 | â†

q |ΨN−1
m ⟩ ⟨ΨN−1

m | âp |ΨN
0 ⟩

ω − (EN−1
m − EN

0 ) − iη︸ ︷︷ ︸
G−

pq(ω)

.

(2.16)
Here a single-particle representation is based on the HF orbitals in the ground state |ψp⟩. In
Eq. 2.16, |ΨN±1

m ⟩ has a complete sets of (N ± 1) particles eigenstates with eigenenergies EN±1
m .

The terms âp and â†
q are the annihilation and creation operators, respectively. The term η is a

positive infinitesimal required to define the Fourier transformation between the time and energy
representations of Green’s function. The first part for G+

pq(ω) in Green’s function describes a system
with one extra electron, or electron affinity, while the second part (G−

pq(ω)) describes a system with
one electron less, or ionization[51].

The compact matrix notation for the above equation can be given by

G±(ω) = f†(ω − Ω±)−1f , (2.17)

where Ω± is the diagonal matrix of the ionization energies and the electron affinities. This matrix
can be expanded as:

Ω±
mm = ∓(EN

0 − EN±1
m ) . (2.18)
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For G−
pq(ω), the negative pole positions, which are the ionization energies of the system, are given

by the difference between EN−1
m and EN

0 , whereas the spectral amplitudes are given by

xnp = ⟨ΨN−1
m |âp|ΨN

0 ⟩ . (2.19)

2.4 Algebraic diagrammatic construction (ADC)

The one-particle Green’s function formalism has been used to access the accurate ionization ener-
gies and spectral intensities. This electron propagator relies on the Dyson equation to relate the
Green’s function G to the self-energy part Ξ. The Dyson equation is given as

G(ω) = G(0)(ω) +G(0)(ω)Ξ(ω)G(ω) . (2.20)

Using Eq. 2.20, one can give the relation between G(ω) and the self energy Ξ(ω) (Eq. 2.21)

Ξ(ω) = Ξ(∞) + P (ω) . (2.21)

In Eq. 2.21, Ξ(∞) is the ω-independent static term and P (ω) is the ω-dependent dynamic term.
The quantity Ξ compared to G is a simpler subject for a diagrammatic perturbation expansion. The
Ξ can be approximated up to the third- or fourth-order by the Algebraic diagrammatic construction
(ADC) procedure[52, 53]. The ADC is a very general approach and can be applied directly to G
or separately to either G−

pq(ω) or G+
pq(ω) parts. This splitting of the Dyson-type secular equation

to two separate sets of equations leads to more involved theoretical perturbation expressions for
getting the secular matrix elements.

Our main focus is on the G−
pq(ω) part of the spectral representation. Using the ADC approach,

the nondiagonal representation for G−
pq(ω) can be given by

G−
pq(ω) = f†(ω − L−D)−1f . (2.22)

This form is a result of a complete set of intermediate states included in G−
pq(ω) term[54, 55].

The relation between the intermediate states |ΨN−1
m ⟩ and the correlated excited states is given by

ÂJ |ΨN
0 ⟩, where ÂJ represents the excitation operators of the manifold with indices j, k, l, . . . for

the occupied, and a, b, c, . . . for the unoccupied orbitals.

ÂJ = âj , â
†
aâj âk, â

†
aâ

†
bâj âkâl, . . . , (2.23)

The L + D part in Eq. 2.22 is the non-diagonal effective interaction matrix and f is the matrix of
effective transition amplitudes. Solving the secular equation (Eq. 2.24), one can be convert the
nondiagonal representation to the original form given in Eq. 2.17.

(L+D)X = XΩ, X†X = 1 (2.24)

The term X in above equation represents the matrix of eigenvectors, and the spectroscopic ampli-
tudes can be determined using the relation

z = X†f . (2.25)

Term “f " represents the effective coupling matrix in Eq. 2.22.
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Within the ADC method, the approximate scheme is constructed by the perturbation series
expansion of L+D and f as:

L+D = L+D(1) +D(2) + . . . , (2.26)

f = f + f (1) + f (2) + . . . .

2.5 Charge migration dynamics

To trace the charge transfer within the molecule and the associated electron dynamics, it is con-
venient to construct and analyze the time-dependent hole density Q(−→r , t) created by sudden ion-
ization. This process is solely driven by the electron correlation effect and is known as “charge
migration dynamics”[22, 56, 57, 58]. The Q(−→r , t) term describes the density of the hole at po-
sition r and time t and by construction is normalized to 1 at all times t (see Eq. 2.27)[59]. The
second-quantization representation of the density operator within a one-particle basis is given by
Eq. 2.28, where operator â†

p creates an electron in orbital ϕp and âp destroys an electron to create
a hole in orbital ϕp

Q(−→r , t) = ⟨Ψ0|ρ̂(−→r , t)|Ψ0⟩ − ⟨Φi|ρ̂(−→r , t)|Φi⟩ , (2.27)

= ρ0(−→r ) − ρi(−→r , t) ;

where
ρi(−→r , t) =

∑
p,q

ϕ∗
p(−→r )ϕq(−→r )â†

pâq . (2.28)

Within this representation, the hole density takes the form as given in Eq. 2.29.

Q(−→r , t) =
∑
p,q

ϕ∗
p(−→r )ϕq(−→r )Npq(t) , (2.29)

where Npq(t) represents the hole density matrix. Hole density is given as a difference between the
electronic density of the neutral and that of the cation in Eq. 2.27. Here ρ̂ is the density operator,
|Ψ0⟩ is the ground state of the neutral, and |Φi⟩ is the initially prepared cationic state. The term
ρi(−→r , t) in Eq. 2.27 is a time dependent density operator, since |Φi⟩ is not an eigenstate of the
cation. Further details on the construction of the hole density matrix employing the ADC approach
can be found in reference [56, 60].

2.6 Vibronic coupling Hamiltonian (VCH)

Before the photo-ionization process, the ground state is assumed to be isolated from the other
excitation states. The ground state Hamiltonian in harmonic approximation is given by Eq. 2.30
with unperturbed nuclear kinetic energy (TN ) and potential energy (V0).

H0 = −
f∑

i=1

ωi

2
∂2

∂ Q2
i︸ ︷︷ ︸

TN

+
f∑

i=1

ωi

2 Q
2
i︸ ︷︷ ︸

V0

(2.30)
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The ωi term in Eq. 2.30 is the harmonic frequency andQi are the dimensionless normal coordinates
associated with mode i, whereas f is the number of degrees of freedom. After photo-ionization, the
Hamiltonian is described by a set of interacting states. Such Hamiltonian is known as the vibronic
coupling Hamiltonian (VCH) and is given by Eq. 2.31 using TN and the vibronic coupling potential
energy matrix (W (Q))[61, 62, 63].

H = TN + V0 +W (2.31)

Using a power series up to the second order, and at the equilibrium position of the ground state
we construct the diabatic potential energy matrix W . In this matrix the diagonal and off-diagonal
elements are given as Eq. 2.32 and Eq. 2.33, respectively.

Wnn(Q) = IPn +
∑

i

κ
(n)
i Qi +

∑
i,j

γ
(n)
i,j QiQj + . . . (2.32)

Wnn′(Q) =
∑

i

λ
(nn′)
i Qi +

∑
i,j

µ
(nn′)
i,j QiQj + . . . (2.33)

The quantity IPn in Eq. 2.32 is for the vertical ionization energies, referring at the centre
of the Franck-Condon zone, Q = 0. The parameters κn and γn are the linear and quadratic
intrastate coupling constants, λnn′

is the interstate linear coupling constant for states n and n′.
The term µ(nn′) is an off-diagonal coupling constant, which represents the coupling modes that
enter bilinearly into the Hamiltonian. The coupling constants can be derived using the least-
square fitting. For molecules with symmetry, the sum given in the above equations runs only for
the restricted sets of modes. The modes that modulate the energy gap between the two states are
called tuning modes. These are given by a set of totally symmetric modes, S1:

S1 : Γi ⊃ ΓA . (2.34)

Note that the two states will be coupled with the mode if and only if the direct product between
the symmetry of mode and the electronic state is symmetric. The set of mode pair that gives the
bilinear and quadratic on-diagonal couplings is S2:

S2 : Γi × Γj ⊃ ΓA . (2.35)

The set representing the linear coupling between the two interacting states is S3, within which the
modes are called coupling modes:

S3 : Γi × Γa × Γb ⊃ ΓA . (2.36)

Γa and Γb are the irreducible representations of the two electronic states considered. The off-
diagonal coupling modes bilinearly entering the Hamiltonian are given in set S4:

S4 : Γi × Γj × Γa × Γb ⊃ ΓA . (2.37)

For two interacting states, the diabatic potential matrix will take the form given as:
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H = (TN + V0)1
(

−IP1 0
0 IP2

)
+
∑
i∈S1

(
κ1 0
0 κ2

)
Qi +

∑
(i,j)∈S2

(
γ

(1)
i,j 0
0 γ

(2)
i,j

)
QiQj

+
∑
i∈S3

(
0 λi

λi 0

)
Qi +

∑
(i,j)∈S4

(
0 µi,j

µi,j 0

)
QiQj

. (2.38)

Using the knowledge of the adiabatic potential energy surfaces (PES) (Vi) generated from the
quantum chemistry calculations we can determine the parameters for the construction of the VCH.
One can determine these by comparing the adiabatic PES calculated by diagonalizing the diabatic
model potential, with the PES obtained from quantum chemistry calculations. For example, let’s
consider that there are two interacting states, the diabatic potential energy matrix (V ) is given as

V̂ (Q) =
(
a(Q) c(Q)
c(Q) b(Q)

)
. (2.39)

Using Eq. 2.32

a(Q) = −IP1 +
∑

i

κ1
iQi +

∑
i,j

(γ1
i,j − ωi

2 δi,j)QiQj , (2.40)

b(Q) = IP2 +
∑

j

κ2
iQi +

∑
i,j

(γ2
i,j − ωi

2 δi,j)QiQj . (2.41)

Using Eq. 2.33

c(Q) =
∑

i

λ1,2
i Qi +

∑
i,j

µ1,2
i,j QiQj . (2.42)

The general solution to finding the lowest order coupling constants (at Q = 0) is:

κ
(s)
i = ∂Vs

∂Qi
|Q=0 , (2.43)

λ2
i = 1

8
∂2

∂Q2
i

[V2(Q) − V1(Q)]2 |Q=0 . (2.44)

Comparing the eigenvalues of the diabatic potential matrix (see Eq. 2.39) with the Vi from quan-
tum chemistry calculations we use the following relations:(

a(Q) c(Q)
c(Q) b(Q)

)
=
(
V1(Q) 0

0 V2(Q)

)
. (2.45)

This gives us equation (Eq. 2.46), which can be solved using some algebraic methods.

(V1(Q) − V2(Q))2 = (a(Q) − b(Q))2 + 4c(Q)2 (2.46)

Note that although it is difficult to perform the adiabatic to diabatic transformation, the diabatic
(Vdia = H − TN 1) to adiabatic (Vadia) transformation is easy using the unitary transformation
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matrix U (in practice it can be expensive):

U†VdiaU = Vadia . (2.47)

The fitting is obtained using the weighted least-square fitting procedure. The least-square fitting
function is given by:

L = L(κ,λ,γ,µ) , (2.48)

L =
M1∑
f=1

c
(f)
1 [V mod

1 (IP1, IP2,κ,λ,γ,µ; Qf ) − E1(Qf )]2

+
M2∑
f=1

c
(f)
2 [V mod

2 (IP1, IP2,κ,λ,γ,µ; Qf ) − E2(Qf )]2
. (2.49)

The coupling constants are given as κ,λ,γ,µ and V mod
(1,2) represents the adiabatic surfaces that are

obtained after diagonalization of the potential part of the VCH given in Eq. 2.38. M1 and M2
represents the number of points calculated on the PES. E(f)

(1,2) are the calculated energy values

for Qf points on the PES in Q-space. The term c
(f)
(1,2) is a positive weight function and plays an

important role in amplifying the importance of the region where the PES density is high and damp
in the region of low density. One way of expressing this weight function is given in Eq. 2.50 with
positive constants α and β.

c
(f)
1,2 =

{
exp[α(IP1,2 − E

(f)
1,2 )] : E

(f)
1,2 ≤ IP1,2

exp[β(IP1,2 − E
(f)
1,2 )] : E

(f)
1,2 > IP1,2

(2.50)

If the quadratic terms (γ and µ) in Eq. 2.38 are set to zero then one arrives at the linear vibronic
coupling (LVC) model.

2.7 The multiconfiguration time-dependent Hartree (MCTDH)
method

MCTDH is a every efficient method to solve TDSE[64, 65, 66] using a multistate ansatz, where the
wave function on each state Φ(a) is expanded as a linear combination of Hartree products:

Ψ(q1, . . . , qp, t) =
∑

a

∑
J

A
(a)
J Φa

J |a⟩︸ ︷︷ ︸
Ψ(a)

, (2.51)

Ψ(q1, . . . , qp, t) =
s∑

a=1

n
(a)
1∑

j1=1
· · ·

n(a)
p∑

jp=1
A

(a)
j1...jp

(t) ×
p∏

κ=1
ϕ

(a,κ)
jκ

(qκ, t) |a⟩ . (2.52)

The number of electronic states and MCTDH particles are given by variables ‘s’ and ‘p’. A discrete
set of electronic states |a⟩ are labelled by indices {a}. Wave packet (Ψ(a)) associated with each
electronic state is given with a distinct set (J=j1 . . . jp) of the single-particle function (SPF) (ϕa,κ

jκ
).

Hence, for each relevant state, the summation over all the possible index combinations is given
by
∑

J . The computational costs for a multidimensional system can be significantly reduced when
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particle coordinates can be grouped to form a set [qk = Qi, Qj , . . . ] with κ degrees of freedom.
Such grouping is done for systems where the set contains more than five coordinates. This makes
SPF a multidimensional function of ‘p’ number of particles and ‘f ’ sets of system coordinates, where
p < f . In Eq. 2.52 if we set the number of degrees of freedom or MCTDH particles to n1 = np = 1,
then we obtain the time dependent Hartree method (TDH), which is the limiting case of MCTDH.

2.8 Laser-induced alignment and orientation: the TDSE method

The calculation of the laser-induced alignment and orientation dynamics for a molecular system
can be calculated by solving the time-dependent Schrödinger equation (TDSE)[67, 68]. One needs
to solve the TDSE of the form

iℏ∂t|Φ(t)⟩ = Ĥ(t)|Φ(t)⟩ = (Ĥ0 + Ĥext(t))|Φ(t)⟩ , (2.53)

where the Ĥ0 part is the molecular field-free Hamiltonian. This Hamiltonian is constructed under
the rigid rotor approximation, i.e., no rotational-vibrational coupling terms are considered. The
TDSE given in Eq. 2.53 is solved in two parts. First the solution for the trivial field-free Hamiltonian
is given by

Ĥ |Φm⟩ = Em |Φm⟩ . (2.54)

Note that this solution is non-trivial when one considers an asymmetric top molecule. The second
step involves the Ĥext(t) term in Eq. 2.53. This is the time dependent part of the Hamiltonian,
where the laser-matter interactions are taken into consideration. This external interaction Hamil-
tonian is expanded as

Ĥext(t) = −µϵ(t)︸ ︷︷ ︸
V̂dip.(t)

− 1
2ϵ(t)(αϵ(t))︸ ︷︷ ︸

V̂pol.(t)

− 1
6ϵ(t)(ϵ(t)βϵ(t))︸ ︷︷ ︸

V̂hyp.(t)

. (2.55)

In Eq. 2.55, the three terms represent the interaction of the laser field with the permanent electric
dipole moment (µ), the polarizability tensor (α) and the hyperpolarizability tensor (β). When
considering the interaction with a single optical laser pulse, the first and third order terms in
Eq. 2.55 can be neglected. The first term can be neglected for an optical pulse, as the period
of an oscillating optical pulse is shorter in comparison to the characteristic rotational period of
the molecule. Hence, the interaction with the external field can be cycle-averaged by neglecting
the first term[69] and rewriting this equation yields Eq. 2.56. However, for the THz pulse this
term is dominant and needs to be retained. The third term includes the interaction of molecular
hyperpolarizability with the laser field, which is important when dealing with overlapping multiple
pulses, such as the (ω, 2ω) setup[70].

Ĥext(t) = −1
4ϵ(t)(αϵ(t)) (2.56)

The description of the external electric laser field is given as a linearly polarized pulse along the
Z-axis in a laboratory-fixed (LF) frame. This laser pulse has a Gaussian envelope with ω as its
central frequency. The z component of this laser field is given by

ϵz(t) = ϵ0(t)cos(ωt+ ξ) . (2.57)



2.8 Laser-induced alignment and orientation: the TDSE method 25

The envelope of the laser field is given by ϵ0(t), while the carrier frequency and carrier envelope
phase (CEP) are denoted by ω and ξ, respectively.

Now we are in the position to discuss the solution of Eq. 2.53. In the second part of the solution,
the rotational wavepacket is expanded in terms of the rotational eigenstates |Φm(t)⟩:

|Φ(t)⟩ =
∑
m

Cm(t) |Φm⟩ . (2.58)

Using Eq. 2.54 and Eq. 2.55 we get

Hmm′ = ⟨Φm| Ĥ |Φm′⟩ , (2.59)

= Emδmm′ − ⟨Φm|µϵ(t) |Φm′⟩ − 1
2 ⟨Φm| ϵ(t)(αϵ(t)) |Φ′

m⟩ − 1
6 ⟨Φm| ϵ(t)(ϵ(t)βϵ(t)) |Φm′⟩ ,

whereas for Eq. 2.56 this will take the form

Hmm′ = Emδmm′ − 1
4 ⟨Φm| ϵ(t)(αϵ(t)) |Φm′⟩ . (2.60)

We solve the TDSE using the LIMAO package, which calculates the temporal evolution of physical
quantities at once for different times. These quantities are calculated by getting the expectation
values using the rotational wavepacket[67, 68]. For computing the matrix elements in Eq. 2.59,
an efficient approach is to convert the Cartesian representation for rotational parameter values
calculated with the ab-initio method to the spherical-basis representation using the transformation
formulae[71, 72] µ(1,0) = µ3, µ(1,±1) = 1√

2 (∓µ1 − iµ2), α(0,0) = −1√
3 (α11 + α22 + α33) = −1√

3Tr[α],
α(2,±2) = 1

2 [α11 − α22 ± i(α12 + α21], α(2,±1) = 1
2 [∓(α13 + α31) − i(α23 + α32)], and α(2,0) =

1√
6 [2α33 − α22 − α11] .

LIMAO allows us to set the rotational temperature and calculate the populations in the respective
rotational eigenstates assuming the Boltzmann distribution. The population at the ith rotational
state is given by

Pi = e− Ei
kT∑

l e
− El

kT

, (2.61)

where k is the Boltzmann constant and Ei is the energy of the ith rotational state. The temporal
evolution of the expectation value of a physical quantity Â is then expressed as

⟨Â⟩ (t) = 1
Q(T )

∑
i

⟨Φ(i)(t)| Â |Φ(i)(t)⟩ gie
− Ei

kT (2.62)

and
Q(T ) =

∑
i

gie
− Ei

kT , (2.63)

where Φ(i)(t) is the time-dependent rotational wave packet when the initial condition is set to be
the ith rotational eigenstate, thus

⟨Φ(i)(t)| Â |Φ(i)(t)⟩ =
∑
n,m

C(i)∗
m (t)C(i)

m (t) ⟨Φm| Â |Φm⟩ , (2.64)
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with C(i)
m (t = 0) = δim. Q(T ) is the rotational partition function and gi stands for the nuclear spin

statistical weight of the ith rotational eigenstate. Nuclear spin statistical weights for the irreducible
representation of D∞[67, 68] are calculated to be A1 (Σ+) = A2 (Σ−) = 2, E1 (Π) = E2 (∆) =
1 and E3 (Φ) = 2 for the CH3F molecule.
The time-dependent degree of alignment of a symmetric top molecule can be computed as the
expectation values,

⟨cos2(θ)⟩ (t) = ⟨Φ(t)|cos2(θ)|Φ(t)⟩ (2.65)

The angle between the lab-fixed z-axis and the molecular symmetry axis is given by θ.



Chapter 3

Insights Into Intramolecular Charge
Transfer: An Ab Initio Approach

Charge transfer and charge migration play a fundamental role in many areas of material science
like photovoltaics, photoemission, photocatalysis, sensor applications etc. Recent experimental ad-
vancements to resolve even the faster temporal events ensure additional impetus. Understanding
the spatial distribution of charge density in the ground, excited and cationic states is a prerequisite
in predicting the photo-induced charge transfer in large π-conjugated systems. Large push-pull
dye molecules are often integrated in organic or hybrid photovoltaic devices, light emitting diodes
and photo-chemical cells. To model molecules with high efficiency for the application in such de-
vices, it is essential that we understand the photo-induced intramolecular charge transfer (ICT)
from donor to acceptor in these dye molecules. In this chapter I present our DFT results on the
intramolecular charge transfer process in an experimentally synthesized, stable organic donor-
acceptor (D–A) dye, ADEKA1. Furthermore, I analyze the electronic properties and structural
parameters of the dye molecule in their ground, excited and cationic states; to interpret the extend
of charge transfer. These states were chosen as they are present and crucial for the charge transfer
and dye regeneration processes. Through the commonly used correlation between structural mod-
ification and charge redistribution in different groups of the molecule, the extent of π-conjugation
and the spatial rearrangement of electron density localization along the molecular skeleton can be
highlighted. Note that all the results presented and discussed in this chapter are from our own pub-
lication Ref.[73] and are reprinted with copyright permission (2022) from the American Chemical
Society.

3.1 Motivation

The first Dye Sensitized Solar Cell (DSSC) was developed and reported by O’Regan and M. Grätzel
in 1991, which sparked a rapid development in organic solar cell devices[74, 75]. The main
underlying motivation was the potential of producing cost-efficient materials[76], the flexibility
of devices[77], as well as the stability and performance under diffuse light conditions[78]. The
operation of the organic solar cell device is triggered by the photo-excitation of the dye molecule
(from Dye → Dye*/Dye+ in ns). This excited electron is transferred to the conduction band of the
semiconductor material with a favourable band offset in a few ps. This leaves the dye molecules

27
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Figure 3.1: (I) Schematics of DSSC with electron transfer processes and the associated time scales
involved. (II) Structure and the experimentally reported power conversion efficiency (PCE) of dye (a)
ADEKA1. Atom colours: C (dark grey), S (golden), O (red), N (blue), H (light grey).

in its cationic (Dye+) state[79]. The two states of the dye, excited and oxidized or cationic states
are important and hence studied in this chapter. Coming back to the operation of DSSC, the
photoelectrons from the anode move in 10−8 to 10−1 s through an external circuit towards the
cathode[80]. The dye in its cationic state is regenerated when it receives electrons from any
suitable redox mediator (for example I−/I−3) in (µs). In the ps-ns timescale, the oxidation of
the medium takes place and the oxidized redox mediators (I−3) diffuse to the counter electrode.
This is where the electrons coming through the counter electrode recombine with the oxidized
redox medium and regenerate it. Hence, the device components, the dye layer and the electrolyte
solution regain their original state and are ready to repeat the cycle. The working schematics
of the above described typical DSSC with the various processes and corresponding time scales
involved in the charge transfer are given in Fig. 3.1(I). It is understood that the performance of
such devices relies on various processes. However, here I focused my discussion on the highly
sensitive structures, charge transfer and performance of the dye molecules[81].

Push-pull type dyes used in DSSC devices usually have donor-acceptor (D–A), donor–π-spacer–
acceptor (D–π–A)[82], D–π–π–A, D–A′–π–A or D–D′–π–A structure types[83, 84, 85]. The elec-
tron donating group with highly positive mesomeric effects, synthetic availability and modularity
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Dyes fused D fused π fused A λe λh λ λ′ = |λe - λh|
ADEKA1 yes NA no 0.4507 0.4441 0.8949 0.0066

Table 3.1: Presence of different types of fused groups such as D, π-spacer and A group in dye, cal-
culated values of the reorganization energy for electron (λe), hole (λh), total (λ) and difference in
reorganization energy (λ′ = λe − λh) in eV, for ADEKA1 (“NA” means not applicable)

includes aromatic amines such as triphenyl amine[86], carbazole[87] and triazatruxene[88]. The
linking group between donating and accepting moiety is the π-spacer group, which has to have
an electron affinity greater than the donor and lower than the acceptor group[89]. Hence, during
photo-conversion and transfer, the electron density of the dye molecule is rearranged and local-
ized around the highly electronegative groups such as the π-spacer and acceptor groups[90], which
facilitates the charge transfer to the semiconductor layer.

In order to design a new system with high photo-conversion efficiency, we must understand
its physicochemical and photo-chemical properties. To calculate the charge transfer in the large
molecules I adopted the ab-initio density functional theory (DFT) and the time-dependent density
functional theory (TDDFT), which are known to provide good agreement with the experimentally
reported structural and spectral properties[91, 92, 93, 94]. The absorption and fluorescence spec-
tra calculated using the DFT methodology can help us understand the photo-induced intramolecu-
lar charge transfer (ICT) process[95]. In a large molecular system, one of the important aspects for
ICT is the flow of electrons through the π-conjugation. This delocalization of charge will change
the structure of the entire system. Computing the real-time change in the structure of the sys-
tem after photo-excitation is not a trivial problem. However, its reverse, analyzing the extent of
π-conjugation through the modification in the structural parameters after photo-excited is trivial.
Hence, in this chapter I present how we can predict the extent of the π-conjugation in the system
by calculating the difference in the structure of the excited and ionized systems with respect to the
ground state. This study will help in the preliminary analysis of the system and how efficient it will
be to transfer the charge from the donor to the acceptor group within the system. [96, 97].

ICT can be observed through the difference in structural properties, via twisting certain groups
in the dye molecule, and/or prominent changes in structural parameters such as bond length, bond
angle or dihedral angle[93, 94]. Many recent studies have reported the use of fused molecules as
the donor, π-spacer or acceptor groups to design organic dyes. These systems have fused rings,
which are known to increase the performance of the dye[98, 99, 100]. If the dye molecule has
fully fused groups, it will have a planar backbone, which will mainly show the twisting of this
group after ICT. However, a non-fused group manifests more structural distortions. Using the
DFT method, in this chapter I analyze the structural changes and the resulting ICT after the photo-
excitation in the ADEKA1 dye molecule (Dye → Dye*/Dye+). In this chapter I presented the results
for only the ADEKA1 dye, however in our published work [T1][73] I used the same approach to
analyze five more dyes.

3.2 Computational method

A detailed description of the theory used for the calculation of the results presented in this chapter
is given in Chapter 2. I briefly summarize the steps I used to determine the ICT for the ADEKA1
dye is given in the next section. I begin by optimizing the neutral ground state geometry. This
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structure is used to calculate the UV-Vis absorption spectra, the transition states, and the transition
electron density with the TDDFT method. Then I will relax the molecule in the excited state with
low energy and high transition probability. I will use the ground state structure to ionize the system
by removing an electron (Dye+, cationic state) and add an electron (Dye−, anionic state) to relax
the geometry again. Using the final energies of the ground, cationic and anionic dye molecule
I calculated the reorganization energy (λe/h). The difference in the structural parameters, the
bond length, bond angle and dihedral angles are then calculated for the dye in the excited and the
cationic states with respect to the ground state.

All the results presented in this chapter were calculated using the DFT and TDDFT methods
implemented in the ORCA 4.0 [101, 102] quantum chemistry package. The molecular parameters
for the ground, excited and ionic states, as well as the excited state properties for the ADEKA1 dye
were calculated using the PBE0/def2-TZVP method [103, 104, 105]. The computational costs for
these calculations were reduced by replacing the large hexyl groups in ADEKA1 with ethyl groups.
To simulate the excited state properties with real experimental conditions, I included the solvent
effect using the conductor-like polarizable continuum model (CPCM) [106]. The energy gap was
calculated by taking the difference between the highest occupied molecular orbital (HOMO) and
lowest unoccupied molecular orbital (LUMO) levels (Eg = ELUMO − EHOMO). The singlet exci-
tation state lifetime (τ) was calculated using the excitation energy (E) and oscillator strength (f),
τ = 1.499

f∗E2 [107]. The term τ estimates the lifetime of an excited electron and helps in determining
the injection time from the dye to the semiconductor substrate.

Marcus [108, 109, 110] developed the semi-classical theory for the charge transfer rate equa-
tion, whereas the quantum mechanical treatment was proposed by Jorther et. al. [111, 112, 113].
In the non-adiabatic regime, the electron transfer is analogous to an optical transition between
electronic states within the Franck-condon approximation [114]. The probability of charge trans-
fer from a donor to an acceptor is determined by the rate of charge transfer. Assuming a maximum
transfer rate, Gibbs free energy is considered approximately equal to the reorganization energy
(λ = λe + λh). In λi = (E±

0 - E±) + (E0
± - E0), the energies of the neutral and cation or anion

species are given by E0 and E± respectively, whereas the energies of the cation and neutral species
with the geometries of the neutral and cation or anion species are E0

± and E±
0 , respectively.

3.3 Results and discussions

I relaxed the structure of the ADEKA1 dye in the ground state and calculated the band gap of 2.73
eV, which is a bit overestimated compared to the experimental band gap of 1.85 eV. This value can
be improved using a better functional group and basis set. However, since the size of ADEKA1 is
computationally demanding, our interests lie in the qualitative rather than the quantitative stud-
ies. The energy of the HOMO (-5.41 eV) for ADEKA1 is well below the redox potential for I−/I−3

electrolyte which is -4.8 eV[115]. The energy of LUMO is -2.68 eV, which is above the position
of the conduction band edge in a commonly used TiO2 semiconductor (-4.0 eV)[116]. This en-
sures that the energies of the ADEKA1 dye are in the regime that ensures charge transfer to the
semiconductor, and its regeneration through an electron given by the electrolyte.

To calculate the photo-absorption spectra I used the combination of the TDDFT and CPCM
methods. The solvent description used (toluene) is the same as the one reported in the experimen-
tal studies[117, 118]. The absorption peak positions, and the corresponding molecular orbital con-
tributions are given in Table 3.2. The absorption peak with lowest energy is due to the HOMO−→
LUMO transition. In order to study this further, I have used the optimized the structure of the
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λ in nm (Excited state) Molecular orbital contribution OS τ(ns)
643.5 (1) HOMO −→ LUMO(97%) 0.75 8.27
450.2 (2) HOMO − 1 −→ LUMO(84.39%) 0.91 3.33

HOMO −→ LUMO + 1(11.10%)
419 (3) HOMO − 2 −→ LUMO(47.79%) 0.28 9.41

HOMO −→ LUMO + 2(36.37%)
386.5 (4) HOMO −→ LUMO + 1(37.36%) 0.35 6.39

HOMO − 4 −→ LUMO(29.42%)
HOMO − 2 −→ LUMO(26.41%)

373.7 (6) HOMO − 3 −→ LUMO(44.57%) 0.12 17.4
HOMO − 4 −→ LUMO(38.13%)

Table 3.2: Calculated values for the absorption peaks (λ,nm), molecular orbital transitions, oscillator
strength (OS) and excitation lifetime τ (ns) for ADEKA1.

ADEKA1 dye in its first strong excited state, I will call this “excited state” in this chapter. The 2.06
D difference in the dipole moment between the relaxed structure in the ground and excited states
suggests a possible prominent modification of charge densities. The increase in dipole moment
can be attributed to the prominent separation of the two charge density clouds (hole and electron)
on the donor and acceptor sites. This can be confirmed with further analysis of the difference in
structural parameters[119, 120] of the excited state molecule with respect to the ground state.
Another commonly studied parameter is the charge reorganization energies (λi with i = e for elec-
tron, h for hole). The term λi helps in understanding the efficiency of the material for transferring
respective charges (i = e, h) across the molecule. After calculating λi, a smaller difference between
λe and λh implies that the dye can transport both charged particles with similar ease in addition
to choosing the charge transport material[121]. The ADEKA1 dye (see Table 3.1) shows a small
value for λ′. Hence, ADEKA1 is efficient in both electron and hole transfer.

The change in bond length for the excited and cationic states with respect to the ground state
is given in Fig. 3.2. The bond length between two atoms (Xi and Xj) is designated as B(Xi, Xj);
similarly, the bond angle between three atoms can be described as A(Xi, Xj, Xl), and the dihe-
dral angles for four atoms as D(Xi, Xj, Xl, Xk). For the ADEKA1 dye, the atomic indices for
atoms are in the following order (except for hydrogen): For the donor group, the atoms are
indexed from 48 to 62, and for the acceptor group from 0 to 47. The extent of π-conjugation
and charge transfer can be clearly observed through the variation in bond lengths for: the donor
group B(C48,C44) and B(C50,C49), and the acceptor group B(C44,C43), B(C36,S35), B(C22,S21),
B(C36,S35), B(S31,C30) and B(Si6,C5). In addition to the bond lengths I have tabulated the
prominent change in bond angles and dihedral angles in the acceptor group in Table 3.3. From
Fig. 3.2 and Fig. 3.3 I observe the alteration of the structural parameters over the entire system.
This explains the high level of π-conjugation in both the excited and cationic states. On measur-
ing the distance between the donor group (N atom) and the acceptor group (Si atom), I noticed
an increase in distance for the excited state by 0.665 Å, and for the cationic state by 0.742 Å. In
Fig. 3.3 I could see a prominent change in dihedral angle between the donor and the acceptor
(first thiophene), and between the last thiophene in the acceptor and the phenyl-silyl-anchor. Ma-
jor variations observed are at the atomic sites of donor which are close of the oligothiophenes in
acceptor group such as, (B(C48,C44), B(C50,C49), D(C49,C48,C44,C43), D(C49,C48,C44,S45)).
The minor variations in bond length or bond angles within the donor group show that the fused
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Figure 3.2: Difference between the excited (red) and cationic state (blue) bond lengths, with respect
to the ground state. The values ∆ >0.01 Å are marked with "*". The boxes highlighted in red and blue
indicate changes for the acceptor group and the donor groups, respectively.

Figure 3.3: The distance measured between the donor and acceptor group of ADEKA1 in three states:
ground state, excited state and cationic state. The blue highlighted boxes show the variation in the
planar acceptor anchoring site, while the red boxes show the variations for the donor group.
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Definition ∆E Definition ∆C
A(C14,C16,C17) 3.19 A(C14,C16,C17) 2.76
A(C14,C16,C19) -3.12 A(C14,C16,C19) -3.08
A(C37,C36,C41) -6.09 A(C34,C38,C39) -3.34
A(C37,C38,C39) -2.96 AI can see that t(C36,C41,S45) 3.12
A(C38,C39,C40) -2.67 A(C37,C36,C41) -4
A(S35,C36,C41) -6.2 A(C37,C38,C39) -3.12

A(Si6,O7,C8) -2.74
D(C8,O7,Si6,O9) 20.34 D(C12,O11,Si6,C5) -25.41
D(C8,O7,Si6,O11) 22.14 D(C12,O11,Si6,O7) 24.85
D(C17,C16,C14,N13) -20.39 D(C38,C34,C30,C29) 124.34
D(C26,C25,C24,C20) 92.22 D(C38,C34,C30,S31) 59.92
D(C26,C25,C24,C23) -86.23 D(C40,C39,C38,C34) 48.74
D(C38,C34,C30,C29) 123.29 D(C40,C39,C38,C37) -21.99
D(C40,C39,C38,C34) 50.45 D(C49,C48,C44,C43) -93.96
D(C42,C41,C36,C37) -12.28 D(C49,C48,C44,S45) -62.86

D(H79,C25,C24,C20) -63.83
D(H68,C8,O7,Si6) 20.54 D(H91,C39,C38,C34) 36.82
D(H74,C12,O11,Si6) -22.71 D(H91,C39,C38,C37) -44.39
D(H75,C12,O11,Si6) 25.86 D(H92,C39,C38,C34) -33.69
D(H79,C25,C24,C23) 97.68 D(H92,C39,C38,C37) -38.65
D(H80,C25,C24,C20) 22.72 D(O7,Si6,C5,C0) 42.56
D(H91,C39,C38,C34) -50.73 D(O9,Si6,C5,C0) 23.07
D(H92,C39,C38,C34) 24.38 D(O9,Si6,C5,C4) 119.53
D(H92,C39,C38,C37) -29.29 D(O11,Si6,C5,C0) -25.23
D(O7,Si6,C5,C4) -30.69 D(S35,C34,C30,C29) -12.19
D(O11,Si6,C5,C4) -42.21 D(S35,C34,C30,S31) 29.65

Table 3.3: Changes in the structural parameters of ADEKA1 for bond angle (A,◦) and dihedral angle
(D,◦) in the excited state (∆E) and the cationic state (∆C) with respect to the ground state.

rings are structurally stable after excitation and ionization. On the contrary, the oligothiophenes,
which are separated and not fused, show major variation. This reflects the transfer of charge from
one end of the dye to another. Possible transfer of charge from the dye to the semiconductor layer
can be ensured through the twist of the phenyl-silyl-anchor in the cationic state (highlighted box
in Fig. 3.3).[122, 123, 124]

3.4 Summary and conclusions

In summary, the geometry for ADEKA1 in the ground, excited and cationic states was optimized.
The ground state geometry was used to calculate the UV-Vis spectra with the TDDFT and CPCM
methods. The latter simulated the solvent effect as specified in the experimental report[117]. The
transition charge density, reorganization energy, difference in dipole moment were computed to
highlight that ADEKA1 shows effective charge separation and transfer from the donor to the ac-
ceptor group. The difference in the structural parameters computed for the excited and cationic
states with respect to the neutral ground state guides us in establishing a more general correspon-
dence between the structural properties and the mapping of charge transfer. The high variations
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in the structural parameter differences calculated and the twisting of groups in ADEKA1 support
the experimentally observed efficiency of the dye in the photo-conversion process. This method
was used on five more dye molecules and the analysis of those molecules can be read in the article
published by K. Chordiya et al.[73]

Currently the photo-conversion efficiency of the DSSC device is <15%. To design the molecular
system, we need a deeper understanding of the charge migration dynamics along with the charge
transfer within the different groups. In this thesis I will address charge migration in different
molecular systems that can be used or modified to design efficient charge transfer molecules.



Chapter 4

Attosecond to Femtosecond Pure
Charge Migration Dynamics

The intramolecular charge transfer presented and discussed using the structural variations in Chap-
ter 3 shows that charge transfer within a large molecule depends on charge migration within the
subunits of the molecule. The long-range of Coulomb interaction is responsible for the correlated
motion of the charges in a molecule. Hence, if the correlation between the electrons is strong,
chances are that any perturbation applied to a single electron will be experienced by the entire
system. In the present study I use the sudden ionization approach to perturb the system and
initiate the charge migration dynamics (CMD). Sudden ionization means that the electron is re-
moved suddenly, creating a hole so that the time for complete ionization is extremely short and
only the effects after the ionization are experienced by the system. As the hole is created, the
electrons surrounding the hole require about 50 attoseconds (as) to realize and to start filling the
vacancy[22, 26, 125]. I begin by investigating this response time of the electrons and then move
on to the femtosecond CMD in closed systems. The ab initio multielectron wavepacket propaga-
tion method is used to show that the characteristics of charge migration (charge moving from one
molecular site to another) is sensitive to factors such as: (i) the symmetry of the perturbed orbital,
and (ii) the tautomeric form. A few questions discussed in this and the next two chapters are: (i)
How fast can a charge density cloud respond to sudden ionization? (ii) How far and in how much
time charge migrates from one site to another? (iii) How do small variations in molecular struc-
tures affect the overall CMD? (iv) How long does the pure charge migration last and when does
the coupling with nuclear dynamics set in? To address the first question and the foundation for
addressing the rest of the questions in the following chapters can be found here. In the next chap-
ter, we study the effect of multiple structural variations in a hetero-cyclic system (closed molecule
with different atoms in the ring) on ultrafast charge migration dynamics.

For this chapter we selected a prototype system, Uracil (U). U is one of the RNA nucleobases
and can be found in several tautomeric forms[126]. U contains a carboxyl group, which leads
to two most common tautomers: keto and enol. Y. Tsuchiya et al. reported that amongst these
tautomers, the keto form is more stable until ∼ 200◦C [127]. In 2018, Colasurdo et al. reported
the coexistence of keto-enol tautomers and the interconversion between the two forms before the
ionization of U (see Fig 1b)[128]. In 2015, K. Saiagh et al. reported that photo-tautomerism
between these two structures is possible with > 200 nm photons [129]. Hence we choose two
important tautomeric forms, ‘keto-U’ and ‘enol-U’ in the gas phase. The structure of these two

35
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tautomers can be seen in Fig.4.1(a,b) with an energy difference of 0.48 eV. Typically, U is found in
its keto-U form, with two carboxyl groups. In keto-U, the tautomeric hydrogen (H9) is bonded with
nitrogen (N1) between the two carboxyl groups, and the tautomeric hydrogen (H9) is bonded with
oxygen (O7) in enol-U. The tautomeric hydrogen is referred to as (Ht) throughout this chapter. The
structure of the two U tautomers is in Cs symmetry. Hence, the symmetric (a′) and anti-symmetric
(a′′) orbitals will be studied here. The detailed theory and steps used for calculating the following
results are given in Chapter 2. Note that all the results presented and discussed in this chapter are
from our own publication, Ref.[130] with permission from K. Chordiya et. al., Physical review A,
105, 062808, 2022, Copyright © (2022) by the American Physical Society and Ref. [131], in press
with permission from the Royal Society of Chemistry, respectively.

4.1 Methods

The theory used for the calculation of the results presented in this and the next chapter is de-
scribed in detail in Chapter 2. The geometry of the molecular systems used in this study were
optimized with the density functional theory[132, 133, 134] and PBE0/def2-TZVP[135] basis set
as implemented in the ORCA package[101, 102]. Optimization was completed with an energy con-
vergence of 10−9 Hartree and a root mean square force convergence of 10−6 Hartree/Bohr. The
cc-pVDZ basis set[136] was used to compute the Hartree-Fock (HF) orbital energies. These HF
orbitals were further used to calculate the ionization spectra with the one-particle Green’s function
formalism, the non-Dyson algebraic diagrammatic construction (ADC) approximation in the third
order[137, 138]. The cationic states in this formalism are formally represented as an expansion of
a series of electronic configurations, forming an electronic wavepacket. The propagation of these
cationic states was simulated through the Lanczos algorithm[139] using the ADC(3) matrix. In
order to trace the charge migration and associated electron dynamics, time dependent hole den-
sity is constructed and analyzed for computational convenience. This involves building the hole
density matrix N(t) based on the ab initio method, followed by its diagonalization to provide the
natural charge orbitals ϕ̃p(−→r , t) and the hole occupation numbers. These are used to understand
the sudden ionization induced ultrafast charge migration dynamics.

4.2 Photo-ionization spectra

The ionization spectra for keto-U and enol-U plotted up to 25 eV are given in Fig. 4.1(a) for keto
and 4.1(b) for enol. The vertical lines are the cationic states, the corresponding energy is the
ionization energy. The intensity of these lines is the ionization cross-section, which is given as the
sum of every one-hole (1h) configuration and the associated weight presented in the configuration-
interaction expansion of the corresponding state. The 1h configurations for each single orbital are
colour-coded in Fig. 4.1. The single ionization potential energy calculated with the ADC method
here is 8.98 eV for keto and 8.52 eV for enol. These values are in very close agreement with
the experimental (9.20 eV) for keto-U and previously reported value computed with the G4 high-
level ab initio method (8.91 eV[140]) for enol-U. The two ionization spectra show a considerable
difference for the keto and enol forms. A strong correlation effect is prominent for multi-excitation
or mixing between two orbitals; this can also be identified through spectral states with a smaller
ionization cross-section. This correlation effect starts in the keto-form from 12.6 eV and from
10.8 eV in enol (see Fig. 4.1 a and b, respectively). Since the correlation effect is weak below
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Figure 4.1: Ionization spectra of (a) keto and (b) enol, with the corresponding molecular structures
in inset.

these energies, the molecular orbital picture is still valid. Hence, the Hartree-Fork and Koopman’s
theorems[43] are still justified approximations. The region from 12.6 eV to 19 eV for keto-U and
from 10.8 eV to 20 eV for enol-U is described as a strong correlation regime. Here the heights of the
lines decreases along with satellite states which appear as the weaker lines besides the main ones.
In this regime, the states have a two-hole–one-particle (2h1p) character, which gives additional
excitations on top of the ionization. At first glance, no clear distinction between the main lines
can be seen beyond this region, and this is where the molecular orbital picture completely breaks.
States in the latter are commonly known as shake-up states[26]. This very strong correlation
enters the double-ionization continua of the molecules and is important in the study of molecular
fragmentation[141, 142]. In this chapter I will discuss charge migration in regions with weak and
strong electron-correlation effects.

4.3 Clocking the sudden ionization response time

I begin by examining the response of the two tautomers keto-U and enol-U, by ionizing their five
highest occupied MOs. The response of the charge density to the created vacancy is addressed
within a few attosecond (as), see Fig. 4.2. The curves given in both panels of Fig.4.2 show sim-
ilar behaviour up to 60 as, when there is a sharp decrease in the ñi(t) until a stationary point is
reached. I marked these points as “response time”, and tabulated them in Table.4.1 for the first
five molecular orbitals. After the first stationary point, the behaviour of the curves depends on the
symmetry of the molecular orbitals. For all molecular orbitals with a′ symmetry, show identical
temporal evolution of hole density and shortest response time. The shortest time can be explained
with the nature of the a′ orbitals (see Fig.4.3). The a′ irreducible representation has a contri-
bution from the σ orbitals of the molecular skeleton, which aids the overlap between the MOs
and increases the interaction between the electrons occupying this symmetry [143]. In Fig.4.3 we
can see that the charge density occupies most of the molecular structure, and hence slight charge
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Figure 4.2: Evolution of the hole-occupation numbers ñi(t) for the first 200 as, after ionization of the
five highest occupied molecular orbitals. The response time for each orbital is marked (“*”) at the first
stationary point in the corresponding ñi(t) curve.

delocalization is observed after ionization.

Figure 4.3: HOMO to HOMO−6 orbitals in a′′ and a′ symmetry for keto-U (upper row) and enol-U
(lower row) (iso-surfaces of 0.02 e/Å3).

On the contrary, after the ionization of the a′′ orbital, charge needs to be migrated from a
relatively longer distance to fill in the vacancy. Another reason is the correlation effect. Electron
correlation increases as one goes to deeper orbitals. The first orbitals lie in the region of weak
correlation effects (see the ionization spectra in Fig4.1), whereas the last ones lie in the strong
correlation regime. With stronger correlation, the response time increases from 40 to about 60 as.
If we compare the overall response time of the two tautomers, we find that the response time for
the a′ orbitals of enol-U is substantially shorter in (34 as) in comparison to that of keto-U (42 as).
As the electron-correlation effect sets in, this difference in response time fades for the a′′ orbitals
of keto-U (HOMO, HOMO−1, and HOMO−4), and enol-U (HOMO, HOMO−2, and HOMO−4). A
recent study on non-local electronic decays through carbon chains [144] has reported a correlation
between an electronic process and the degree of electron correlation in time.

We further examine the evolution of the hole density using the snapshots of the ionized a′
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Figure 4.4: Iso-surface of the hole density at 10 as, 30 as and 60 as after the sudden ionization
of the two outermost molecular orbitals in a′ symmetry, (a, b) in keto-U, and (c, d) in enol-U. The
iso-surfaces in blue and red represent hole and electron density, respectively. Decreasing opacity is used
to indicate the different iso-surface values: ± 0.0128 arb. units, ± 0.0032 arb. units and ± 0.0008
arb. units.

symmetry orbitals given in Fig. 4.4 and the temporal variation in charge density for each atomic
site. The sudden ionization of the highest a′ orbitals given in Fig. 4.4 (a) and (c) for both tautomers
triggers a very similar response. The hole density given by the blue iso-surface increases around
all the hydrogen and the N3-C2 and C6-C5 bonds, while the electron density (red) appears around
O8, C4, C5 and N3. Charge migration after the ionization of HOMO-3 demonstrates different
dynamics for the two molecules. The first difference is between the localization of excess charge
density on O7 for keto-U, and on N1 in enol-U (Fig. 4.4(b) and (d)). The overall dynamics in
keto-U shows the electron transfer from C6-H12 to O7-C2. In enol-U, the exchange-correlation
hole is occupied by electrons migrating from H10-N3 and O7-Ht. Electron density is also observed
to build up around C2 and C6.

The response of a′′ orbitals to sudden ionization is same for both structures. The molecular
orbitals are localized either on the HOMO C5-C6-N1, on HOMO−1 or enol HOMO−2 O7-N3-O8,
or HOMO−4 O7-N3 and C6-N1 segments (see Fig.4.5). Irrespective of the location of the created
hole density, the migrating electrons originate from the H10 and C6-H12 sites in all three cases.
The density variation in keto-U is found to be stronger than in enol-U, and except for in HOMO,
Ht is the electron donating site.

If the positive charge decreases, it is assumed that electrons flow towards that site, whereas if
the positive charge increases, electrons are assumed to move away from the atom. We present this
using the maximum-variation time, τ , which is defined as the first minimum/maximum in ∂Q(r⃗,t)

∂t

(see Fig.4.6). From the maximum variation on O and N, it can be understood that this quantity (τ)
is strongly dependent on the electronegativity of the atom. In Table. 4.1 we see that the maximum
variation time for O is always shorter than that for N. This is just the initial response within the
first 60 as; we discuss the evolution of charge density in the femtosecond (fs) timescale for the
same two systems in the next section.
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Figure 4.5: Iso-surface of the hole density at 10 as, 30 as and 60 as after the sudden ionization of
the two outermost molecular orbitals in the a′′ symmetry, (a, b) in keto-U, and (c, d) in enol-U. The
iso-surfaces in blue and red represent hole and electron density, respectively. Decreasing opacity is used
to indicate the different iso-surface values: ± 0.0128 arb. units, ± 0.0032 arb. units and ± 0.0008
arb. units).

Table 4.1: The overall electronic response time to the removal of an electron from the five outermost
molecular orbitals of keto-U and enol-U, and the maximum-variation time (τ) at the atomic site with
the highest charge density response is given in brackets.

tautomer molecular symmetry response maximum-variation
orbital time [as] time [as] (atom)
HOMO a′′ 42 24 (N1)

HOMO−1 a′′ 43 18 (O7)
keto-U HOMO−2 a′ 42 18 (O8)

HOMO−3 a′ 42 18 (O7)
HOMO−4 a′′ 59 18 (O7)

HOMO a′′ 44 24 (N1)
HOMO−1 a′ 34 18 (O8)

enol-U HOMO−2 a′′ 49 19 (O7)
HOMO−3 a′ 34 21 (N1)
HOMO−4 a′′ 58 17 (O7)

4.4 Femtosecond charge migration dynamics

The investigation of pure correlated charge migration dynamics in the femtosecond regime is im-
portant for the development of a molecular design based on electron correlation[24, 145, 146,
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Figure 4.6: Rate of change in hole density, dQ(r⃗, t)/dt, at selected molecular sites. Blue dash-dot
line for O7, light blue dotted line for N3, orange solid line for N1, purple dashed line for C5, brown
dash-dot line for Ht, and light blue dashed line for O8.

147]. This study helps us understand several photo-chemical processes, such as: prediction of
photo-protection or photo-damage of RNAs, DNAs, or any bio-molecules in general [33, 34, 35].
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The investigation of these processes is essential as they can lead to irreversible damage when the
DNA/RNA nucleobases are modified by ring-opening, or by the fragmentation of nucleobases[36].
Photo-protective effects, such as photo-tautomerization, are reversible[38, 39]. To analyze charge
migration in U and its tautomers, we study the global response of all the states excited by a broad-
band XUV pulse, which is capable of exciting all states from weak to strong electron-correlation
(up to 15 eV). For example, in case of U, the broadband pulse can excite states from HOMO to
HOMO−6. This type of attosecond pulse is produced using the high harmonic generation technique
using rare gases. Above the selected energy (15 eV) a different theoretical approach needs to be
considered due to the correlation band structure and associated non-adiabatic dynamics[148, 149].

To study the global response we first calculate the hole density after the ionization of each
molecular orbital from HOMO to HOMO−6 using Eq. (2.29). As U is in Cs symmetry, we can
divide the orbitals into those with a′ and a′′ symmetry. Thanks to the advanced techniques available
for the alignment and orientation of molecules with laser pulse, the selection of a particular MO
is possible, although not yet trivial. The hole density at each time step from all orbitals was
added and renormalized for each symmetry. The snapshots of such global response is presented in
Fig. 4.8. Before discussing the global response we examine the dynamics for orbitals which show
a strong correlation effect such as HOMO-4 and HOMO-5 of keto-U and HOMO-4 and HOMO-6 of
enol-U (see Fig. 4.7). As the correlation effect is weak in the other orbitals, no prominent CMD is
anticipated.

The ionization of keto-U

In Fig.4.1(a) HOMO−4 of the keto-U tautomer has a typical satellite structure. This satellite
structure has 1h contribution from both HOMO−4 and HOMO−5. Hence, after the ionization
of HOMO−4, one will coherently populate two cationic states. The energy difference (ω) between
the two purple (HOMO−4 at 12.6 eV) and the brown (HOMO−5 at 13.5 eV) states in Fig.4.1(a) is
0.9 eV. After ionization, the hole density initially occupying the HOMO−4 orbital will oscillate in
the molecule with a period of ∼4.6 fs (t = 2π

ω ). In Fig. 4.7(a) we can see three crossings: at each
crossing, the nature of the charge orbital interchanges between the two coherently excited states
such as, HOMO−4 (magenta) and HOMO−5 (green). For cosmetic purposes and for obtaining
a better understanding, we show the interchange between the orbitals by changing the colours
assigned to HOMO−4 and HOMO−5. During charge migration, the contribution coming from the
HOMO−4 or HOMO−5 orbitals are highlighted with coloured circles around the iso-surfaces. In
the first 5 fs, the major charge oscillates between the O7 and N1 sites.

Similarly, after the ionization of HOMO−5, the main state at 13.5 eV, and the satellite states
at 14.43 eV and 15.39 eV are excited. Again here a prominent contribution comes from the 1h
configuration of HOMO−4 and HOMO−5 for a state at 13.5 eV. The charge migration dynamics
resulting from the ionization of HOMO−5 (see Fig. 4.7(b)), is charge oscillation from O8 to N1 via
the N3 atomic site. Due to the satellite states, some part of the charge is excited to LUMO.

The ionization of enol-U

Fig. 4.1(b) indicates that the ionization of enol-U HOMO−4 will result in a complex satellite struc-
ture and hole mixing between the HOMO−2 states at 10.99 eV and 12.01 eV. CMD shown in
Fig. 4.7(c) indicates more charge delocalization from the O8 to the N1 site. This delocalization
is stronger in comparison to CMD in HOMO−4 of keto-U, where the charge mainly oscillates be-
tween the O7 and N1 sites. Unlike the HOMO−4 of keto-U, the ionization of HOMO−4 of enol-U



4.4 Femtosecond charge migration dynamics 43

Figure 4.7: The temporal evolution of hole density after the photo-ionization of (a) HOMO−4, (b)
HOMO−5, of keto-U (iso-value 0.01 e/Å3, hole density in green and electron density in orange),
(c) HOMO−4, (d) HOMO−6 of enol-U (with an iso-value of 0.03 charge/Å3). The coloured circles
surrounding the iso-surface represent the corresponding molecular orbitals contributing during charge
migration.

excites an electrons to LUMO. Similarly, Fig. 4.1(b) shows a complex satellite structure after the
ionization of HOMO−6. The main state can be seen at 13.74 eV, while the satellite states are found
at 13.99 eV, 15.72 eV and 17.1 eV. Cationic states at 13.99 eV and 15.72 eV show 1h configuration
from HOMO−6 and HOMO−4. CMD after the ionization of HOMO−6 of enol-U shows more fre-
quent crossing between the HOMO−4 and HOMO−6 orbitals, however the initial charge response
originates from the O atoms and the overall charge oscillates between O8 to N1.

In summary, photo-ionization of individual orbitals of both tautomers show different behaviour
with different patterns and timescales. We can see clear charge oscillation between N1 and O7,
ionization of HOMO-4, between O8 to N1 for HOMO-5 of keto-U. Enol-U orbitals in comparison
to keto-U orbitals after the ionization, show fast and pronounced charge oscillation between O8 to
N1, the HOMO-4 and HOMO-6 orbitals.

Global response

The study of the global response to photo-ionization includes the response from all excited states
at once. The important question is whether the difference in the dynamics discussed above will
remain or get washed out after taking the incoherent sum of the temporal hole density? As I
mentioned, the average of the hole density is taken by summing the hole density on a′ within
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Figure 4.8: Snapshots of the averaged temporal hole density at 0.0 fs, 1.2 fs, 2.8 fs, and 4.4 fs after
the photo-ionization of orbitals in a′′ (top row) and a′ (bottom row) symmetry of keto (left panel) and
enol (right panel). The brown iso-surface (0.005 a.u.) and the yellow iso-surface (−1 × 10−6 a.u.)
represent hole density and electron density, respectively.

15 eV and renormalizing it and repeating the same for the a′′ orbitals. The snapshots for 0.0 fs,
1.2 fs, 2.8 fs and 4.4 fs are shown in Fig.4.8.

Fig. 4.8 (upper left) shows an overall decrease in hole density on O7, O8, N3, N1, C6, and
C5 and an increase in electron density on C2 and C4 at t = 1.2 fs compared to t = 0 fs after the
ionization of a′′ keto-U orbitals. CMD triggered by ionizing a′′ orbitals of keto-U and enol-U shows
an opposite behaviour. Fig. 4.8 (upper right panel) shows an increase in hole density on the O7,
O8, N3, N1, C6, and C5 sites, and electron density increases on C2 and C4 along with the C6 and
O7 sites. Keto-U at t = 2.8 fs shows the migration of electron density from C4 to N3 and C5, while
the C5 site shows the localization of electron density for enol-U. At t = 4.4 fs, the C6 and N1 sites of
keto-U show localized electron density, while enol-U shows delocalized charge density on the O7,
C6, C5, and C4 sites. Overall, in both tautomers strong charge oscillations are anticipated after the
photo-ionization of a′′ orbitals. The effect of charge migration on these sites could be reflected in
the subsequent electron-nuclei coupled dynamics. Furthermore, the analysis of the averaged CMD
after the ionization of a′ orbitals for keto-U shows (Fig. 4.8 left panel) an increase of hole around
H11 and C5, while enol shows a decrease in hole density at C5 and H11 (Fig. 4.8 lower right row).
The ionization of a′ orbitals results in varying charge distribution for both tautomeric forms.

Recent experimental and theoretical reports show that charge migration driven by the correla-
tion effect can strongly impact the fragmentation pattern of a molecule through double ionization
[142, 150]. The localization of hole density results in weak bonds, hence promotes fragmentation
after the second ionization [142]. If one uses this interpretation then it can be presumed that
keto-U will manifest bond-breaking along O8-C4 and H11-C5, while for enol-U the N1-C6 and
N1-C2 bonds might break. Hence, if one compares the orbitals in different symmetry, different
non-adiabatic dynamics is expected. Compared to keto-U, enol-U shows more and faster charge
delocalization. This implies that when it comes down to fragmentation, the enol-U a′ orbitals will
be more resistant to radiation damage.

Summary and conclusions

In summary, in this chapter I presented and discussed the ionization spectra, the differential re-
sponse to sudden ionization and the subsequent femtosecond response in CMD for two tautomeric
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forms of U. This study reveals that the electronic cloud responds differently to sudden perturbation
depending on factors such as: (i) electron correlation, (ii) symmetry of molecular orbital, and (iii)
the tautomeric form of the molecule. The two tautomeric forms of U appear to be structurally
and electronically similar, however the response time of the two outermost σ-electrons to sudden
ionization is ∼ 42 as in keto-U and ∼ 34 as in enol-U. The investigation of the local variations in
the electronic cloud reveals the dependence of CMD on the degree of correlation and electronega-
tivity of atoms. The former is observed through an increase in response time on going from HOMO
(weak correlation effect) to HOMO-4 (keto-U)/ HOMO-6 (enol-U) a′′ (strong correlation effect),
whereas the latter is observed through the response of the tautomeric hydrogen, which acts as
an electron donor (except in case of HOMO). To investigate the sub-fs pure CMD we consider all
outer-valence orbitals (7 in total) for both tautomers, populated by a 15 eV ultrashort XUV pulse. I
presented the individual and the averaged orbital CMD and showed that even though most of the
correlation-driven charge-migration dynamics is washed out by averaging, still both tautomers re-
spond differently to XUV photo-ionization. For the photo-ionization of individual keto-U a′′ orbitals
the CMD become more delocalized as one goes toward highly correlated orbitals, or in orbitals with
a′ symmetry. In case of enol-U, the charges are more delocalized and show faster charge migration
dynamics compared to keto-U. After averaging, the pronounced difference between the two orbital
symmetries and tautomeric forms still persists. Are these distinctive CMD features specific for U or
typically holds true for other systems as well? To address this, we further study other tautomeric
and isomeric forms of other nucleobases in the following chapter.
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Chapter 5

The Effect of Different Molecular
Structures on CMD

Figure 5.1: Molecular structures of different tautomers of DNA nucleobases, (a) A, (b) T, (c) G, and
(d) C. The black circle highlights the position of the tautomeric hydrogen. The numbering of atoms is
given for each parent nucleobase (A, T, G, C) and it remains the same for the corresponding tautomeric
forms.

In Chapter 4 we reported a prominent difference in charge delocalization and CMD between
the keto-enol tautomers. Tautomerization from keto-U to enol-U resulted in the formation of a
π-conjugate bond by the enolic carbon with the neighbouring nitrogen. The formation of the π-
conjugate bond is known to be favoured by a molecule over a proton (except in nitroso-oxime sys-
tems) [151]. The study of CMD in real time helps us to visualize the difference in delocalizations of
charge promoted by the two tautomeric π-conjugated systems. From the CMD discussed in Chapter
4 we concluded that highly delocalized charge migration dynamics results from the ionization of a
strongly correlated molecular orbital. Here I will present the results for DNA nucleobases adenine

47
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(A), thymine (T), guanine (G) and cytosine (C); along with their different tautomers: keto-enol
amino-imino, and cis-trans isomers (see Fig. 5.1). The study of charge migration dynamics in
the nucleobases is interesting due to the radiation damage in the genetic material caused by the
ionization of these building blocks[152, 153, 154]. Radiation damage to the DNA can be caused
directly by the ionization of nucleobases or indirectly through free radicals, low energy electrons
or ions created by ionizing radiation[155]. Radiation can lead to permanent or reversible damage
to the system[152]. Later I will investigate the homocyclic and heterocyclic systems to understand
the role of aromaticity on CMD. Aromaticity is an important property as it gives stability to a cyclic
molecule, which has π bonds in resonance and typically has a planar structure. The theoretical
method and the steps to analyze CMD are described in detail in Chapter 2 (Sec. 2.3 to 2.5 ) and
Chapter 4, respectively. For each of the systems given in Fig. 5.1, I first discussed the ionization
spectra and then selected the MO, which shows a strong correlation effect, then I study the CMD
for that MO.

5.1 DNA nucleobases
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Figure 5.2: Ionization spectra for the tautomers of adenine

Adenine (A), cytosine (C), thymine (T) and guanine (G) are the nucleobases in the construction
of DNA and RNA (except T). All the nucleobases are found in Cs symmetry. In RNA, the T unit is
replaced with the U nucleobase. Charge migration dynamics in U and the subsequent non-adiabatic
dynamics are discussed in Chapter 4 and Chapter 6, respectively. The nucleobases U, T and C are
pyrimidine derivatives and are also known as pyrimidine bases. The purine derivatives, A and G
have been hot molecules for the study of ultrafast dynamics. Since the late seventies, numerous
experimental efforts have shown that the electron loss created in the DNA model initiated at A
ends at the G site[156, 157, 158]. L. P. Candelas et al. reported the ultrafast migration of oxidative
damage from adenylyl(3′ → 5′)guanosine[158]. Erik P. Mansson et al. reported the correlation
driven charge migration dynamics in A cation[150]. In their study, they measured an intact doubly
ionized A molecule by delaying the NIR probe pulse with 3 fs. The first ionization was induced
by the XUV pump pulse, while the second one was triggered by the probe pulse. In their report
the intact doubly ionized A cation was explained by many-body excitation resulting in charge
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inflation mechanism[150]. Erik P. Mansson et al. also discussed the controlled multi-electronic
dissociative dynamics in molecule A using different delayed probe pulses[141]. V. Despre et.
al. reported that the intact doubly ionized A at a given probe delay by the above mentioned
experiments could be generated due to the change in the nature of hole density from localized
s-type to delocalized p-type[142]. To give an insight into the non-adiabatic dynamics and the
fragmentation channel mentioned earlier, I will first present our results on CMD for A and identify
the charge oscillation sites, which can give a preliminary insight into the subsequent fragmentation
channels that are reported in the articles referred to above. To study charge migration in A, we

Figure 5.3: CMD in adenine tautomers in 5 fs after the ionization of the HOMO-7 molecular orbital.

selected two tautomers that differ with respect to the position of the tautomeric hydrogen, (Ht)
forming N9-Ht and N7-Ht bonds in A1 and A2, respectively (see Fig.5.1(a) for the position of atoms
in molecule). The ionization potential calculated for A1 and A2 is 7.86 eV and 7.80 eV, respectively,
using the cc-pVDZ basis set [136]. In the ionization spectra for A1, the first two cationic states have
a major 1h contribution from HOMO-1 and HOMO-2, and the fourth and sixth cationic states from
HOMO-4 and HOMO-5. We calculate the energy difference between the cationic states with the 1h
configuration from HOMO-4 and HOMO-5 as < 0.2 eV (see Fig.5.2(a)). All states in the ionization
spectra of A2 are well separated (see Fig.5.2(b)). The HOMO and HOMO-1 orbitals show strong
hole mixing in the ionization spectra of A1, but weak in A2. For both molecules the satellite
states have major contribution from HOMO-6 and HOMO-7. For A1 the energy difference is larger
between the cationic states with major 1h contribution from HOMO-6 and HOMO-7, hence the
oscillation time period is anticipated to be shorter than in A2. Therefore, for the charge migration
analysis (CMA) I will analyze the ionized HOMO-7 orbitals for both molecules.

After the sudden ionization of HOMO-7, at 1 fs the hole density on the amino group increases.
This suggests the initial electrons are donated by the amino group to the six-member ring, for both
A1 and A2 molecules. This hole density in A1 appears to migrate towards the N10-C6-N1 region
of the six-member ring (see hole localization at 2 fs in Fig. 5.3(a)). Later, charge density appears
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to migrate to the five-member ring in A1. After the ionization of the HOMO-7 molecular orbital
of A2, I find that the hole density donated by the amino group is distributed not only along the
N10-C6-N1 region, but also along N10-C6-C5 (see hole localization at 1 fs in Fig. 5.3(b)). After the
temporal evolution of the charge density the π-electrons delocalization on the entire A2 molecule
(see 2 fs in Fig. 5.3(b)). This kind of delocalization in A1 can be seen 5 fs after the ionization of
HOMO-7. Hence, a small modification in the position of the tautomeric hydrogen is very effective
in modifying charge delocalization in π-conjugated molecules. We continued to study the effect
of tautomerization for other nucleobases in addition to the effect of methyl as donor in T and
rotational isomerization (cis-trans).
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Figure 5.4: Ionization spectra for the tautomers of thymine

T is one of the DNA nucleobases; the difference between U (RNA nucleobase) and T is the
presence of a methyl group on the C5 atomic site (see Fig.5.1(b)). S. Maclot et al. studied the dis-
sociation pathways for a thymidine system[159]. E. P. Mansson et. al. reported that a pump-probe
study on a thymine and thymidine shows ultrafast decaying between the electronic states through
the non-adiabatic coupling[160]. K. W. Choi et al. were the first to report high-resolution ioniza-
tion spectroscopy for T[161] and give the precise value of 8.9178 eV as the ionization potential for
the ground state vibrational structure of T.

Next, I describe the effect of keto-enol tautomerization in the T molecule on ultrafast charge
migration dynamics. Comparing the ionization spectra in Fig. 5.4(b) enol-T show a red shift in the
single ionization potential by 0.38 eV (first cationic state) with respect to keto-T (see Fig.5.4(a)).
Similar shift is reported in this thesis by enol-U (see Chapter 4). The position of the cationic states
with a weak correlation effect from a′ type orbitals does not show a strong shift ((δ E) < 0.25 eV).
For example, see the positions of cations with contributions from a′ orbitals, HOMO-2, HOMO-3 in
keto-T and HOMO-1 and HOMO-3 in enol-T. Investigating the shift for the 1h contribution from
a′′ type orbitals (keto-T: HOMO and HOMO-1, HOMO-4; enol-T: HOMO, HOMO-2 and HOMO-4),
shows a strong red shift of δ E >0.35 eV in the ionization potential. As the correlation effect
gets stronger, these shifts are no longer valid as in this energy regime we see a breakdown of the
molecular-orbital picture of ionization[26]. Hole mixing between HOMO-2 and HOMO-4 is seen
for enol-T, similarly between HOMO-4 and HOMO-6 in keto-T. Complex satellite states with 2h1p
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contribution from a′ orbitals, HOMO-5, HOMO-7 and HOMO-9 can be seen for both tautomers
of T. Additionally, the a′′ orbitals, HOMO-6, and HOMO-8 for both keto- and enol-T also show
complex satellite states with a slight 1h contribution from HOMO-4. The HOMO-6 orbital shows a
strong correlation effect in both molecules. Hence, to compare CMD I ionized the same orbital for
both keto- and enol-T (see Fig. 5.5).

Figure 5.5: CMD in thymine tautomers in 5 fs after the ionization of HOMO-6.

In Fig. 5.5 I present the CMD up to 5 fs, triggered by the sudden ionization of the HOMO-
6 orbital of keto-T (Fig. 5.5(a)) and enol-T (Fig. 5.5(b)). As CMD is triggered the methyl group
donates the charge density to the six-member ring in T. As discussed for U and A, the sp3 hybridized
N has localized charge density. Hole density appears to be oscillating on the methyl group faster
in the keto-T (see Fig.5.5(a) 1 fs, 2 fs, 5 fs) than in the enol form (see Fig.5.5(a) 1 fs, 2 fs). When
comparing the iso-surface appearance the methyl group on enol-T has more hole density than
on keto-T. This shows that the donated charge from enol-T is more delocalized in comparison
to keto-T. The change in hole density on C9-C6-C5 region; as well as in electron density on C4
for keto-T indicates an oscillation of charge between these two sites. The structure of keto-T in
Fig.5.1(b) shows that these sites are π-conjugated. However, after the tautomerization of keto-T
to enol-T, this π-conjugation is extended by the presence of a double bond between N1 and C2.
This extended π-conjugation leads to charge delocalization along all sites of enol-T except for the
N3 site (see Fig.5.5 (b)).

According to the Watson-Crick arrangement, the G-C units are paired through hydrogen bond-
ing. G. A. Green et al. reported a novel theoretical method to study the effective ultrafast quan-
tum dynamics induced by the photo-excitation of the G-C pair[162]. They calculated that the
majority of the excited state population on G and C decay to the charge transfer state within
50 fs[162]. The G nucleobase has been in the focus of research, as it is known for its lowest oxida-
tion potential[163], and it is a well-studied fact that the G radical cation is capable of oxidizing one
G or GGG stack. The latter has an even lower ionization potential, and has been reported as the
“hole traps”[164]. These traps created by the ionization of the GGG stack are of massive biological
importance as they might lead to drastic effects like gene mutation[165]. Hence, studying G and
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Figure 5.6: Ionization spectra for the tautomers of guanine

its tautomers is of great importance.

The ionization spectra for the four G isomers are given in Fig. 5.6, while the molecular structure
of these molecules can be found in Fig. 5.1(c). The single ionization potential for G, G2, enol-G and
imino-G is 7.293 eV, 7.568 eV, 7.304 eV and 7.602 eV, respectively. From the ionization spectra for
G HOMO and HOMO-3, and HOMO-3 and HOMO-5 show 1h mixing (see Fig. 5.6(a)). In addition
to that, cationic states with 2h1p configuration show hole mixing between HOMO-3, HOMO-5 and
HOMO-7 around 12 eV. In Fig. 5.6(b) cationic states show hole mixing with major 1h contributions
from HOMO and HOMO-1 (below and around 10 eV), and HOMO-3 and HOMO-6 (>10 eV) in
G2. The cationic states with 2h1p configuration are seen with major contributions from HOMO-
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Figure 5.7: CMD in guanine tautomers in 5 fs after the ionization of HOMO-7.

7 and HOMO-9, and with minor contribution from HOMO-6. The ionization spectra of enol-G
shows hole mixing between HOMO and HOMO-3; HOMO-3 and HOMO-4 with 1h configuration
(see Fig. 5.6(c)). Satellite states with 2h1p configuration shows major contributions from HOMO-
7 and HOMO-9. For the imino-G tautomer the hole mixing is seen for cationic states with 1h
configuration from HOMO and HOMO-1; HOMO-2 and HOMO-6 (see Fig. 5.6(d)). Satellite states
with 2h1p configuration are seen with major contributions from HOMO-7 and HOMO-9, and with
minor contributions from the states mentioned above for imino-G. From these ionization spectra
I can see strong correlation between HOMO-7 and HOMO-9 for all the isomers of G. Hence, the
charge migration dynamics for the HOMO-7 orbital of all four isomers of G are presented in Fig.
5.7.

The important thing to notice for G and A is the presence of two rings with different aromaticity.
The five-member ring both for A and G has higher aromaticity in comparison to their six-member
ring counterpart[166]. Due to the difference in aromaticity, more charge delocalizes in the five-
member ring of A1 in Fig. 5.3(a). The tautomerization of A1 to A2 leads to decreased aromaticity
in the five-member ring and a slight increase in the six-member ring, which leads to an increase
in delocalized charge density for A2. The aromaticity difference and the delocalization of charge
density for G is consistent.

After the sudden ionization of HOMO-7 in G (see Fig. 5.7(a)) more hole density delocalizes on
the five-member ring. We witness the oscillation of electron density (red iso-surface) on the C6
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and C2 sites. After tautomerization, the hydrogen moves from N1 to N3, which redistributes the
charge density. In case of G, the hole density was localized on N10 and N3 and showed a very a
slight change in the density for the 5 fs after ionization. After the ionization of HOMO-7 of G2, the
hole density is distributed on N1 and N3 (see Fig. 5.7(b)). The hole density in the five-member
ring appears to be less delocalized in comparison to G. This shows that a slight variation in the
position of hydrogen can impact the delocalization of charge density, and hence the aromaticity.

After the keto-enol isomerization of G, see the structure of G and enol-G in Fig. 5.1(c), I witness
a very prominent change in the aromaticity of the two tautomers. Interestingly the six-member ring
that appeared to have a slight delocalization of hole density after the ionization of HOMO-7 of G
and G2 shows the opposite effect for enol-G (see 4 fs and 5 fs in Fig. 5.7(c)). The six-member
ring is attached to the C ring through the hydrogen bonding on the N10 and N3 sites. This new
redistribution of charge density might certainly affect the charge transfer between the G-C pair
in DNA. When comparing enol-G and imino-G (see Fig. 5.1(c and d)), I noticed that after the
ionization of HOMO-7 of imino-G, less prominent CMD is initiated on the five-member ring. In G
the electron density oscillates between the C6 and C2 sites, but at a lower magnitude with respect
to the iso-surface value. This low delocalization of charge density can be interpreted as localization
of charge density in the molecule.

Among the five tautomers of C presented in Fig. 5.1(d), π-conjugation on the entire molecule
of C is present due to the lone pair on the N1 site and alternating double bonds. Tautomerization
from keto- to enol-C makes the ring of enol-C aromatic in nature, and rotational isomerization from
cis- to trans- enol-C can help in understanding the pure hindrance in charge migration. Two enol
tautomers of C are also reported as highly aromatic, as their rings have (4N + 2) π-electron type
and thereby fulfill the Hückel rule. On the other hand, the imino-C tautomer has alternate dou-
ble and single bonds, forming π-conjugation within the N8-C4-C5-C6 region. The cis- and trans-
imino-C tautomers have the least aromaticity in comparison to the other three C tautomers[166].
However, the lone pair on N3 within the ring can act as a delocalized lone pair, and extends this
π-conjugation [167]. In the discussion of CMD in the tautomers of C, where the lone pairs are
present, I will discuss if electron delocalization through them is apparent after photo-ionization. Z.
Chen et al., reported the adiabatic ionization energies for the gas-phase C tautomers, which were
produced in the molecular beam[168]. Through this experiment, the isomerization and tautomer-
ization effect and the presence of various stable cytosine isomers were realized with experimental
precision. This work also estimates varying charge redistribution with any change in the structure
of cytosine.

The ionization potential calculated using the ADC method for C (8.255 eV), cis-enol-C (8.294 eV),
trans-enol-C (8.292 eV), cis-imino-C (8.392 eV), and trans-imino-C (8.373 eV) shows that rota-
tional isomerism has a less significant effect on the ionization potential than tautomerization (see
Fig.5.8). The energy of the cationic states in a weak correlation regime for the a′ orbitals, HOMO-2
and HOMO-4 is close (δ E <0.25 eV) to the position of the a′′ HOMO-1 and HOMO-3. However,
the cationic states for C, and two imino-C show well separated cationic states in the region of
the weak correlation regime. Except for C, no strong hole mixing is observed below 13 eV. For
C cationic states separated by δ E = 0.46 eV show hole mixing between HOMO-2 and HOMO-3.
Beyond 13 eV, satellite states have 2h1p configuration from HOMO-4, HOMO-5 and slight con-
tribution from HOMO-9 orbitals for C and imino-C, whereas for enol-C from HOMO-3, HOMO-5
and HOMO-8. In some cases, hole mixing between HOMO-6 and HOMO-7 is also seen. Hence, for
comparison, I will study the CMD on HOMO-5 for C and its tautomers as it shows strong correlation
effect for all structures of C presented here.
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Figure 5.8: Ionization spectra for the tautomers of cytosine

The CMD in C shows a variation in electron density on the C2, C4 and C6 endocyclic atomic
sites (see Fig.5.9(a)) along with the change in hole density on N3 and C5. A similar trend – but
with more delocalized hole density – is observed in case of enol-C, irrespective of the rotational
isomerism (see Fig.5.9(b,c)). As mentioned earlier, former reports[166, 169, 170] suggest that
the aromaticity of an imino-C system is less than that of C or its enol-derivatives. However, in
trans-imino-C, Fig.5.10(a), at 1 fs, charge delocalizes around the N3-C4-N8 region due to the lone
pair on N3 atoms. At 4 fs, hole delocalizes in the N1-C6-C5 region. Such delocalization was also
witnessed in cis-imino-C at 4 fs and 5 fs after the ionization of HOMO-5.

The investigation of charge migration dynamics in the different tautomers of the DNA nucle-
obases can be summarized as follows: Tautomerization from the keto to enol tautomer form for
T, G and C has shown very prominent differences in charge migration dynamics. The keto-form
of the molecules has been found to localize the charge density on the oxygen and the N atomic
sites in the vicinity, while the enol-form tends to delocalize charge density on the major part of
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Figure 5.9: CMD in cytosine, and the cis-trans isomers of enol-cytosine in 5 fs after the ionization of
HOMO-5.

the system. Tautomerization in A1 and A2 has led to the increased delocalization of hole density
between five- and six-member rings. The imino-form of tautomers both in G and C has shown a
less prominent delocalization of hole density in comparison to enol-forms. However, when com-
pared to the keto-form, in imino-tautomers the charge migration is more delocalized. Hence, in
case of molecular modelling for highly delocalized charge density, tautomerization from the keto-
to enol-form or the keto- to imino-form is helpful.

5.2 Pi-spacers

In a large extended system π-spacer groups play an important role in charge transfer from donor
to acceptor after photo-excitation or photo-ionization. Selecting an appropriate π-spacer for de-
signing an efficient molecule is like finding a needle in a haystack. Hence, in order to select wisely
we need to understanding the charge migration in these systems. To compare and understand
the groups better I choose to study some well known systems, which were synthesized for the
development of efficient photo-conversion devices[171, 172, 173]. The seven systems used in
this study are: (i) pyrrole, (ii) cyclopentadiene, (iii) 2,1,3-benzothiadiazole, (iv) furan, (v) thio-
phene, (vi) 1,2,5-thiadiazole, and (vii) 1,2-thiazole (see Fig. 5.11). These are cyclic and planar
molecules with five-membered ring or fused five- and six-membered ring. Amongst the seven
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Figure 5.10: CMD in cis-trans isomers of imino-cytosine at 1 fs to 5 fs after the ionization of HOMO-
5.
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Figure 5.11: Molecular structure for (a) pyrrole, (b) cyclopentadiene, (c) 2,1,3-benzothiadiazole, (d)
furan, (e) thiophene, (f) 1,2-thiazole and (g) 1,2,5-thiadiazole.

selected π-spacers, cyclopentadiene is homocyclic and not aromatic in nature; for the other five-
member heterocycle, the order of aromaticity reported using the nucleus independent chemical
shift (NICS) and the aromaticity index, is thiophene > 1,2-thiazole > 1,2,5-thiadiazole > pyr-
role > furan > cyclopentadiene[174, 175, 176]. The 2,1,3-benzothiodiazole system is known
to be an efficient electron-acceptor system[176, 177]. The aromaticity for the benzene ring in
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2,1,3-benzothiodiazole is lower than for the five-member heterocyclic ring [178, 179] Although
aromaticity is used and studied extensively, measuring and predicting aromaticity for hetero-cyclic
compounds is difficult[174, 177]. We cannot measure the aromaticity of the compound, however
we can visualize the effect of aromaticity on CMD in these systems throughout our study.

Most of the systems studied in this section are in C2v symmetry and have four irreducible
representations. Hence, the region showing a weak correlation effect is broad compared to systems
with Cs symmetry. Applying the same analysis used so far, I select the following orbitals for the
study of CMD in pyrrole: HOMO-4, cyclopentadiene: HOMO-1, 2,1,3-benzothiadiazole: HOMO-2
and HOMO-4, furan: HOMO-2 and HOMO-3, thiophene: HOMO-3, 1,2-thiazole: HOMO-4, and
1,2,5-thiadiazole: HOMO-3 and HOMO-4 (see Fig.5.12). In the aromatic ring of pyrrole, the hole
density is delocalized on the entire system. When the maximum hole density is on the adjacent
C=C double bonds, the electron density is localized on the nitrogen atoms (see Fig.5.13((a) at
1 fs)). As the hole density moves towards the nitrogen site, the electron density is observed on
all four C atoms (see Fig.5.13((a) at 3 fs)). As cyclopentadiene is not aromatic in nature, the π-
conjugation remains mainly restricted to the alternate double bonds. The small variation in charge
density on the non-conjugated C site is due to the correlation effect with the molecular orbitals
(see Fig.5.13(b)). The aromaticity index for the five-member ring is reported to be higher than
for the benzene ring present in 2,1,3-benzothiadiazole [178, 179]. This effect can be understood
through the CMD after the ionization of both HOMO-2 and HOMO-4 (see Fig.5.13(c and d)).
The charge delocalizes over the π-conjugated space and reveals the resonance structures for the
five-member ring. However, on the six-member ring low hole density is seen, which supports the
electron-poor character of the system. When 2,1,3-benzothiadiazole is part of a larger system, it
is attached to the other neighbouring groups through the six-member ring. This ring thus acts as
an electron-withdrawing group[171]. This effect is clearly observed at 5 fs after the ionization
of HOMO-2 (see Fig.5.13(c)), whereas it appears to be stationary after the ionization of HOMO-
4 (see Fig.5.13(d)). Furan is reported to be less aromatic in comparison to the other hetero-
cyclic five-member systems[174, 175, 176]. The main reason behind this is that ‘C’ connected to
electronegative heteroatoms such as ‘O’ are less shielded. The hole density localized on the C5-
O1-C2 site in furan after the ionization of HOMO-2 is presented in Fig.5.13(e). This localized hole
density is delocalized over the full furan molecule 2 fs after the ionization of HOMO-3 (see 2 fs
to 5 fs Fig.5.13(f)). The effect on aromaticity by additions of hetero atoms to the thiophene-ring
can be studied by comparing the thiophene, 1,2-thiazole and 1,2,5-thiadiazole. Due to the high
aromaticity index, hole density after the ionization of HOMO-3 and HOMO-4 or thiophene and
1,2-thiazole, respectively is delocalized over the entire system (see Fig.5.13(g and h)). However,
due to the presence of one more hetero atom in the ring of 1,2-thiazole, hole density is constantly
localized on the S1 and C5 sites, and the electron density oscillates along the N2-C3-C4-C5 region.
I found that charge density after the ionization of HOMO-4 of 1,2-thiazole is more delocalized
compared to HOMO-4 of 1,2,5-thiadiazole (see Fig.5.13(j)).

5.3 Summary and conclusions

In this chapter I summarized the effects of different tautomeric forms and isomeric forms on the
charge migration dynamics for the four nucleobases in DNA. Furthermore, I investigated the CMD
in homocyclic and hetorcyclic systems along with the nucleobases to study the effect of aromaticity
on the CMD. Aromaticity is a complex term and is not an easily measurable quantity. However,
based on the natural resonance theory and nucleus independent chemical shifts, one can estimate
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Figure 5.12: Ionization spectra up to 25 eV for (a) pyrrole, (b) cyclopentadiene, (c)
2,1,3-benzothiadiazole, (d) furan, (e) thiophene, (f) 1,2,5-thiadiazole, (g) 1,2-thiazole. The con-
tribution from the HOMO to HOMO-7 orbitals in the ionization spectra are represented by coloured
lines, while the rest is given in black.

the aromaticity of the system. Note that the values calculated for aromaticity using the above
methods also strongly depend on the level of the applied theory. I summarize the findings from
this study below: (i) I reported that increase in delocalization of the electrons results in a red shift
in the ionization potential for corresponding π-type orbitals. This shift in energy is valid in the
weak correlation regime. (ii) Aromaticity was found to increase with the following variations of
structures, tautomerization from keto form to enol form of U, T, C and G. The charge was highly
delocalized and several resonant structures were identified. (iii) Rotational isomerization did not



60 The Effect of Different Molecular Structures on CMD

Figure 5.13: CMD in (a) HOMO-4 of pyrrole, (b) HOMO-1 of cyclopentadiene, (c-d) HOMO-2 and
HOMO-4 of 2,1,3-benzothiadiazole, (e-f) HOMO-2 and HOMO-3 of furan, (g) HOMO-3 of thiophene,
(h) HOMO-4 of 1,2-thiazole and (i-j) HOMO-3 and HOMO-4 of 1,2,5-thiadiazole; within 5 fs after
the ionization of the corresponding molecular orbitals.

show any strong effect on CMD for C. (iv) Isomerization from enol form to the imino-form, such
as in case of C and G, lead to change in the delocalization of charge density, however it was less
prominent in comparison to what I found after tautomerization from the keto- to enol form for
T, G and C. (v) The charge in non-aromatic cyclopentadiene did not appear to delocalize outside
the π-conjugated sites. (vi) We also propose CMD as an another method for analyzing the aro-
maticity for the other molecules representing π-spacers. (vii) Based on the electronegativity of
the heteroatoms, difference in the connectivity between the π-electrons via double bonds and the
lone pairs are explored in this chapter. (viii) The difference in the aromaticity between the two
fused rings in heterocyclic molecules is also studied in this chapter. After investigating charge mi-
gration dynamics in the different tautomers and isomers of DNA nucleobases and in several cyclic
molecules, it is striking to see that small variations in structure can lead to prominent differences
in the response of a molecule to sudden ionization.

We hope that these results will motivate further studies based on more refined analytic tools, for
example, Bader/QTAIM analysis [180] or Mulliken charges [181]. The study of charge migration
dynamics can be another tool in addition to the one mentioned above to correlate charge density
and the aromaticity of the molecules. This will provide significant help in molecular designing,
as the selection of the groups to construct a large, extended system will be not based on trial and
error, but rather on the electronegativity and aromaticity of the groups. Hence, I hope this work
will come in handy for chemists and biologists in designing and remodelling the existing molecular
systems.

Repeated oscillation of charge (“charge migration”) in the molecule will result in electron-
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nuclei coupling and start the non-adiabatic dynamics beyond a few fs. In the next chapter, I
investigated how this dynamics will vary with the number of vibrational modes involved in the
coupled dynamics and how long the adiabatic dynamics will last.
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Chapter 6

Non-adiabatic Dynamics

Charge migration dynamics presented in Chapter 4 and Chapter 5 is in between the as timescale
and 10 fs range, and does not include the non-adiabatic effects. According to the famous Born-
Oppenheimer approximation, the large mass of nucleus and slow motion compared to that for the
electrons allows one to separate the motion of the electrons and nuclei. On the as to the sub-fs
timescales, the adiabatic approximation is reasonable, as the created electron coherence lasts long
enough[145]. Hence, the adiabatic approximation is accurate until one encounters a situation
where the so-called conical intersection between the electronic energies exists. These intersections
appear when the electron-nuclei dynamics couple and contribute to overall charge dynamics. For
a polyatomic molecule with dense electronic states and several nuclear degrees of freedom, such
intersections are rather usual. V. Despre et. al. studied the strong correlation-driven charge
migration, and showed that coherence can last longer than 10 fs [145, 146]. On the contrary, if
the system has only weak correlation effects, then the decoherence of the electronic wave packet
created by the ionization of two or more MOs is observed within a few fs[182, 183]. The non-
adiabatic dynamics for the uracil cation was studied by M. Assmann et. al. with the EOM-IP-CCSD
and MCTDH methods[184]. They reported that a fast relaxation process is triggered after the
excitation of the third or the fourth ionic states. In this chapter, I perform a similar study for the U
cation, however I use the strongly correlated cationic states.

In this chapter I wanted to study the electron-nuclei coupling between the electronic and vi-
bronic states that can possibly be excited when measuring charge migration dynamics experimen-
tally. I studied the non-adiabatic dynamics by coupling the first twelve electronic states with the
first ten vibrational modes of U. These states can be excited when a sub-fs or short pulse inter-
acts with the molecule. Beyond the adiabatic approximation, the vibronic coupling phenomenon
can be analyzed via diabatic electronic representation[185, 186, 187]. Within this representa-
tion, the diagonal terms are the vertical ionization energies for the electronic states, details are
given in Sec. 6.2 below. The diabatic and adiabatic electronic states coincide at the Franck-Condon
zone Q=0. From the potential energy surface I extracted the off-diagonal matrix elements, which
represent the coupling between the different electronic states. Generally, the diabatic electronic
functions are given in terms of nuclear coordinates and the matrix elements can be expanded into
a Taylor series. Depending on the number of terms retained from the Taylor series expansion, first
or second order terms, linear or quadratic vibronic coupling approaches are used[18, 188, 189].
With the help of the coupling parameters, the vibronic coupling Hamiltonian (VCH) is constructed
and used to propagate the nuclear wave packet on the coupled manifold of the electronic states
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using the multiconfiguration time-dependent Hartree (MCTDH) method. Details for the modelling
and construction of the vibronic coupling Hamiltonian along with the multiconfiguration time-
dependent Hartree method are given in Chapter. 2.

6.1 Electronic structure calculations

In its ground state, the U molecule has Cs symmetry, and the electronic configuration is: (core)
×(9a′)2(10a′)2(11a′)2(12a′)2(13a′)2(14a′)2(15a′)2(16a′)2(17a′)2(18a′)2(19a′)2

×(1a′′)2(20a′)2(21a′)2(22a′)2(2a′′)2(3a′′)2(23a′)2(24a′)2(4a′′)2(5a′′)2.
The normal modes were calculated using the Møller-Plesset second order perturbation theory
(MP2)[190] with the LANL2DZ[191] basis set[192].

Figure 6.1: Vibration spectra for the uracil molecule calculated with the MP2/LANL2DZ method.

The vibrational spectra given in Fig. 6.1 show moderate vibrations between the 1st and 10th

modes, while strong vibrations are observed between the 20th and 26th modes. The strength of
the vibrational modes is determined by the intensity of the corresponding peaks in Fig. 6.1. As
U has twelve atoms, in total it has thirty nuclear internal degrees of freedom. Twenty modes are
in planar 10 represent out-of-plane motion (see Table.6.1). The symmetry and the energy of the
vibrational modes is tabulated in Tab.6.1.

6.2 VCH and MCTDH

In the construction of the VCH we included the first twelve cationic states. These states can be
easily ionized by a broadband ultrashort laser pulse. For each mode we generate dimensionless
coordinates associated to the normal mode i, up to 2.5Qi with a step of 0.5Qi. Potential energy
surfaces (PES) are generated using the ionization potentials from the values extracted from the
non-Dyson ADC(3) method and the cc-pVDZ basis set[136, 191] for each Qi (see Fig. 6.2). The
potential energy curves obtained from the ADC calculations and VCH are in good agreement with
each other. All the coupling parameters used for the construction of VCH were extracted using the
least-square fitting procedure. There is an intersection between the second and third PES, and the
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Mode Symmetry Frequency (cm−1) Mode Symmetry Frequency (cm−1)
1 a′′ 143.944 16 a′′ 1087.9227
2 a′′ 150.8083 17 a′ 1178.1645
3 a′′ 367.6298 18 a′ 1283.0161
4 a′′ 383.8389 19 a′ 1381.9592
5 a′ 463.7716 20 a′ 1443.6986
6 a′′ 515.9806 21 a′ 1500.9128
7 a′ 552.7441 22 a′ 1531.0245
8 a′ 601.2941 23 a′ 1625.9219
9 a′ 603.2687 24 a′ 1809.0531
10 a′ 683.6006 25 a′ 1992.5471
11 a′′ 718.3619 26 a′ 2038.4801
12 a′′ 877.3214 27 a′ 3134.889
13 a′′ 887.75 28 a′ 3213.916
14 a′ 953.8082 29 a′ 3446.378
15 a′ 1071.7987 30 a′ 3470.4107

Table 6.1: Frequency and symmetry for the normal modes of the U molecule.

seventh and eighth PES. I used the MCTDH method to propagate the wave packet. All the details
for the construction of the VCH, extraction of coupling parameters and the MCTDH method are
given in Chapter 2.

I calculated and analyzed the PES for the twelve cationic states in the first 26 modes, from
amongst which we present the PES along the following modes: ν1, ν5, ν7, ν9, ν13, ν14, ν15, ν17, ν18,
ν19, ν20, ν21 in Fig.6.2. The conical intersections between states 2 and 3; as well as between states
7 and 8 can be seen for most of the modes given in Fig.6.2. The single particle function (SPF)
and primitive basis for the ten modes used to calculated the adiabatic population dynamics (see
Fig.6.3) is given in Table.6.2.

Normal modes SPF basis Primitive basis
(ν1,ν2) [6,6,6,6,6,6,6,6,6,6,6,6] 21,21
(ν3,ν4) [6,6,6,6,6,6,6,6,6,6,6,6] 21,21
(ν5,ν6) [6,6,6,6,6,6,6,6,6,6,6,6] 21,21
(ν7, ν8) [6,6,6,6,6,6,6,6,6,6,6,6] 21,21
(ν9, ν10) [6,6,6,6,6,6,6,6,6,6,6,6] 21,21

Table 6.2: Single-particle functions (SPF) and the number of primitive basis functions for modes 1 to
10 for the uracil cation.

In our calculations we represented the selected nuclear degrees of freedom in the primitive
basis of harmonic oscillator function. We choose the discrete variable representation (DVR) so that
maximal population below 10−4 is ensured for the last grid point. The number of SPF is selected
so that the maximum population of the highest natural orbital is lower than 10−3. We used the
neutral ground state for the creation of the initial wave packet of U with the first ten nuclear de-
grees of freedom. For the initial wave packet the normalized population (peak intensity) for the
first twelve states is adapted from the calculated ionization spectra of keto-U (see Fig. 4.1(a)). In
Fig.6.3(a-d) I present the results for the evolution of the wave packet created for the single modes
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Figure 6.2: Comparison of the individual single-point energy (dots: non-Dyson ADC(3) method)
and potentials energy curves fitted with the adiabatic model (lines) for the normal coordinates of the
selected vibrational modes.

ν1, ν5, ν7 and ν9. Amongst these four modes, only ν1 (a′′) vibrates out of plane, while the rest
shows vibrational motion in plane as they have a′ symmetry. The non-adiabatic dynamics for elec-
tronic states coupled with the ν1 shows dynamics and crossing between states 1 and 3. However,
minimal population transfer is observed after >15 fs (see Fig.6.3(a)). The non-adiabatic dynamics
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Figure 6.3: The non-adiabatic state population dynamics for all twelve states of U+. The first four
panels show the population transfer in modes (a) ν1, (b) ν5, (c) ν7 and (d) ν9. (e) The dynamics with
the combination of the ν1, ν5, and ν7 modes. (f) The dynamics for the combination of ν1 to ν10 modes.

for the symmetric vibrational modes (ν5, ν7 and ν9) show a large population transfer between the
higher states (see Fig.6.3 (b-d)). For ν5 and ν7, the crossings between the states higher than state 6
is evident after >15 fs, while for ν9 the crossings are seen after >15 fs. This implies that the when
the twelve electronic states are coupled only with specific vibrational mode, the non-adiabatic dy-
namics started after 15 fs.

We further coupled three (ν1, ν5, and ν7) and then ten (ν1 to ν10) vibrational modes, to observe
the full non-adiabatic dynamics. Fig.6.3(e) presents the results for non-adiabatic dynamics for
three coupled modes ν1, ν5, and ν7 (3-dimensional, 3D), while in Fig.6.3 (f) the results for the ten
modes from ν1 to ν10 (10-dimensional, 10D). In the 3D picture we see the oscillation and deco-
herence of the population between states 2 and 3; and states higher than state 7. The population
decreases in state 12 and increases in state 7 (see Fig.6.3 (e)), while the crossing between the state
is observed after 10 fs. When we coupled the first ten modes, the population decreased for states
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3, 9 and 12, and increased for states 2, 7, 8, and 11 during the first 60 fs. This shows strongly
coupled non-adiabatic dynamics for the 10D system, which leads to crossing between the states
after 10 fs (see Fig.6.3 (f)). This implies that when the twelve cationic states couple with more and
more vibrational modes are involved in the dynamics, they become faster and many states couple
for population transfer between states.

Summary and conclusions

In this chapter I studied the vibrational spectra of the uracil molecule in its ground state to identify
the symmetry and strength of the vibrational modes. I found that amongst the 30 vibrational modes
(30 = 3N-6, with N = 12 atoms), 20 show in-plane motion and 10 show out-of-plane motion based
on symmetry of modes. Based on the peak intensity, the first ten vibrational modes show moderate
vibrational strength, whereas the vibrational modes 20th and beyond show stronger vibrational
strength. To the construct the vibronic coupled Hamiltonian I used the energy for the first twelve
cationic states and first ten vibrational modes. Additionally, I fitted the potential energy surfaces
for the first 26 vibrational modes using the least square fitting method, and extracted the coupling
constants up to quadratic order. I then used the MCTDH method to propagate the electron-nuclei
coupled system for the first 10 modes; I presented and investigated the results for mode 1, mode 5,
mode 7 and mode 9 separately. Furthermore, I constructed the 3D and 10D modelled systems with
mode 1, mode 5, and mode 7; and the first ten modes, respectively. Through these calculations I
found the onset of non-adiabatic dynamics for the 1D system (electron-nuclei coupling with single
mode) is after 15 fs and typically electronic states higher than state 6 contributed in population
transfer. For the 3D and 10D model case the population transfer takes place after 10 fs and even
lower states are involved in prominent population transfer. Furthermore I report that the deco-
herence between the cationic states for the 10D modelled system is faster in comparison to the
3D modelled system. Hence, from this study I conclude that when more vibrational modes are in-
volved the electron-nuclei coupling is stronger and the population transfer between the electronic
states is faster. To successfully capture the charge migration dynamics and/or the non-adiabatic
dynamics experimentally the signal to noise ratio has to be high. This can be achieved using laser-
induced alignment of molecules. In the next chapter I present the results for such dynamics with
varying experimentally feasible laser parameters.



Chapter 7

Laser-Induced Alignment Dynamics

Up to this point in the thesis I have presented the results for photo-induced charge transfer and
charge migration dynamics. It is not trivial to measure such dynamics through experimental stud-
ies. These experiments need considerable theoretical backing to choose the laser parameters, to
align the system, to initial the charge dynamics and to capture such dynamics. The output of such
experiments is usually lost in noise, and the key to get a better signal to noise ratio is the align-
ment of the molecules with respect to the laser field[147, 193]. Although the study of molecular
alignment and orientation is important here, it is not limited to the study of charge migration
dynamics. Such investigation can also be helpful in the several areas of ultrafast science, high
harmonic generation[194, 195], photo-chemical reactions, strong-field physics[196], molecular
imaging[197], attosecond pulse shaping[198], to name a few[199].

Several earlier studies reported laser-induced alignment and orientation[200, 201, 202]. They
investigated how to understand and control the alignment dynamics of a molecule by varying the
pulse parameters such as, pulse duration[193, 203, 204], intensity[205, 206], carrier envelope
phase, and frequency for a single and two-colour pulses[207]. However, to the best of our knowl-
edge, alignment studied on varying pulse parameters and identifying two different behaviours in
alignment dynamics has not been reported. For this study we choose the CH3F molecule. Due to
its size and symmetric top structure (C3v), the system has been considered for several theoretical
and experimental benchmark studies [208, 209]. Through the alignment dynamics in CH3F we
identify the two different types of behaviours and understand the connection between revivals
and the excitation pattern of the rotational states. This study includes experimentally feasible
pulse and temperature parameters. The type of laser pulse used for this study belongs to the opti-
cal [210, 211] regime. For these studies I have used the tuning parameters available at ELI ALPS
laser user facility (summarized in Table. 7.1). Note that all figures, results and discussions pre-
sented in this chapter are adapted with permission from Ref.[212], Copyright © (2022), Kalyani
Chordiya et al.

Parameters at the laser output Tuning range[210, 211]
Peak power (800 nm) 0.1 - 100 TW/cm2

Full width half maxima (800 nm) 12 - 200 fs

Table 7.1: The tunable range of the experimentally feasible pulse parameters for 800 nm

.
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7.1 Computational method

For CH3F , the molecular parameters were calculated with high level coupled cluster theory, where
we considered single, double, and perturbative triple excitations CCSD(T)[213, 214, 215] and
the aug-cc-pVDZ basis set[136]. These quantum chemistry calculations were performed using the
ORCA 4.1 package[101, 102]. The alignment dynamics for CH3F under the influence of an 800 nm
pulse were calculated using the LIMAO package[67], which solves the time-dependent Schrödinger
equation under rigid rotor approximation. In these calculations we neglect the vibrational and
electronic excitations and special precautions are taken when assigning the laser intensity to keep
it below the ionization threshold. In this chapter I will discuss the pure rotational dynamics and
how it can be tunes with varying laser pulse parameters.

7.2 Results and discussions

The detailed theoretical description and simulation method used for these calculations are given
in Chapter 2. CH3F has rotational constants: Bz(A) > By(B) = Bx(C), therefore it is a prolate
symmetric top molecule. The calculated values for (experimental) the rotational constants are Bx

= By = 0.829 cm−1 (0.852 cm−1[216]) and Bz = 5.089 cm−1 (5.182 cm−1[216]), polarizability
are α∥ = 2.524 Å3 and α⊥ = 2.296 Å3, and dipole moment (µz) = 1.894 D (1.850 D[217]). The
rotational eigenfunctions for this molecule transform as the irreducible representations (irreps) of
D∞. [68]. For each of the irreps, the calculated nuclear spin statistical weights [68] (NSSW) are as
follows: NSSWΣ+

= 2, NSSWΣ−
= 2, NSSWE1 = 1, NSSWE2 = 1, and NSSWE3 = 2. I studied the

temperature dependence of the alignment dynamics, followed by the dependence on the varying
optical pulse parameters such as pulse duration and intensity.

Figure 7.1 FWHM Intensity Temperature
(fs) (TW/cm2) (K)

(a,d) Temperature 100 100 0 to 300*
(b,e) FWHM 10 to 700* 100 2
(c,f) Intensity 100 1 to 100* 2

Table 7.2: The alignment dynamics presented in Fig. 7.1 with varying (“*”) 800 nm pulse parameters.
Here we vary the marked parameter keeping the others fixed during the simulations.

During the alignment dynamics, gas molecules are assumed to be in a thermal ensemble at a
rotational temperature T . Using the nuclear spin statistical weight and the Boltzmann distribution,
I calculated the initial distribution of the rotational levels[68]. When such an ensemble interacts
with a laser pulse, the temporal rotational evolution can be explained as the weighted averaged
of the initial rotational states for the rotational wave packets. Hence, as the temperature increases
(for the T range see Table 7.2), more rotational states are excited and the maximum degree of
alignment (⟨cos2(θ)⟩) decreases as given in Fig. 7.1(a). At a lower T , the contribution from the
higher energy rotational states is negligible and therefore, the highest degree of alignment could
be achieved at 0 K.

The variations in the rotational revivals with temperature are presented in Fig. 7.1(a) with
the corresponding maximal ⟨cos2(θ)⟩ in Fig. 7.1(d). As the pulse hits the molecules, the rotational
revivals are observed at every half and full revival period (τrev). The value for tau can be calculated
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Figure 7.1: Alignment dynamics with varying (a) Temperature, (b) FWHM and (c) Intensity. The
maximum value for alignment during each variation is given in: (d) Temperature, (e) FWHM and (f)
The range of the varying parameters for an 800 nm pulse are given in Table. 7.2 and the laser pulse is
at 5 ps.

using the rotational constants for the symmetric top molecules, τrev = 1/(2Bxc)=1/(2Byc) = 20 ps
(c is the speed of light). As mentioned earlier, the maximum alignment will be at 0K with ⟨cos2(θ)⟩
= 0.906 and it will keep decreasing with T = 2 K ⟨cos2(θ)⟩ = 0.8, T = 20 K ⟨cos2(θ)⟩ ≃ (Fig. 7.1(a
and d)). From the population distribution heatmap summed over K, for T = 0K only even J states
are excited and |2,K, 0⟩ is the highest populated state. As T increases, higher rotational J,M states
are excited. The highest populated state at 10 K is |J = 2,K,M = 0⟩ = 0.051, while for 100 K it
is |J = 3,K,M = 0⟩ = 0.008. The rotational revivals for all the temperatures show that distinct
revivals are well separated by plateaus; we call this behaviour of the revival curve as “conventional
revival” in this thesis. With the current advancements in experimental techniques for the cryogenic
cooling of the systems, temperatures as low as 1 K have been reported [218, 219]. Hence, with
the experimentally feasible parameters I present the results for the rest of the varying parameters
keeping the temperature at 2 K.

I vary the pulse duration by changing the value of full width at half maximum (FWHM) for an
800 nm laser pulse from 10 fs to 700 fs. We observe conventional revivals for FWHM = 50 fs and
the excitation of a few states through the population distribution in the heatmaps (see Fig. 7.1(b)
and Fig. 7.2). As we increase the pulse duration, quarter revivals (revival at τ1/4) are observed.
This behaviour of the rotational revivals is observed for 100 fs and 150 fs pulse durations. How-
ever, after further increasing the pulse duration (FWHM>300 fs), the alignment revivals manifest
unconventional or anomalous behaviour. In the unconventional behaviour the oscillations are ob-
served in the plateau regions (see Fig. 7.1(b)). The maximum alignment increases with the FWHM
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Figure 7.2: Rotational states excited after varying the pulse duration for an 800 nm pulse. Other
pulse parameters are given in Table. 7.2

(see Fig. 7.1(e)) from FWHM=10 fs to FWHM= 150 fs with the highest ⟨cos2(θ)⟩ = 0.834 for
FWHM=150 fs. A slight decrease in the maximum degree of alignment (⟨cos2(θ)⟩max) is observed
for 300 fs, and a further increase in FWHM shows an increase in ⟨cos2(θ)⟩max. The population
distribution and the time-dependent population analysis shows that more J states are populated
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due to longer pulse durations. However, these pulse durations also favour the de-excitation pro-
cess and results in the broad distribution of the J states for a given wave packet. The change in
excitation and de-excitation also supports the drop in ⟨cos2(θ)⟩max.

Figure 7.3: For the highest achieved alignment presented in Fig. 7.1 the population of the rotational
states |J,M⟩ are given: (a) temperature of 0 K (b) 150 fs FWHM and (c) Intensity of 100 TW/cm2.

Figure 7.4: Temporal population distribution for different J states (
∑

K |CJ,K,M=0(t)|2) for FWHM
= 500 fs, 200 fs and 100 fs (going from top to bottom). The centre of the pulse is at 5 ps.
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Advanced laser technology offers a wide range of intensity. If the alignment molecules are used
to further strong-field physics or photo-chemical interaction studies, then it might be helpful to
keep the intensity of the alignment laser below the ionization threshold. This can be determined
by calculating the Keldysh parameter (γ) [220]. Depending on the value of γ, the ionization
regime will be classified. The relation between γ and the ionization potential (Ip =12.5eV) [221]

is γ =
√

Ip

2×Up
, Up = 9.337 × 10−5 × I × λ2. The term Up in the above relation is the pondermotive

energy of the laser field[221]. For an 800 nm pulse with an intensity of 100 TW/cm2, the Keldysh
parameter is calculated as 1.023, which lies in the transition regime [222]. Increasing I beyond
100 TW/cm2 will give γ <1, leading to tunnel ionization. Hence, for the alignment dependence
on intensity I use the maximum value of I =100 TW/cm2 [147].

I present the results for alignment dependence on laser intensity in Fig. 7.1(c and f). Here
⟨cos2(θ)⟩max increases linearly with the value of I. Using a similar analysis as presented earlier
for varying FWHM, I can see a similar increase in the number of excited rotational states with
the value of I. On increasing the I from 1 TW/cm2 to 10 TW/cm2, the revival pattern remains
normal and so does the number of rotational states excited(see Fig. 7.1(c and f)). However, the
⟨cos2(θ)⟩max for 10 TW/cm2 is higher than for 1 TW/cm2 and the same trend is also reflected in
the population of the states excited in the two case. The population density of the states excited
with 10 TW/cm2 is higher than for 1 TW/cm2. We observe abnormal behaviour in the revival
curves with increase in I from 10 TW/cm2 to 50 TW/cm2, and the excited states show population
of higher J states. After a further increase in I from 75 TW/cm2 to 100 TW/cm2 the population
of the lower excited J states (<4) transfers to higher J states (J = [4 to 7]). Such a transition
results in the abnormal behaviour of the alignment curve. For a single 800 nm (optical pulse) the
molecular rotational period is longer than the field oscillation period. Due to this, the interaction
term with the dipole moment vanishes from the Hamiltonian in the TDSE. Hence, using a single
optical pulse one can achieve only molecular alignment, but not the orientation. Using a single
THz pulse or a two-colour pulse, one can study laser induced orientation dynamics[223]. This
is possible as these pulses can trigger light-matter interaction with the permanent dipole and/or
hyperpolarizability of molecules.[223]. We have presented our results on the use of THz pulse to
study alignment and orientation dynamics in the CH3X molecule in the Ref.[212, 224].

7.3 Summary and conclusions

In this chapter I presented the results for the laser-induced alignment dynamics of the CH3F

molecule using a non-resonant 800 nm pulse. I presented a detailed study on the relation be-
tween the laser pulse parameters and the excited rotational states. Such an interplay lets us ob-
serve two different types of alignment curve behaviours. When the alignment curve manifested
normal behaviour, the population distribution was over a few rotational states. In case of anoma-
lous behaviour, several oscillations appeared between half and full revivals. The reason behind
the anomaly was the distribution of the excited states either over a large number of J states
or their localization to a few higher states (large M value). I report the maximum alignment
of ⟨cos2(θ)⟩max=0.834, when an 800 nm pulse with FWHM = 150 fs and I= 100 TW/cm2 is
used. The information presented in this chapter can be used by experimentalists to study strong
field physics for CH3F using the alignment pulse parameters given here and in our published
works[212, 224]. This study can also be used for complicated heteronuclear molecules. Further-
more this can help us understand role of rotational states in laser-matter interactions and may



7.3 Summary and conclusions 75

facilitate the advancement of ultrafast reaction dynamics or high harmonic generation.
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Chapter 8

Summary and Outlook

Recently organic structures have started to be used in several highly efficient and flexible opto-
electronic solar cell and sensors devices, and they have also found application in tumour detection
and radiation therapy. The organic compounds mainly play a role in charge and energy transfer
in these devices. These molecules are typically large extended systems with a push-pull structure,
where the photo-induced charge is transferred from the donor group to the acceptor group. For
the efficient modelling of these large molecules it is crucial to understand charge dynamics in
small groups used in molecular design. This understanding will aid in selecting, or modifying the
groups, and in finding efficient ways to assemble different groups for effective charge transfer. In
this thesis I have tried to answer the following questions to help molecular modelling: How can
linear response calculations be used to study the charge transfer process in large molecules? Does
the correlation effect play an important role in charge migration dynamics (CMD)? How long does
a molecule take to respond to the triggered dynamics and can this be tuned by the tautomerism or
isomerization of molecules? Does the incoherent CMD mask the dynamics in different tautomers?
How long is it before the non-adiabatic dynamic processes start and can they vary with the vibra-
tional degrees of freedom involved in electron-nuclei coupling? What are the important things to
consider before measuring these dynamics experimentally? I summarize below the key points of
this thesis answering the above questions.

1. Typically, in a large extended molecule the charge transfer process occurs through the π-
conjugated structure. When designing these molecules, it is important to make sure that the charge
is indeed transferred from the donor to the acceptor group and is not trapped by a π-spacer. It can
be computationally and experimentally expensive to determine such a charge transfer. Hence, I
proposed a novel way to analyze the charge transfer efficiency using static linear response method.
I interpreted the charge transfer in the molecule by studying the modification in a molecular struc-
ture after photo-excitation and ionization to the cationic state, with respect to its ground state.
This method is useful to perform cost-effective calculations for analyzing the molecules before
their experimental synthesis. The use of structural modifications has been reported in literature to
interpret the charge transfer in molecules, however only in one of the above mentioned states. I
studied the modified structure for a molecule in both states. This approach was reported for the
first time (to the best of our knowledge) in the paper we published in [T1][73] and Chapter 3 of
this thesis.

77
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2. As mentioned earlier, the above method facilitates our understanding of the push-pull sys-
tems already used for photovoltaic or optoelectronic applications. However, studying the charge
migration dynamics in the building blocks will help extensively in designing molecules. In Chap-
ter 4 I studied the charge migration dynamics triggered by the sudden ionization of molecules
like uracil. The response of the different molecular orbitals to such ionization is evaluated and
investigated with the correlation effect. For a molecule with Cs symmetry, I found that the sym-
metric orbitals have similar response times, while the asymmetric molecular orbitals take longer
to respond to sudden ionization. The response time of the asymmetric orbitals increases with the
strength of the correlation effect. The response times by different orbitals in keto-uracil can be
reduced by conversion to the enol-form via tautomerization. In enol-uracil the reduced response
time is related to the greater delocalization of charge over the entire system in comparison to the
keto-uracil molecule. In an experimental scenario a short attosecond pulse can ionize a broadband
of cationic states. Hence, we developed a method with which we can study incoherent charge mi-
gration dynamics. During this investigation, we concluded that the difference in charge migration
between the keto-enol tautomers of uracil remains even after incoherent ionization. The results
for as and sub-fs charge migration dynamics were reported in [T2 and T3][130, 131], respectively
and summarized in Chapter 4.

3. The visualization of charge migration dynamics will help massively not only in molecular
modelling, but also in understanding the radiation damage in biological systems. I studied sev-
eral different systems such as thymine, cytosine, and guanine to confirm our observations for the
role of tautomeric hydrogen and molecular symmetries in charge migration dynamics in keto-enol
tautomers from the above aspects. Apart from keto-enol tautomerization, bio-relevant molecules
undergo enol-imino tautomerization, e.g. in case of guanine and cytosine; and rotational isomer-
ization to produce cis-trans forms. Hence, by studying these variations and their effect on charge
migration dynamics we can provide more support to chemists and biologists attempting to explain
many unknown aspects in a larger system. Based on our analysis we conclude, that transformation
from the keto to the enol-form or the enol- to the imino-form, leads to more charge delocalization,
while cis- to trans- isomerization has a less prominent effect on charge migration dynamics.

CMD carry the imprints of aromaticity, electronegativity, electron-affinity, stereo-selectivity, etc.
and therefore it can be suitably utilized to model an efficient push-pull system. Hence, we carefully
scrutinized the CMD in the π-spacer groups used in designing push-pull systems. By visualizing the
hole density on these groups we were are able to shed some light on the old but still not completely
understood topic of aromaticity. For a molecule with a single ring, aromaticity is not that difficult
to evaluate. However, things get complicated when a molecule has two or more fused rings, as in
case of adenine, guanine or 2,1,3-benzothiadiazole. The difference in CMD can be correlated with
the aromaticity of the single ring or the fused ring molecules. We conclude, that through CMD one
can identify the sites where the charge oscillates, as well as electron-withdrawing and donating
properties; this can aid in shortlisting the groups and order them for an effective charge transfer.
The results from this study are summarized in Chapter 5.

4. After photo-ionization, the sub-fs charge oscillation between the atomic sites in the molecule
leads to electron-nuclei coupled non-adiabatic dynamics. When studying this non-adiabatic dy-
namics in keto-uracil, the electronic states and the vibrational modes of the molecule are taken
into account. During experiments, an ultrashort pulse can excite cationic states below 15 eV and
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several low level vibrational modes. To study this situation theoretically I modelled the vibronic
coupling Hamiltonian by coupling the vibrational mode 1 (ν1) to mode 10 (ν10) with the first 12
cationic states from ionization spectra. I plotted the potential energy surface cuts for all modes
with weak to strong vibrations and fitted them to extract the non-adiabatic coupling constants re-
quired for constructing the vibronic coupling Hamiltonian. To get a preliminary understanding of
the onset of non-adiabatic dynamics, I propagated the excited wavepacket using the multiconfigu-
ration time-dependent Hartree (MCTDH) method. I report that the non-adiabatic dynamics for the
first twelve states coupled with only one vibrational mode starts after 15 fs, while when coupled
with more vibrational modes, the electron-nuclei coupling becomes stronger and more electronic
states participate in population transfer. Furthermore, this results in faster non-adiabatic dynam-
ics. The results for the non-adiabatic dynamics in uracil cation are given in Chapter 6 in this thesis.

5. The study of charge migration dynamics using advanced experimental methods requires
highly aligned molecules. To study and control the alignment of the molecules under a laser field
we need to understand the role of the rotational states in laser-induced molecular alignment and
orientation dynamics. In Chapter 7, using a prototype system, CH3F , I studied the population
variation of the rotational states by tuning experimentally feasible laser pulse parameters. In this
work I observed two different types of alignment behaviours which were termed as conventional
and unconventional revivals. These two types of behaviour are correlated with the nature of the
rotational states excited by the selected laser parameters. Hence, I reported the importance and
ways to tune the rotational states to enhance the laser-induced alignment of the molecules in our
published article [T4][212] and Chapter 7.

The main emphasis of this doctoral thesis is to gain atomistic level understanding of the photo-
induced charge migration and charge transfer processes in extended molecular systems. Such
ultrafast responses govern the photophysical and photochemical processes of the molecules and
solid-state materials. Hence, the overall results of this thesis can be used by chemists in molecular
designing, and by biologists in understanding the effect of radiation therapy on the nucleobases.
Several interesting works have already been published in related topics, however there still remain
a few gaps that need to be addressed. Using suitable and optimized computation and analysis
methods presented in this thesis, it is possible to explain charge hopping, isomerization or fragmen-
tation of nucleobases in DNA by comparing pre- and post-ionization conditions, or why and how
the efficiency of the dye molecules vary upon shuffling the position of the π-spacer group[225]. I
explain how the microscopic features obtained by the atomic-level simulations can be correlated
to the macroscopic level responses of the molecules captured experimentally. The calculation of
the exact time and direction of charge migration as presented in this thesis can be used to tailor
and design extended molecules with improved and desired features. One can further utilize this
study for evaluating the molecules to increase the interfacial charge dynamics, stability, efficiency
and lifetime of perovskite materials[226, 227, 228]. This study can be extended to understand the
influence of solvent or intermolecular interactions[229, 230] on the charge migration dynamics
and the nonlinear optical properties such as high harmonic spectra[231]. Hence, we hope our
results will encourage and inspire further research in the direction of molecular modelling.
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Chapter 9

Magyar nyelvű összefoglaló

Az utóbbi időkben szerves molekulák felhasználásával nagy hatásfokú és flexibilis optoelektronikai
napelem cellák és szenzorok váltak elérhetővé. Ilyen molekulák a tumordetektáláshoz és sug-
árkezeléshez használt eszközökben is alkalmazhatók, ahol leginkább a töltés- és energiaátadás-
ban játszanak szerepet. E molekulák általában nagyméretű, push-pull szerkezettel rendelkező
rendszerek, ahol a foton által előidézett töltés a donor csoportról az akceptor (fogadó) csopor-
tra adódik át. Hatékony modellezésük érdekében elengedhetetlen a töltésdinamika megértése a
molekulák tervezése során használt kisebb csoportoknál. E tulajdonságok ismerete segít a cso-
portok kiválasztásában, módosításában, és a legjobb töltésátadást biztosító csoportok hatékony
kialakításában. Disszertációmban igyekszem választ adni a molekulamodellezésnél felmerülő szá-
mos kérdésre: Hogyan lehet statikus számításokkal tanulmányozni a töltésátadási folyamatot
nagy molekulákban? Fontos szerepet játszik-e a töltésmigrációs dinamikában (CMD) a korrelá-
ciós effektus? Mennyi időt vesz igénybe a molekula válasza egy kiváltó folyamatra és lehet-e
ezt tautomériával vagy izomériával hangolni? Elfedi-e ez az inkoherens CMD a különböző tau-
tomerek dinamikáját? Mennyi időbe telik a nem-adiabatikus dinamikai folyamat elindulása, és
befolyásolható-e ez az idő az elektron-atommag csatolásban részt vevő rezgési szabadsági fokokkal?
E dinamikai folyamatok kísérleti mérése előtt mely fontos paramétereket szükséges figyelembe
venni? A kérdések megválaszolásához doktori munkámat az alábbi pontokban foglaltam össze:

1. A kiterjedt nagy molekulákban a töltésátadási folyamat általában a π-konjugált struktúrán
keresztül játszódik le. Ilyen molekulák tervezése esetén fontos megbizonyosodni arról, hogy a
töltés valóban a donortól az akceptor csoportba adódik át, és nem csapdázódik egy π-távolságtartó
(spacer) csoportban. E töltésátadási folyamat megállapítása mind kísérleti, mind szimulációs úton
rendkívül erőforrásigényes feladat. A molekulán belüli töltésátadás értelmezéséhez foton által ger-
jesztett és kationos állapotba helyezett molekulaszerkezet változását tanulmányoztam az alapál-
lapothoz viszonyítva. E módszer alkalmas a kevésbé erőforrásigényes számítások elvégzésére,
így a molekulák kísérleti szintetizálás előtti elemzéséhez. A molekulákban történő töltésátadás
értelmezése céljából előidézett, molekulaszintű strukturális változásokról már több cikk is megje-
lent, de a korábbi közlemények csak az egyik fent említett állapotra koncentráltak. Dolgozatomban
mindkét állapotban tanulmányoztam a molekulaszerkezetet. Ez a megközelítés (legjobb tudomá-
sunk szerint) először került közlésre cikkünkben[T1] és e dolgozat 3. fejezetében.

2. Ahogyan már korábban említettem, a fenti módszer megkönnyíti a fotovoltaikus és op-
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toelektronikus területeken már alkalmazott push-pull rendszerek megértését, ám a rendszerter-
vezés során különösen fontos a részegységek töltésmigrációs dinamikájának tanulmányozása. A 4.
fejezetben az azonnali ionizáció által kiváltott töltésmigrációs dinamikát vizsgáltam molekulákban,
például uracilban. Az ilyen ionizációs folyamatra a különböző molekulapályák által adott válasz
elemzése és vizsgálata korrelációs effektus segítségével történik. A Cs szimmetriával rendelkező
molekulákra azt állapítottam meg, hogy a szimmetrikus molekulapályák hasonló válaszidővel ren-
delkeznek, de az aszimmetrikus pályák esetén az azonnali ionizációra adott válasz hosszabb időt
vesz igénybe. Az aszimmetrikus pályák esetén a válaszidő a korrelációs effektus erősségével nő.
A válaszidők csökkenthetők a keto-uracil molekula enol-uracil molekulává való módosításával tau-
tomerizációs folyamaton keresztül. Enol-uracil esetén a válaszidő rövidebb, hiszen a töltés nagy-
obb delokalizációval rendelkezik az ionizációt követően. Az attoszekundumos időtartamú válasszal
kapcsolatos eredmények a [T2 és T3][130, 131]-ben kerültek közlésre valamint valamint a dolgo-
zat 4. fejezetében is megtalálhatók.

3. A töltésmigráció dinamikájának vizualizációja nemcsak a molekulatervezést, hanem bi-
ológiai rendszerek sugárzás okozta károsodásainak megértését is segíti. Különböző molekulákat
(timint, citozint és guanint) tanulmányoztam annak tisztázására, hogy milyen szerepet játszik a
tautomerizációs folyamatban részt vevő hidrogén a töltésmigráció dinamikájában. A keto-enol for-
mán kívül a biológiai alkalmazásokban jelenlévő molekulák enol-imino (például guanin és citozin)
valamint cisz és transz formában is léteznek. Így e tautomerek és a töltésmigrációs dinamikára
való hatásuk tanulmányozása a vegyészeket és biológusokat is segítheti a nagyobb molekulák tu-
lajdonságainak megértésében. Vizsgálataink azt mutatják, hogy a keto és enol forma vagy az enol
és imno forma közötti transzformáció több, míg a ciszről a transz izomerizációra való átalakulás
kevesebb töltés-delokalizációhoz vezet. A töltésmigrációs dinamikában megjelennek olyan tulaj-
donságok, mint aromaticitás, elektronegativitás, elektronaffinitás, sztereokiválasztás stb. Ezáltal a
töltésmigrációs dinamika kifejezetten alkalmas hatékony push-pull rendszerek modellezésére. Egy
aromás gyűrűvel rendelkező molekulák esetén az aromaticitás vizsgálata nem túl bonyolult, de a
két vagy több aromás gyűrűből álló molekuláknál (pl. adenin, guanin vagy a 2,1,3-benzotiadiazol)
a vizsgálat jelentősen megnehezül. A töltésmigrációs dinamikában lévő különbség az egy és több
gyűrűből álló molekulák aromaticitásával függ össze. Ezen eredmények a 5. fejezetben találhatók.

4. Fotoionizáció után a töltés szub-femtoszekundomos oszcillációja a molekulát alkotó atomok
pozíciói között elektron-atommag csatolt nemadiabatikus folyamathoz vezet. E folyamat keto-
uracilban való tanulmányozása során a molekula energiaszintjeit és rezgési állapotait is figyelembe
vesszük. Kísérletekben az ultrarövid fényimpulzusok 15 eV alatt ionizálják a kationos állapo-
tokat és számos alacsony rendű rezgési módust. E körülmények elméleti modellezéséhez olyan
Hamilton-operátort választottam, amelynél a rezgési módusok 1(ν1)-től 10 (ν10)-ig vannak csatolva
az ionizációs spektrum első 12 kationos állapotához. A potenciálenergia-felület metszeteket mind-
egyik módusra ábrázoltam, a gyengétől az erős rezgési állapotig, majd illesztéssel határoztam meg
a nemadiabatikus csatolási állandókat. A nemadiabatikus dinamika tanulmányozásához propagál-
tattam a gerjesztett állapot hullámcsomagját a multikonfigurációs időfüggő Hartree-módszert (MCTDH)
alkalmazva. Bemutattam, hogy az első 12 állapot egyetlen rezgési módussal való csatolásakor a
nemadiabatikus dinamikai folyamat az ionizációt követő 15. femtoszekundumnál kezdődik. Több
rezgési módussal való csatolás esetén az elektron-atommag csatolás erősebb lesz, így több ener-
giaállapot vesz részt a populációs transzferben és ez gyorsabb nemadiabatikus dinamikát ered-
ményez. A kation uracil nemadiabatikus dinamikájára vonatkozó eredmények a disszertáció 6



Magyar nyelvű összefoglaló 83

fejezetében találhatók.
5. A töltésmigráció összetett kísérleti módszerekkel való tanulmányozásához elengedhetetlen a

molekulák irányítottságának nagyfokú beállítása. Molekula lézertér általi irányítottságának tanul-
mányozása és szabályozása érdekében nélkülözhetetlen a folyamat és a molekuláris forgási állapo-
tok közötti összefüggés megértése. A 7. fejezetben prototípus rendszeren (CH3F) tanulmányoztam
a forgási állapotok populációjának változását a lézer paramétereinek kísérleti változtatása nyomán.
Kétféle molekulabeállítási viselkedést, úgy nevezett konvencionális és nemkonvencionális revivalt
figyeltem meg. E két viselkedés összefüggésben áll a kiválasztott lézerparaméterekkel történő
gerjesztés nyomán kialakuló forgási állapotokkal. Tudományos publikációban [T4][212] ismertet-
tük a forgási állapotok finomhangolásának szükségességét a lézertér által előidézett molekula-
irányítottság javítása érdekében. Az eredmények összefoglalva a 7. fejezetben találhatók.

Doktori értekezésem fő célja a nagy molekulákban foton által kiváltott töltésmigrációs és töltésá-
tadásos folyamatok atomi szintű megértése. Ezek az ultragyors válaszidők befolyásolják a molekulák-
ban és szilárd anyagokban lejátszódó fotofizikai és fotokémiai folyamatokat. Így a jelen dolgo-
zatban bemutatott eredmények főként a molekulatervezéssel foglalkozó vegyészeknek lehetnek
hasznosak, valamint segíthetnek a biológusoknak megérteni, hogyan hat a sugárterápia a nuk-
leobázisokra. A témában már több érdekes folyóiratcikk is megjelent, de még vannak tisztázandó
kérdések. A disszertációmban bemutatott optimalizált szimulációs módszerek és elemzések fel-
használásával megérthetjük a töltésugrást, az izomerizációt vagy a nukleobázisok fragmentációját
a DNS-ben az ionizáció előtti és utáni állapotok összehasonlításával, valamint azt, hogy miért és
hogyan változik a festékmolekulák fotonkonverziós hatásfoka a π-távolságtartó (spacer) csoport
áthelyezése miatt. Ismertetem, hogy az atomi szintű szimulációval kapott mikroszkopikus tulaj-
donságok milyen összefüggésben állnak a makroszkopikus szintű, kísérletileg is mérhető molekuláris
válaszokkal. Ahogy a dolgozatban kifejtem, a töltésmigráció pontos idő- és iránybeli függésének
kiszámítása felhasználható arra, hogy a molekulatervezés során fokozottan előtérbe kerüljenek a
nagy molekulák kívánatos tulajdonságai. A tanulmány segítségével értékelhetők a molekulák an-
nak érdekében, hogy növeljük a perovszkit anyagok határfelületi töltésdinamikáját, stabilitását,
hatásfokát és élettartamát [226, 227, 228]. A dolgozat tovább bővíthető, hogy megértsük a külön-
böző közegek vagy molekulák közötti kölcsönhatások hatását a töltésmigrációs dinamikára[229,
230] és olyan nemlineáris optikai tulajdonságokra, mint a magasharmonikus-keltés spektruma.[231]
Reméljük, hogy az eredményeink további kutatásokra ösztönöznek és újabb utakat nyitnak a
molekulamodellezés irányában.
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