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Abstract

Shop Signboards Detection and Classification Framework (SSDCF) based on AI approach
and Typeface Analysis

Mrouj Almuhajri, Ph.D.

Concordia University, 2022

Rapid advancements in artificial intelligence algorithms have sharpened the focus on street signs

due to their prevalence. This research was driven by beneficial applications of end-to-end systems

to humans, municipal agencies, and automobiles. However, the variation of materials, shapes, col-

ors, and fonts in some signs, such as shop signboards, have presented complicated challenges to

AI-based systems to detect and classify them. Previous studies built classification models by con-

sidering the whole storefront. Their classification results were negatively impacted by the inclusion

of other components within the storefront. This research focuses on shop signboards as they are

much more consistent.

The main objective of this research is to detect and classify shop signboards based on deep

learning and machine learning techniques. To achieve that, data acquisition was necessary for mod-

els training purposes. Therefore, the Shop Signboard ShoS dataset was collected from Google street

images. A total of 10k store signboards were captured within 7500 images. All the collected images

were fully annotated and made available for the public for several research purposes.

Then, the Shop Signboard Detection and Classification Framework SSDCF was designed and

built to tackle most of the existing challenges. Three main components were fully implemented and

evaluated: signboard detector, text extractor, and shop classifier to classify commercial stores based

on the textual information. For signboard detector, two models were trained and tested utilizing

the ShoS dataset. Findings surpassed the performance of YOLOv3 without any color preparation.
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For text extractor, the evaluation of Google Vision OCR showed better results even with the ex-

istence of influential factors, such as stylized fonts and skewed images. For shop classifier, out

of the two trained and tested classifiers, SVM showed great performance even with classes that

have some difficulty factors. The performance of the classifier had been enhanced by 4% approxi-

mately after adding the augmented data which was generated by the Random Deletion method and

a novel Thesauruses-inspired method named OCR-Thesauruses. Each component has been trained

and tested individually at first. Then, the full end-to-end framework was implemented and evaluated

using the SVT public dataset, and the outcome reached an F1-score=89%. The classification per-

formance was also compared with human performance based on the texts extracted from the signs.

Human subjects were provided with textual information only and were not exposed to shop sing

images. The results showed that our classifier exceeded human performance by about 15% due to

the prior knowledge the classifier learned from all text data during training.

Finally, the results of the second component of our framework, the text extractor, were statis-

tically analyzed to check the impact of typeface styles used in shop signboards on the recognition

rates. The findings showed a significant association between the typeface style and the recognition

rate. So, it is recommended to use ”Serif” and ”Sanserif” styles over ”Script” and ”Decorative”

in designing shop signboards. If using stylized fonts is a must, it is advised to add keywords that

distinguish a store class from another using a better typeface design, such as ”Serif” or ”Sanserif”

styles.
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Chapter 1

Introduction

As technology advances with the enhancement of artificial intelligence algorithms, many pro-

cesses can be automated. This increase in automation has improved the quality of our life by

enabling efficiency and time saving in our personal and professional lives. Nowadays, complex

algorithms can be executed in real time on contemporary mobile devices to process our surrounding

environment and return with additional intelligent information. For example, the i-street application

[14] was introduced to detect and distinguish street signs in a video stream, and then used augmen-

tation methodology to show some points of interest in real time utilizing location service. Also,

self-driving vehicles can leverage deep learning techniques to read and analyze traffic signs and

perform the needed adjustments based on them.

Street signs can be categorized as controlling, naming, informing, selling, servicing, or com-

memorating signs [15]. Some signs have consistent shapes and pre-defined colors and fonts, such as

traffic signs which are categorized as controlling signs. This consistency makes it easier for systems

to adopt machine learning and deep learning techniques to detect and identify them [16, 17, 18].

Other signs may have variation of materials, shapes, colors, and fonts like naming signs (i.e. shop

signboards). This variation presents a more complicated challenge for AI-based systems to detect

and identify those signs.

Naming signs including store signboards represent about 41.5% of other street sign categories
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[15]. Shop signboards are the key in identifying services and goods provided by those shops. Street

view imagery has quickly risen to prominence as a valuable data source for training deep nets and

making informed decisions. The abundance of street views has already spurred many automated

systems that use commercial listings to provide consumer-driven recommendations and ratings such

as Yelp1. However, the rapid change in the market is causing shops to open and close at a much

faster pace now. This is very evident when examining the food business where about 30% of restau-

rants are closing on an annual basis [19]. A recent study showed that 43% of small businesses were

closed in the US during the COVID-19 pandemic [20]. This rapid change presents a unique chal-

lenge where it is important to have an automated mechanism for identifying and classifying shops

that are not dependent on commercial listings.

This chapter states the thesis problem in Section 1.1, discusses the motivation and application

in Section 1.2, indicates the objectives and contributions in Section 1.3, and lists assumptions and

limitations in Section 1.4. At the end, the overall thesis outline is given.

1.1 Problem Statement

Using machines to detect and classify stores based on their signboards presents a complex prob-

lem due to the large number of factors that can influence the process [12, 13]. For example, shops’

signboards are known to take various shapes and forms regardless of the guidelines to best de-

sign signboards in order to improve their uniqueness, readability, and attractiveness for potential

customers [21]. This visual variability makes it challenging for machines to differentiate between

stores of different types. In addition, storefronts may have irrelevant information that can mislead

the learning process for machines. For instance, a clothing store may have an ATM in its storefront

and that could confuse the model to classify the store as a Bank as was the case in [12]. Further-

more, although there is an abundance of street views that contain storefronts, the task of collecting

and annotating them by humans is hard, time consuming, and prone to errors because of the inten-

sive work and resources it requires [11, 12, 13].
1https://www.yelp.com
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Typeface designs for road traffic signs and license plates have been the subject of multiple stud-

ies and recommendations [22, 23]. However, typeface designs for shops’ signboards have not gotten

much attention as they usually are aligned with guidelines for human readability and overall layout.

Businesses around the world are emphasizing the utilization of Artificial Intelligence (AI) technol-

ogy in several life-related aspects. This direction is putting more emphasis on typeface designs used

in store signboards and their compatibility with machine-based systems.

Based on the challenges and gaps mentioned above, this research proposes a system that de-

tects and classifies business store signboards based on existing deep learning and machine learning

algorithms. The framework consists of three main components: 1) signboard detection, 2) text ex-

traction, and 3) store classification. In addition, this research statistically investigates the impact of

signboards’ typeface designs on their recognition.

1.2 Motivation and Application

AI-based systems enable reading text from street views efficiently [24] which allows various

applications that can be used by commercial organizations or government agencies for several pur-

poses. This research was driven by possible beneficial applications of these systems for humans and

municipal agencies in addition to automobiles.

Being able to detect shop signboards can allow us to classify them and identify areas of interest

within them. Different types of users would benefit from these applications, such as tourists and

visually impaired individuals. According to the World Health Organization2, there are 2.2 billion

people at least around the world living with vision impairment or blindness. Such AI-based systems

can improve the quality of their lives by leveraging smart phones to explore new neighborhoods and

recognize any store. This can be done simply by taking a picture of storefronts regardless of how

they see it or in which language the signboard is without the need for human assistance.
2https://www.who.int/en/news-room/fact-sheets/detail/blindness-and-visual-impairment
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Figure 1.1: A sample of well integrated shop signs (top), and the jumbled shop signs (bottom)
provided by the City of Westmount[1]

Municipal government agencies issue policies and regulations to govern the design of store-

fronts and their signboards. These policies and regulations are usually different from one neighbor-

hood to another. Human inspectors are usually utilized to inspect adherence to such regulations;

however, this inspection mechanism can be time consuming and prone to human errors. Hence, a

system for identifying and classifying shop signboards can improve the speed and accuracy of this

process. For instance, the City of Westmount in Quebec issued regulations governing the design

of storefronts and their signboards and mandating their harmony with the architectural design in

some specified streets [1]. These guidelines include language, size, lettering, and graphic elements.

Figure 1.1 illustrates the acceptable/unacceptable shop signage by the law of the City of Westmount.

Furthermore, despite the fact that self-driving vehicles are already utilizing AI-based systems in

many aspects of their operation including the identification of points of interest based on location,

there are still some other areas of their operation that can benefit from such systems. For example,

4



some local stores are not registered on maps, or their information is not updated due to the rapid

change in business openings and closings as highlighted before. Therefore, self-driving cars that are

equipped with front, backward-facing, and side-facing cameras may utilize the proposed systems to

provide a more comprehensive analysis of their surroundings.

Text in natural images is the core clue for the store classification process as it contains rich

semantics that are frequently highly relevant to shop class. Although recognizing scene text has

been an ongoing research topic for decades, many studies focused on the consistent appearance of

text like in traffic signs [25] and license plates [23]. However, other signs like shops signboards have

gotten less attention. The complex visual appearance of shop signboards needs to be investigated

more thoroughly to enhance several applications. In [12], the trained model considered the whole

storefront for classification purpose; but the results were negatively impacted due to the inclusion

of other components within the storefront. Hence, this work focused only on the text of store

signboards as it is much more consistent than the whole storefront.

1.3 Objective and Contribution

Despite the large number of street view images provided by Google, collecting storefront im-

ages and annotating them is a hard and time consuming task that is prone to human errors due to the

intensive work it requires. Literature shows that detecting and classifying storefronts from Google

street view images is often negatively impacted by the lack of annotations or having inaccurate ones

[11, 12, 13]. This research aims to collect a considerable amount of required data with accurate

and full annotation for training and testing the proposed system. The ShoS dataset, which is fully

described in Chapter 4, will be made available to public for research purposes including but not lim-

ited to shops’ signboard detection, store classification, text recognition, and typeface classification.

Moreover, the main objective of this research is to detect and classify store signboards based

on deep learning and machine learning techniques. Unlike traffic sign classification problems [25],

there is no standard way of representing store signboards. Some of the shop signboards follow the
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surrounding environment especially for urban cities [26], and some stick to the traditional sign with

style and writing close to inscriptions [15]. Different shapes, materials, colors, and fonts make it

challenging to detect signboards and extract useful information out of them for store classification

purposes. Our Shop Signboard Detection and Classification Framework SSDCF was designed and

built to tackle most of these challenges by pipeline models based on machine and deep learning

algorithms in order to detect shop signboards, extract text out of them, and classify stores. The

classification results were enhanced using a novel methodology Details about our methodology are

provided in Chapter 5.

Furthermore, most of the studies done on store signboards and their typefaces have focused

on the human side only and were bound by the application of psychological theory [27], such as

signage readability and attractiveness to customers. This research examines the machine side by

statistically investigating the impact of typefaces used in store signboards on the ability of systems

to recognize them. This investigation would help future business owners in adjusting their storefront

designs in order to capitalize on the proliferation of AI-based applications and systems.

1.4 Assumption and Limitation

For data collection:

• All signboards are rectangular and located on top of their storefront.

• The research scope is limited to six categories of shops only (illustrated in Figure 4.5).

• Only English text was recorded in the ShoS dataset.

• Numbers and addresses appeared in shop signboards were not recorded in the ShoS dataset.

For deep learning techniques:

• Machines with a graphical processing unit GPU and high RAM memory are required in order

to train the designated models in a reasonable time. Although we managed to utilize a ma-

chine with adequate GPU and RAM, the size of input images was reduced in order to enable
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the processing of the models. The reduction in image sizes might impact the performance of

the models.

For typeface analysis:

• Although six type styles (i.e. classes) were considered in this research, two styles were elim-

inated “Blackletter” due to the lack of samples, and “Mix” style in the final analysis because

of inconsistency in the number and type of styles used in these classes.

• To avoid the influence of any external factors in the analysis phase of typefaces, all samples

that are “occluded” or defined as “difficult” were list-wise eliminated.

1.5 Thesis Outline

In this thesis, we implemented a full methodology to detect and classify stores based on their

visual signboards named Shop Signboard Detection and Classification Framework SSDCF. In ad-

dition, a detailed analysis was conducted on the used typefaces to investigate the influence of type

styles on the recognition process. Chapters will be organized as follows. First, Chapter 1 states the

thesis problem, discusses motivation and application, indicates objectives and contributions, and

lists assumptions and limitations. Then, Chapter 2 gives a brief background about object detection,

text classification, and typeface design for non-specialized readers . Next, Chapter 3 includes in

extensive detail the literature work done in the research fields. After that, Chapter 4 elaborates on

the phases of collection and annotation of the ShoS dataset. Then, Chapter 5 explains the frame-

work and methodology of this research followed by Chapter 6 which illustrates and discusses the

results. Moreover, Chapter 7 provides an analytical study about the influence of typeface design on

the recognition rate.Finally, Chapter 8 concludes this work and provides future insights.
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Chapter 2

Background

This research combines different fields together including object detection and classification,

text extraction, natural language processing, and typeface design. This chapter gives a brief overview

about the mentioned fields for non-specialist readers. Section 2.1 elaborates essential concepts and

terminology in object detection. Then, Section 2.2 details methodology of text extraction and clas-

sification. Finally, Section 2.3 presents comprehensive definitions about typeface design.

2.1 Object Detection

In computer vision, object detection can be defined as the task of analyzing digital images and

detecting instances of visual objects of interest belonging to certain classes. It simply answers two

questions about the object: 1) what is it? (detection) and 2) where is it? (localization). Although the

field of object detection has been investigated for decades, it gets a great boost recently after deep

learning techniques are involved. Object detection is simply trying to draw a bounding box around

the target object in order to locate it within the image and classify it. The difference between object

detection and classification is that the first one can detect (locate and classify) several objects within

the image (the number of objects can vary per image) while the latter classifies a single class, see

Figure 2.1 for more clarification. Object detection has found applications across several fields, such

as face detection, pedestrian detection, traffic sign detection, and even text detection. Figure 2.2

shows some examples of object detection applications.
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Figure 2.1: The difference between classification and object detection [2]

Object detection started almost 20 years ago with traditional detectors in which the process of

detection was based on handcrafted features to represent the image and hence process it. Due to the

limitations of computer resources at that time, traditional detectors were not as efficient as they were

supposed to be. They should have to make a trade-off between performance and speed. Recently,

the new generation of object detectors is based on deep learning techniques (i.e. Convolutional Neu-

ral Network CNN). With the availability of good resources, detectors can reach real-time detection

with good performance. The history of CNN-based detectors including the RCNN family, YOLO,

and SSD is discussed intensively in section 2.1.1.

In this research, the focus will be on the one-stage detectors, so a brief introduction about its

main components is given as follows. In one-stage object detectors, a given input image is fed into

a model to make several predictions in a single pass with some big convolutional network. The

Figure 2.2: Examples of object detection applications
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Figure 2.3: An abstract view of one-stage object detection concept

input image is divided into one or more grids (e.g. 7 × 7), and a set of base boxes (i.e. red and

blue boxes in Figure 2.3 are defined for each grid cell). These base boxes are known as ’anchors’

or ’default boxes’, and their center is the same as a cell center. Also, the number of these anchors

B (e.g three) is chosen before training and can not be changed later on during training. Likewise,

the size of anchors varies (i.e. tall, wide, square), and it is fixed. Usually, anchors are nothing but

widths and heights, and they describe the most common object shapes in the dataset.

In practice, there are two common ways to describe the coordinates of bounding boxes with four

numbers: 1) (xmin, ymin) which represents the top left corner, and (xmax, ymax) which repre-

sents the bottom right corner, and 2) (centerx, centery), width, and height. Using the grids and

anchors, the model is able to make several predictions for bounding boxes with offsets, confidence

score, and class probabilities for each box. The number of predictions is the grid size multiplied by

the number of detectors (i.e. anchors). For example, with a grid of 7× 7 and 3 detectors, it gives us

147 predictions.

The offsets predictions for bounding box coordinates are to show how larger/smaller the ground

truth box is than the anchor. In addition, the confidence score prediction (AKA objectness score)

reflects how likely the model thinks the predicted box contains an object, and it is a number between

0 and 100 (the higher the better). The confidence score can be computed based on intersection over

union IoU (AKA Jaccard index) to see how the predicted box matches the ground truth. Finally,

a class probability distribution for each class of interest in the dataset is calculated using some
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activation functions like softmax. Therefore, a giant tensor of size 7×7× (5×B+C) is produced,

where B is the number of anchors, C is the number of classes in the dataset, and 5 represents the

four coordinates for the bounding box plus a confidence score.

2.1.1 Object Detectors Timeline

In the object detection field, many algorithms have been developed to find the occurrences of

objects within an image or a stream in the fastest and most efficient way. Over time, the object

detection field has been through two main stages: traditional and deep learning. The breaking year

between the two phases is 2014. Regardless of the hard work that was done in the first stage, there

is significant acceleration in the development during the second stage. Approaches are categorized

as two-stage and one-stage detectors. Below, they will be discussed in detail.

Two-stage Detectors

A convolutional neural network CNN is one of the most common methods in deep learning.

It learns robust and high-level feature representations of an input image. As mentioned above, we

can not simply use CNN in object detection because the number of occurrences of an object is not

consistent plus it may have different spatial locations and different aspect ratios. Girshick et al.

were pioneers in bringing CNN to object detection by proposing Regions CNN or what is called

RCNN [28, 3]. RCNN and the next updated versions perform object detection through a pipeline of

multi-step series: 1) finding region proposals; 2) verifying object positions and classifying objects

within those regions. Figure 2.4 shows the differences in the architecture of the RCNN family.

• RCNN Regions Convolutional Neural Network

RCNN [28, 3] can be simply described as follows: a selective search is used in order to extract

region proposals (2k only). Then, these region proposals are re-scaled to a fixed size and fed

into a CNN already trained on the ImageNet dataset. Therefore, the CNN model produces a

long multi-dimensional feature vector as output after fine-tuning using log loss. Finally, the

extracted features are fed into several linear binary Support Vector Machines SVMs for each
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Figure 2.4: The abstract architecture of RCNN family (a) RCNN [3] (b) Fast RCNN [4] (c) Faster
RCNN [5]

class to predict the existence of an object within that region proposal and to recognize it. In

addition to that, there is also a bounding box regressor in order to add a corrective feature to

the bounding boxes.

Although RCNN has dramatically improved the mean average precision (mAP=62.4%) by

more than 50% compared to the best results on the PASCAL VOC2012 dataset [3], one major

drawback about this approach is its extremely slow detection speed. This is because of the

redundant feature computations for the overlapped region proposals.

• SPPNet Spatial Pyramid Pooling Networks

SPPNet came to solve RCNN problem. It was proposed by [29] to overcome the fixed input

size required by the CNN. Regardless of the input image size/scale, SSPNet works similar to

RCNN except that the feature maps are extracted from the entire image only once. Then, a

spatial pyramid pooling is applied on each candidate window of the feature map to get a fixed

length representation of that window. By doing this, the redundant computations are avoided

and hence the speed increased by 20 times compared to RCNN. However, the average mean

precision mAP is still very close to RCNN. Also, the fine-tuning can be done in the fully

connected layers only which limits the accuracy.
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• Fast RCNN

Fast RCNN [4] is the improved version of RCNN [3] where it takes into count the refinement

done in SSPNet [29]. The main contribution of Fast RCNN is that it enables the detector and

the bounding box regressor to work simultaneously under the same network configurations in

training. Therefore, training can be done in a single stage with multi-task loss (log loss for

the detector + smooth L1 loss for the regressor). In addition, fine-tuning can be done through

all network layers.

Results of training the VGG16 with Fast RCNN are three times faster for training and 10

times faster for testing compared to SPPNet. It also gives more accurate results than SSPNet.

Nevertheless, detection speed is still limited because of the region proposal step which con-

sumes almost the same time spent on the detection network considering that this step has not

been done with a CNN model up to this point.

• Faster RCNN

All the previous algorithms are using selective search to find out the region proposals which

slows down the algorithm. So, the idea of Faster RCNN came by Ren et al. [5] as they pro-

posed an algorithm eradicates selective search and uses a deep net instead. It is called Region

Proposal Networks RPN. The input image is fed into a convolutional net to get the feature

map which in turn is fed into RPN to generate region proposals based on anchor concept (i.e.

boxes with different sizes and different aspect ratios). Then, the candidate region proposals

are reshaped using the RoI pooling layer which is used next for both image classification

within the proposed region and bounding box regression.

Faster RCNN is the first end-to-end deep learning detector, and it has been tested on PASCAL

VOC 2007 and 2012. It achieved high performance in terms of speed and accuracy reaching
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mAP= 73.2% and 70.4% for the mentioned datasets respectively. Despite this successful en-

hancement in object detection, redundancy in computations is still occurring at the subsequent

detection stage [30].

One-stage Detectors

Unlike the previous detectors, all algorithms in this group are implemented in one stage. In

particular, they are based on regression in which the whole image is scanned and predictions are

made to localize, identify, and classify objects simultaneously. Hence, real-time object detection

can be achieved with a single neural network.

• YOLO You Only Look Once

YOLO was proposed by Redmon et al. [31], and as its name says, the idea behind it is to look

at the input image only once! YOLO divides the input image into an S × S grid (the default

7x7), so each cell in that grid is responsible for predicting B bounding boxes (default 2). To

explain, if we have a grid of 13x13 with 169 cells and each cell generates 5 bounding boxes,

then there will be 845 bounding boxes that are made at the same time. Each bounding box is

coupled with its confidence score. A higher confidence score indicates a high possibility of

an object existing within this bounding box. It is calculated using formula (1).

Confidence Score = P (Object)× IoUtruth pred. (1)

For each bounding box, the cell also predicts a C conditional class probability given that the

grid cell contains an object using the pre-trained CNN classifier. That is, the features are

extracted from the input image in the initial layers and the fully connected layers give the

probability distribution over all other possible classes P (Classi|Object) in addition to the

coordinates. To get class-specific confidence score for each box at the test time, formula (2)

is used.

P (Classi|Object)× P (Object)× IoUtruth pred. = P (Classi)× IoUtruth pred. (2)
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The model was evaluated on PASCAL VOC detection dataset [32] with 24 convolutional lay-

ers and 2 fully connected layers in a framework called Darknet. Another format of the model

called Fast YOLO was also proposed and evaluated on the same dataset with fewer convolu-

tional layers, 9 in particular, and fewer filters for even faster object detection. Results show

great enhancement in speed reaching real-time in which YOLO processes 45 fps and Fast

YOLO runs at 155 fps. They could also reach 63.4% and 52.7% mAP for YOLO and Fast

YOLO respectively.

YOLO as the first detector in the one-stage group is extremely fast compared to the two-stage

detectors. Considering the fact that YOLO sees the whole image makes it less vulnerable

to background errors. Thus, it can generalize to new domains or unexpected inputs. Yet,

it suffers from localization accuracy drop compared to Fast RCNN, especially for small ob-

jects. A series of updated versions have been proposed later on introducing YOLOv2 (AKA

YOLO9000) [33], YOLOv3 [6], and YOLOv4 [34] in order to improve the limitations.

In YOLOv2 [33], the same concept of anchor boxes, that is used in Faster RCNN, is used

with some modifications. In particular, k-means clustering has been used to find anchors

rather than hand-picked. In addition, the grid becomes smaller as of 13x13 and that leads

to more fine grained features which enhance the detection of small objects. The number of

predicted bounding boxes per cell is set to five instead of two in YOLOv1. Furthermore,

the input size has increased to 448x488 instead of switching between 244x244 and 488x488

for dense layers in YOLOv1. So, less computations have been achieved and hence higher

speed. Moreover, the number of convolutional layers has decreased to 19 using Darknet-19.

Also, multi-scale training has been considered in order to improve detection accuracy for the

same objects with different scales. At that point, YOLOv2 defeated Faster RCNN and SSD

in terms of speed and mAP reaching 76.8 mAP on VOC2007 at 67 fps and 78.6 mAP at 40 fps.

In YOLOv3 [6], anchor boxes are still used with logistic regression to predict bounding boxes
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Figure 2.5: The architecture of YOLOv3 [6] retrieved from [7]

at different scales. The number of predicted bounding boxes per cell is set to three instead

of five in YOLOv2 for the sake of higher speed. The detection is done on feature maps of

three different scales which is one of the most salient features of YOLOv3 hence the tensor

is N × N × [3 × (5 + C)], in which N represents the grid size, 3 is the number of pre-

dicted bounding boxes (anchors), 5 represents the four bounding box coordinates plus the

object confidence score, and C is the number of classes. To increase the accuracy of class

prediction, independent logistic classifiers for each class have been used instead of softmax

which enables multi-label classifying. The loss function has changed also from v2 to v3 as the

former uses the squared errors while the latter uses cross-entropy errors. That means object

confidence score and class predictions are predicted through logistic regression. The archi-

tecture of v3 is more powerful with 53 convolutional layers using Darknet-53 which leads

to better accuracy. Comparing YOLOv3 to RetinaNet, it has a similar performance of 57.9

AP50 on a Titan X but 3.8x faster. Yet it is important to consider that Darknet-53 could con-

sume more time than Darknet-19 in v2 regardless the better accuracy. Figure 2.5 illustrates

the architecture of YOLOv3 which we used in our research.
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In YOLOv4 [34], a novel backbone CSPDarknet53 is used to enhance the capability of CNN

learning to detect multiple objects of different sizes. On top of the CSPDarknet53, a spatial

pyramid pooling block is added for feature extraction in order to broaden the receptive field

and isolate the most leading context features as it assists in covering the increased input size.

For the neck component, the PANet path-aggregation is used for different detector levels in-

stead of feature pyramid networks (FPN) used in YOLOv3 to increase accuracy. The head,

which is used for locating bounding boxes and classifying them, is the same one used in

YOLOv3. By testing YOLOv4 on Imagenet [35] dataset for classification and on MS COCO

[36] dataset for detection. They reported an improvement in mAP under certain parameters

and GPUs by as much as 10% for MS COCO. Also, the number of frames per second was

enhanced by 12% approximately.

• SSD Single Shot MultiBox Detector

SSD was initially introduced by Liu et al. [9] as one-stage deep learning detector. Its major

contribution to object detection is the concept of multi-references and multi-resolutions. It

can be simply explained as pre-defining a set of default boxes (i.e. anchor boxes) with dif-

ferent sizes and aspect ratios at several locations of the image. Then, bounding boxes are

predicted based on these references. For extracting features, SSD uses VGG-16 model which

has been pre-trained on ImageNet as a base. Then, several convolutional feature layers are

added which downsamples the image, unlike YOLO which upsamples it. This is known as

a pyramid representation of images at different scales. Figure 2.7 shows more details about

SSD architectures. SSD predicts bounding boxes using several grids (the number and size of

grids may vary depending on the exact model architecture) with different scales. For exam-

ple, MobileNet-SSD model architecture has six grids: 19× 19, 10× 10, 5× 5, 3× 3, 2× 2,

1×1 where the largest grid with smaller cells at earlier layer is responsible for extracting fine-

grained feature maps which are good for small objects. In contrast, the smallest grid which

takes the entire image at the last layer is responsible for extracting coarse-grained feature

maps to detect large objects. Figure 2.7 gives an example from the original paper of SSD [9]
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Figure 2.6: The architecture of SSD retrieved from [8]

Figure 2.7: An example from the original paper of SSD [9]: (a) Ground truth bounding boxes. (b)
Anchor boxes in a fine-grained map to detect smaller objects (cat). (c) Anchor boxes in a coarse-
grained map to detect larger objects (dog).

in which the dog can be detected in the smaller grid (4×4), and the cat in the lager grid (8×8).

In comparison to YOLOv3, which has three grids and makes three predictions per cell, SSD

makes 3-4 predictions per cell for the larger girds and 6 predictions per smaller grids. the

number of predictions in SSD is much more than YOLO due to the increase in the number

of grids. For instance, SSD512 model outputs 24,564 predictions in comparison to 845 in

YOLOv3. Although that would lead to better accuracy, the post-processing may affect the

speed. Moreover, while YOLOv3 predicts 4 bounding box offsets, one confidence score, and

class probabilities as mentioned before, SSD does not predict the confidence score. Instead,

it has a special background class that represents a low confidence score in YOLO. Hence,

the loss function is quite different in SSD as there is no confidence score. The overall loss

function in SSD is the sum of localization loss and classification loss, see formula (3):
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L =
1

N
(Lclass + αLloc) (3)

where N is the number of matched bounding boxes; localization loss is computed by Smooth

L1 loss; α is the weight term to balance between the two losses and it is picked by cross

validation. In regard to classification loss, it is softmax over multiple classes.

After testing SSD models using several datasets, such as PASCAL VOC and COCO, results

reveal that SSD512 model excels Faster RCNN in term of accuracy (76.9% mAP) and speed

(3x faster). However, the later versions of YOLO are still competing in speed.

• RetinaNet

Between two-stage and one-stage detectors, there is some trade-off between accuracy and

speed. Despite the success of one-stage detectors like YOLO and SSD with real-time speed,

the accuracy they achieved is 10-40% relative to the state-of-art of two-stage detectors[37].

Hence, RetinaNet [37] came up with a novel idea to improve the accuracy. Actually, the

most likely cause of that issue is the imbalance between foreground and background classes

during training. In the two-stage detectors, the proposal stage is responsible to narrow down

the number of candidate proposals to 1-2k approximately in contrast to one-stage detectors

which work differently and may come up with around 100k proposals. This would affect the

one-stage detectors from competing with the state-of-art of the two-stage detector in terms

of accuracy. RetinaNet proposed a novel loss function called Focal Loss which takes in its

consideration the mentioned facts. Focal loss reshapes the standard cross-entropy loss so that

the detector will put more weight on hard examples (i.e. background with noisy texture or

partial object) and down-weight easy examples (i.e. empty background) during training. By

using focal loss, Retina could achieve comparable accuracy and speed when it was evaluated

using COCO dataset and compared to two-stage and one-stage detectors.
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Figure 2.8: Intersection over Union IoU where green boxes represent the ground truth and red boxes
is the predicted bounding boxes with some scenario samples of IoU values

2.1.2 Evaluation Metrics

The way object detection models are evaluated is quite different than classification and regres-

sion problems as we have more complicated tasks (i.e. localization and classification). Therefore,

we need to evaluate both localization (predicted bounding boxes) and classification (the presence

of an object and its class). First, localization is measured based on Intersection over Union IoU

which is the area of intersection for the predicted bounding box and its ground truth divided by their

area of union (see Figure 2.8). The prediction is considered correct based on a predefined threshold

(usually 0.5 or higher). Thus, if the IoU is greater than that threshold, the prediction is considered

correct (True Positive TP). Otherwise, they are False Positive FP. If the model failed to detect an

object that is present in the ground truth, it is called False Negative FN. Any remaining part of the

image that the model did not predict is called True Negative TN which is not a concern in object

detection.

So, using the information of TP, FP, and FN, we can calculate Precision and Recall as it is shown

in the following equations 4 and 5. In general, precision gives the proportion of ’if the predicted

positives are truly positive?’, and recall provides the proportion of “if the actual positives are cor-

rectly classified?”

Precision =
TruePositive TP

TruePositive TP + FalsePositive FP
(4)

Recall =
TruePositive TP

TruePositive TP + FalseNegative FN
(5)
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Using the previous information, it is possible to compute Average Precision AP over several thresh-

olds. AP is originally introduced in the PASCAL VOC2007 challenge [38], and it is defined as the

average precision of detection taken under different recalls. In other words, it is the area under

the precision-recall PR curve. AP can be calculated for each class, or overall classes as the mean

average precision mAP. The final performance is computed using mAP based on IoU with one

predefined threshold. Yet, in MS-COCO dataset [39], mAP is computed over multiple IoU thresh-

olds ranging between 0.5 for coarse localization and 0.95 for perfect localization.

In addition, the speed of the object detection algorithm is considered when evaluating models,

especially with the enhancement of real-time systems. The work in [40] shows that gaining more

accuracy for the compared object detection models includes Faster RCNN [5] and SSD [9] means

sacrificing the speed. So, up to date, evaluating the running time performance depends on many

factors like the feature extraction method, and the hard gear used when testing the system.

Finally, some studies like [13, 41, 12] compared their work with human accuracy in addition to

the above metrics in order to evaluate their proposed methods. The model is well-performed if it is

able to achieve comparable human-level accuracy.

2.2 Text Extraction and Classification

2.2.1 Optical Character Recognition

Text is the core of shop signboards and sometimes it is possible to convey rich and beneficial in-

formation on what products a shop is selling or which services it provides through text only. Optical

Character Recognition OCR was introduced to extract text from digital images, which are acquired

by digital input devices like cameras or scanners, and transform it into machine-readable text. That

would allow more useful tasks on the extracted text like searching and classifying them. Scene text

recognition STR is a sub-field of OCR, and it has been widely addressed over the last few decades

yet is still challenging because of the complexity coupled with it [42]. Different backgrounds,
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several fonts, and some environmental noise can affect OCR performance. Fortunately, with the

advance in deep learning techniques in the computer vision field, OCR algorithms have been de-

veloped to utilize convolutional neural networks CNN [43]. Many accessible platforms embraced

AI techniques in their OCR architecture, such as ABBYFineReader [44] and Google Cloud Vision

OCR [45] as they take raw images as an input, do the needed pre-processing and segmentation,

and output text appeared in that image in an editable format. To evaluate the OCR performance,

different measurements can be applied based on the supported languages (i.e Latin text versus mul-

tilingual text). Some of the common methods used to assess OCR performance are: 1) Levenshtine

distance [46], which compares the truth ground text t with the OCR’s extracted text s considering

the number of deletions, insertions, and substitution needed to transform s into t using Equation

6, 2) word recognition accuracy WRA which divides the number of correctly recognized words

by the total number of words, and 3) word error rate WER which is computed by subtracting the

WRA from 1 (i.e. zero WER represents the best case scenario).

levt,s(i, j) =



max(i, j) ifmin(i, j) = 0,

min


levt,s(i− 1, j) + 1

levt,s(i, j − 1) + 1

levt,s(i− 1, j − 1) + 1(ti ̸=sj)

otherwise
(6)

Levenshtein distance, word recognition accuracy (WRA), and word error rate (WER) are some

of the common methods used to asses OCR performance and these methods are detailed and used

later on in this research in Section 6.

2.2.2 Natural Language Processing

Once the text is extracted, it can be taken into Natural Language Processing NLP models, which

manipulate natural language automatically, to classify it. The collection of words is called docu-

ment, and the full dataset is called corpus. In NLP models, the full cycle consists of the following

stages: feature extraction, classifier selection, and evaluation [47]. In the feature extraction stage,

the purpose is to clean and convert the unstructured text sequences into a structured format. The
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cleaning steps usually include tokenization (break a stream of text into smaller units as individual

words), removing stopwords (i.e. dispensable words like “is, and, after”), capitalization (turning

every letter into lower case), removing special characters and punctuation, and spelling correction.

In addition, Stemming and Lemmatization approaches are usually used with NLP problems in or-

der to reduce morphological variations of words. The difference between them is that stemming

removes the last few characters of a word and usually results in incorrect meaning and spelling,

which is called Stem. On the other hand, Lemmatization considers context by converting the word

to its meaningful base form, which is called Lemma. For instance, the words {changing, changed,

and change} have the stem “chang” and the lemma “change”.

Feature extraction can be done using several approaches, such as Term Frequency TF [48] and

Term-Inverse Document Frequency TF-IDF. TF is the number of repetitions the term appears in

a document. For example, if we have a document consisting of 100 words and the term “restaurant”

appeared 33 times, the TF of the word “restaurant” is TF (restaurant) = 33/100 = 0.33. On

the other hand, TF-IDF measures the significance of that term “restaurant” in the whole corpus by

computing the IDF which is the total logarithm of the number of documents divided by the number

of documents containing that term. For instance, if the corpus (i.e. the whole dataset) is 10 mil-

lion documents, and 300k documents contain the term “restaurant”, then the IDF (restaurant) =

log(10, 000, 000/300, 000) = 1.52 and hence the TF-IDF of the word “restaurant” is computed by

multiplying TF by IDF which is in this example TF − IDF (restaurant) = 0.33× 1.52 = 0.502.

This way, tokens (i.e. words) are summarized and their importance is recorded for each class to be

used in the next phase.

The existing classifiers in the field of NLP vary starting from the traditional ones like Naive

Bayes to the models that are based on deep neural networks like RNN [49]. In this research, Multi-

nomial Naive Bayes MNB and Support Vector Machine SVM [50] are used. In general, the Naive

Bayes classifier is computationally inexpensive and does not require a big amount of memory [47].

For k classes where k ∈ {c1, c2, ..., ck}, the probability of a class c given a document d can be

known using Equation 7 where nwd is the number of repetitions the term w occurs in document d.
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The probability of the observed word w given a class c can be computed as follows in Equation 8

where Dc is the entire training documents in class c, and k is the number of unique words in all

training documents (AKA the vocabulary size) [51].

P (c|d) =
P (c)

∏
w∈d P (w|c)nwd

P (d)
(7)

P (w|c) =
1 +

∑
d∈Dc

nwd

k +
∑

w′
∑

d∈Dc
nw′d

(8)

SVM is another common technique and one of the most efficient for document classification that

uses a discriminative classifier by utilizing support vectors (i.e. data points with a minimum distance

to the line that separates classes (hyperplane)). It works by mapping data to a high-dimensional fea-

ture space even when data are not linearly separable by using kernels. Although it is basically

designed for binary classification problems [50], some techniques can be used to allow multi-

classification like the One-vs-One technique, which builds one binary SVM for each class, and

the One-vs-All technique [52], which builds one SVM classifier that attempts to distinguish a class

from all other classes (i.e. either class X or all other classes). In this research, the second technique

(One-vs-All) was used because the feature extraction method depends on TF-IDF.

For evaluation, the same performance measures used for object detection can be used for text

classification. In particular, recall and precision, which are detailed in Section 2.1.2 and Equations

5 and 4, are used to evaluate text classifiers. In addition, F-measure (AKA f1-score) is calculated

from recall and precision as elaborated in Equation 9, where 1.0 is the highest possible value that

indicates both perfect precision and recall. F1 is the most valuable metric when it comes to imbal-

anced data as it is not affected with that imbalance [53].

F1− score =
TruePositive TP

TruePositive TP + 1
2(FalsePositive FP + FalseNegative FN)

(9)
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2.3 Typeface Design

Typeface is defined as the overall design of lettering which has a specific style. In particular, a

set of fonts with common design features are called typeface. Type categories can be simplified to

five main categories: Serif, Sans Serif, Script, Blackletter, and Decorative. Examples of these cate-

gories are shown in Figure 2.9. Serif characterized by small projections vertical to/angled at letters’

terminals [27] while Sans Serif typefaces lack serifs. Script typefaces are imitating handwriting

with connected script usually. Blackletter typefaces are featured by a dense, blackish texture, and

decorated caps [54]. Finally, Decorative typefaces are meant to be distinctive and eye-catching,

and their design is very broad with less rules to follow. They are also known as Display typefaces

as they are usually used in big titles and headlines. In our research, we have considered these main

categories in the annotation process for shop signboards.

Figure 2.9: Main typeface categories with examples (font’s name is written below)

Different typefaces have different design features including width, boldness (weight), contrast,

and spacing. Some of these features make it hard for human to read. Likewise, some are challenging

for machines to recognize. Therefore, choosing the right typeface for a shop signage is a vital step

in order to achieve considerable degree of readability.
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Chapter 3

Literature Review

In this chapter, all works related to this research will be reviewed including the existing store-

front datasets in Section 3.1, the studies on storefront detection and classification in Section 3.2,

license plates detection and recognition in Section 3.3, text extraction and recognition in scene im-

ages in Section 3.4, text classification using NLP in Section 3.5, and the influence of typeface design

in Section 3.6.

3.1 Storefront Datasets

Street View Text SVT dataset [10] is one of the earliest public datasets that focused on the sig-

nage of retail business. It consists of street view images that include storefronts from Google Map1.

These images had been harvested using Amazon’s Mechanical Turk service2. The dataset has 350

images in which each image has a single store signboard at least that includes some text. the total

number of words in these images is 725. A set of one hundred images with a total of 211 words

goes for the training set, and the rest for the test set. The Annotation for each image has been done

by Alex Sorokin’s Annotation Toolkit3 which generates an XML format. For each image, business

name and address are recorded in addition to image resolution, lexicon, and bounding boxes of

words in the signage. The lexicon words have been collected from the top 20 business results that
1http://maps.google.com
2http://mturk.com
3http://vision.cs.uiuc.edu/annotation/
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(a) (b)

Figure 3.1: A sample from the SVT dataset [10] (a) image sample; (b) image annotation

came out from searching all nearby business stores which ended up in 50 unique words approxi-

mately. Figure 3.1 shows a sample of SVT images and their annotations in XML format.

Another Dataset [13] was collected also using Google Street View with Google collaboration.

Unfortunately, the dataset is not provided to the public even after contacting the authors. The dataset

contains 1.3 million street images with geo-information. They were collected from different ur-

ban areas in many cities across Europe, Australia, and the Americas. The annotation was done

through some operators who were asked to label these images by generating bounding boxes around

business-related information including signboards. In this study, the authors tend to multi-label

street view storefronts, so they have 208 unique labels. They divided the data into the following:

1.2 million for the training set and 100,000 for the testing set. The splitting is location-aware to

ensure that the business stores in the test set have never been seen in the training set; and to have

samples in the training and the test sets from the same regions.

In addition to the previous datasets, a Chinese shop signs dataset (ShopSign) [55] has been pub-

lished for the public. It contains images of real street views for shops signboards. The images were

collected by 40 students for more than two years using 50 different types of smart phones and cam-

eras. The ShopSign dataset has 25,770 Chinese shop sign images with geolocations which include

a total of 4,072 unique Chinese characters (i.e. classes) with 626,280 occurrences. The annotation

27



was done manually in a text-line-based manner with help of 12 faculty and graduate students us-

ing quadrilaterals. The dataset is large in scale, and it is considered sparse and imbalanced which

increase its challenging level as the authors claimed. Moreover, the ShopSign dataset has big envi-

ronmental and material diversity. To explain, some images were taken at night and under different

lighting conditions. Also, five categories of shop signs were defined as “hard”: mirror, wooden, de-

formed, exposed, and obscure. Finally, the data has been split into the training and testing sets with

20,738 and 5,032 samples respectively. Unfortunately, this dataset is based on Chinese characters

with limited samples of Latin characters.

Similarly, the Bangladesh Street View Signboard Objects BSVSO dataset [56] has been col-

lected using Google Street View from 9 cities in Bangladesh where text is written in both Bengali

and English. The dataset provides about 5k signboards but only 2600 are labeled. The annotations

include bounding boxes information for detection purposes and they are available in XML and CSV

files based on Pascal VOC format.

Unlike the above datasets which were collected mostly for shop storefronts, there are other avail-

able datasets for text in the real world. For example ICDAR2013 [57], ICDAR2015 [58], COCO-

Text [59], and CTW [60] are some of the well-known datasets for text localization and recognition

purposes. Also, Uber-text [61] is one of the large-scale datasets that has about 110k real-street im-

ages. Text within those images were hunted using polygons, and categorized into several categories

including store name, street name, and licence number. The focus in these datasets is on detecting

or recognizing the text itself. Hence, the images were not annotated for store classification.

Many other well-known datasets are available for object detection in general, such as Pascal

VOC [62, 63], ILSVRC [35], and MS-COCO [39]. They are usually used to evaluate object detec-

tion models. These datasets are much more general than the scope of this research. This prevents

the usage of these datasets in this research as they require manual re-annotation and filtration to

extract the required information. However, it is possible to use the models that were pre-trained on

one of these datasets, which is also known as transfer learning.
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SVT DS Google DS ShopSign DS ShoS DS (ours)
Type Public Private Public Public

Source GSV GSV Real SV GSV
How

collected
Amazon

Mechanical
Turk

Locally from
Google data

Manually Upwork freelance
platform

Where unknown Europe,
Australia,
Americas

China United States,
Canada

Images 350 1.3m 25,770 10k signs within
7500 image

Annotation Alex Sorokin’s
Toolkit

Operators Manually VGA Image
Annotator+ operators

What Words in nearby
businesses

Whole storefront
+ labels

Characters in
store signboards

store signboards +
store classes + words

+ typeface class +
difficulty level

Classes ∼50 lexicon
words per
image

208 store
labels

4,072 unique
Chinese

characters

7 store classes
6 typeface classes

Language Latin Latin Chinese mainly English
Table 3.1: Summary of the storefront datasets compared to the ShoS dataset

Table 3.1 summarizes the most comparable datasets to ours (the ShoS - detailed in Chapter 4).

They are either private or limited in their features which motivate us to provide the ShoS dataset.

3.2 Storefronts Detection and Classification

In [11] study, the proposed model detected the whole storefronts given street panoramic views

using MultiBox model [41]. MultiBox uses a single CNN based on GoogLeNet [64] with a 7 × 7

grid. To make less number of predictions of bounding boxes, the authors applied a coarse slid-

ing window fashion with a small overlap threshold (minimum 0.2). Then, a post-classifier that is

based on GoogLeNet and implemented in the RCNN manner, was used followed by non-maximum

suppression to get the final score of detection. During training, the original input image size was re-

duced by a factor of eight for both models. In addition, some negative samples, proposals with low
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confidence from the MultiBox model, were used in training the post-classifier model. This work

used almost the same large-scale dataset used in [13], however it found difficulty annotating the

huge number of the dataset, so less amount of data was used in testing. For evaluation, the authors

compared their work with selective search and multi-context heat MCH map. Results revealed that

MultiBox surpasses the other methods with a recall of 91% compared to 62% for selective search.

Unfortunately, MCH could not detect the boundary of storefronts precisely. This was because the

fact that storefronts are more exposed to noise and they can abut each other.

Similarly, another recent study [12] proposed a system composed of several models for detect-

ing the whole storefront from street views and classify it in further models. The detector was based

on YOLOv3 [6], and its output was fed into a classifier. The classifier extracts morphological and

textual information and uses them as cues. The work was evaluated using a very limited dataset, and

their methodology got mAP@0.50 = 79.37% for detection and 80.44% for classification involving

textual information. Moreover, in [56], the target was to tackle the overlapping objects within store

signboards in street view images. Variant image color schemes had been tested using Faster RCNN

to detect signboards. The findings showed that P RGB color scheme suppressed the others with a

mAp@07=80%.

In [13], the abundance of Google street views was leveraged to train a CNN model based on

GoogLeNet backbone [64] for storefront multi-label classification. After annotating (as described

in section 3.1) by some operators, the authors noticed some inconsistency in the labelling (i.e. Mc-

Donalds can be labelled as fast-food, hamburger, and take-away restaurant) and that confuses the

learner. So, they built their model using ontological classifications in which a group of labels be-

longs to a high-level class (restaurant in the previous McDonalds example). So, during training,

textual information extracted by an OCR was used beside the geo-information to match the ex-

tracted batches with the ground truth. In testing, each image was associated with one or more labels

sorted by classifier’s confidence. So, the top k predictions were chosen and compared with the

ground truth. The result was considered correct if the intersection between the ground truth set and

the top k prediction set is not empty. By doing so, 83% accuracy was achieved. Moreover, the

30



authors compared their model results with human performance after conducting two large scale sur-

veys for model evaluation. They found that their model was close enough to human-level accuracy.

Finally, the text appeared on store signboards were investigated to see its influence on the model.

That was done by feeding two groups of the same sample images: one with blurred text, and the

other with clear text. The outcomes showed that the model learns from text as it gave better results

when text was not blurred. That emphasizes the importance of having readable text by machine.

Figure 3.2: Samples from the literature work for (a) storefront detection [11], (b) storefront detection
and classification[12], and (c) store multi-label classification[13]

Other studies [65, 53] based their work on extracting features from the open source maps and

the available information on social media platforms. Features were extracted from: map tags [65],

operation-based, review-based, neighborhood-based, topic-based, and visual attributes [53] to clas-

sify or tag points of interest using machine learning techniques. The problem is, some of the targeted

information for the feature extraction might be missing or incorrect. For example, it is mentioned

in both studies that the operating hours for a point of interest were the most powerful feature to

differentiate between a restaurant and a bar for example. Though, that would not be the rule for

other types of business stores that were not included in the scope of the mentioned studies.

Most of the previous mentioned works used the whole storefront in their systems (see Figure

3.2), and faced some crucial issues in detection and classification because of 1) the limitation of ex-

isting datasets as detailed before in Section 3.1, 2) the boundaries of storefronts are not clear enough

to be learned, and 3) some irrelevant information that can be found in the storefront may mislead

the classification process. That motivated us to tackle such issues by focusing on store signboards
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as they present much more consistent appearance and include semantic textual information useful

for store classification.

3.3 License Plates Detection and Recognition

License Plate Detection LPD is the area most similar to our work, and it has gotten a lot of

attention with the enhancement of real-time object detectors. In [66], the first two models of YOLO

[31, 33] were used to detect the vehicles first and then the license plate. The box with a higher confi-

dence score is considered. They were able to get high precision and recall near 99%. In addition, in

[67], a YOLO-inspired solution for LPD system were introduced with different hyper parameters.

A recall ratio of 98.38% was achieved outperforming two commercial products: OpenALPR and

Plate Recognizer significantly.

Another work [68] focused on providing a small and fast model for LPD to employ it on embed-

ded system. The proposed system was based on Mobilenet-SSD MSSD to detect license plates. The

authors further optimized the system by introducing feature fusion methods on the MSSD model

in order to extract context information and hence better detection. The results reveal that their pro-

posed system is 2.11% higher than the MSSD in terms of precision, and it is also faster than MSSD

by 70ms.

Similarly, the authors of [69] leverage SSD [9] detector to build a model for LPD. First, SSD

detects vehicle regions. Next, these regions were cropped, and the character candidates were gen-

erated using maximally stable extremal regions MSER algorithm with some thresholds to eliminate

false character candidates. Then, nearby characters were grouped by a bounding box based on spec-

ified spatial distance and other factors. Finally, a filtration process is done for the extracted license

plates by comparing the dimension of the detected vehicle and the plate(s) candidates. Finally, a

CNN net with MobileNets architecture provided by [70] was used to classify word/no-word classes.

The proposed system has been evaluated in terms of precision and recall, and it reaches significant

results even with high IoU (=0.7) as it gets 96.88% and 98.41% respectively.
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Despite the significant enhancement of LPD systems, things could be different with shop sign-

boards as they take various shapes and forms compared to license plates. This visual variability may

make it challenging for machines to detect and classify them.

3.4 Text Extraction and Recognition

End-to-end systems were targeted in this research to detect the text and recognize it (i.e. trans-

form it into machine readable and editable text). Such systems are known as Optical Character

Recognition OCR. Extracting text from scene images differs from document images as the first one

would have many challenging factors, such as noise, occlusion, and variation. Applying traditional

methods on scene images may result in a lot of rubbish and false alarms. On the other hand, deep

learning based systems would outperform traditional approaches by a significant margin [71, 72].

Many studies [73, 74] built end-to-end OCRs employing deep learning algorithms, such as CNN,

RNN, and DNN. The focus of this research will be on AI-based OCRs that are available either as

on premise solutions or as client-server interfaces. This is because these kinds of tools are already

trained on a tremendous amount of data and ready for end-to-end use. Some examples of these

existing tools are ABBY FineReader [44], Tesseract4, Google Docs OCR5, Google Cloud Vision

xxs[45], Microsoft oneNote, Readiris6, and Transym7.

In [75] four OCR tools, Google Docs OCR, Tesseract, ABBY FineReader, and Transym, were

tested and comparatively evaluated using a dataset that contains 15 different categories including

noisy images, multi-oriented text, and machine/handwriting images from natural scenes. Results

revealed that Google Docs and ABBY FineReader perform the best among the others even with

hard conditions like noisy, blurred, and skewed text. The accuracy reached 74% and 71% for

Google Docs and ABBY FineReader respectively. When brightness and contrast enhancements

were applied to images the results did not improve much. Similarly, in [76] work, Tesseract, ABBY
4https://github.com/tesseract-ocr/tesseract
5https://docs.google.com/
6https://www.irislink.com/
7https://transym.com/

33



Finereader, and GOCR were evaluated using NEOCR dataset [77, 78], which contains text from

the natural environment, considering different domains including fonts, orientation, and blurriness.

The total average Levenshtine distance scores for all of the studied domains showed similarity be-

tween Tesseract and ABBY Finereader as they scored 1.8 and 1.7 respectively (the lower the better).

However, only ABBY Finereader performed better with “special font” under the font domain. Fur-

thermore, the proposed work in [79] compared ABBY Finereader and Tesseract on MID-500 dataset

[80], which contains ID images taken with mobile devices under several conditions. The findings

showed that the average per-character recognition rate PCR for ABBYY Finereader v15 is better

(60.91%) than Tesseract v4 (55.75%) for all the studied text line types.

Google Cloud Vision OCR is an open source API that allows the integration of android mobile

devices. A study [81] built an android app to extract text from business cards, posters, flyers, and

magazines using Google Cloud Vision OCR. Then, the useful information like names, dates, and

locations were extracted utilizing NLP techniques. They tested the app on their dataset, so the OCR

outcome was considered correct when all the characters in an image were correctly identified. With-

out any image pre-processing Google Cloud Vision OCR reached an average accuracy of 75.25%

for all image types. Another study [82] intended to investigate the robustness of the Google Cloud

Vision project including OCR. The observations revealed that it is highly robust especially with the

solid background and text. Last but not least, another study [83] evaluated two of the off-the-shelf

OCRs, Google Cloud Vision OCR and Microsoft Cognitive Services8, on elements that combined

textual and graphical components. The results showed that Google Cloud vision OCR outperformed

the Microsoft Cognitive Services. Also, most of the errors occurred by Google Cloud vision OCR

were because of lacking of some special characters support like the ones used in mathematical for-

mulas.

From previous studies, it had been chosen for this research two of the cloud services OCRs

ABBY FineReader and Google Cloud Vision OCR as they stand out among the other reviewed

OCRs.
8https://azure.microsoft.com/
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3.5 Text Classification using NLP

Categorizing a group of documents into pre-defined classes is called supervised classification

[84]. The field of text classification in natural language processing NLP is one of the well-studied ar-

eas for decades using machine learning. The era of deep learning also added more advancement for

the field, however in this research we applied some of the traditional machine learning techniques

and avoid deep nets for the following reasons [47]: 1) text classification based on deep learning

algorithms requires a tremendous amount of data for training compared with traditional methods,

2) the computational cost for deep learning approaches might get complicated during training and,

3) the limitation of a comprehensive theoretical understanding of the learning process increases be-

cause of the concept of “blackbox” nature in deep learning methods.

A comparative study [85] applied some of the text classification traditional methods to clas-

sify news into six different categories. Naive Bayes NB, K-nearest neighbor KNN, and SVM were

tested on data collected from public news like CNN, and Fox News where each class has 30 docu-

ments. Several hyperparameters were implemented for the stemming techniques. Results showed

that KNN and SVM performed better while NB was in the average range. Similarly, another work

[86] compared Multinomial NB, KNN, and Decision Tree DT for topic classification which con-

siders six classes. Data were collected from Amazon’s product reviews with 6k documents in total.

The outcomes disclosed the superiority of MNB among the others with an F1-score reached 91.8%.

Moreover, Recurrent Neural Network RNN, SVM, and Multinomial NB were comparatively stud-

ied to classify spam in emails [87]. The data were acquired from Kaggle with a total of 5k emails

approximately. In terms of F1-score, SVM was the best followed by MNB with 94% and 85% re-

spectively.

Considering the previous works, it is clear that traditional methods still perform better in some

of the text classification problems. Therefore, it had been decided for this research to utilize two
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classical classifiers and the are two of the best working methods: MNB and SVM.

3.6 Influence of Typeface Design

Although plenty of studies have been conducted in order to test legibility and readability of

some fonts, they were tested from the human side only as a reader, such as in [88, 89, 90]. Type-

faces used in street signage fall in a totally different environment. In addition to the materials they

are composed of, their appearance is dictated by the distance between them, which can range from

a few feet to hundreds of yards. Their readability by human is also different than machine recogni-

tion. Few studies have focused on the influence of type design on recognition systems. In [23], the

authors studied the impact of font design on vehicle license plate detection system. Two fonts were

tested: Mandatory, and Driver Gothic. Hence, some confusion cases were found. For example, the

I-1, Q-O, and 0-O cases reported high confusion due to the similarities in geometric features. Also,

their experimental analysis discovered some severe cases in Mandatory font like when the system

is confused between letter I and digit 1 because of their identical glyph. Another recent study [91]

investigated the effect of high-stroke-contrast fonts (i.e. contrast between thicker and thinner parts

of a letter) on reading as they are used usually by designers to look more fashionable. three types of

contrasts were tested: high contrast, no contrast, and in between. Results assured that it is better to

avoid high stroke contrast when letter recognition is a priority.

Multiple factors may affect the choice of fonts used on street signs in general. Some of them

follow the surrounding environment especially for urban cities [26], and some stick to the traditional

sign-writing which is close to inscriptions [15]. Many other decisions regarding the type of font

used on signboards might be based on psychological studies like [92, 93]. They suggested using

human-like typefaces in products, menus, and even advertisement signage as they would bond them

together and increase customers’ attachment to the brand. All these factors may create a challenge

for machine recognition. Thus, a further investigation was done in this research to see the influence

of different typeface styles on the recognition process.
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Chapter 4

Dataset: The ShoS

Literature in Chapter 3 highlights the lack of public datasets for business storefronts. In the

following sections, detailed information about the stages of collecting and annotating the new data

is provided in Sections 4.1 and 4.2. Also, revising and cleaning the collected data were detailed in

Section 4.3. In addition, the way of building a store class dictionary is described in Section 4.4.

Furthermore, challenges and limitations related to the ShoS dataset are discussed in Section 4.5.

4.1 Data Collection

The Shop Signboard Dataset ShoS has been collected using Google Street View GSV. This

version of the dataset was collected from 51 cities in Canada and the USA including Toronto, Van-

couver, Ottawa, Calgary, Edmonton, Chicago, Los Angeles, San Francisco, New York City, Seattle,

Miami, and Boston. Using GSV, screenshot images of storefronts were taken after some adjust-

ments to ensure the clarity of the image. The recorded scene includes one or more shop signboards

with a minimum of one store per image and a maximum of 7 stores per image (Figure 4.1). The

average number of stores per image is 1.6 and more statistical descriptives are provided in Table 4.1.

View angles were selected in a way that guarantees signboard visibility. The samples were collected

by the researchers at first and by hired freelancers later through Upwork1 freelance platform. The

completed process of collecting and annotating the dataset took around one year.
1https://www.upwork.com/
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Figure 4.2: Sample images from the ShoS Dataset illustrated with the bounding box annotations

Descriptives region count
N 10000
Missing 0
Mean 1.63
Median 1.00
Standard deviation 0.844
Variance 0.712

Table 4.1: Statistical descriptives of the number
of signboard (region count) per image

Figure 4.1: Bar chart of the number of
signboard (region count) per image

The ShoS dataset contains 10k signboards within 7500 images of multiple resolutions, mainly in

3360x2100 and 1280x1024. The shop signboards were cropped out of the full street view generat-

ing another dataset named the ShoS-cropped to enable usage of both datasets for multiple research

purposes. Figures 4.2 and 4.3 show some sample images from the datasets.
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Figure 4.3: Sample images of the ShoS-cropped Dataset

4.2 Data Annotation

There are several open source image annotation tools. This research used VGG Image Annota-

tor (VIA) [94, 95] which was developed by Visual Geometry Group (VGG) as a project under the

Department of Engineering Science at the University of Oxford. VIA is a manual annotation tool

that is characterized by its simplicity and lightweight. It does not need any installation, and it works

online with an interface or offline as an HTML file. VIA satisfied the requirements of this research

as it enables adding more attributes to image files and bounding boxes where many tools do not.

Also, it can generate annotation files as JSON and CSV files. However, additional modifications to

the CSV file were needed to meet the research requirements. The final CSV file was then used to

generate Pascal VOC XML and text files for each image through Python scripts.

For each image file, the following attributes are recorded: image name, image width, image

height, and the number of bounding boxes in the image. Similarly, for each bounding box in each

image, these attributes were annotated: top left coordinates (xmin, ymin), bottom right coordinates
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(xmax, ymax), bounding box width, bounding box height, text inside the signboard excluding num-

bers and addresses, store class, font style, local or chain, occluded or not, difficulty, and the city that

the image was collected from. Figure 4.4 shows few samples from the CSV annotation file for the

ShoS dataset.

Figure 4.4: Some samples from the CSV annotation file for the ShoS dataset

Store Classes were chosen based on the North American Industry Classification System NAICS.

However, the research scope was limited to six super-classes defined as the following:

(1) Restaurants and Drinking which includes full/limited services restaurants, fast food restau-

rants, coffee houses, and bars.

(2) Food and Beverages which includes grocery stores (supermarkets and convenience stores),

and specialty food stores (meat markets, fish markets, and fruit/vegetables markets).

(3) Health and Personal Care which includes clinics, pharmacies and drug stores, optical good

stores, cosmetic/beauty supplies and perfume stores, and GYM.

(4) Finance and Investing which includes banks, insurance companies, money marts, account-

ing and tax services, and real estate.

(5) Technology which includes computer/electronic stores, telecommunication stores, and digital

printing and copying services.

(6) Fashion which includes clothing stores, jewelry/accessories stores, and shoe stores.

Any remaining category goes under the “Other” class. The research defined sub-classes un-

der each class to precisely identify which signboard belongs to which class. Figure 4.5 lists the

hierarchy of super and sub-classes considered in the ShoS dataset, and Figure 4.6 illustrates their
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Figure 4.5: The research scope of store classes considered in the ShoS dataset

distribution in the ShoS dataset.

The font style attribute identifies the main typeface styles (Serif, San Serif, Script, Decorative,

and Blackletter) in addition to Mix for text with mixed styles. Examples of these typeface categories

are shown in Figure 2.9 and their distributions in the ShoS dataset are illustrated in Figure 4.7.

The attribute local checks whether the store is a chain store (value=0) or a local store (value=1).

The chain stores are identified as one of several stores in multiple locations sharing the same brand

and central management. This is to ensure that the ShoS dataset is not biased towards chain stores.

The ShoS dataset has 84% local stores. Figure 4.8 illustrates the ratio of local versus chain stores

in general and for each class in the ShoS dataset. It is clear that class Finance and Investment has a

higher ratio of chain stores compared to the remaining classes and that is due to the dominance of

large banks in the collected data.

A difficulty level for each signboard in the ShoS dataset had been determined based on mul-

tiple factors to reflect real world situations. First, occlusion, which is represented in the attribute
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Figure 4.6: Distribution of store classes in the ShoS dataset along with a sample image of each class

occluded, where shop signboards can be occluded by trees, traffic signs, big vehicles, spotlights,

shadows, and some other shop signs that are positioned for pedestrians (see Figure 4.9 for examples

of occluded signboards). The signboard is considered occluded if at least 20% of the text on the

sign is covered. Around 9% of the ShoS signboards are occluded. Second, a rating system had been

utilized to evaluate the difficulty level based on environmental and confounding factors in attribute

difficulty. To explain, image-related issues, such as bad angle, unclear or blurred view, and bad

resolution were assigned the value=1. The second difficulty scale, with the value=2, was assigned

to store names that do not indicate any semantic clue regarding its type. Another difficulty scale

defined with the value=3 was assigned to stores with misleading names. This difficulty level was as-

signed when terms that are not related to the store class were used intentionally in a creative manner

or because the store is selling products under a different category than its main class. For exam-

ple, a grocery store, that falls under “Food and Beverage” class, added the terms “jewelry, and hair

products” to its signboard which might be confusing for shop classification. Finally, storefronts that

are crowded with advertisements and non-signage elements were assigned the difficulty value=4.

About 16% of the ShoS signboard images are difficult which increases the challenge of the dataset.

Table 4.2 provides more details and examples of the rating system in addition to the occurrence

percentage for each difficulty level.
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Figure 4.7: Distribution of typeface styles in the ShoS dataset along with a sample image of each
style

Figure 4.8: The ratio of local vs chain stores in general and for each class in the ShoS dataset

Finally, extra steps were applied to automatically generate bounding boxes of words within

each signboard in the ShoS-Cropped dataset. The word-level annotation was produced in a separate

CSV file. This had been done using Google Cloud Vision OCR [45] which automatically generates

bounding boxes around each extracted word and around the whole text. Figure 4.10 shows some

samples from the mentioned word-level annotation file and the corresponding illustration of the

bounding boxes on the signboard image. About 53k words were annotated in a CSV format where

each signboard image has multiple rows for each recognized word within that image associated with

its top-left and bottom-right coordinates in addition to the entire extracted text. It is important to
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Figure 4.9: Examples of occluded signboards from the ShoS dataset

Difficulty Description Occurrence Example
0 Not difficult 84.43% -

1

Bad angle,
unclear or
blurred view,
bad resolution

1.32%

2
Text is not descriptive
for the designated class

12.88%

3
Misleading text,
multi classes in one
signboard

0.82%

4
Storefront is crowded
with ads and non-signage
elements

0.55%

Table 4.2: Elaboration of difficulty scales with example images from the ShoS dataset

mention that this word-level annotation is not extremely accurate as it depends on the OCR accu-

racy, so it might need to be reviewed by human operators to leverage it in recognition research.
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Figure 4.10: A sample from the word-level annotation CSV file and its representation on the image
where yellow bounding box surrounds the full text patch and the red ones show the annotation at
word-level.

There was no necessity to utilize this word-level annotation in this research as the scope is different.

4.3 Data Revising and Cleaning

The ShoS dataset were revised and cleaned following specific protocols. First, the hired free-

lancers were provided with a guideline to follow during data collection, such as avoiding some board

types like painted glass and illuminated signboards. An initial review was performed to accept or

reject the collected images based on the given guidelines. Once accepted, the freelancers annotated

the images based upon more detailed instructions. The annotated coordinates for each signboards

were visualized to check their correctness and accept/reject them. Then, the “difficulty” and “local”

attributes were annotated by the researchers at the end to ensure uniformity. After that, the anno-

tation file was processed using a Python script to avoid null values and mismatched attributes. For

example, a street view image could be recorded to have three storefronts but only two signboards

were annotated. So, the image goes under individual investigation to fix the mismatching by either

annotate the missing signboard or fix the number of region counts. Figure 4.11 shows the work flow

of the revising and cleaning step of the ShoS dataset. Finally, the whole annotation file was revised

manually over multiple stages to validate store class, font style, and sign text attributes.
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Figure 4.11: A flow chart of the revising and cleaning step of the ShoS dataset

4.4 Shop Class Dictionary

A class dictionary was built based on the ShoS dataset annotations for each shop class to fig-

ure out the most frequent words which would be useful in the classification stage. Initially, the

text data in all signboards was cleaned by converting it into lower case and removing all non-Latin

characters, numbers, punctuations, brackets, stopwords, and all single-character words. Then, the

frequency of each word for each class was counted, and the top 200 frequent words for each class

were recorded. Next, the lists of frequent words were manually screened to eliminate words that

are deemed non-predictive. Table 4.3 shows the top-15 frequent words in each class. Figure 4.12

visualizes the top 200 frequent words for each class in the ShoS dataset utilizing the wordcloud

library in Python where bigger words represent most frequent ones.
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(a) Restaurant and Drinking (b) Food and Beverages

(c) Health and Personal Care (d) Finance and Investing

(e) Fashion (f) Technology

Figure 4.12: The word cloud from the top 200 frequent words of each class in the ShoS
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rest drink food beverage health pcare finance investing fashion technology
Restaurant Market Salon Bank Jewelry Mobile
Pizza Food Hair Insurance Fashion Repair
Cuisine Grocery Nails Tax Boutique Wireless
Coffee Beer Beauty Money Gold Computer
Bar Deli Spa Financial Shoes Authorized
Grill Wine Barber Loans Clothing Dealer
Food Convenience Pharmacy Cash Accessories Electronics
Cafe Cold Care Real Wholesale Phone
Takeout Liquor Dental Estate Alterations Cell
Chinese Mart Health Credit Wear Video
Chicken Soda Clinic Check Tailor Printing
Sushi Ice Medical Income Custom Digital
Thai Candy Family Pawn Watch Appliance
Kitchen Snacks Massage liberty Beauty Photo
Bakery Lottery Fitness Agency Bridal Parts

Table 4.3: The top-15 most frequent words in each store class in the ShoS dataset

4.5 Challenges and Limitations

During data collection, multiple challenges were faced that limited the overall diversity of real-

world store signboards, and they are detailed below:

A) Google Street View challenges. Some factors impact the clarity of shop signboards in

Google Street Views GSV. That is, GSV collects street views by taking panoramic view images

and stitching them together [96]. Stitching images can create irregular shapes with repetitive or

incomplete parts. Moreover, environmental factors may affect the clarity of GSV images, such as

rain which leads to foggy lens and thus foggy images. In addition, GSV images can be obstructed

by traffic on the street, such as buses and large vehicles. All of these factors can obstruct shop

signboards or impact the quality of their screenshots. Moreover, almost all of GSV images were

originally taken during daylight. That limited the ShoS to daylight images only.

B) Signboard material challenges. Different materials can be used to build shop signboards

including mirror, glass, wood, or even bare wall. The study in [55] identified some of these material

types as ’hard’ for the detection and recognition process. Therefore, the number of signboards that

48



are made of those material types was minimized from the ShoS dataset as much as possible.

C) Signboard position challenges. Some shops place their signboards in abnormal positions.

For example, shop signage can be perpendicular to the storefront to attract pedestrians. Also, it is

possible to find shop signboards on top of buildings without an actual storefront. Capturing these

types of signboards could confuse the learning process as they do not reflect the normal view of a

storefront with a signboard. Thus, such images were eliminated from the ShoS dataset.

D) Imbalanced classes. The ShoS and the ShoS-cropped datasets can be used for two differ-

ent types of classification: shop classification and typeface style classification. Nevertheless, the

classes are not balanced as they reflect the real world situation. For instance, class technology in

store classification is a way less than other classes which reverberates the reality. Yet, this imbalance

was handled utilizing some augmentation techniques as elaborated in Chapter 5. Also, the “Black-

letter” typeface style is barely used in signboards as it is difficult to be read/recognized. Thus,

fewer samples for such classes are available. Since there was insufficient amount of samples in the

“Blackletter” typeface, it was eliminated in the statistical study done in Chapter 7.

4.6 Dataset Availability

The dataset will be made public for research purposes upon request from CENPARMI research

manager Nicola Nobile at nicola@cenparmi.concordia.ca. In this research, the ShoS and the ShoS

cropped datasets were utalized to train and test the models.
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Chapter 5

Shop Signboard Detection and

Classification Framework (SSDCF)

The main purpose of this research is to detect and classify business stores based on their sign-

boards. The new generation of object detectors, AKA one-stage object detectors as elaborated in

Chapter 2, is able to detect and classify the objects at the same time. In this research, we tried to

utilize such algorithms to detect and classify shop signboards. We had one object, which is the store

signboard, and six shop classes defined in Chapter 4 and illustrated in Figure 4.5. The most obvious

way to differentiate classes from each other using their signboards is the text within the signboards.

As claimed in [13], their deep learning model has learned to utilize the text when needed for the

purpose of multi-labeling stores. Therefore we did our pilot test, which is detailed in section 5.1,

on the ShoS dataset in order to detect the signboard and classify the shop simultaneously applying

one-stage deep learning algorithms. However, our results were unexpected, as the used model cor-

rectly detected the signboards but had poor store classification performance. Hence we built our

Shop Signboard Detection and Classification Framework SSDCF with multiple stages in order to

achieve our final goal.

The proposed SSDCF framework is composed of three main components to provide an end-

to-end system that takes a raw image of a street view containing single or multiple storefronts and
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classifies it as follows. First, the detector locates the signboard from the input street view image.

Then, the output bounding boxes of the potential signboards with high confidence scores are fed

to an optical character recognition OCR component which extracts the text out of the signboards.

Finally, the extracted text is processed through a natural language processing NLP classifier in order

to classify the shop. Figure 5.1 shows the abstract illustration of the shop signboard detection and

classification framework SSDCF. This required training the detection and the classification models

in addition to choosing one of the state-of-art OCRs and evaluating it in order to produce good

overall performance.

Figure 5.1: The abstract view of the proposed end-to-end SSDCF

In this chapter, the pilot study will be explained and discussed in Section 5.1. Then, the exper-

iments that were conducted for shop signboards detection are going to be elaborated in Section 5.2

followed by text extraction trials in Section 5.3. Next, store classification using NLP techniques

will be detailed in Section 5.4.

5.1 Pilot Study

In the pilot test, we used YOLOv3 [6] object detector to detect store signboards and classify

them at the same time. The ShoS dataset was pre-processed as mentioned below in section 5.2.1

except that the number of classes C was set to six shop classes. Also, splitting the data into training

and testing sets was performed differently by considering two factors: 1) the balance between single

stores per image versus multi-stores per image, and 2) the balance among all six classes.
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Figure 5.2: The splitting steps of the ShoS data into the training and testing sets for the pilot test

In order to meet both requirements, the image set was split into two groups: single stores per

image and multi-stores per image. For the first group, a proportionally equal number from each

class was taken into the training and testing sets after randomly shuffling them while maintaining

the 80/20 ratio. For the second group, which has multi-stores per image, the frequency of occur-

rence of each class was identified for each image, and the frequency of each class was identified

across the whole group. Then, a recursive loop was implemented for all classes starting with the

least frequent class. The loop selects images for the training group while ensuring the image con-

tains at least one signboard from the least frequent class. Once an image is selected for the training

group, the counters for all classes are updated and the loop runs again. The process ends for each

class if the 80% threshold for that class is reached. The same process is repeated for the testing set.

Figure 5.2 illustrates the steps for splitting the ShoS images into the training and testing sets.

The training was performed on NVIDIA Geoforce RTX 2070 GPU with 16 GB of RAM uti-

lizing the Darknet framework. The training was stopped after 50k iterations. The results were not

satisfactory as it produced a mAP@0.5 =29.02% and a recall=38% with a confidence score equals

to 0.25. Table 5.1 shows the average precision AP for each store class where the highest AP was

registered for Finance and Investing class with 48.71% only. The outcomes were investigated by

visualizing them on the validation set. It was noticed that the model was able to detect signboards
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Figure 5.3: The output of some testing sample images from the pilot study for signboard detection
and store classification

Table 5.1: The dissatisfying results of the pilot study for all classes

Class AP% Class AP%
rest drink 32.18 finance investing 48.71
food beverage 35.66 fashion 15.62
health pcare 33.10 technology 22.21

correctly but not classify them as shown in Figure 5.3. Therefore, we built up the framework illus-

trated in Figure 5.1 where store signboards will be detected first using a one-stage detector and then

go to several phases to classify the store utilizing textual information.

5.2 Shop Signboard Detection

5.2.1 Experimental Setup

The ShoS dataset was pre-processed in order to train the detectors. All images were resized to

960x720 as this image size helped to balance the image quality and image processing time. Bigger

image sizes could not be handled due to the huge amount of memory they required during training

while smaller image sizes reduced the model performance. Then, two input resolutions were cho-

sen for training: 640x640 and 320x320 plus two color schemes: RGB and grayscale to see how the

resolution and color factors would affect the models’ accuracy.

The data was split into training and test sets with a ratio of 80/20 taking into account the fact that

some images have a single store while other images include multiple stores. Hence, a proportionally
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equal amount from each group in the train and test sets were managed. Furthermore, about 11%

signboards of the ShoS dataset, which represented the “Other” class, were blurred and provided as

true negative samples.

The number of classes was set to one which is “Signboard”. Also, the number of batches was

set as 64 and 16 for the smaller and bigger input resolutions respectively, and the learning rate was

set to 0.001. Moreover, as suggested by [97], using image augmentation would make the model

robust to different variations. So, some techniques were used, such as shift and zoom with respect

to the overall structure of the image is not destroyed.

5.2.2 YOLO and SSD Detectors

Based on the literature of detecting licence plates [66, 68, 69, 70] and road traffic signs [25],

real-time detectors showed robust performance. Therefore, one-stage object detectors YOLOv3 [6]

and SSD [9] were utilized to detect shop signboards as they stand out among other available models

in terms of accuracy and speed. The models make several predictions in a single pass using con-

volutional neural networks. Several backbones were used based on the object detectors where the

YOLOv3 model used Darknet53 pre-trained on the ImageNet dataset [35] and the SSD model used

MobileNetv2 FPNLite pre-trained on COCO dataset [36]. Applying transfer learning helps to boost

performance by leveraging the knowledge gained from previous learning.

The training was stopped after 5k iterations for YOLO and after 8k iterations for SSD as the

results were plateauing. The output of the inference stage was a bounding box for each signboard

coupled with its confidence score. The confidence score C indicates how sure and accurate the

model is regarding the bounding box containing a signboard. It was computed for each predicted

signboard using the Jaccard index (AKA Intersection over Union IoU) and class probability using

the Formula 10. Figure 5.4 shows an illustrated sample for the signboard detector output.
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C = P (object) ∗ IoU (10)

Figure 5.4: An illustrated sample for the signboard detector output

5.3 Text Extraction

To extract text from the detected signboards, two Optical Character Recognition OCRs were

selected: ABBYFineReader [44] and Google Cloud Vision OCR [45] as they stand out among the

others reviewed OCRs in the literature in Section 3.4. ABBYY FineReader OCR is a state-of-art

commercial OCR [98, 99], and it was supplied by CENPARMI through a licensing agreement. Al-

though its algorithm is not disclosed to the research community, it is claimed that it is AI-based.

Also, it is capable of analyzing the overall layout to define the text areas for recognition along with

format information. It accepts a wide range of file formats for input and output, pre-processes im-

ages to enhance their quality, and recognizes text of different styles and languages.

On the other hand, Google Cloud Vision OCR is an open source Application Programming In-

terface API that enables text detection and recognition from digital images with support for multiple

languages. Developers can get their own API key to integrate Google Cloud Vision into their ap-

plication including mobile applications. Its performance is remarkable in general, and it achieved
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better results when compared to Microsoft Cognitive Services OCR tool [83]. The quality attributes

for both OCRs are described in Table 5.2.

Table 5.2: A comparative quality attributes for the OCRs used in this research

Quality Attributes ABBY FineReader Google Cloud Vision OCR
Open Source No Yes

Cloud Service Yes Yes
Multilanguage Support Yes (up to 210 languages) Yes (up to 60+ active languages*)

OS Support Any Windows, Mac, Android
AI-based Yes Yes

Free No Yes (partially)
Supported Input

Format
text, table, presentation,
image formats, and PDF

JPEG, GIF, PNG, TIFF, BMP,
WEBP, and PDF

Supported Output
Format

TXT, XML, PDf, CSV,
RTF, HTML

TXT, JSON, CSV

*Active language means they are prioritized and regularly evaluated by Google

ABBY FineReader OCR build 15.0.115 and Google Cloud Vision OCR v1 were fed with the

ShoS-cropped dataset, which contains 10k signboard images, to extract text out of the shop sign-

boards. The OCRs produced a text file for each image containing all extracted text data as illustrated

in Figure 5.5.

Figure 5.5: The process of extracting text from the ShoS-Cropped images using OCR

5.3.1 Post-processing

Prior to the evaluation process, some cleaning steps were implemented for both ground truth and

OCR text files. First, all text data was converted to lower case. Then, all non-Latin, non-alphabetic,
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numbers, and empty items were removed to avoid unnecessary comparisons. Thus, two clean sets

for the ground truth and the OCR extracted text were ready for evaluation which is detailed in the

next chapter.

5.4 Shop Classification

In the classification stage, the textual information that appeared on shops’ signboards was uti-

lized. To train the models, the ShoS annotation file was used. From the 10k annotated signboards,

two attributes were used for the text classification process: the text data on the signboards and the

associated shop class. There are six shop classes in the ShoS dataset as elaborated in Chapter 4. The

distribution of all store classes in the ShoS dataset was already illustrated in Figure 4.6. Multiple

phases were implemented to classify shops based on the textual information that appears on their

signboards: 1) text cleaning, 2) feature extraction, and 3) training/testing the models. Figure 5.6

shows the phases of store classification. In the following discussions, each signboard text sample is

called a document.

Figure 5.6: The phases of store classification based on the textual information

5.4.1 Text Cleaning

Since documents can contain some sources of noise, the following cleaning steps were per-

formed to enhance the quality of the text data. The document size was reduced to 8904 documents
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after cleaning.

(1) Convert the text data to lowercase.

(2) Remove superfluous text data like punctuation and words with two or fewer characters.

(3) Remove stop-words, which are words that do not add meaning like “the, in, are ...” using

Natural Language Toolkit NLTK.

(4) Remove numbers from the text data as they are insignificant for the classification process.

(5) No spelling correction was needed as text data in signboards does not necessarily follow

correct spelling.

(6) All duplicate documents, which is possible because of the existence of chain stores and other

common naming, were removed.

5.4.2 Feature Extraction

The feature extraction process started with tokenizing all words in each document in the ShoS

dataset. Then, a text normalization technique was applied to prepare the text data for the classifi-

cation process. Stemming and Lemmatization approaches are usually used with NLP problems in

order to reduce morphological variations of words. The difference between them is that stemming

removes the last few characters of a word and usually results in incorrect meaning and spelling,

which is called Stem. On the other hand, Lemmatization considers context by converting the word

to its meaningful base form, which is called lemma. For instance, the words {changing, changed,

and change} have the stem “chang” and the lemma “change”. In this research, the Lemmatization

technique is applied as its accuracy is paramount and the ShoS dataset is not huge compared to NLP

problems. Figure 5.7 shows a comparison of text data prior to and after cleaning and pre-processing.

Since each document in the corpus of the ShoS dataset belongs to one class only, we wanted to

quantify words and assign a weight to each word in order to keep the focus on significant keywords

that carry a value for each store class. To implement that, the Term Frequency-Inverse Document

Frequency TF-IDF technique was used. TF-IDF vectorizes all the text data at a word-level in order
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Figure 5.7: A comparison of text data prior to and after cleaning and feature extraction in text
classification stage

to classify the documents. The word vector is computed using the following equations 11, 12, 13,

14, where t is the word, d is the document (set of words per signboard), N is the count of corpus,

and corpus is the total document set.

TF -IDF (t, d) = TF (t, d)× IDF (t) (11)

TF (t, d) =
count of t in d

number of words in d
(12)

DF (t) = occurrence of t in documents (13)

IDF (t) = log(
N

DF + 1
) (14)

5.4.3 MNB and SVM Classifiers

Two classical classifiers were chosen, Multinomial Naive Bayes MNB and Support Vector Ma-

chine SVM, over deep learning methods. The decision was based on the following reasons: 1) text

classification based on deep learning algorithms requires a tremendous amount of data for training

compared with traditional methods [47]. The size of our corpus (i.e. the number of text documents

in the ShoS dataset for shop classification) is relatively small; 2) the computational cost for deep

learning approaches might get complicated during training and, 3) MNB and SVM stand out among

the other reviewed classifiers [85, 86, 87] with robust performance for text classification problems,
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such as topics, news, and emails classification.

The vectorized data was split into training and testing sets with 70/30 ratio. The training set

was fed into MNB and SVM classifiers. The “Other” class was excluded to avoid confusing the

classifiers as samples of that class do not share common features. For the hyper parameters for

MNB alpha=1.0, class prior=None, and fit prior=True; while in SVM, the weight of all classes was

set by default to one, RBF kernel was used, squared hinge for loss function with 1000 max iteration

and a penalty equal to 12 with no random state. The final result is a store class, and it is considered

correct if it matched the ground truth.

To enhance the classifiers performance, we re-trained the models with the ground truth data

plus augmented data. Augmentation is a common technique in the computer vision field and its

effectiveness has been proven in NLP problems too [100, 101]. There are various text augmen-

tation approaches such as paraphrasing-based, noising-based, and sampling-based [100]. These

approaches can be utilized based on the objective of the augmentation and the level of text analy-

sis i.e. phrase, sentence, or word. Wie and Kai have demonstrated in [102] that the labels of the

augmented text are most likely to be the same as on the labels of the original text. Thus, there is

no need to re-label the augmented documents. Nosing-based techniques, AKA Easy Data Augmen-

tation EDA, were selected for the purpose of this research as they are better suited for word-level

problems. Particularly, Random Deletion RD and Thesauruses-inspired methods were selected with

some adjustments detailed below.

In the Random Deletion RD method, n number of words are randomly deleted from the training

samples with a specified threshold α. Since each document of our corpus contains a limited number

of words ranging between 1 and 32, we lowered the threshold to α = 0.2 and computed n with the

Formula 15 where l is the number of words per document. That means if we have a document with

10 words, only two random words would be deleted. The maximum number of words to be deleted

was six.
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n = α× l (15)

In the Thesauruses method, words in the original text are replaced with true synonyms and hy-

ponyms [100, 103]. Since our work is based on the extracted text by the OCR, we came up with a

thesauruses-inspired method, named OCR-Thesauruses. The objective of this method is to gener-

ate augmented text by replacing some words from the true documents with similar misrecognized

words, named miz words, from the generated OCR-Thesauruses. Then, the augmented data will

be added to the training set in order to improve the classifiers’ performance. To do that, we first

generated the OCR-Thesauruses which is a set of miz words for each class. Then, it was used to

generate the augmented text documents.

Figure 5.8: A flow chart for OCR-Thesauruses and ATS generation

In order to explain the OCR-Thesauruses method, let us assume that TL refers to the list of

documents that were extracted by the OCR, GL refers to the list of documents of the ground truth

text of the ShoS dataset, and C is a set of six shop classes. Each instance in the TL has a corre-

sponding instance in the GL, and it is coupled with its class ck ∈ C. Also, a matching score for

each instance in the TL compared to its true instance is known based on previous evaluation. The

OCR-Thesauruses is created as follows: for each document TLi in TL, the matching score was
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checked where i is the number of documents in TL. If an exact match was captured, the document

was discarded to avoid duplicates. Then, we subtracted GLi from TLi to get the difference which

is a set of words that are in TLi but not in GLi. If the subtraction set was empty, which means

that there is a deletion only and no insertion or substitution to the true document, the document was

discarded as it does not provide us with miz words. Otherwise, a set of miz words for each store

class C was generated producing OCRthesa. The OCRthesa is a map with C keys and a set

of miz words assigned for each key. Finally, the augmentation was done by replacing some words

from each document in the original training set TS with words that have high similarity from the

corresponding class of OCR-Thesauruses. The similarity was computed using the Python library

difflib.SequenceMatcher 1. This way we ensured that words that are more similar to the true words

have a higher probability of being chosen. The number of replaced words considered the size of the

document and computed based on a specified threshold set to 0.5. The whole process is illustrated

in Figure 5.8 and provided in pseudo code in Algorithm 1.

Implementing the above text augmentation methods utilizing RD and OCR-Thesauruses al-

lowed adding about 7k augmented documents to the training set. So, both classifiers MNB and

SVM were retrained using the new training set following the same procedure of the previous exper-

iment. The results are shown in Chapter 6, and it is mentioned to this experiment by Augmented

Training Experiment ATE.

1https://docs.python.org/3/library/difflib.html
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Algorithm 1: OCR-Thesauruses and ATS generation

Input: TS: training set
TL: list of OCR documents of TS
GL: list of ground truth document
C: set of 6 store classes
α: word replacing threshold
Output: ATS: augmented training set

1 i← 0
2 for TLi in TL do
3 if TLi ̸= GLi then
4 sub← ∅
5 sub← TLi −GLi

6 if sub ̸= ∅ then
7 c← 0
8 c← GLi.class
9 OCRthesa[c].append(sub)

10 end
11 end
12 i← i+ 1

13 end
14 i← 0
15 for TSi in TS do
16 l, r, c← 0
17 l← length(TSi)
18 r ← αl
19 c← TSi.c

20 TSi ← replace(TSi, r, OCRthesa[c])

21 ATS.append(TSi)

22 end
23 TS ← TS +ATS
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Chapter 6

Performance Measures

This chapter shows the evaluation methods for the experiments conducted in the previous chap-

ter. The results are revealed and discussed for store signboard detection in Section 6.1, text extrac-

tion in Section 6.2, and store classification in Section 6.3. Also, the full framework evaluation is

presented and discussed in Section 6.5. Finally, the classifier performance is compared to human

performance in Section 6.4.

6.1 Shop Signboard Detection

The experiments were performed for both models YOLO and SSD on Google Colab Pro1 which

assigned a GPU machine with an option of “high-RAM” usage. Detection was considered correct

if the value of intersection over union IoU was 0.5 or higher as recommended in previous studies of

license plate detection [66].

The models were tested for several variations of average precision over the four options men-

tioned before for the input resolutions and color schemes. Based on the results shown in Table 6.1,

YOLOv3 with an input resolution of 640x640 and an RGB color scheme produced the best results

reaching a mean average precision of 94.23% at IoU=0.5 with a confidence score set to 0.25. There-

fore, the spatial distribution of labels directly impacts the detection of small objects (signboards) at
1https://colab.research.google.com
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Table 6.1: Results of one-stage detectors over mean Average Precision of 0.5 and 0.75 and the recall
at IoU=0.5

Detector Input
Resolution

Image
Color mAP@0.5(%) mAP@0.75(%) Recall%

YOLO3

320x320 RGB 92.0 66.09 91
640x640 RGB 94.23 76.76 94
320x320 Grayscale 91.2 64.09 89
640x640 Grayscale 91.88 69.0 91

SSD-Moblilenet2

320x320 RGB 88.8 74.08 54
640x640 RGB 90.4 76.84 53
320x320 Grayscale 85.5 70.0 49
640x640 Grayscale 84.6 68.8 47

Figure 6.1: Results of store signboard detection from YOLOv3-640 and SSD-Mobilenetv2-640 in
two color schemes compared to the ground truth

lower resolutions as they are harder to detect. Figure 6.1 displays some sample results obtained

by YOLOv3-640 and SSD-Mobilenet2-fpnlite-640 models which demonstrates the superiority of

YOLOv3. The YOLOv3 model was robust enough to predict even partially occluded signboards.

It is also noticed that both detectors could detect most of the signboards, even the ones that were

missed by the annotators intentionally because of the limitations mentioned in Section 4.5. Figures

6.2 and 6.3 illustrate the performance of both methods in terms of mean average precision and av-

erage loss. It is noticed that the average loss for all YOLOv3 variations reached a value less than 1

(0.07 in its ultimate case). On the other hand, the loss was computed differently in SSD because the

final loss is a combination of cross-entropy loss and Smooth L1 loss. It reached a small value too

(0.02 in its ultimate case).
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Figure 6.2: Average loss (blue) and mean average precision mAP (red) for YOLO experiments. (a)
RGB-320; (b) RGB-640; (c) Grayscale-320; (d) Grayscale-640.
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Figure 6.3: The loss charts of: (a) Localization, (b) Regularization, and (c) Classification for SSD
experiments with a smooth factor set to 0.6

Finally, it was observed that when we provided the detectors with true negative samples i.e.

blurred signboards, results were significantly higher by 10% approximately in terms of mean aver-

age precision. That negates the assumption made for one-stage detectors which ignores training the

models with true negative samples. That was not the case at least in our research area.

6.2 Text Extraction

To evaluate ABBYFineReader and Google Cloud vision OCR, the Levenshtein Distance LD

string metric [46] was used at first. LD compares two strings: OCR text s and the ShoS-cropped

ground truth text t. The distance score is calculated based on the number of deletions, insertions,

and substitutions needed to transform s into t using Equation 16 where i is the terminal character

position of t, and j is the terminal character position of s. The lower the scores are the better, and

zero is a perfect match. The average score for ABBYFineReader OCR, Google Cloud Vision OCR,

and the percentage of total exact matching are presented in Table 6.2. The performance of Google
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Cloud Vision OCR was better than ABBYFineReader as the latter had some difficulties with styl-

ized typefaces. Thus, Google Cloud Vision OCR is preferred over the other one.

levt,s(i, j) =



max(i, j) ifmin(i, j) = 0,

min


levt,s(i− 1, j) + 1

levt,s(i, j − 1) + 1

levt,s(i− 1, j − 1) + 1(ti ̸=sj)

otherwise
(16)

Table 6.2: The Levenshtein distance (LD) average score with the percentage of total exact matching
in the prior evaluation method in addition to the IAA evaluation method under two thresholds of the
used OCRs

LD average
score

Exact
matching

IAA accuracy
(th=100%)

IAA accuracy
(th=50%)

ABBYFineReader 12.37 22.07% 49.1% 83.7 %
Google Cloud Vision 7.02 42.54% 82.4% 89.7%

Unlike document analysis research, our work paid less attention to the exact matching of the

extracted text by the OCR compared to the ground truth because of two main factors: 1) the an-

notation of the ShoS-cropped dataset ignores some text on signboards such as numbers, addresses,

and non-English characters, and 2) this research focuses only on keywords that play an important

role in the classification stage. Therefore, we re-evaluated the accuracy of OCR as follows: for

each signboard image, two lists were created: ground truth list gt list and OCR list ocr list by to-

kenizing the words. Then, both lists were cleaned by removing all non-alphabetical characters and

numbers and converting them into lower case. Next, a new result list result list was generated by

intersecting gt list and ocr list (Equation 17). The accuracy was computed by dividing the length

of result list by gt list (Equation 18). The intersection average accuracy IAA was calculated for

all images using Equation 19, where n is the number of signboard images. The intersection average

accuracy was computed using two matching thresholds: 100% and 50%. Figure 6.4 illustrates two

examples of IAA evaluation with a matching threshold equals to 100. The overall intersection aver-

age accuracy for both OCRs is presented in Table 6.2 where Google Cloud Vision performs better

than ABBY FineReader in this evaluation methodology too. That might be attributed to the huge
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Figure 6.4: Elaborating examples of the IAA evaluation method for the tested OCR with a 100%
matching threshold

amount of data that Google has used for building and training its OCR.

result list = gt list ∩ ocr list (17)

accuracy =
length(result list)

length(gt list)
(18)

IAA =

∑n
i=1 accuracyi

n
(19)

6.3 Shop Classification

The results of testing MNB and SVM classifiers to classify shops based on the text appeared on

their signboards reached an accuracy of 85.74% and 90.01% respectively. When augmented data

were added to the training set in the ATE, accuracy had been increased by about 4% where MNV

accuracy became 88.97% and SVM accuracy became 94.11%. Table 6.3 shows the precision, re-

call, and f1-score for all classes for both classifiers before and after adding the augmented data in
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the ATE. Since F1-score is the most preferable measure for such problems, we illustrated in Figure

6.5 a comparative bar chart for each class in both classifiers with and without data augmentation. It

is noticed that SVM works better even with classes that have less samples and more non-descriptive

text like class “Fashion” and “Technology”. By looking at F1-scores of the SVM, it is observed

that class “Fashion” has the lowest performance and that might be because of the high possibility of

non-descriptive names used in their signboards as it represents 30% of the non-descriptive samples.

In contrast, the class “Finance and Investing” has stronger performance because of the consistency

and limitations of the vocabularies that could be used in their signboards. Figure 6.6 illustrates the

confusion matrices for both classifiers, and the increase in performance are obvious for all classes.

The macro F1-scores for both classifiers are also shown in Figure 6.7 and Table 6.4. When man-

ual verification was performed on some samples of the confusing cases, it was observed that the

confusion was caused by the usage of misleading words that are unrelated to store class such as

“Nail Bar”, or because of the common vocabularies between two classes like the word “food” in

“rest drink” and “food beverage” classes.

Figure 6.5: The F1-score results of MNB and SVM classifiers with no augmentation and with
augmentation training ATE
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Class Evaluation No augmentation ATE
metrics MNB SVM MNB SVM

rest drink Precision 91% 80% 92% 87%
Recall 88% 94% 92% 98%
F1-score 90% 87% 92% 92%

food beverage Precision 92% 92% 94% 96%
Recall 88% 90% 90% 92%
F1-score 90% 91% 92% 94%

health pcare Precision 72% 96% 78% 97%
Recall 97% 93% 98% 95%
F1-score 83% 94% 87% 96%

finance investing Precision 92% 97% 93% 98%
Recall 96% 96% 96% 97%
F1-score 94% 96% 95% 98%

fashion Precision 97% 87% 96% 93%
Recall 50% 68% 63% 85%
F1-score 66% 76% 76% 88%

technology Precision 99% 95% 99% 99%
Recall 67% 89% 68% 90%
F1-score 80% 92% 81% 94%

Table 6.3: The results of the store classification stage for MNB and SVM classifiers for all the
studied classes with no augmentation and with augmentation training ATE

6.4 Comparison with Human Performance

To further assess our classifier, the classification performance was compared with human per-

formance using an online survey. An equal number of signboard text documents from each store

class were randomly selected from the test set of the ShoS dataset. According to [104], long survey

usually increases the prevalence of careless responding, where participants respond to survey ques-

tions without considering the content. Thus, we decided to provide a short survey with a total of

24 test samples. The samples included 50% difficult ones with non-descriptive text for each class.

This insured that the survey had a similar level of difficulty to our classification experiment. In this

survey, only text data were provided for participant as the target is to compare the results with our

classifier which is based on text data only.

An online survey, built using Google Forms2, was set to collect human responses on the samples
2https://www.google.ca/forms/about/
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Figure 6.6: Confusion matrix heatmaps for MNB (up) and SVM (down) classifiers without aug-
mentation (left) and with augmentation training ATE (right)

where each participant had to classify text samples based on the class tree they were supplied with.

Figure 6.8 shows the class tree provided to the participants, and some of the test set documents

along with a sample from the survey. At the beginning of the survey, the participants were provided

with the purpose of the study in addition to simple instructions regarding how to classify the text. If

the participant was not able to determine the designated class, he/she was guided to choose based

on their best guess. The survey took about 10 minutes to complete.

Furthermore, the quality of the responses was assessed based on two factors derived from the
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MNB SVM
No augmentation 83.83 89.33
ATE 87.17 93.67

Table 6.4: The macro F1-scores for MNB and SVM
classifiers without augmentation and with augmentation
training ATE

Figure 6.7: The Bar chart of macro
F1-score for MNB and SVM classifiers
without augmentation and with aug-
mentation training ATE

collected personal information. The first factor was the participants’ level of proficiency in the En-

glish language. All responses related to participants with an English proficiency level of beginner

or lower were excluded. The second factor was the length of the participants’ living experience in

Canada and the US. All responses of participants who lived in Canada and the US less than 6 months

were also excluded. This way we avoided any invalid assessments by eliminating the outliers.

The survey was distributed online through various communication applications. A total of 101

responses were collected. Females represented 52.4% and males represented 47.6% of the partici-

pant population. The survey results were analysed based on three measures: precision, recall, and

F1-score. The results for all classes are included in Table 6.5. An illustration of the results for each

store class is presented in Figure 6.9. Our classifier outperformed human performance by about

15% where it reached an F1-score=87.9% compared to 71.85% for human. Despite that the text

annotation was done by human annotators, the results came positive to our classifier side. This is

because of the knowledge that our classifier earned during training, which is based on pure text in-

formation clues. In comparison, when human subjects were provided with textual information only

(i.e. no storefront or signboard images were provided), their classification was limited to the life

knowledge they have in addition to the descriptive vocabularies within the signboard text document

if existed! For example, the “Fashion” shop with this text on its signboard “The Snow Goose”,

could be difficult for human subjects to determine its class especially if he/she does not have any
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Figure 6.8: The class tree provided to the participants in the human comparison survey (left), and
Some of the test set documents along with a sample from the survey (right)

prior knowledge about the usage of goose feather in winter jackets. In contrast, if the model knowl-

edge was built upon many occurrences of such vocabularies, it would be able to classify it correctly.

This could be an interesting area to dig deeper and find solutions.

It was observed that the ambiguity factor for non-descriptive text resulted in the majority of

the misclassified text by human participants. This highlights the importance of adding descrip-

tive keywords related to store class in the signboards as it will improve the ability of both humans

and machines to classify stores accurately especially when the store façade is not representative.

Moreover, the only class human was able to achieve slightly better score than our classifier was

“Restaurant and Drinking” and that was because of the common vocabularies between the men-

tioned class and “Food and Beverages” class. These similarities confused the classifier in most of

the cases while human was able to get the semantic and differentiate them.
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Figure 6.9: F1-scores for each store class for our classifier versus human

Table 6.5: The overall performance measures to compare our classifier versus human for all store
classes

Precision Recall F1-Score
Human 71.92% 71.97% 71.85%

Our Classifier 89.17% 87.5% 87.9%

6.5 SSDCF Evaluation

The three main components of our SSDCF framework: signboard detector, text extractor, and

store classifier were evaluated using SVT dataset [10]. Sample images that contain storefronts of

classes that are not included in this study, such as hotels and gas stations, were filtered. Because the

ground truth annotation of the SVT dataset focuses on word locations within signboards, we regen-

erated the ground truth to fit our requirements. This was accomplished through the following steps:

1) all the bounding boxes of the shop signboards were automatically generated using our trained

detector on the ShoS dataset, 2) the ground truth text of each detected signboard was recorded and

reviewed manually, as the size of data is manageable, to ensure reliability, and 3) the ground truth

of store class was also recorded manually in addition to other attributes like occlusion and difficulty.

This way the SVT dataset was ready to be tested in our framework.

The street view images were fed to the best models according to the individual evaluations done
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Figure 6.10: An illustration of the whole cycle of our SSDCF on a sample street view image from
the SVT dataset

before for each component. First, the raw image of a street view was input into the YOLOv3 detec-

tor to detect shops’ signboards. Then, the detected bounding boxes with confidence scores higher

than 0.25 were pipe-lined into the Google Vision OCR to extract the text. Lastly, the extracted text

was fed into the SVM classifier to classify the shop. Figure 6.10 illustrates the whole cycle of the

mentioned process on a sample street view image from the SVT dataset.

The final accuracy of the tested SVT dataset on our framework reached 84.85% with F1-score

equals to 89%. Through all stages, the detector showed robust performance even with difficult an-

gles of street views and occluded signs. Furthermore, the OCR produced good results with low

resolution signboard images. When manual verification was performed on the final store classifi-

cation, it was observed that most of the wrongly classified samples were due to the existence of

confusing words. For example, a “restaurant and drink” store that has this text extracted from its

signboard “italian espressi shot plus tax” was classified as a “finance and investing” store because

of the the word “tax” in addition to the mistake in recognizing the letter “o” in the word “espresso”.
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Chapter 7

Typeface Influence Analysis

The style of typeface that appears on shop signboards plays an important role in the store clas-

sification stage. The shop classification results might be negatively impacted if the signboard’s text

has not been recognized correctly because of the font design. Since each typeface style included

in this study has different design characteristics, we analyzed the influence of these styles on the

recognition process. This was done using the outcomes of the experiment explained in Section

5.3. In particular, when the Google Cloud Vision OCR was fed with the ShoS-cropped dataset (i.e.

signboard images), it extracted text in an editable form. Then, the extracted text for each signboard

was evaluated using two methods LD and IAA as described in Section 6.2 in Chapter 6. For the

following typeface influence analysis, only IAA scores were considered and referred by Y2. This

is because LD scores take into account the whole text matching while the IAA scores only focus on

the essential keywords that would influence the store classification accuracy.

In this chapter, the data used for analyzing the typeface influence will be defined in Section 7.1

and normalized in Section 7.2. Then, the statistical analysis utilized to identify the impact of type

styles on the recognition process will be provided in Section 7.3.
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Figure 7.1: Some samples from the data used to analyze the influence of the type styles on the
recognition process

7.1 Data Definition

Defining the data was the first step to proceed with the statistical analysis. Our data is based on

the ShoS annotation file merged with the OCR outcomes. Table 7.1 shows the data definition and

Figure 7.1 includes some samples from the used data. In total, there are 10k instances where each

one presents a shop signboard. We ignored some attributes, such as bounding box coordinates, as

they do not add value at this step. The descriptives of Y2: OCR scores across X4: typeface style,

X5: occlusion, and X6: difficulty are shown in Table 7.2 to have an indication on the overall distri-

bution of the studied variables. There were no missing values as shown in the attribute “Missing”.

Table 7.1: Data definition for the typeface influence analysis

Attribute Name Definition
Score Y2 The dependent variable (contentious number between 0 and 1)

which represents the OCR evaluation score (1=perfect match)
File Name X1 A unique ID for each image
GT Text X2 The ground truth text (cleaned)
OCR Text X3 The extracted text by OCR (cleaned)
Typeface Style X4 The independent variable (nominal) that has six possible values:

Serif, Sanserif, Script, Decorative, Blackletter, Mix
Occluded X5 The independent variable (dichotomous) that has two possible

value: yes, no
Difficulty Level X6 The independent variable (nominal) that has five possible values,

but they are normalized into: 0=not difficult, 1=difficult as explained
in data normalization in Section 7.2
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Table 7.2: The descriptives of Y2: OCR scores across X4: typeface style, X5: occlusion, and X6:
difficulty before data normalization

X4 X5 X6 N Missing Mean SD Variance

Y2

blackletter
no

0 15 0 0.721 0.304 0.0927
1 8 0 0.625 0.443 0.1964

yes
0 1 0 1 NaN NaN
1 1 0 1 NaN NaN

decorative
no

0 346 0 0.695 0.367 0.1347
1 7 0 0.488 0.426 0.1815

yes
0 25 0 0.576 0.424 0.1802
1 1 0 0.667 NaN NaN

mix
no

0 1806 0 0.797 0.246 0.0604
1 13 0 0.64 0.334 0.1118

yes
0 126 0 0.674 0.275 0.0758
1 3 0 0.85 0.132 0.0175

sanserif
no

0 4601 0 0.854 0.262 0.0689
1 62 0 0.811 0.304 0.0924

yes
0 403 0 0.728 0.32 0.1025
1 8 0 0.676 0.357 0.1273

script
no

0 284 0 0.715 0.357 0.1272
1 5 0 0.6 0.253 0.0639

yes
0 23 0 0.476 0.454 0.2065
1 0 0 NaN NaN NaN

serif
no

0 2041 0 0.862 0.263 0.0693
1 30 0 0.759 0.319 0.1018

yes
0 188 0 0.775 0.275 0.0758
1 3 0 0.533 0.503 0.2533

7.2 Data Normalization

Before analyzing the response variable Y2 across all groups of the typeface styles, some data

normalization was carried out. First, two type styles were eliminated: “Blackletter” and “Mix”.

This is because the “Blackletter” style represents less than 1% of the data which represents an in-

significant portion of the total population. In addition, “Mix” style does not have consistency in the

number of font styles within its group. So, all samples that are labeled with these two styles were

list-wise deleted.

Next, we took into consideration two important factors that might affect the Y2 scores which are

occlusion factor X5 and difficulty factor X6. For the dichotomous occlusion factor (X5: yes/no), we
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ran a t-test and observed a significant association between Y2 and X5 (t9973 = 11.2, p < 0.001).

Tables 7.3 and 7.4 show the t-test result and the group descriptives of Y2 and X5. In addition,

Figure 7.2 illustrates the confidence interval for the means at 95%. Hence, all occluded samples

(value=yes) were list-wise removed from the data.

Table 7.3: Independent T-Test of Y2: OCR scores and X5: occlusion factor

% Statistic df p Mean
difference

SE
difference

95% Confidence Interval
Lower Upper

Y2 11.2 9973 <.001 0.116 0.0103 0.0954 0.136

Table 7.4: Group Descriptives of Y2: OCR scores and X5: occlusion factor

Group N Mean Median SD SE

Y2
no 9195 0.833 1.00 0.272 0.00284
yes 780 0.717 0.778 0.317 0.0113

Figure 7.2: The Confidence Interval of means at 95% for X5: occlusion factor (left) and X6: diffi-
culty factor (right)

Furthermore, the difficulty factor X6 was normalized too. It has been elaborated before in

Section 4.2 and Table 4.2 that X6 has five scales where each scale represents a different level of

difficulty. At this stage, the only concern is if the signboard is difficult or not. Thus, we converted

the difficulty factor X6 from a nominal variable into dichotomous with two values only: 1) difficult

(value=1), or 2) not difficult (value=0). Then, we ran a t-test and observed a significant association

between Y2 and X6 (t9973 = 3.41, p < 0.001). Tables 7.5 and 7.6 show the t-test result and
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the group descriptives. Also, Figure 7.2 illustrates the confidence interval for the means at 95%.

Therefore, all the difficult samples (value=1) were list-wise eliminated from the data.

Table 7.5: Independent T-Test of Y2: OCR scores and X6: difficulty factor

% Statistic df p Mean
difference

SE
difference

95% Confidence Interval
Lower Upper

Y2 3.41 9973 <.001 0.0827 0.0243 0.0351 0.130

Table 7.6: The Group descriptives of Y2: OCR scores and X6: difficulty factor

Group N Mean Median SD SE

Y2
0 9843 0.825 1.00 0.276 0.00279
1 132 0.742 1.00 0.326 0.0284

Table 7.7: The descriptives of Y2: OCR scores across X4: typeface style, X5: occlusion, and X6:
difficulty after data normalization

X4 X5 X6 N Missing Mean SD Variance
decorative 346 0 0.695 0.367 0.1347

sanserif 4601 0 0.854 0.262 0.0689
script 284 0 0.715 0.357 0.1272

Y2

serif

no 0

2041 0 0.862 0.263 0.0693
7272 0 0.782 - -

This way the data were ready for the statistical analysis. The data descriptives after normal-

ization are shown in Table 7.7 where the total number of samples was reduced to 7272. Figure

7.3 visualizes the distribution of Y2 scores for each typeface style in addition to mean points using

violin plot.

7.3 Statistical Analysis

We tested the normality using D’Agostino’s Kˆ2 statistical test with alph = 0.05 and the

p − value were much smaller than the alpha. The histogram for the OCR scores Y2 is shown

in Figure 7.4(a). It is highly skewed to the left where many of the Y2 values are close to 1, which

represents the strength of the used OCR. Figure 7.5 provides a closer look to the values of Y2 for

each group in the typeface style X4. We tried to transform data to fix the data distribution using
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Figure 7.3: The violin plot of Y2 scores for each typeface style in X4 showing data distribution and
mean points

three different methods: log, square root, and Cox Box with no success. Figure 7.4 shows the his-

togram before and after transformation methods. Even in the best scenario case which is the Cox

Box method, the data is still skewed. Therefore, it is concluded that the data is not normally dis-

tributed. This was because of the high accuracy of the used OCR which led to having more high

scores.

Furthermore, we tested data homogeneity, which tests if variances are equal across the groups,

using Levene’s test [105]. The p-value was highly significant p < 0.001, thus we had to reject the

null hypothesis and conclude that our data is heterogeneous.

Based on normality and homogeneity tests, ANOVA statistic could not be applied as it requires

normality and homogeneity of the data. Instead, a non-parametric test (Kruskal Wallis) was con-

ducted to compare the OCR scores across the typeface styles: Serif, Sanserif, Script, and Decorative.

We observed a significant association between Y2 and X4 (χ2(3) = 133, p < 0.001) (see Table

7.8). Figure 7.6 illustrates the confidence interval in means for each type style at 95%. That means

the typeface style had impacted the OCR scores which supports our hypothesis that the typeface

style used in store signboards affects the recognition performance and hence the store classification
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Figure 7.4: The histogram of the response variable Y2. (a) before transformation, (b) log transfor-
mation, (c) square root transformation, and (d) Cox Box transformation

Figure 7.5: The density graph of Y2 for each type style in X4
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Table 7.8: Kruskal Wallis analysis for Y2: OCR scores and X4: typeface style

χ2 df p
Y2 133 3 <.001

Figure 7.6: The Confidence Interval of means at 95% for X4: typeface style

performance.

Table 7.9: The pairwise comparisons using DSCF post-hoc test for Y2: OCR scores across X4:
typeface style

Pair Group W p
decorative sanserif 12.231 <.001
decorative script 0.989 0.898
decorative serif 13.027 <.001

sanserif script -9.719 <.001
sanserif serif 3.306 0.090
script serif 10.628 <.001

To dig more in the result and find out which group is most effective, a post-hoc test was car-

ried out using Dwass-Steel-Critch-Fliger DSCF pairwise comparisons. Table 7.9 shows the results

of DSCF test. The findings indicated significant differences in wise reasoning scores between all

groups except Sanserif-Serif and Decorative-Script. Looking at the confidence interval in Figure

7.6, it is clear that Serif followed by Sanserif are falling within high mean range compared to Script

and Decorative. Based on these results, Serif and Sanserif font styles are similar to each other in

their performance and hence they are the most preferred styles as they showed robust performance
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against OCR recognition. Therefore, it is recommended to avoid using the type styles Script and

Decorative in store signboard because of the sensitivity of the recognition rates to such font styles.

If using stylized fonts is a must, it is advised to add key words that distinguish a store class from

another using Serif or Sanserif styles.
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Chapter 8

Conclusion and Future work

Many factors can influence the process of detecting and classifying commercial retails based on

their visual appearance. Previous studies built models that considered the whole storefronts how-

ever, that has negatively affected the classification process. This was because the inclusion of other

components within the storefronts. This research focuses on shop signboards as they are much more

consistent than the whole storefront. In this chapter, a summary of this thesis’ significant contribu-

tions will be provided in Section 8.1. In addition, topics for future work will be listed in Section 8.2.

In particular, some areas can be enhanced for further improvement in the provided work to support

real-world street systems. Finally, the researcher’s publications regarding this work will be listed in

section 8.3.

8.1 Summary of Contributions

In this thesis, we introduced the ShoS dataset, the Shop Signboard Detection and Classification

Framework SSDCF to detect and classify commercial stores, and the analysis of typeface design

used in shop signboards. The framework was fully implemented and its performance was evaluated

using different measurements. Figure 8.1 represents the flow of activities of this thesis starting from

dataset collection, store signboard detection, text extraction, store classification, SSDCF evaluation,

and typeface impact analysis.
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Figure 8.1: Thesis flow of activities

The ShoS dataset was collected from Google street images. A total of 10k store signboards were

captured within 7500 storefront images. All the collected images were fully annotated and made

for the public. The annotation of the ShoS dataset includes different attributes for each image and

for each signboard, such as bounding box coordinates, store class, and typeface style. The ShoS

and the ShoS-cropped datasets can be used for several research purposes including store signboard

detection, store classification, text recognition, and typeface classification.

A framework was designed and built with three main components: 1) the detector to detect

signboards of shops, 2) the text extractor to extract text from the detected signboards, and 3) the

classifier to classify commercial stores based on the textual information.

For signboard detection, two models were trained and tested utilizing the ShoS dataset. Findings

surpassed the performance of YOLOv3 for signboard detection. It was noticed that the detector per-

formed better when it was trained on true negative samples. Also, converting the color scheme into

Grayscale did not result in higher mean average precision. Thus, it is not necessary to pre-process

the color scheme of the input image.

For text extraction, the evaluation of Google Vision OCR showed better results even with the

existence of influential factors, such as stylized fonts and skewed images. That might be attributed
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to the huge amount of data that Google has for building and training its OCR.

For store classification, two models were trained and tested utilizing the ShoS dataset. SVM

showed great performance even with classes that have a lower number of samples and a high number

of non-descriptive text like classes “Fashion” and “Technology”. The performance of the classifier

had been enhanced by 4% approximately after adding the augmented data. The augmented data

was generated by utilizing the Random Deletion method and Thesauruses-inspired method named

OCR-Thesauruses.

The full framework was evaluated using the SVT dataset [10], and the outcome reached an ac-

curacy of 84.85% with F1-score equals to 89%. The classification performance was also compared

with human performance, and the results showed that our classifier excelled over human perfor-

mance by about 15%. Most of the misclassified samples were coupled with the ambiguity factor, so

this highlights the importance of adding descriptive keywords related to store class in the signboards

in order to increase the accuracy of classifying stores by humans and machines.

Finally, the results coming from the second component of our framework, the text extractor,

were statistically analyzed to check the impact of typeface styles used in shop signboards on the

recognition rates. The findings showed a significant association between the typeface style and the

recognition rate. Based on the analysis, it is recommended to use “Serif” and “Sanserif” styles over

“Script” and “Decorative” in shop signboards as they provide a higher performance. If using styl-

ized fonts is a must for showing a unique identity, it is advised to add key words that distinguish a

store class from another using “Serif” or “Sanserif” styles.

8.2 Future Work

This work can be enhanced in the following directions. The current version of the ShoS dataset

is limited to English shop signboards. It can be enhanced by including more common languages
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like French, Chinese, and Arabic. In addition, the scope of store super-classes could be extended

to include more than six super classes for store classification, such as gas stations and educational

institutes. This would require collecting and annotating more data where our trained detector can be

utilized to annotate the bounding boxes automatically. Expanding the scope of language and super

classes would assure the generalization of our framework.

Furthermore, the detector can be trained and tested on some street views that were taken at night

or with dark lighting to mimic real scenarios. Also, the classifier may use other features, such as

color or shape to get more clues about the store type by applying ensemble techniques where mul-

tiple models are combined to find the right class.

For the typeface part, some standard recommendations would be introduced based on a deep

analysis of the visual appearance of signboards to formalize them for better legibility and recog-

nition. In particular, special fonts could be designed and produced for business owners to ensure

readability by humans and machines while keeping harmony with the surrounding area.

8.3 Publications

Through the journey of my PhD, the following publications have been published:

• Mrouj Almuhajri, and Ching Suen. “Intensive Survey About Road Traffic Signs Preprocess-

ing, Detection and Recognition.” International Conference on Computing. Springer, Riyadh,

Saudi Arabia 2019. [25]

• Mrouj Almuhajri and Ching Y. Suen. 2022. “Shop Signboards Detection Using the ShoS

Dataset.” In Pattern Recognition and Artificial Intelligence: Third International Conference,

ICPRAI 2022, Paris, France, June 1–3, 2022, Proceedings, Part II. Springer-Verlag, Berlin,

Heidelberg, pp 235–245. [106]

89



• Mrouj Almuhajri and Ching Y. Suen. 2022. “A Complete Framework for Shop Signboards

Detection and Classification”. In International Conference on Pattern Recognition ICPR

2022, Montreal, Canada, August 21-25, 2022. (in-press).

• Mrouj Almuhajri and Ching Y. Suen. 2022. “AI Based Approach for Shop Classification

with a Comparative Study with Human”. In Advances in Artificial Intelligence and Machine

Learning AAIML Journal, (accepted).
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