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Abstract

Advanced User-centric Modeling for Future Wireless Communication

Networks: Performance Analysis and Optimization

Khaled Humadi, Ph.D.

Concordia University, 2022

Due to the increasingly growing demand for high data rates and a massive num-

ber of connected devices, future wireless communication networks are required to

provide much more resources than the current networks can do. As an emerging

solution for future cellular networks, dense deployment of small cell base stations

(BSs) has received a great deal of attention both in academia and industry. A major

challenge in dense cellular networks is the interference experienced by the user from

its neighboring active BSs. The effect of such interference is more deleterious at

cell-edge users which limits the density of deployed BSs.

An effective promising solution is to move from a cell-centric to a user-centric

paradigm which allows each user to be connected to a set (cluster) of BSs instead

of being associated with a single one. This will mitigate the interference effect and

remove the cell boundaries, i.e, no cell-edge users. In this thesis, we develop novel

BS clustering models to enable a user-centric BS cooperation for future wireless

networks. Unlike the existing clustering models, where a user is served by a cluster

of BSs with fixed size (either a fixed number of BSs or fixed cluster radius), our

proposed models adapt the cluster of each user dynamically based on its channel

condition and quality-of-service (QoS) requirements.
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To design user-centric networks, we focus on several technologies introduced for

future wireless wireless communication systems such as millimeter wave (mmWave)

and terahertz (THz) networks, unmanned aerial vehicle (UAV)-assisted networks,

hybrid multi-tier networks, and energy harvesting networks. We first investigate

the performance of a user-centric mmWave network under the proposed dynamic

BS clustering model using tools from stochastic geometry. To maximize the sys-

tem spectral efficiency, an optimization framework for the user’s serving cluster is

developed. Then, a user-centric THz system is designed to compensate for the

high pathloss and hence improve the coverage of THz networks. Both dynamic and

static clustering approaches are considered, based on which we study the coverage

probability of the user-centric THz network by using stochastic geometry. Then,

to design an energy-efficient and reliable air-to-air connection in UAV networks, we

design a 3D user-centric clustering model where a set of UAV transmitters spatially

distributed in a 3D space in the sky are carefully selected to serve another UAV re-

ceiver. Analytical expressions for the spectral efficiency and energy efficiency of this

user-centric UAV network are provided and an efficient and tractable optimization

framework to maximize its energy efficiency is developed.

In this thesis, we also implement a user-centric BS clustering for hybrid net-

works where THz, mmWave, and sub6-GHz BSs coexist. In this system, a user can

be associated with the best BS cluster, from either a sub6-GHz, mmWave or THz

tier based on either the maximum SINR criterion or the maximum rate criterion.

Thus, with carefully planned networks, enabling hybrid user-centric wireless systems

can provide ultra-high rates while maintaining sufficient coverage in future multi-

tier networks. Furthermore, we adopt the proposed user-centric clustering model

to enhance the joint rate and energy coverage of cellular networks with simultane-

ous wireless information and power transfer (SWIPT). For this setup, we aim to

insure that the user can harvest sufficient energy in a given time slot and receive

the required minimum data from a given serving cluster. Then, a mathematical

optimization model for the time switching coefficient is developed to maximize the

system joint rate and energy coverage performance. All analytical results are vali-
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dated by simulation with comparison to some of the existing works, demonstrating

that the proposed analytical frameworks are accurate and efficient in the design and

deployment of future user-centric wireless networks.
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Chapter 1

Introduction

1.1 Looking Forward to FutureWireless Networks

Every ten years or so, wireless communication networks go through a new gener-

ation. However, the period between two successive generations is decreasing [1].

For example, wireless communication technologies beyond fifth-generation (B5G),

referred to as the sixth generation (6G) technologies, are attracting a significant in-

terest both in academia and industry, while the 5G technologies just already become

a commercial reality. In fact, this rapid development of wireless communication net-

works is necessary to meet the fast growth of mobile users demands. Over the last

few years, mobile data traffic has increased significantly. According to the recent

statistics provided by International Telecommunication Union (ITU), global user

wireless data traffic is predicted to hit 607 Exabytes for each month by 2025 and

5016 Exabytes for each month by 2030 [2]. Additionally, by 2025, nearly two-thirds

of the population is expected to have a mobile service subscription [3].

The predicted proliferation of internet of things (IoT) applications in a variety

of fields, including industry, medicine, transportation, and agriculture, will result in

an explosion in the number of IoT devices. As such, massive wireless connectivity

is required to enable such massive number of IoT devices to connect, interact, and

exchange data at anytime and anywhere [4]. At the moment, IoT devices communi-

cate with various wireless networks primarily through low-cost technologies such as
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Bluetooth [5] and WiFi [6]. However, such technologies can only be considered as

an intermediate solution for connecting a small number of IoT devices, but clearly

will become inefficient for supporting reliable connections when the number of IoT

devices significantly increases. Therefore, wireless networks are required to support

an efficient multiple access techniques to enable massive connections. These tech-

niques can be classified into two types [7]. The first type is the massive orthogonal

access which includes the massive multiple-input multiple-output (MIMO) systems

[8], [9] and radio frequency resources with a huge bandwidths such as millimeter

wave and terahertz. The second type is the massive non-orthogonal access such

as power-domain and code-domain non-orthogonal multiple access (NOMA) [10],

[11]. The above mentioned massive access techniques, however, necessitate the use

of sophisticated transmitters and receivers in order to work properly. Given the

high-dimensionality of the channel in systems with massive connectivity as a result

of the deployment of large number of transmitting and receiving nodes, the compu-

tational complexity at the transmitters and receivers increases dramatically. As a

result, future research and industry should focus on the design and implementation

of simple yet effective multiple access schemes.

Future wireless communication networks are expected to facilitate and support

extensive developments in fields like those demanding extremely high data rates.

Nowadays, video is rapidly becoming the preferred means of communication. As a

result, the capability of video resolution is rapidly improving. For example, 4k video

requires a per user data rate of 15.4 Mb/s [12]. Furthermore, end-user watching time

is expanding to the point that shall allow users to watch entire television shows, live

sporting activities and virtual reality etc [1]. For example, the COVID-19 pandemic

demonstrates how video communication enabled educational institutions, such as

schools and universities, to keep working remotely. Also, health provider remained

connected with patients, governments were able to deliver services to citizens, indi-

viduals kept in touch with friends and family members without the need for travel.

Until this time, major conferences and seminars are being held remotely via live

video platforms. It is anticipate that many of these virtual events will continue to
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operate even after the pandemic period. Therefore, to provide a high-fidelity holo-

graphic capability, a new communication system with extremely high data rate is

needed.

As mentioned above, with the new emerging wireless communication technolo-

gies, cellular networks will connect a huge or vast number of IoT nodes that are

mainly low-power devices. They are often powered by low-capacity batteries [13].

To extend the life of these devices and to ensure the sustainability of wireless ser-

vices, several attempts have been made to develop self-sustainable communication

systems with effective energy harvesting techniques, while maintaining the end-user

QoS requirements. In fact, energy harvesting is a technique that involves gathering

and converting unused or insignificant energy such as heat, sound, and RF signals

into useful electricity. In comparison to currently existing batteries, the ambient

environment provides high-quality energy sources [14]. Because of the irregular

and unpredictable nature of ambient sources, energy harvesting employing natural

sources were not as effective as intended. Additionally, major energy harvesting ap-

proaches are environment-specific [15]. Wireless power transfer is one of the energy

harvesting techniques that overcome the aforementioned restrictions, as it relies on

the RF signals to collect energy in order to power the nodes in the communica-

tions network. Green energy can be harvested using two methods in the WPT,

either from the random ambient electromagnetic signals or from a dedicated fully

controlled wireless power source such as a BS [14]. With the fast developments of

wireless transmitters and receivers, they are going to have a very small size and to

be more energy efficient. This motivates researchers to investigate the possibility of

combining the aspects of both data and energy transmission, namely, simultaneous

wireless information and power transfer (SWIPT). The SWIPT approach is used as

a flexible power source [16] and its primary benefit is guaranteeing the amount of

energy that can be gathered from RF signals rather than from expensive traditional

power sources. As a result, SWIPT has been identified as a possible method for

increasing the energy efficiency of current wireless communication networks. In [17],

it was showed that using BS cooperation can enhance the energy harvested at the
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user as well as the achievable throughput.

One of the major issues of future communications is the transmission reliabil-

ity. In the existing 5G networks, machine-type communication (MTC) and ultra-

reliable low latency communication (URLLC) techniques are supported. However,

such techniques provide a limited reliability and high latency in the 5G networks.

In the 6G networks, it is predicted to provide massive MTC (mMTC) and massive

URLLC (mURLLC) scenarios with extremely enhanced performances in terms of

reliability and latency [3]. In general, there are two methods to meet the URLLC

requirements: either improving the reliability of a single transmission or reducing

the latency between data retransmissions [18]. One efficient solution is to employ or

adopt a BS cooperation. In particular, for a BS cooperation with joint transmission,

a user can receive multiple versions of the intended data symbols. This can increase

the strength of the useful signal power while mitigating the unwanted interfering

signals, enabling the communication system to reach a targeted reliability. Fur-

thermore, receiving multiple versions of the user’s data can help in minimising the

required number of retransmissions and hence mitigating the latency limitations.

The issues mentioned above can be addressed by adopting an efficient user-centric

cooperation among various BSs in the network.

1.2 User-Centric Network Architecture

It is known that cellular networks are composed of semi-autonomous cells. It is

fundamentally a strategy for network operation, in which each cell becomes semi-

independent and radio resource reuse among cells need to be planned well in ad-

vance. This network layout was established in the 1950s and had a critical role

in the widespread development of wireless communication networks. However, as

mobile user’s data has surpassed voice calls as the primary mode of traffic, the cel-

lular network architecture’s flaws have become abundantly clear. Although modern

networks provide high peak data speeds, user-guaranteed rates are extremely low.

This is because of the severe pathloss fluctuations and inter-cell interference inher-
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ent in the cellular network architecture [19]. A promising approach to resolving

these challenges is to abandon the cellular architecture and turn to a new network

paradigm devoid of cells. This idea is referred to as cell-free massive MIMO [20].

In fact, cell-free massive MIMO is a technology that essentially encompasses three

fundamental technologies:

1) Large-scale (or massive) MIMO system, where serving nodes can be considered

as a spatially distributed antenna. Indeed, it is envisioned that cell-free BS

cooperation will lead to substantial shift of wireless system/network designs,

from the existing massive-MIMO system without BS clustering to the new

BS clustering-aided small/moderate MIMO systems. In fact, when properly

designed, cell-free networking can compensate for the lack of multiple trans-

mit and/or receive antennas, thereby reducing the hardware cost and energy

consumption without compromising the users’ QoS.

2) Network densification where many access points are deployed within a small

geographical area. To enable a cell-free massive MIMO network, the number

of transmitting nodes are supposed to be larger than the number of users.

This guarantees that each user is surrounded by multiple access points not the

inverse; and

3) Joint transmission and reception from and to spatially distributed access points.

This has been already investigated under multiple techniques including coor-

dinated multipoint (CoMP) transmission.

Interestingly, the researches in [20]–[24], have disclosed that applying cell-free mas-

sive MIMO techniques results in significant enhancement in in the system perfor-

mance (in particular, 95% spectral efficiency improvement) when compared to con-

ventional wireless networks in a variety of scenarios. For example, the authors of [20]

show that cell-free can provide tenfold and fivefold improvements over a small-cell

networks under correlated and uncorrelated shadow fading, respectively.

The technology of cell-free massive MIMO means full cooperation among access

points where all users are served by all BSs or each BS can serve all users [20],
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[25]. This implementation may result in some system inefficiencies as the size of the

deployment area of the considered network increases. Indeed, it is very inefficient to

waste power and time/frequency resources at a BS to process signals received from

users located very far from the BS and with a very low SINR. This makes the cell-free

concept more suitable only for small-scale networks, i.e, a network with small and

finite number of BSs and users. As such, a user-centric BS cooperation is introduced

to be adopted for large-scale networks. Unlike cell-free networks in which the user

can be served by all BSs, in user-centric networks only a limited number of BSs

can cooperatively serve a user which reduces the backhauling network complexity

[25]. In [26], the authors showed that in addition to reducing the system complexity

compared to the fully cooperative cell-free networks, a user-centric approach would

lead to higher spectral and energy efficiencies.

In the user-centric technique, each user gets connected to a number of nearby

transmitters, effectively removing cell boundaries and, as a consequence, the tradi-

tional concepts of a cell-edge user who experiences the worst performance disappear

[27]. As a result, unlike conventional wireless cellular systems, cells have no bear-

ing on the access channel. This significantly improves the network performance [28],

making user-centric communication a promising solution for future wireless networks

[29]. To summarize, the main benefits of this technique are as follows:

• Eliminating the cell-edge effect: in cell-centric networks where the user may be

located at the cell boundary and hence receiving a weak useful signal power

which is comparable to those received from neighbor interferers, and hence

degrading the communication link QoS. This cell-edge effect is completely

eliminated in the user-centric network since strong interferning signals are

transformed to a useful signal [30] as shown in Figure 1.1.

• SINR and rate coverage enhancements: to increase the capacity of wireless

communication systems, network operators can be carried out using one of,

or a combination, of three primary technologies: 1) network densification; 2)

increasing the system bandwidth (e.g. moving to higher frequency bands such

as millimeter wave or terahertz bands); and 3) making the spectrum more
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Figure 1.1: User-centric network versus cell-centric network

efficient (e.g. using massive MIMO system or advanced coding schemes). For

network densification, a large number of access points are spatially deployed

within a small geographical area, where the main idea behind this is to get

the access points as close as possible to the end users [31]. Moreover, network

densification can significantly increase the available communication resources.

Unfortunately, many challenges arise from increasing the BSs density, where

high inter-cell interference is the primary issue. This limits the maximum num-

ber of deployed BSs without compromising the system performance. Under

user-centric cooperation, interferers with dominant and strong received power

are transformed to a useful signal as shown in Figure 1.1. This enhances the

signal strength and mitigates the interference effect. As such, the received

SINR and hence data rate are significantly improved under user-centric coop-

eration.
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• Reliability enhancement: this is achieved from the diversity due to distinct

characteristics of links between a user and all serving transmitters. Moreover,

since the user is connected to multiple access points, if one of the links is

blocked or suffer from a deep fading, the user keep connected and receiving

service from the other transmitters in its serving cluster.

• Energy efficiency improvement: this gain in the energy efficiency results from

the relative proximity of the user to its serving cluster. According to [32],

compared to single-cell (non-cooperative) massive MIMO systems, this tech-

nology can provide more than double the energy efficiency and at the same

time significantly improve the per user data rate in suburban and rural envi-

ronments, while in urban scenarios, the enhancement in the energy efficiency

is moderate at less than 50% with the same per user date rate improvement

as in suburban and rural scenarios.

Therefore, the user-centric communication systems are considered as a shift from the

BS centric cellular design to the concept of a network serving the user. This implies

that the entire network optimization process, including resource management, will

now be carried out on an individual basis to improve the user performance. This

transition from the idea of a network controls the user to a network serves the user

entails the disconnection of local and network services. This can be accomplished

through the separation of the user serving units and control units, where low-dense

large range macro cells work as the control units and highly-dense deployed small

cells acting as a data provider for users [33]. Figure 1.2 shows the architecture of

the user-centric network in which a cellular user is cooperatively served by a set of

BSs, where all BSs are connected to a CU using a backhauling system.

1.3 Objectives and Contributions

The main objective of this thesis is to design advanced dynamic user-centric models

for future 5G/beyond 5G (B5G) networks to improve their performances in terms

of coverage probability, SE, and EE. In particular, to enable an efficient user-centric
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Figure 1.2: User-centric network architecture.

network, we focus in this thesis on the design of dynamic BS clustering models,

where a user selects a set of serving BSs based on the channel condition and QoS

requirements, with taking into account the network loading capability and spectrum

resources constraints. In the existing literature, very limited research has focused

on the design of dynamic user-centric technique for future wireless networks. To

the best of our knowledge, this is the first work which investigates the implemen-

tation of dynamic user-centric clustering for the new promising wireless networks

such as mmWave and THz networks, UAV-assisted networks, and energy harvesting

networks under the considerations of BS-load and spectrum resources limitation.

While each subsequent cheaper presents a detailed description of an independent

contribution, the general contributions of this thesis are listed as follow:

• First, 2D and 3D clustering models are proposed for the design and implemen-

tation of user-centric wireless networks under dynamic BS selection in which

the user serving cluster is dynamically adapted to its environment and QoS

requirement. Unlike a fixed-distance cluster, where the user is served by all

BSs within a predetermined cluster of fixed radius, and a fixed-number cluster

where the user is cooperatively served by a fixed number of surrounding BSs,
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the proposed clustering schemes allow a dynamic selection of serving BSs. This

implies that different users can form their own serving clusters with different

sizes.

• The proposed dynamic BSs clustering models are used to enable user-centric

BS cooperation for networks operating in high frequency bands such as mmWave

and THz bands. As a matter of fact, compared to microwave frequencies, dy-

namic user-centric technique is much more important for networks operating

in higher frequency bands. This is because the dynamic clustering can com-

pensate for the high penetration loss in mmWave and THz bands that signif-

icantly degrades the link quality and causes the received power from different

BSs to be highly changing. Moreover, as communication links in these bands

are more sensitive to blockages, the user may easily become in outage due

to moving objects. To tackle these problems in future networks operating in

mmWave and/or THz frequencies, a user-centric BS cooperation with dynamic

clustering is investigated in this thesis.

• We implement user-centric modeling with adaptive cluster size for UAV-enabled

wireless networks. Although most of the studies in literature focused on the

communication between UAVs and ground BSs or users, there are many ap-

plications that require direct connections between UAVs such as exchanging

data to avoid collisions between flying elements, enabling UAVs to do joint

tasks, offering UAV-to-UAV relays, and forwarding data to terrestrial users.

In light of this, we adopt the implementation of user-centric cooperation for

UAV networks to provide energy efficient and reliable air-to-air data trans-

mission. Taking into consideration the dynamic locations of flying elements

in UAV networks, dynamic cooperative transmissions/receptions is used to

mitigate the interference and improve their massive connectivity and coverage

capabilities.

• In future architectures of wireless networks, a heterogeneous network (HetNet)

is expected to comprise different tiers of BSs such as sub-6 GHz macrocells
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and mmWave and THz small cell BSs. Therefore, to design a hybrid user-

centric network in this thesis, we propose a hybrid clustering model for a multi-

tier network comprising sub-6 GHz, mmWave and THz BSs. In this hybrid

user-centric system, each user is associated with the best BS cluster, from

either a sub-6 GHz, mmWave or THz tier based on the maximum signal-to-

interference-plus-noise-ratio (SINR) criterion or the maximum rate criterion.

• We integrate mmWave and user-centric BS cooperation to enhance the perfor-

mance of wireless networks with simultaneous wireless information and power

transfer (SWIPT) . Due to its large bandwidth, the mmWave communication

is leveraged to meet the high data transmission requirement. Moreover, it is

shown in [34] that wireless power transfer at mmWave outperforms that at

lower frequency bands. This implies that SWIPT-enabled mmWave systems

are feasible and suitable for energy efficient communication networks. Fur-

thermore, in addition to improving the downlink data rate, user-centric BS

cooperation in mmWave networks is expected to further enhance the wireless

power transfer due to the fact that the mmWave transmitters/receivers are

equipped with highly directive antennas, and thus the amount of energy that

can be harvested from a useful signal is larger than that harvested from the

interfering signal.

• By exploiting tools from stochastic geometry, we investigate the performance

of the proposed clustering models in terms of SINR and rate coverage prob-

abilities and spectral and energy efficiencies. Since the received signal power

and hence the received SINR depend on the distance and nature of the wire-

less transmission medium, the spatial distribution of transmitting and receiv-

ing nodes has a significant impact on the performance of cellular networks.

Therefore, a powerful tool is needed to capture this impact of random network

geometry. Stochastic geometry is a highly effective mathematical and statis-

tical tool which can be used for modelling, analyzing, and designing wireless

networks with unpredictable layouts [35].
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• BS clustering optimization frameworks to achieve maximum system perfor-

mance in terms of spectral efficiency and/or energy efficiency are developed

in this thesis by taking into consideration the user distribution and overall

network configuration. Such optimization frameworks can provide useful tools

for network designers to better characterize and fine-tune the performance of

future wireless networks.

1.4 Thesis Organization

The rest of this thesis is organized as follows. Chapter 2 proposes a 2D dynamic

BS clustering model to enable user-centric BS cooperation for networks operating

in millimeter wave bands, analyze network performances, and provide an optimiza-

tion framework to maximize the system SE. In Chapter 3, both dynamic and static

BS clustering models are presented for user-centric THz networks and their perfor-

mance is analyzed. The 2D BS clustering model in Chapter 2 is extended to 3D

in Chapter 4 and adopted for air-to-air communication networks, where the system

model is analytically studied and an optimization problem is formulated to provide

maximum system EE. In Chapter 5, the performance of user-centric hybrid sub-6

GH-mmWave-THz network is investigated under dynamic BS clustering. In Chap-

ter 6, we investigate the performance of SWIPT-enabled mmWave system under

user-centric BS cooperation. Finally, in Chapter 7, we summarize the contributions

of this thesis and suggest future research directions.

Note that throughout the thesis, notations in each chapter are used indepen-

dently. As such, some notations may appear in two or more chapters while serving

different purposes.
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Chapter 2

Dynamic Base Station Clustering

in User-Centric Millimeter Wave

Networks

2.1 Introduction

To meet the fast increasing demands for ubiquitous network services, large capacity,

high data rate, massive connectivity, and low latency, and to overcome the shortage

of the available spectrum at microwave bands, researchers and engineers have been

motivated to make use of the much larger millimeter wave (mmWave) bandwidth

(30 - 300 GHz) in mobile networks [36].

Due to large penetration loss and high sensitivity to blockages at mmWave bands,

the coverage areas of base stations (BSs) are generally small. This motivates the

densification of the network [37] where a large number of BSs are deployed in a

small geographical area, making the number of BSs comparable to or even greater

than the number of simultaneously served users [38]. However, increasing the BS

density will also increase the interference received by a user from the neighboring

BSs, which limits the maximum number of BSs to be deployed. To mitigate this

interference, a user can be connected to multiple BSs through BS cooperation [39].

In BS cooperation with full joint transmission [40]–[42], all BSs within a given
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set (named serving cluster) transmit the same data to the user. This cooperative

transmission improves the communication reliability and reduces the amount of

interference. In BS cooperation with coordinated beamforming [43], [44], a user

coordinates with a cluster of BSs and communicates with only one of the BSs in the

cluster without receiving interference from the other in-cluster BSs. To avoid the

cell-edge effect and provide a boundaryless communication, a new BS cooperation

scheme, namely, user-centric clustering, is introduced where the serving clusters

may overlap [45], [46]. This scheme can provide better performance in terms of user

throughput [47], which motivates us to investigate the user-centric clustering-based

BS cooperation in this chapter.

2.1.1 Background and Related Works

The performance of user-centric networks using microwave frequency communica-

tions was investigated in [48]–[51] based on the concepts of stochastic geometry. In

[48], the user at the center/origin is served by all BSs within a circle of a predeter-

mined radius. The authors of [49] studied the spectral efficiency of heterogeneous

networks under non-coherent joint transmission BS cooperation. In [50], the au-

thors proposed a user-centric power control strategy, where the user is served only

by one BS with the largest power while the other BSs in the cluster make use of

power control coefficients to mitigate the strong interfering signals. The authors

of [51] investigated two user-centric clustering schemes: number-based cooperation

that uses a fixed number of serving BSs and distance-based cooperation that fixes

the radius of the user’s serving cluster, i.e, the radius of the circle centered at the

user and contains all serving BSs, and then studied the tradeoff between handoff

cost and data rate of the cell-edge users. The area spectral and energy efficiencies of

a user-centric cloud radio access network (C-RAN) are investigated in [52] by imple-

menting an iterative clustering algorithm to search for the best serving BS within a

cluster of a given radius.

The performance of BS cooperation in mmWave has been studied in the literature

[53]–[57]. In [53], a BS clustering scheme where a user is connected to a fixed
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number of BSs is proposed. The authors addressed the effect of different network

and system parameters, such as blockages, BS density, and antenna arrays, on the

coverage probability performance. Numerical results in [53], interestingly, show that

BS cooperation provides minimal performance improvements in sparse mmWave

networks, i.e. with low BS density and high blockage. In [54], a BS selection

scheme based on a two-level procedure is proposed for multi-tier networks. In the

first-level a set of candidate BSs, which belong to different tiers, is pre-selected

while in the second-level, the user selects from the pre-selected set the BS with

the highest signal-to-interference-plus-noise ratio (SINR). The authors of [55], [56]

used stochastic geometry tools to develop analytical expressions for the coverage

probability and the ergodic capacity of mmWave user-centric networks. In [57], two

schemes of BS cooperation, namely, fixed-number BS cooperation and fixed-region

BS cooperation, were proposed to reduce the outage probability and enhance the

downlink rate.

The aforementioned works studied the performance of user-centric networks un-

der static clustering, where either the number of serving BSs or the radius of the

cluster is fixed. Although user-centric techniques with static clustering do not incur

significant costs in terms of implementation complexity and network overhead com-

pared to dynamic clustering, they often achieve poorer performance [58]. Indeed, in

static clustering, using a large cluster size may result in redundant connections and

hence waste the network resources. On the other hand, small cluster sizes may cause

some users to be in outage. Therefore, the dynamic clustering policy in which the

cluster size, namely, the number of serving BSs or the radius of the user’s serving

cluster, is selected according to the user requirements and network configurations is

seen as a promising solution.

Dynamic clustering approaches for microwave frequencies were proposed in [58]–

[61]. The authors of [58] presented three different approaches of dynamic and adap-

tive clustering to determine the set of serving or nulling BSs in a user-centric network

and evaluated the performance of their approaches by simulation. In [59], dynamic

clustering algorithms are proposed to enhance the overall downlink system perfor-
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mance. In [60], a dynamic user-centric clustering algorithm for uplink cooperation

is implemented to improve the cell-edge user achievable data rate. A joint dynamic

user-centric clustering and frequency allocation algorithm is proposed in [61] to max-

imize the coverage probability of ultra-dense networks. Generally speaking, these

algorithms suffer from relatively high complexity which increases with the density of

deployed BSs, the number of BS antennas, and the user density. The authors of [58]–

[61] evaluated their approaches by simulation only. More importantly, they focused

on microwave frequency bands, where some inherent issues of mmWave networks

(such as the channel characteristics, the sensitivity to blockages, and the antenna

directional beamforming) have not been addressed.

2.1.2 Motivations and Contributions

The above observations unveiled the advantages of user-centric dynamic BS clus-

tering techniques. The performance evaluation for the user-centric networks in

mmWave bands is still an open issue. In fact, compared to microwave frequen-

cies, user-centric clustering is more important for networks operating in mmWave

bands because it can compensate for the high penetration loss in such bands. More-

over, as mmWave links are more sensitive to blockages, the user may easily fall in

outage due to moving objects and hence a joint transmission scheme with dynamic

clustering is strongly recommended. Motivated by these observations, in this chap-

ter, the performance of mmWave user-centric networks with dynamic clustering is

analytically studied using stochastic geometry theory. Our main contributions are

summarized as follows:

• We propose a dynamic clustering model to enable user-centric BS cooperation

in mmWave networks. Our model is based on the path loss between the user

and the BSs while the size of the serving cluster is controlled using a single

clustering parameter.

• Unlike [56], where the serving cluster has a fixed radius, and [55] where the

number of serving BSs is fixed, our clustering model allows a dynamic selection
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of BSs. This implies that different users can form their own serving clusters

with different sizes.

• With the aid of stochastic geometry, we investigate the coverage probability

and average spectral efficiency using the proposed dynamic clustering model

under the BS-load and resources limitation considerations.

• We develop an optimization framework for computing the clustering parameter

to maximize the system performance in terms of average spectral efficiency.

• Numerical and simulation results are provided to show the performance of our

proposed clustering model and to validate our theoretical analysis.

To the best of our knowledge, this chapter provides for the first time analytical

expressions for the coverage probability and spectral efficiency of the user-centric

mmWave network under dynamic BS clustering. From a complexity standpoint,

our clustering model only requires to optimize a single parameter to be used by all

the users. It is worth-mentioning that the dynamic clustering schemes existing in

literature [59]–[61], are implemented through iterative greedy algorithms in which

the optimization complexity increases with the the number of BSs and users. In

contrast, our clustering approach is optimized offline through the efficient analytical

framework.

The rest of this chapter is organized as follows. The system model is described

in Section 2.2. Section 2.3 is devoted to the coverage probability analysis. In

Section 2.4, we develop an analytical expression for the average spectral efficiency

and propose an optimization framework for the clustering parameter. Numerical

and simulation results along with necessary discussions are provided in Section 2.5.

Finally, we conclude the chapter in Section 2.6.

Notations : Γ(a, x) =
∫∞
a
tx−1e−tdt denotes the incomplete gamma function [62]

and Γ(x) = Γ(0, x). pFq(.) is the generalized hypergeometric function [62]. P(A)

represents the probability of event A. ∆X(s) and ΞZ(s) are the Laplace transform

of the random variable X and that of the sum of random variables Z, respectively,
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and EX [·] is the expectation over X. Other commonly used symbols are summarized

in Table 2.1.

Table 2.1: Table of Notations

Symbol Description

Φb, λb BS PPP and density.

Φu, λu User PPP and density.

ΦL
b , Φ

N
b LOS and NLOS BS PPPs.

αL, αN Path loss exponent for the LOS and NLOS links.

δ System clustering parameter.

τ Minimum path loss

ΦS
b Typical user’s serving cluster.

|ζk|2, |ζj|2 Channel gain of the k-th serving link and j-th interfering link.

mL,mN Nakagami channel parameter for the LOS and NLOS links.

rk, rj Distance to the k-th serving BS and to the j-th interfering BS.

GM ,GS Main-lobe and side-lobe gains of the BS antenna arrays.

θw Beamwidth of the BS antenna arrays.

σ2 Thermal noise power normalized by the BS transmitted power.

AL, RL Average LOS area of the typical user and its average radius.

ψ Maximum load or number of available resources.

T SINR threshold.

κ Selection probability of the typical user.

ρ BS-user density ratio.

c̄, Ḡ Maximum and average total gain between the typical user and

a BS.

r Distance from the typical user to the closest LOS BS.

S Sum of useful signal powers received by the typical user.

I Sum of interfering signal powers received by the typical user.

nb Average number of BSs in AL.

nu Average number of users in AL.
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2.2 System Model

In this section, we discus in detail the system model that is proposed in this chapter.

2.2.1 Network and Channel Models

We consider the downlink of an outdoor dense mmWave network where users and

BSs are modeled as two independent homogeneous Poisson point processes (PPPs)

Φu = {xi} ∈ R2 and Φb = {yk} ∈ R2 with densities λu and λb, respectively, xi

and yk being the coordinates of the i-th user and the k-th BS. Each user is served

by a cluster of cooperative BSs that jointly transmit the same data. By using the

Slivnyak theorem [63], without loss of generality, a typical user can be assumed to

be located at the origin (0, 0) ∈ R2.

Denote the small-scale channel coefficient of the link between the typical user

and the k-th BS by ξk, which is assumed to follow Nakagami-m distribution where

m indicates the degree of fading severity. In mmWave line-of-sight (LOS) links,

the number of scatterers is relatively small and hence, the fading is less severe

or the value of m is relatively larger and is typically modeled by a Rice fading

[64], which can be well approximated by the Nakagami-m model with parameter

m = (K+1)2

2K+1
, where K is the Rician factor [65]. Conversely, the parameter m for

the non-LOS (NLOS) link is smaller [66]. Therefore, several works (e.g. [55], [66],

[37]) have suggested Nakagami-m fading, a general yet tractable model for mmWave

bands. Although there are some other accurate cluster-based channel models, e.g.,

[67], yet they are found to be mathematically intractable. Under the Nakagami-m

fading assumption, the small-scale channel gain |ζk|2 is a normalized independent

and identically distributed (i.i.d.) Gamma random variable (r.v.) with |ζk|2 ∼

Γ (mv, 1/mv), where mv, v ∈ {L,N}, are the Nakagami-m parameters for LOS and

NLOS links. Then, the probability density function (PDF) of the power fading |ζk|2

is expressed as

f|ζk|2(x) =
mmv
v

Γ(mv)
xmv−1e−mvx, x > 0 (2.1)

where Γ(·) is the Gamma function.
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2.2.2 Directional Beamforming

To compensate for the high path loss and to reduce the effect of co-channel inter-

ference in mmWave frequency bands, all BSs are equipped with highly directional

beamforming antenna array. In this chapter, we consider a sectored antenna model

to mathematically define the antenna array patterns of the BS. This model is widely

used in the literature (e.g. [68], [69]) due to its analysis tractability. It describes the

antenna array pattern using two constant values, GM and GS, for the main-lobe and

all back and side-lobes, respectively. Therefore, the antenna gain G in an arbitrary

direction is expressed as

G =

 GM , |θ| ≤ θw
2

GS, otherwise
(2.2)

where θ denotes the angle of the boresight direction which is modeled as a random

variable uniformly distributed in [−π, π] and θw is the antenna beamwidth. The

user is equipped with a single omnidirctional antenna with unity gain and thus is

able to receive multiple beams from different BSs. As such, the total antenna gain

of an arbitrary link between the user and a BS is modeled as a discrete random

variable G = {GM , GS} with probability pG = { θw
2π
, 2π−θw

2π
}. We assume that all

BSs can perfectly estimate the channel fading and the angles of arrivals (AoA) and

are capable of adjusting accordingly their antenna steering orientations to provide

the maximum directivity gain [56], [66], [70].

2.2.3 Dynamic BS Clustering Model

Here we propose a new paradigm of dynamic BS clustering. To enable user-centric

BS clustering, the typical user uses the lowest average path loss τ = min
k∈Φb

PL(rk) as

a user-side information, where PL(rk) is the path loss of the k-th BS and rk =|| yk ||

is its distance to the typical user. Using τ , the user forms its serving cluster as

defined by

ΦS
b = {yk ∈ Φb, τ ≤ PL(rk) ≤

τ

δ
}, (2.3)

where δ ∈ [0, 1] is the system clustering parameter which can be tuned for optimizing

the system performance. Without loss of generality, we assume that for the typical
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user, the path loss function is PL(rk) = rαk , where α is the path loss exponent. This

clustering policy ensures that all BSs with sufficiently small path loss are assigned

into the serving cluster. As shown in Fig. 2.1, a user is connected to all the BSs

Typical UserBS User

Figure 2.1: System model

with path loss ≤ τ
δ
(black solid arrows) while all other BSs with path loss > τ

δ

(red dashed arrows) represent the interferers. In contrast to the static clustering

approaches reported in [55], [56], (2.3) enables dynamic and adaptive selection of

BSs according to network configurations and the user’s channel condition (i.e., path

loss). Indeed, as will be discussed in Section 2.4, δ can be tuned according to the

system status such as users’ and BSs’ densities, path loss exponents, and maximum

load. Optimally choosing δ to achieve maximum performance under the BS-load

and resource limitation considerations is a crucial issue for the proposed user-centric

network, and constitutes one of the main contributions of this chapter.

All signals are transmitted using the mmWave bands and hence the blockages
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cause substantial differences in LOS and NLOS path loss characteristics. For a

given user, BSs can be divided into two independent non-homogenous PPPs based

on their propagation paths to the user. We have a set of LOS BSs denoted by ΦL
b with

density function λbPLOS and a set of NLOS BSs denoted by ΦN
b with density function

λb(1− PLOS), where PLOS is the probability of having a LOS propagation path. For

the k-th BS, the two normalized path losses for LOS and NLOS propagation paths

can be, respectively, written as [71]

PLL(rk) = rαL
k (2.4)

and

PLN(rk) = rαN
k , (2.5)

where αL and αN denote the LOS and NLOS path loss exponents, respectively. In

fact, increasing the BS density will decrease the distances to serving BSs and in

turn increases the probability of the serving BS being LOS. Recall that based on

(2.3), the user is connected to BSs with low path loss and that in mmWave bands

the path loss of NLOS links is very high compared to that of LOS links. Therefore,

with dense BS deployment in mmWave networks, it is reasonable to assume that

the links between serving BSs and the user are LOS [37], [66]. This assumption

will be justified in Section 2.5, based on the probability mass function (PMF) of

the number of BSs within the typical user’s serving cluster as shown in Fig. 2.2.

Accordingly, in dense mmWave networks, the user-centric clustering model in (2.3)

becomes

ΦS
b = {yk ∈ ΦL

b , τ ≤ PLL(yk) ≤
τ

δ
}. (2.6)

Hereafter, for the sake of tractability, we simplify the analysis by approximating

a general LOS probability function by a step function [66]. Essentially, the LOS

probability of the link is taken to be one within a certain fixed radius RL and zero

outside. This blockage model is shown to be flexible and tractable yet accurate

enough to capture the features of the blockage effects in mmWave bands by the field

measurements [37], [72].

From (2.6), it is clear that given the nearest LOS BS which provides the lowest

path loss at a distance r ∈ [0, RL] from the typical user, the maximum distance to the

22



farthest serving BS, i.e. the serving cluster radius, is rδ
−1
αL for r ∈ R1 = [0, RLδ

1
αL ]

or RL for r ∈ R2 = [RLδ
1

αL , RL]. Accordingly, we can define two cases of the serving

cluster ΦS
b as follows:

Case 1, ΦS
b ⊊ ΦL

b

it means only a subset of LOS BSs can serve the user while the other LOS BSs are

considered as interferers. This case may dominate when the network is deployed

with high BS density and/or with small average cluster size (i.e., small average

number of serving BSs).

Case 2, ΦS
b = ΦL

b

it implies that all LOS BSs can jointly serve the user. This is the extreme case which

unlikely happens where the serving cluster becomes saturated and static. This may

occur in low density networks and/or large average cluster size.

2.3 System Performance Analysis

In this section, the coverage probability performance of user-centric mmWave net-

work using the proposed clustering model is studied under the consideration of BS

loading and random user distribution. To proceed, we first develop theoretical ex-

pressions for the selection probability and the received SINR of a typical user as

well as the Laplace transforms of the signal and interference components. We then

derive the coverage probability expression under the proposed dynamic clustering

model.

2.3.1 Typical User Selection Probability

Considering that the users are randomly distributed and the selection of serving

BSs for a user depends on the user’s channel condition, the serving clusters of

different users may overlap, i.e. a BS may join two or more clusters. Therefore,

the interference a typical user experiences can be a sum of: 1) interference received

23



from BSs outside the user’s serving cluster and 2) interference received from BSs

within the user’s serving cluster that arises when a BS simultaneously serve other

users using the same non-orthogonal resources. In order to avoid the interference

from BSs within the user’s serving cluster, we assume that the overlapped clusters

are assigned different orthogonal resources [73] and thus the maximum number of

clusters a BS can join depends on the available orthogonal resources. To this end,

efficient resource allocation is needed to mediate the computational complexity and

network performances [73]. However, the resource allocation issue is beyond the

scope of this chapter.

According to our clustering model, a user sends serving request to all BSs satis-

fying (2.6) but not all BSs may accept to serve the user. In general, increasing the

cluster size allows more BSs to join the user’s serving cluster, yet it also increases

the load of each BS that is simultaneously serving multiple users in the network.

Therefore, due to the limited available resources, a BS may not accept all requests

from users. Indeed, if a BS is fully-loaded, it will deny the requests. To address this

issue, we introduce a parameter, κ, named selection probability which determines

the probability of a user being selected/accepted by a BS. With all users having an

equal probability to receive services (or having an equal share of resources), we can

obtain the following lemma for the selection probability of the typical user when all

users, distributed as Φu with density λu, request service.

Lemma 2.3.1 With PPP-modeled users, the selection probability of the typical user

is given by

κ =


Γ

(
ψ, 1

ρ
δ
−2
αL

)
(ψ−1)! , ΦS

b ⊊ ΦL
b

Γ

(
ψ, πR2

Lλu

)
(ψ−1)! , ΦS

b = ΦL
b

(2.7)

where ρ denotes the BS-user density ratio and ψ is an integer number representing

the maximum load (i. e., the maximum number of users that can be simultaneously

served) of the BS.

Proof: see Appendix 2.7.1.
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The first expression in (2.7) shows that the selection probability is a function

of both δ and ρ, which is the normal clustering case. Intuitively, a small value of

δ allows more BSs to join the user’s serving cluster implying that more resources

are allocated to the user, but meanwhile it allows more users to be connected to

each BS which will reduce the user selection probability. Therefore, from a network

perspective, there exists an optimal δ for the proposed user-centric BS clustering

that maximizes the system performance. The second expression in (2.7) refers to

an extreme clustering scenario where all LOS BSs are selected to form the serving

cluster.

2.3.2 Received SINR at a Typical User

In this chapter, we consider a non-coherent joint transmission, where a user’s signal

is sent by a set of cooperating BSs without requiring a phase correction or strict syn-

chronization among BSs. At the user side, an opportunistic power gain is obtained

by combining the received signals non-coherently [41], [57]. According to [41], [74],

non-coherent JT outperforms its coherent counterpart by providing some important

features for future heterogeneous cellular networks such as its lower design complex-

ity for both the backhaul and channel feedback and its capability to perform load

balancing. The instantaneous SINR at the typical user is given by

SINR =

∑
k∈Φ̃S

b
Gk|ζk|2PLL(rk)∑

i∈ΦL
b \Φ̃

S
b
Gi|ζi|2PLL(ri)+

∑
j∈ΦN

b
Gj|ζj|2PLN(rj)+σ2

, (2.8)

where Φ̃S
b is a thinned process of ΦS

b with density κλb which contains all BSs that

jointly transmit signals to the user whereas the BSs in Φb\Φ̃S
b = ΦN

b

⋃
{ΦL

b \ Φ̃S
b } are

treated as external interfering source. Moreover, rk denotes the Euclidian distance

from the k-th serving BS located at yk in Φb to the user, Gk is the total antenna gain

of the k-th BS. In the denominator, the first and second terms represent the LOS and

NLOS interferences, respectively, while σ2 is the thermal noise power normalized by

the BS transmitted power.
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2.3.3 Laplace Transform Analysis

Before conducting the coverage probability analysis, we first provide the Laplace

transform expressions for the signal and interference parts. Let the SINR expression

in (2.8) be rewritten as SINR = S
I+σ2 , where S and I denote the aggregated signal

and interference, respectively. Then, conditioned on the existence of BSs in B(0, RL)

with the nearest LOS BS at a distance r from the typical user, S and I and their

Laplace transforms for the two cases of the user’s serving cluster are given as follows.

Case 1, ΦS
b ⊊ ΦL

b

The aggregated signal in this case can be defined as S = F + U , where F =

G|ζ|2PLL(r) is the signal power received from the closest BS, and U =
∑

k∈Φ̃S
b \B(0,r)

Gk|ζk|2PLL(rk) represents the aggregated signal powers received from the other BSs

in Φ̃S
b . On the other hand, the aggregated interference is I = IL + IN , where

IL =
∑

i∈ΦS
b \Φ̃

S
b
Gi|ζi|2PLL(ri) +

∑
j∈ΦL

b \Φ
S
b
Gj|ζj|2PLL(rj) is the LOS interference,

and IN =
∑

j∈ΦN
b
Gj|ζj|2PLN(rj) is the NLOS interference. Note that the LOS

interference in this case results from the BSs within ΦS
b that denied to serve the user

and also from all LOS BSs outside ΦS
b . The Laplace transform expressions for the

signal and interference components are then provided in the following Lemma.

Lemma 2.3.2 Given ΦS
b ⊊ ΦL

b with the closest BS at a distance r, the Laplace

transforms of F , U , IL, and IN denoted by ∆F |r(s), ΞU |r(s), ΞIL|r, and ΞIN |r(s),

respectively, are given by

∆F |r(s) =

(
1 +

sc̄r−αL

mL

)−mL

, (2.9)

ΞU |r(s) = exp

(
− 2πκλbsc̄

rαL−2(αL − 2)

(
FL

(
−sc̄r

−αL

mL

)
−

FL

(
− sc̄δr−αL

mL

)
δ

−αL+2

αL

))
,

(2.10)
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ΞIL|r(s) = exp

{
− 2πsλb
αL − 2

∑
G

pGG

((1− κ)FL

(
− sG

rαLmL

)
rαL−2

+

κFL

(
− sGδr−αL

mL

)
δ

−αL+2

αL rαL−2
−

FL

(
− sGR

−αL
L

mL

)
RαL−2
L

)}
, (2.11)

and

ΞIN |r(s) = exp

(
− 2πλbs

αN − 2

4∑
k=1

pGG

FN

(
− sGR

−αL
L

mN

)
RαN−2
L

)
, (2.12)

where

Fv(z) = 3F2

(
mv + 1, 1, 1− 2

αv
; 2, 2− 2

αv
; z

)
, (2.13)

with v ∈ {L,N} and 3F2(.) standing for the hypergeometric function [62].

Proof: See Appendix 2.7.2.

Case 2, ΦS
b = ΦL

b

In this case, the aggregated signal and interference can be expressed as S = F +

Ũ and I = ĨL + IN , respectively, where F and IN are defined as in Case 1,

Ũ =
∑

k∈ΦL
b ∩Φ̃

S
b \B(0,r)Gk|ζk|2PLL(rk) is the sum of signal powers received from

all LOS BSs (except the closest one) that accept to serve the user and ĨL =∑
i∈ΦS

b \Φ̃
S
b
Gi|ζi|2PLL(ri) is the sum of interfering signal powers received from all

LOS BSs within ΦS
b that denied to serve the user. The Laplace transforms of F and

IN in this case are the same as that expressed in (2.9) and (2.12), respectively, while

the Laplace transforms of Ũ and ĨL are obtained from the following lemma.

Lemma 2.3.3 Given ΦS
b = ΦL

b with the closest BS at a distance r, the Laplace

transforms of Ũ and ĨL, respectively denoted as ΞŨ |r(s) and ΞĨLr(s), are given by

ΞŨ |r(s) = exp

{
− 2πκλbsc̄

αL − 2

(FL

(
− sc̄r−αL

mL

)
rαL−2

−
FL

(
− sc̄R

−αL
L

mL

)
RαL−2
L

)}
. (2.14)
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and

ΞĨL|r(s) = exp

{
− 2πs(1− κ)λb

αL − 2

∑
G

pGG

(FL

(
− sGr−αL

mL

)
rαL−2

−
FL

(
− sGR

−αL
L

mL

)
RαL−2
L

)}
. (2.15)

Proof: See Appendix 2.7.3.

Recalling that BSs are assumed to be capable of adjusting their antenna steering as

desired, the total gain of the link between the typical user and the k-th serving BS

Gk = c̄ is maximum such that c̄ = GM .

2.3.4 Coverage Probability

In this subsection, we provide mathematical expressions for the coverage probability

of two BS cooperation schemes, using the dynamic clustering model in (2.6), named

dynamic joint transmission (JT) and dynamic optimal point selection (OPT) as well

as the coverage probability of a non-cooperative transmission scheme called single-

BS selection scheme. Mathematically, given an SINR threshold at a typical user,

say T , the coverage probability is defined as

Pcov(T ) ≜ P (SINR ≥ T ) , (2.16)

To proceed, we need to find the distribution of the distance r to the nearest serving

BS for the two cases of the user’s serving cluster. Given the user’s serving cluster

is in Case i, i ∈ {1, 2}, the distribution of the distance r between the user and its

closest LOS BS is

fi(r) =
2πλbr

χi
e−πλbr

2

, (2.17)

where χi is the probability that the user’s serving cluster is in Case i, as given by

χi=


χ1 = 1−exp

(
−πλbR2

Lδ
2

αL

)
, r∈R1;

χ2 = exp

(
−πλbR2

Lδ
2

αL

)
−exp

(
−πλbR2

L

)
, r ∈R2,

(2.18)
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Dynamic JT

Under this scheme, all BSs within Φ̃S
b jointly send the same data to the user. To

calculate the coverage probability of this scheme, we need to consider the two cases

of clustering as follows:

Case 1, ΦS
b ⊊ ΦL

b

The coverage probability in Case 1 denoted as P1(T ), is expressed as

P1(T ) =

∫
r∈R1

∫ ∞
−∞

∆F |r(−ws)ΞU |r(−ws)− 1

ws

×ΞIN |r(Tws)ΞIL|r(Tws)e
−Twsσ2

f1(r)dsdr, (2.19)

where w = 2
√
−1π and ∆F |r(s), ΞU |r(s), ΞIL|r(s), ΞIN |r(s), and f1(r) are given in

(2.9), (2.10), (2.11), (2.12), and (2.17), respectively.

Case 2, ΦS
b = ΦL

b

In this case, the coverage probability is given as

P2(T ) =

∫
r∈R2

∫ ∞
−∞

∆(−ws)ΞŨ |r(−ws)− 1

ws

×ΞIN |r(Tws)ΞĨL|r(Tws)e
−Twsσ2

f2(r)dsdr, (2.20)

where ΞŨ |r(s), ΞĨL|r(s), and f2(r) are given in (2.14), (2.15), and (2.17), respectively.

Now, we are in a position to formalize the coverage probability of a typical user as

presented in the following Proposition.

Proposition 2.3.1 The coverage probability of mmWave networks using the pro-

posed user-centric BS clustering is given by

Pcov(T ) = Λ

(
χ1P1(T ) + χ2P2(T )

)
, (2.21)

where χi and Pi(T ), i ∈ {1, 2}, are given in (2.18), (2.19), and (2.20), respectively,

and Λ is the probability of having at least one LOS BS within B(0, RL), which is

obtained as

Λ = P(ΦL
b ∩ B(0, RL) ̸= ∅) = 1− e−πλbR

2
L (2.22)
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Proof: Once Pi(T ), i ∈ {1, 2} are obtained, calculating the coverage probability

Pcov(T ) is straightforward with using the law of total probability.

Remark 2.3.1 Since Fv(δz) in (2.13) increases with δ, P1(T ) is a strictly mono-

tonically decreasing function of δ. However, the clustering parameter δ cannot be

arbitrarily small since the BS load would be unrealistically large according to Lemma

2.3.1. Thus, there exists a tradeoff between coverage probability and BS load.

Optimal Point Selection (OPS)

In this scheme, only one BS in the serving cluster transmits data to the user while

others keep silent. This scheme incurs lower coordination costs than BS cooperation

through JT [42]. It is worth-mentioning that our OPS scheme corresponds to an

extension of the OPS scheme in [42] where the serving cluster is fixed to three nearest

BSs and only one of them serves the user while the other two keep silent. Here, in our

scheme, both the serving BS and the cluster size are dynamically adapted according

to the user’s channel condition. Therefore, given that the OPS scheme is applied

to the serving cluster ΦS
b of the typical user with a prescribed coverage probability

threshold T , the coverage probability can be calculated as a special case of the JT

schemes. This can be obtained from letting ΞU |x(s) = 1 and ΞŨ |r(s) = 1 in (2.19)

and (2.20), respectively, and then substitute the results in (2.21). Therefore, we

write the coverage probability under dynamic OPS as

P̂cov(T ) = Pcov(T )(ΞU|x(s)←1,Ξ
Ũ|r(s)←1). (2.23)

Single-BS Selection

The coverage probability under single-serving BS selection, where only the LOS BS

closest to the user is selected to transmit data, has been previously addressed in

[37], [66], for mmWave networks. Exploiting the general expression for the coverage

probability under JT scheme developed in this chapter, the coverage probability

of the single-BS selection scheme can be easily obtained by letting δ = 1 in (2.10),

(2.11) and (2.17) and accordingly computing (2.19) and (2.20) and then substituting
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the results into (2.21). Therefore we can write the coverage probability under single-

BS selection scheme as

P̃cov(T ) = P(T )(δ←1), (2.24)

where in dense networks, short distances between BSs and users result in their

serving (nearest) BSs with f1(r) = 2πλbre
−πλbr2 . Therefore, (2.24) can be simplified

to P̃cov(T ) = P1(T )(δ←1).

2.4 Average Spectral Efficiency Analysis and Op-

timization

In this section, we first provide analytical expression of the average spectral efficiency

and then optimize the system energy efficiency performance.

2.4.1 Average Spectral Efficiency

This subsection derives a general Average Spectral Efficiency (ASE) expression of

the dynamic user-centric BS clustering for the typical user. Given the user’s actual

serving cluster Φ̃S
b , we can write the ASE as

E = EΦb,|ζ|2

(
ln

(
1 +

∑
k∈Φ̃S

b
Gk|ζk|2PLL(rk)∑

j∈ΦL
b \Φ̃

S
b
Gj|ζj|2PLL(rj) +

∑
j∈Φb

Gj|ζj|2PLL(rj) + σ2

))
.

(2.25)

Note that the ASE can be found by averaging (2.25) over all channel realizations

and network configurations. To derive the spectral efficiency, we use the lemma

reported in [75], which reads as

ln

(
1 +

X

Y

)
=

∫ ∞
0

e−zY

z

(
1− e−zX

)
dz. (2.26)

For X and Y are independent random variables satisfying X ≥ 0 and Y > 0, then,

we can write

EX,Y
(
ln

(
1 +

X

Y

))
=

∫
z>0

1− ΞX(z)

z
ΞY (z)dz, (2.27)

where ΞX(z) and ΞY (z) are the Laplace transforms of X and Y, respectively.
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Proposition 2.4.1 The ASE of the user-centric mmWave networks under the pro-

posed BS clustering model in (2.6) is obtained as

E =
Λ

ln(2)
(χ1E1 + χ2E2) , (2.28)

in bps/Hz, where E1 and E2 are the ASE given the user’s serving cluster in Case 1

and 2 , respectively, and are expressed as

E1 =

∫
r∈R1

∫ ∞
0

1−∆F |r(s)ΞU |r(s)

s
ΞIN |r(s)ΞIL|r(s)e

−sσ2

f1(r)dsdr. (2.29)

and

E2 =

∫
r∈R2

∫ ∞
0

1−∆F |r(s)ΞŨ |r(s)

s
ΞIN |r(s)ΞĨL|r(s)e

−sσ2

f2(r)dsdr, (2.30)

Proof: Recalling that r is the distance to the nearest BS in ΦS
L, given the user’s

serving cluster in Cases 1 and 2, the ASEs can be written as E1|r = EF,U,IL,IN
(
ln
(
1+

F+U
IL+IN+σ2

))
and E2|r = EF,Ũ,ĨL,IN

(
ln
(
1+ F+Ũ

ĨL+IN+σ2

))
, respectively. Then, using (2.27)

and averaging over the PDF of r, E1 and E2 can be, respectively, expressed as in

(2.29) and (2.30), where ∆F |r(s), ΞU |r(s), ΞIL|r(s), ΞIN |r(s), ΞŨ |r(s) and ΞĨL|r(s)

are already obtained in (2.9), (2.10), (2.11), (2.12), (2.14), and (2.15), respectively.

Finally, taking the mean of E1 and E2, the ASE can be obtained as given by (2.28).

Likewise, the ASE of the user-centric network under dynamic OPS can be written

as

Ê = E(ΞU|x(s)←1,Ξ
Ũ|r(s)←1), (2.31)

while the ASE of a single-BS selection network is obtained from (2.28) as

Ẽ = E(δ←1), (2.32)

2.4.2 Average Spectral Efficiency Maximization

In this sub-section, we introduce an analytical framework to determine the optimal

δ which maximizes E in (2.28). To simplify the analysis, we then resort to an

analytically tractable upperbound of E . In Section 2.5, it will be shown through

numerical study that this upperbound is tight and efficient enough to be used for
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the maximization problem as it yields the same optimum values of the clustering

parameter as those provided by exact ASE expression. Since the BS density will

be large in future mmWave networks, we can consider only Case 1 of the users’

serving cluster by ignoring the noise and the NLOS interference and focusing only

on the LOS interference-limited regime. Accordingly, the aggregated signal and

interference components are, respectively, expressed as S =
∑

k∈Φ̃S
b
c̄|ζk|2PLL(rk)

and I =
∑

j∈Φb\Φ̃S
b
Gj|ζj|2PLL(rj). Given the distance r to the nearest BS, S and

I are independent. Since E in (2.28) is a concave function with respect to δ, by

applying the Jensens’s inequality, we obtain the following upperbound of E

E ≤ Er

[
ln

(
1 + EΦ̃S

b ,|ζ|

[
S

I

])]
≈ Er

[
ln

(
1 +

Sr

Ir

)]
. (2.33)

where Sr = EΦ̃S
b ,|ζ|
[
S|r
]
and Ir = EΦb\Φ̃S

b ,|ζ|
[
I|r
]
are, respectively, the means of the

aggregated signal and interference for a given r. This implies that decreasing the

value of δ is desired from the ASE viewpoint as Sr increases and Ir decreases with

decreasing δ. In fact, this is not always the case since a very small δ will reduce the

user selection probability and hence decreasing its ASE. To resolve this dilemma,

we formulate the problem below

δopt = max
δ

C(δ) =
Sr

Ir
s.t. 0 ≤ δ ≤ 1. (2.34)

For PPP Φ̃S
b with density κλb in a 2-dimensional plane, the mean of the total signal

power, Sr, is given by

Sr = EΦ̃S
b ,|ζk|2

[ ∑
k∈Φ̃S

b

c̄|ζk|2PLL(rk)
]

(a)
= E|ζ|2

[
c̄|ζ|2r−αL + 2πλbκc̄

∫
t∈
[
r, rδ

− 1
αL

] |ζ|2t−αL+1dt

]

(b)
= c̄r−αL +

πλbκc̄

αL − 2

(
1− δ

αL−2

αL

)
r−αL+2, (2.35)
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where (a) follows from applying the Campbell theorem [76], and (b) results from

using E
[
|ζ|2
]
= 1. Similarly Ir is calculated as

Ir = EΦb\Φ̃S
b

[ ∑
j∈ΦL

b \Φ̃
S
b

Gj|ζj|2PLL(rj)
]

= E|ζ|2
[
2πλb(1− κ)Ḡ

∫
t∈
[
r, rδ

− 1
αL

] |ζ|2t−αL+1dt+ 2πλbḠ

×
∫
t∈
[
rδ

− 1
αL ,∞

] |ζ|2t−αL+1dt

]

=
2πλbḠ

αL − 2

(
(1− κ)

(
1− δ

αL−2

αL

)
+ δ

αL−2

αL

)
r−αL+2, (2.36)

where Ḡ denotes the average gain and κ is the selection probability of the typical user

obtained in (2.7). By plugging (2.35) and (2.36) into (2.34) and using κ =
Γ
(
ψ, 1

ρ
δ
−2
αL

)
(ψ−1)! ,

the optimal solution δopt can be computed by maximizing C(δ) below

C(δ) =
c̄r−2 + πλbc̄

αL−2
Γ
(
ψ, 1

ρ
δ
−2
αL

)
(ψ−1)!

(
1− δ

αL−2

αL

)
2πλbḠ
αL−2

((
1− Γ

(
ψ, 1

ρ
δ
−2
αL

)
(ψ−1)!

)(
1− δ

αL−2

αL

)
+ δ

αL−2

αL

) , (2.37)

Recall that decreasing δ would enlarge the user’s serving cluster cardinality and at

the same time decrease its selection probability. Considering this and using (2.37),

the optimization problem in (2.34) can be simplified as

δopt = max
δ

C̃(δ)

s.t. 0 ≤ δ ≤ 1. (2.38)

where

C̃(δ) =
Γ
(
ψ, 1

ρ
δ

−2
αL

)
(ψ − 1)!

(
1− δ

αL−2

αL

)
. (2.39)

From (2.38), it can be observed that in dense mmWave networks, the compu-

tation of optimal δ depends on three system parameters, namely, BS-user density

ratio ρ, BS maximum load ψ, and path loss exponent αL.

Special Case 1): when ρ→ ∞, i.e, λb ≫ λu, we have δopt → 0, which implies that

when the BS density is extremely high compared to the user density, more resources

are available for each user while with a small probability of cluster overlapping.
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Special Case 2): when ρ → 0, i.e, λb ≪ λu, then, δopt → 1. In this case, no

BS cooperation may occur, indicating that user-centric clustering is not suitable for

networks with very low BS density.

Special Case 3): ψ = 1. In this case, we have κ = exp(−1
ρ
δ

−2
αL ) according to

(2.7). Then, for αL = 3, the exact optimum value of δ, obtained from maximizing

(2.39), is given in closed-form as

δ opt = 2

(
1

ρ
− 2

D(ρ)
+
D(ρ)

3ρ3

)
, (2.40)

where

D(ρ) =

(
ρ

9
2

√
27(8 + 27ρ)− 27ρ5

) 1
3

. (2.41)

Clearly, (2.40) demonstrates that δopt decrease as ρ increases and vice-versa. This

is expected since the available resources per user increase with ρ. In such a case,

more BSs may join the user’s serving cluster. For general values of ρ, ψ, and αL, the

optimal value of δ can be determined through an offline numerical maximization of

C̃(δ) in (2.39).

Remark 2.4.1 Being focused on an analytical method of determining δopt and op-

timizing dense networks performances, our approach is therefore much more prac-

tically appealing comparing to some existing clustering schemes using iterative al-

gorithms like [59]–[61], which are more complex and computationally heavy. The

optimal cluster parameter δopt can be easily calculated offline given an apriori knowl-

edge of the BS load, ratio of BSs and users densities, and pathloss exponents. Since

these parameters are not varying very fast with time, δopt can still easily be updated

online, thereby reducing system overhead and computational complexity compared to

the existing iterative algorithms. Furthermore, the mechanism required for the im-

plementation of the proposed clustering scheme is simple. The network broadcasts

the value of δopt which is calculated using the proposed analytical expressions for the

given system parameters. Then the user selects its serving BSs based on δopt and

informs the network.
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Remark 2.4.2 In practical scenarios, the tradeoff between spectral efficiency and

energy efficiency is of tremendous importance as driven by the rise of green cellular

networks. In this respect, based on the analytical result of the ASE in Proposition

2.4.1, determining the optimal value of the clustering parameter which minimizes the

area power consumption while satisfying the minimum required spectral efficiency is

more important in reality and will be left for future investigation.

2.5 Numerical Results and Discussion

In this section, numerical and simulation results are shown to validate our analytical

framework proposed in this chapter. Unless otherwise specified, the system param-

eters are listed in Table 2.2. Here, we use AL to denote the user’s average LOS area

which can be calculated as AL = πR2
L. Therefore, if the average number of BSs or

users in AL is na, a ∈ {b, u}, then the corresponding BS or user density is na/AL.

Table 2.2: System Parameters

Parameters Values

Operating frequency 28GHz

Bandwidth 100MHz

Nakagami parameters (mL, mN) (3, 2)

LOS and NLOS path loss exponents (αL, αN) (2.2, 4)

Average LOS range, RL 200m

BS antenna arrays parameters (GM , GS, θw) (20dB, 0dB, 45o)

BS transmit power 30 dBm

Noise power -94 dBm

First of all, to justify the proposed BS clustering model in (2.6), we compute

the PMF of the number of serving BSs (the serving cluster size) of the typical user

in dense mmWave network in Fig. 2.2. Two cases are assumed: when the user can

connect to both LOS and NLOS BSs and when only LOS BSs are connected. The
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results are obtained by Monte Carlo simulation using 105 network realizations. In

this figure, we use the rectangle Boolean scheme to model the blockage effect [77]

with blockage parameter β = 0.0071. The figure shows that in dense millimetre

wave networks, with high probability, there is always at least one LOS BS serving

the user and that considering NLOS BSs has no effect on the PMF of the number

of BSs within the user’s serving cluster.

0 1 2 3 4 5 6 7 8 9 10 11

Number of Serving BSs

0

0.05

0.1

0.15

0.2

0.25

P
M
F

LOS only

LOS+NLOS

Figure 2.2: PMF of the number of BSs cooperatively serving the typical user in

user-centric mmWave network with BS density λb = 6.36× 10−5 (corresponding to

the minimum BS density used in the this section) and clustering parameter δ = 0.15.

Fig. 2.3 plots the coverage probability performance of the typical user achieved

by the proposed user-centric clustering model in (2.6). For comparison purposes, the

coverage probabilities of three different transmission schemes, namely, dynamic JT

(using (2.21)), dynamic OPS (using (2.23)), and single-serving BS (using (2.24)) are

plotted. With dynamic clustering for δ = 0.25, the SINR achieved by the typical user

exceeds 25 dB with probabilities 0.58 and 0.49 for JT and OPS, respectively, while

for the single-serving BS selection the typical user exceeds the same SINR level with

probability 0.25. This proves the efficiency of the proposed clustering model and

highlights the dramatic performance improvements it may provide. Again from the
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clustering model in (2.6), it can be seen that the coverage probability increases with

mean cooperative range
[
r, rδ

−1
αL

]
which decreases with δ. Indeed, larger cluster size

leads to higher useful signal strength and lower interference. However, this figure

also shows that the coverage probability for δ = 0.25 is better than that for δ = 0.15.

This is because a very small value of δ also means a large number of users sending

serving requests to a BS which reduces the probability of accepting the typical user

request by the BS.
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Figure 2.3: Coverage probability versus the SINR threshold T for dynamic JT,

dynamic OPS, single-BS selection network for different values of δ with ρ = 0.33

and nb = 8.

In order to elucidate the network performance as a function of the clustering

parameter δ, we compute the ASE for the dynamic JT according to (2.28) and for

the dynamic OPS according to (2.31). Fig. 2.4 shows the effect of δ on the ASE for

different values of the BS-user density ratio, ρ. It can be seen that for a fixed ρ, there

exists an optimal value δopt which maximizes the ASE. Meanwhile, this optimal value

δopt decreases with increasing ρ. This is because as ρ increases more BSs may join

the typical user’s serving cluster, thereby decreasing δopt or increasing the serving

cluster radius. Recall that the value of δ cannot be too small, otherwise, more
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Figure 2.4: ASE versus the clustering parameter δ for the dynamic JT and OPS

user-centric network for different values of ρ. with nb = 8

.

users would request BS services, thereby degrading the system ASE performance.

This result gives us an insight in determining appropriate δ from the perspective of

ASE. Fig. 2.4 also shows that the dynamic JT approach always outperforms the

dynamic OPS approach in terms of the ASE as well. Interestingly, according to Fig.

2.4, the performance variations around δopt are small especially for small values of

ρ. Hence, small deviations from δopt due to quantization errors or environmental

changes results in a negligible loss in the performance, which entails the practical

feasibility of our clustering method.

Fig. 2.5 shows the coverage probability performances of the dynamic JT and OPS

cooperative schemes with comparison to the non-cooperative scheme, i.e. single-

selection, for different values of RL, with δ = 0.4 and ψ = 10. In this figure, to

insure the BS density is high enough to benefit from using the proposed user-centric

clustering schemes, we use nb = 8 for RL = 200 which leads to nb ≈ 4 for RL = 140.

This figure demonstrates that with dense BS deployments, a decrease in RL would

increase the coverage probability performance. This can be simply interpreted as
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Figure 2.5: Coverage probability versus the SINR threshold T for dynamic JT,

dynamic OPS, and single-BS selection network for different values of RL with ρ =

0.25 and δ = 0.4.

follows: shorter RL results in smaller number of LOS interfering links.
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Figure 2.6: ASE against the BS density for the dynamic JT, dynamic OPS, and

single-BS selection for different values of the clustering parameter δ with nu = 24.

40



Fig. 2.6 reports the ASE versus the BS density under dynamic JT, dynamic

OPS and single-BS selection. First, as shown, the dynamic clustering schemes out-

perform the single-BS selection. The figures also show that there is an optimum

BS density (termed “critical density” in [37]) after which the system performance

starts degrading. It is also clear from this figure that increasing the BS density

would degrade the performances of the single BS selection scheme due to the fact

that only one BS serves the user while other BSs create interference.

For the sake of mathematical tractability, we have used the power-law path

loss model. However, we have investigated here two 3GPP models, namely, ur-

ban macrocell (UMa) and urban microcell (UMi) models [78, Table 7.4.1-1], and

obtained, via Monte Carlo simulations, the performances of the proposed dynamic

clustering scheme under the two 3GPP models, which are shown in Figures 2.7 and

2.8 with the corresponding power-law model performances. It is found that the

3GPP models lead to similar coverage probability and ASE performances as that

provided by the power-law model. This could justify the feasibility of the power-law

model. It is worth-mentioning that incorporating the 3GPP models or other path

loss models such as bounded single slope, the bounded multi-slope, and the stretched

exponential into theoretical analysis will not lead to tractable or closed form results.

To illustrate the advantage of using dynamic clustering, we compare our method

with two static clustering schemes. The first static clustering scheme is adopted

in [53], called here Clustering Scheme 1, where the serving cluster contains a fixed

number of BSs. This fixed number is set to the average number of serving BSs in the

proposed dynamic clustering. The second scheme is similar to the one investigated in

[49], called here Clustering Scheme 2, where the serving cluster has a fixed radius.

For fair comparison, this fixed radius for the static clustering is set to the mean

radius of the dynamic clustering, which is computed by (1/
√
2λb)δ

(−1/αL)χ1+RLχ2.

Fig. 2.9 depicts the coverage probability versus the threshold T at δ = 0.2 and

0.4 and ρ = 0.4 for the proposed dynamic JT scheme, the two static clustering

schemes, and the single-BS selection scheme. In Fig. 2.10, we show the ASE versus

δ for the proposed dynamic JT and OPS and compare it with that for the static
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Figure 2.7: Coverage probability of the user-centric millimeter wave networks under

different path loss models.
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Figure 2.8: ASE vs the clustering parameter δ of the user-centric millimeter wave

networks under different path loss models.

clustering under fixed cluster radius [49] at ρ = 0.4 and 0.3. It can be seen that

the proposed dynamic JT scheme outperforms the static clustering schemes both
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Figure 2.9: Comparison of the coverage probability of several clustering techniques

when δ = 0.2 and 0.4, ρ = 0.4 and nb = 8.
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Figure 2.10: Comparison of the ASE of several clustering techniques when ρ = 0.4

and 0.3 and nb = 8.

with fixed cluster radius and with fixed number of serving BSs. This is because in

static clustering, all users form their own serving clusters with the same size which
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increases the number of serving requests a BS may receive and hence reduces the

typical user selection probability.
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Figure 2.11: Coverage probability versus the SINR threshold T for dynamic JT,

dynamic OPS, and single-BS selection schemes when ψ → ∞ (i.e. κ = 1) with

ρ = 0.33 and nb = 8.

Fig. 2.11 illustrates the coverage probability of the user-centric BS clustering

under dynamic JT and OPS at δ = 0.15 and 0.25 with comparison to the single-BS

selection when there is no BS-load constraint, i.e, ψ → ∞ (or ψ ≫ ALλu). Unlike

the results shown in Fig. 2.3, this figure shows that the coverage probability always

increases with decreasing δ, particularly at high SINR thresholds. This is expected

since, as ψ → ∞, then κ = 1, and hence each BS can accept all users serving

requests, thereby increasing the number of BSs joining the user’s serving cluster.

Fig. 2.12 shows the ASE for ρ = 0.5, along with the upperbound calculated

using (2.33), as a function of the clustering parameter δ. It can be seen that the

exact ASE and its upperbound show a similar behavior and moreover, there is a

unique δopt for which the two curves attain their maximums. Therefore, the ASE

upperbound in (2.33) is highly effective and can be used for optimizing the clustering

parameter δ without compromising the system performance.
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Figure 2.12: Comparison of exact ASE and its upperbound versus the clustering

parameter δ for different number of available resources ψ with BS-user density ratio

ρ = 0.5 and nb = 16.
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Fig. 2.13 shows the optimal value of the clustering parameter as a function of the

BS-user density ratio for several values of ψ (corresponding to the available resources

to accommodate multiple users). We can see that the results of δopt obtained from

(2.38) match well with the simulation results, which confirms the effectiveness of

using the ASE upperbound as a computationally inexpensive alternative. Fig. 2.13

further corroborates the trends of Fig. 2.4 in that δopt increases as user density

grows, thereby providing a sustainable solution to massive connectivity challenge.

2.6 Summary

In this chapter, we have proposed a dynamic user-centric BS clustering model for

mmWave networks and analyzed its performance under PPP-based modeling of BSs

and users. Our analysis exploits the results from stochastic geometry for the compu-

tation of the coverage probability and ASE performances. The proposed user-centric

clustering selects BSs carefully and dynamically based on network configurations and

user’s channel condition. The performance of the new clustering model is studied

under two different BS cooperation schemes namely dynamic JT and dynamic OPS

and compared with that of the static clustering and single-BS selection schemes.

In addition, we proposed an optimization framework for the clustering parameter

to provide maximum performance in terms of ASE. The analytical results which

are validated by simulation showed that the new dynamic clustering can enhance

the system coverage probability and ASE performances which makes it a highly

attractive solution for future mmWave networks.
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2.7 Appendices

2.7.1 Proof of Lemma 2.3.1

Under the proposed clustering model, the average association area of each BS is

given by

A =

 1
λb
δ

−2
αL , ΦS

b ⊊ ΦL
b

πR2
L, ΦS

b = ΦL
b .

(2.42)

Further, the users are PPP distributed with density λu, thus the average number

of users associated to a BS is λuA. The probability that a BS accepts the user’s

serving request is equivalent to the probability that the number of users within the

BS association area is less than the maximum load, ψ. Let N (λu|A|) be the number

of users with density λu in a geographical area |A|. Then, κ can be calculated as

follows

κ = P(N (λu|A|) < ψ)

=

ψ−1∑
n=0

Pr[N (λu|A| = n)]

(a)
=

ψ−1∑
n=0

(λu|A|)n

n!
e−λu|A| (2.43)

where (a) follows from the PMF of a PPP. Hence, substituting (2.42) into (2.43)

yields

κ =

ψ−1∑
n=0

(λu
λb
δ

−2
αL )n

n!
e
−λu

λb
δ
−2
αL

=

Γ

(
ψ, λu

λb
δ

−2
αL

)
(ψ − 1)!

, (2.44)

if ΦS
b ⊊ ΦL

b , and

κ =

ψ−1∑
n=0

(πλuR
2
L)
n

n!
e−πλuR

2
L =

Γ

(
ψ, πR2

Lλu

)
(ψ − 1)!

, (2.45)

if ΦS
b = ΦL

b , which completes the proof.
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2.7.2 Proof of Lemma 2.3.2

Conditioned on the distance r between the typical user and its nearest serving BS,

∆F |r(s) is obtained as

∆F |r(s) = E|ζ|2
[
e−sc̄|ζ|

2r−αL

]
(a)
=

1(
1 + sc̄r−αL

mL

)mL
, (2.46)

where (a) results from applying the moment generation function of the normalized

Gamma distributed random variable |ζ|2 with parameter mL. The aggregate power

from the other BSs in the serving cluster Φ̃S
b is characterized through its Laplace

transform which follows from the probability generating functional (p.g.fl.)[79] of a

PPP Φ̃S
b with density κλb, giving

ΞU |r(s) = E|ζ|

exp

−s
∑

k∈Φ̃S
b \B(0,r)

c̄|ζk|2r−αL
k


(a)
= exp

(
− 2πκλbE|ζ|2

(∫ δ
−1
αL r

r

(
1− e−sc̄|ζ|

2t−αL

)
tdt

))
, (2.47)

where (a) results from applying the Campbell’s theorem. Recognizing that 1−e−x =

xe−x1F1(1, 2; x) in (2.47) and applying∫
xα−1e−cx1F1(a, b; cx)dx =

xα

α
2F2(b− a, α, b, α + 1;−cx), (2.48)

we obtain

ΞU |r(s) = exp

(
− 2πλbsc̄

αL − 1

{
Ω
(
s, r
)
− Ω

(
s, δ
− 1

αL r
)})

, (2.49)

where Ω
(
s, r
)
= E|ζ|2

[
|ζ|2
rαl−2 2F2

(
1, 1 − 2

αL
; 2, 2 − 2

αL
;−sc̄|ζ|2r−αL

)]
. Averaging over

the Gamma distribution of |ζ|2 with the aid of [80] and [81], we obtain

Ω
(
s, r
)

= r2−αL
3F2

(
mL + 1, 1, 1− 2

αL
; 2, 2− 2

αL
;−sc̄r

−αL

mL

)
. (2.50)

Finally, substituting (2.50) into (2.49) completes the proof of ΞU |r(s) as shown in

(2.10).
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In case 1, the Laplace transform of the aggregate interference received at a typical

user from LOS BSs is

ΞIL|r(s) = EG,|ζ|

[exp

−s
∑

j∈ΦS
b \Φ̃

S
b

Gj|ζj|2r−αL
j


+

exp

−s
∑

j∈ΦL
b \Φ

S
b

Gj|ζj|2r−αL
j

], (2.51)

where ΦS
b is a thinning process of ΦL

b with density κλb. With |ζj| being i.i.d. for all

j ∈ ΦL
b \ ΦS

b and based on the probability generating functional of the underlying

PPP interference, ΞIL|r(s) is obtained as

ΞIL|r(s) = exp

(
− 2πλbE|ζ|2,G

(
(1− κ)

∫ δ
−1
αL r

r

(
1− e−sG|ζ|

2t−αL

)
tdt

+

∫ RL

δ
−1
αL r

(
1− e−sG|ζ|

2t−αL

)
tdt

))
. (2.52)

Following the steps in obtaining (2.48) to (2.50) and averaging over G, the Laplace

transform of the LOS interference ΞIL|r(s) is obtained as in (2.11). Likewise, the

NLOS interference Laplace transform ΞIN |r(s) is obtained by following the same

steps for the BSs in ΦN
b .

Now, with the obtained interference and signal characterization in ∆F |r(s), ΞU |r(s),

ΞIN |r(s), and ΞIL|r, the coverage probability of a typical user in Case 1 can be ana-

lyzed by resorting to [82, Proposition 2.2]

2.7.3 Proof of Lemma 2.3.3

As far as Case 2 is concerned, the typical user is at a distance r with RLδ
1

αL ≤ r ≤ RL

from its nearest BS. This implies that rδ
−1
αL will be outside the LOS ball B(0, RL).

In this case, the signal Laplace transform is given by

ΞŨ |r(s) = exp

{
−2πκλbE|ζ|2

(∫ RL

r

(
1− e−sc̄|ζ|

2t−αL

)
tdt

)}
, (2.53)

which follows the same line of (2.49) after some manipulations, as shown in (2.14).

The LOS interference in Case 2 stems from BSs in ΦS
b = ΦL

b that have denied the
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typical user serving requests, while serving other users in their proximity. In this

case, the LOS interference Laplace transform is given by

ΞĨL|r(s) = exp

{
− 2πλbE|ζ|2,G(1−κ)

∫ RL

r

(
1− e−sG|ζ|

2t−αL

)
tdt

}
. (2.54)

Then, ΞĨL|x in (2.15) is obtained from (2.54) by following the steps in obtaining

(2.48) to (2.50) when ΦS
b = ΦL

b and averaging over G.
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Chapter 3

Coverage Analysis of User-Centric

Dense Terahertz Networks

3.1 Introduction

With the tremendous growth of wireless services, next generation networks are

required to support ultra-broadband communication with a data rate of multiple

terabits-per-second (Tbps) [83]. However, it is not feasible to achieve such a high

data rate with the current sub-6 GHz networks, or even the forthcoming millimeter

wave (mmWave) networks. Therefore, the terahertz (THz) frequency band (0.1-10

THz) is recommended for future beyond 5th-generation networks as a long-term

key technology capable of meeting the extremely high-speed data requirements [84].

Since THz signal experiences a very high loss mainly due to molecular absorption

resulting from water vapors or oxygen molecules, ultra-dense deployments are ex-

pected for THz networks. This, however, will dramatically increase the interference

at the user which eventually limits the network density. As such, user-centric base

station (BS) cooperation is regarded as a promising solution to mitigate the inter-

ference in dense THz networks.

Recently, a handful of works studied the performance of wireless networks op-

erating in THz band under the assumption of conventional single-BS, i.e. non-

cooperative (NC), association [85]–[88]. For instance, the authors in [85] investi-
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gated the mean interference power for arbitrary dimensional propagation space and

accordingly, derived an expression for the outage probability. In [86], a stochastic

model for multi-user interference in pulse-based THz-band communication networks

is developed and experimentally validated. In [87], the statistics of the interference

and coverage probability of a typical user in a THz network coexisting with a radio

frequency (RF) network are characterized. Also a statistical THz channel model is

investigated in [88] to characterize the THz indoor propagation.

However, it is noticed that none of the existing studies has provided an analyti-

cal framework to characterize the performance of THz networks under user-centric

BSs cooperation. In this chapter, with the aim to reduce the interference in THz

networks and enhance user’s coverage performance, we integrate user-centric BS

clustering into THz networks. To this end, we consider both dynamic and static

clustering schemes to form user’s serving BS cluster. Although both schemes have

been investigated for mmWave and sub-6 GHz networks such as in [57], [89], the

performance of user-centric THz networks remains unexplored yet. It is worthy

to mention that the analytical approaches proposed in literature for user-centric

mmWave/sub-6 GHz networks are not applicable to user-centric networks operating

in THz bands. This is because the THz propagation model is different due to the

fact that the transmitted signal power in THz band suffers from a severe attenua-

tion caused by the molecular absorption. In this chapter, using stochastic geometry,

we first characterize the distribution of the aggregated interference in dense THz

networks by leveraging the central limit theorem (CLT). Then, we propose an ana-

lytically tractable framework to study the coverage probability of user-centric THz

networks under both static and dynamic clustering.

3.2 System Model

3.2.1 Network Model and Antenna Arrays

We consider the downlink of a dense THz network in which both users and BSs are

modeled as independent homogeneous Poisson point processes (PPPs) represented
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by Φu = {xi} ∈ R2 and Φb = {yk} ∈ R2 with densities λu and λb, respectively,

where xi is the location of the i-th user and yk is that of the k-th BS.

To compensate for the high propagation loss in THz bands, all BSs are assumed

to be equipped with highly directional beamforming antenna array. In this chapter,

we model the antenna gain using a sectored antenna model [85], [87]. Therefore, the

antenna gain G in an arbitrary direction is expressed as

G =

 GM , |θ| ≤ θw
2

GS, otherwise,
(3.1)

where GM and GS, are the gain of antenna main-lobe and that of all back and

side-lobes, respectively, θ denotes the angle of the boresight direction which is mod-

eled as a random variable uniformly distributed in [−π, π] and θw is the antenna

beamwidth. As a result, the antenna gain of a link between the user and a BS is

modeled as a discrete random variable taking the form of G = {GM , GS} with

corresponding probability pG = { θw
2π
, 2π−θw

2π
}. We assume that all BSs are capable

of adjusting their antenna steering orientations to achieve the maximum directivity

gain [66].

3.2.2 Propagation Model

Due to the high molecular absorption and ultra dense deployment of BSs in THz

networks, the line-of-sight (LOS) links are dominant. Without loss of generality, we

study the performance of a user located at the origin (0, 0) ∈ R2 called a typical

user [63]. According to [86], [87], [90], the LOS channel between the typical user

and a BS at distance y is given by

ξ(y) =
c2

(4πf)2
y−α exp

(
− ka(f)y

)
, (3.2)

where f is the operating frequency, c is the speed of light, α is the path loss exponent,

and ka(f) is the molecular absorption coefficient which is a function of the operating

frequency. As such, the received signal power is given by PR(x) = PTGMξ(x), where

PT is the BS transmit power.

53



3.3 Base Station Clustering Models

Under a user-centric modeling, a cell-free network allows each user to be served by a

selected subset of BSs (called serving cluster). Here, we consider two BS clustering

models.

3.3.1 Dynamic Cooperation Clustering

Let PR(rk) denote the average received power from the k-th BS at a distance rk =||

yk|| and τ = max
k∈Φb

PR(rk) be the largest power received by a typical user. We define

the dynamic cooperation clustering (DCC) model as

ΦS
b = {yk ∈ Φb, r ≤|| yk ||≤

r

δ
}, (3.3)

where δ ∈ [0, 1] is called dynamic clustering parameter, which determines the cluster

size, and r is the distance to the BS offering the maximum received power and is

computed as

r =
α LambertW0

(
ka(f)

(
τ

CTGM

)−1
α

α

)
ka(f)

, (3.4)

where CT = PT c
2

(4πf)2
and LambertW0(.) is the Lambert W0 function defined as the

inverse of the function f(w) = wew. According to (3.3), different users form their

serving clusters with different sizes. Also, if a user changes its location, both the

cluster size and serving BSs may change.

3.3.2 Static Cooperation Clustering

In the static cooperation clustering (SCC) model, ΦS
b contains the Ns closest BSs,

i.e, the user is connected to a fixed number of BSs. Thus, the SCC is defined as

ΦS
b = {yk ∈ Φb, || yk ||= ri, i = 1, 2, ...Ns}, (3.5)

where ri is the distance to the i-th nearest BS. This means that, all users form their

own clusters with the same sizes and if a user changes its location, the cluster size

will not change even though the BSs in the cluster may be updated. Therefore this

scheme is referred to as static clustering.
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Note that when δ → 0, or Ns → ∞, a user can connect to all BSs, or equiva-

lently a BS serves all users. This case corresponds to a cell-free network [20], which

is suitable for small-scale networks. On the other hand, for large-scale networks,

the clustering parameters can be selected according to some network constraints

such as maximum BS load and network backhauling complexity. Considering such

constraints is beyond the scope of this chapter. In this chapter, we focus on the

design of clustering approaches to enable a user-centric BS cooperation under the

assumption that a BS is capable of serving all associated users.

3.4 System Coverage Analysis

In this section, the coverage probability of a typical user is investigated considering

DCC and SCC. To this end, we first develop theoretical expressions for the signal-

to-interference-plus-noise ratio (SINR) and the interference distribution.

3.4.1 Received SINR at a Typical User

The instantaneous SINR at the typical user is given by

SINR =

∑
k∈ΦS

b
GMCT r

−α
k exp

(
− ka(f)rk

)∑
j∈Φb\ΦS

b
GjCT r

−α
j exp

(
− ka(f)rj

)
+ σ2

, (3.6)

where rk and rj denote the Euclidian distances from the user to the k-th serving BS

located at yk ∈ Φs
b and to the j-th interfering BS located at yj ∈ Φb\ΦS

b , respectively,

Gj is the total antenna gain of the j-th interfering link which is a random variable,

and σ2 is the thermal noise power. It is clear that the distance between BSs is very

short in ultra-dense deployments. Therefore we assume that all serving BSs are in

LOS with respect to the user. In addition, since the LOS links are dominant in

dense THz networks, we consider only LOS interferes. In this chapter, both DCC

and SCC schemes select BSs based on the average power received by the typical

user. Therefore, to simplify the analysis, we used the propagation model in [86], [87],

[90] which ignored the channel small-scale fading. Actually, according to [66], the

small scale fading, at higher frequency bands, has only minor effect on the coverage
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performance when BSs are densely deployed and equipped with highly directional

antennas. To incorporate the effect of blockages on the interfering signals, we use

the Boolean blockage model [66] in which a BS at a distance y is considered LOS

with probability e−βy, where β is a constant dependant on the blockages sizes and

density. To simplify the analysis, we rewrite (3.6) as SINR = Sagg

Iagg+σ2 , where Sagg =∑
k∈ΦS

b
GMCT r

−α
k exp

(
− ka(f)rk

)
and Iagg =

∑
j∈ΦL

b \Φ
S
b
GjCT r

−α
j exp

(
ka(f)rj

)
are

the aggregated signal and interference, respectively, and ΦL
b is the LOS BSs PPP.

3.4.2 Interference Characterization Using CLT

Hereafter, we consider a unified interference characterization under both DCC and

SCC. For this purpose, we introduce the following definition of the serving cluster

radius

ν(r) =

rδ
−1, DCC

rNs , SCC.

(3.7)

The Laplace transform of the aggregated interference is, then, provided in the fol-

lowing Lemma.

Lemma 3.4.1 Given the typical user’s serving cluster with radius ν(r), the Laplace

transform of the aggregated interference, Iagg, denoted by ΞIagg |ν(r)(s), is given by

ΞIagg |v(r)(s)= exp
(
− 2πλb

∑
G

∞∑
n=1

pG(−sCTG)nΓ(2− αn, n(ka(f) + β)ν(r))

n!(nka(f) + nβ)2−αn

)
.

(3.8)

Proof:

Recall that Iagg=
∑

j∈ΦL
b \Φ

S
b
GjCT r

−α
j exp

(
− ka(f)rj

)
, the Laplace transform of the
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aggregated interference is given by

ΞIagg |v(r)(s) = EIagg
[
e−sIagg

]

= EG,ΦS
b

[
exp

{
− s

∑
j∈ΦL

b \Φ
S
b

GjCT r
−α
j exp

(
− ka(f)rj

)}]

(a)
= exp

{
− 2πλb

∑
G

pG

∫ ∞
v(r)

(
1−exp

(
− sGCT t

−αe−ka(f)t
)
te−βtdt

)}

(b)
= exp

{
− 2πλb

∑
G

pG

∫ ∞
v(r)

∞∑
n=1

(−sGCT )nt−nα+1e−n(ka(f)+β)t

n!
dt

}

(c)
= exp

{
−2πλb

∑
G

∞∑
n=1

pG(−sCTG)nΓ(2− αn, n(ka(f) + β)v(r))

q!(nka(f) + nβ)2−αn

}
,

(3.9)

where (a) follows from the probability generating functional of a PPP [63] and from

averaging over the gain, (b) results from replacing the inner exponential function by

its series expansion, and (c) follows from applying
∫∞
z
ta−1e−tdt = Γ(a, z).

Due to the infinite summation in (3.8), it is not tractable to compute the CDF of

the aggregated interference using a method relying on the Laplace transform such as

Gil-Pelaez inversion theorem [91]. For this reason, we use the central limit theorem

to approximate the interference with a normal distribution for a given serving cluster

radius. Note that in a user-centric network, the typical user is served by multiple

BSs normally in a close proximity from which the user received the most dominant

signals. Thus, the serving cluster can be considered as an interference exclusion

region. In [92], [93], it is shown that as the exclusion region expands and/or the

BS density increases, the aggregated interference tends to approach the Gaussian

distribution. As a consequence, the conditional CDF of the interference under a

given cluster radius v(r) is obtained by the following proposition.

Proposition 3.4.1 Given THz BSs densely deployed and distributed according to

a PPP, the aggregated interference has the following approximate CDF for cluster
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radius v(r),

FIagg |v(r)(T ) = Pr

( ∑
j∈Φb\ΦS

b

CTGjr
−α
j e−ka(f)rj ≤ T

)

≈ 1

2

(
1 + erf

(
T − µIagg(v(r))√
2varIagg(v(r))

))
, (3.10)

where erf(z) = 2√
π

∫ z
0
e−t

2
dt is the error function [62], and µIagg(v(r)) and varIagg(v(r))

are the mean and variance of Iagg for a given v(r) which are computed as

µIagg(v(r)) = M(1)(v(r)), (3.11)

and

varIagg(v(r)) = M(2)(v(r))−
(
M(1)(v(r))

)2
, (3.12)

where M(1)(v(r)) and M(2)(v(r)) are the first and second moments of Iagg|v(r) that

can be obtained by taking the first and second derivatives of the Laplace transform

in (3.8), resulting in

M(1)(v(r)) = −
∂ΞIagg |v(r)(s)

∂s

∣∣∣∣
s=0

=
2πλbCTG

(1)Γ
(
2− α, (ka(f) + β)v(r)

)
(ka(f) + β)2−α

, (3.13)

and

M(2)(v(r)) =
∂2ΞIagg |v(r)(s)

∂s2

∣∣∣∣
s=0

=

(
2πλb(CTG

(2))Γ
(
2− α, (ka(f) + β)v(r)

))2
(ka(f) + β)4−2α

+
4πλb(CTGavg)

2Γ
(
2− 2α, 2(ka(f) + β)v(r)

)
2
(
2(ka(f) + β)

)2−2α . (3.14)

In (3.13) and (3.14), G(1) and G(2) are, respectively, the first and second moments

of the interferers antenna gain.

58



3.4.3 Coverage Probability

Given an SINR threshold at a typical user, γ, the coverage probability of the user-

centric THz network under the two considered user-centric clustering schemes is

stated as follows.

Proposition 3.4.2 The coverage probability of the user-centric THz network under

DCC is expressed as,

Pdcov(γ) =

∫ ∞
0

1

2

(
1 +

∞∑
q=0

(πλr2(δ−2 − 1))q

q!
e−πλr

2(δ−2−1)erf

(
1

γ
√
2varIagg(r)

×
(
GmCT r

−αe−ka(f)r + 2qGmCTka(f)
−α+2r−2(δ−2 − 1)−1

(
Γ
(
2− α, ka(f)r

)

−Γ
(
2− α, ka(f)rδ

−1))− γ
(
σ2 + µIagg(r)

)))
fr(r)dr, (3.15)

where fr(r) is the probability density function (PDF) of the distance to the nearest

BS as given by [63]

fr(r) = 2πλbre
−πλbr2 , 0 < r <∞. (3.16)

Proof:

For the SINR threshold γ, the coverage probability can be expressed as

Pdcov(γ) = Pr(SINR > γ)

= Pr

(
Iagg <

Sagg − γσ2

γ

)

= ESagg ,r

[
FIagg |r

(
Sagg − γσ2

γ

)]

(a)
= ESagg ,r

[
1

2

(
1 + erf

( Sagg−γσ2

γ
− µIagg(rδ

−1)√
2varIagg(rδ

−1)

))]
, (3.17)

where (a) follows from applying (3.10). Given the distance to the nearest BS, r, the

aggregated signal can be expressed as Sagg|r = GMCT r
−αe−ka(f)r+

∑
k∈ΦS

b \B(0,r)GM
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CT r
−α
k exp

(
− ka(f)rk

)
, where the k-th distance, rk, is a random variable uniformly

distributed in [r, rδ−1] with a PDF

frk(t) =
2t

r2δ−2 − r2
, r < t ≤ rδ−1. (3.18)

Given Q BSs in ΦS
b \B(0, r), the coverage probability in (3.17) can be written as

Pdcov(γ) = Er, Q

[
1

2

(
1 + erf

(
Sagg|r,Q−γσ2−γµIagg(rδ−1)

γ
√
2varIagg(rδ

−1)

))]
, (3.19)

where the conditional aggregated signal power, Sagg|r,Q, is given by

Sagg|r,Q = GMCT r
−αe−ka(f)r +QGMCT

∫ rδ−1

r

t−αe−ka(f)tfrk(t)dt

= GMCT r
−αe−ka(f)r + 2QGMCTka(f)

−α+2r−2(δ−2 − 1)−1

×
(
Γ
(
2− α, ka(f)r

)
− Γ

(
2− α, ka(f)rδ

−1)). (3.20)

Since the BSs are distributed according to a PPP, the random variable Q in (3.19)

and (3.20) follows a Poisson distribution with a mean πλbr
2(δ−2 − 1) and its prob-

ability mass function (PMF) is written as

Pr[Q = q] =

(
πλbr

2(δ−2 − 1)
)q

q!
e−πλbr

2(δ−2−1). (3.21)

Then, substituting (3.20) into (3.19) and averaging it over Q with (3.21) and r with

fr(r) = 2πλbre
−πλbr2 give the expression in (3.15).

Proposition 3.4.3 Under the SCC, the coverage probability of the user-centric THz

network can be derived as given in (3.22), shown bellow,

Pscov(γ) =

∫
...

∫
0≤r1≤r2...≤rN

1

2

(
1 + erf

(∑Ns

j=1GmCT r
−α
j e−ka(f)rj − γ

(
σ2 + µIagg(rN)

)√
2varIagg(rN)

))
×fr1,r2,...rN (r1, r2, ..., rN)dr, (3.22)

where fr1,r2,...rNs
(r1, r2, ..., rNs) is the joint PDF of the distances to the Ns serving

BSs which is given by [63]

fr1,r2,...rNs
(r1, r2, ..., rNs) = (2πλb)

Nsr1r2...rNse
−πλbr2Ns ,

0 < r1 < r2...rNs <∞. (3.23)

Proof: Recall that Pscov(γ) = ESagg ,r1,...rNs

[
FIagg |r1,...rNs

(Sagg−γσ2

γ

)]
, where under SCC,

we have Sagg =
∑Ns

j=1GmCT r
−α
j e−ka(f)rj . Then, using (9) and averaging over (3.23),

the proposition is proved.
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3.5 Numerical Results

This section presents numerical results for the coverage probability of user-centric

terahertz networks using DCC and SCC approaches with comparison to the NC

scheme in which the user is connected to only one BS. The derived analytical expres-

sions are both numerically computed and verified with Monte Carlo simulations. For

the coverage probability of DCC, it is found that the summation in (3.15) converges

fast and the first 9 terms are sufficient to provide a close match with the simulation.

Unless otherwise specified, the simulation parameters are assumed as follows. The

BS antenna parameters are set to θw = 30o, GM = 13.8 dB, Gs = 0 dB [85]. The

transmit power of all BS is assumed to be PT = 30 dBm, the pathloss exponent is

α = 2.2, the BS density, when fixed, is λb = 0.005 BSs/m2, and β = 1/141.4 [66].

The absorption coefficient, when fixed, is set to 0.03, 0.06 and 0.1 corresponding to

an operating frequency of 0.8 THz, 1 THz, and 1.5 THz, respectively, according to

the realistic data for water vapor molecules with humidity 36.78% [94].
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Figure 3.1: Coverage probability versus the SINR threshold γ for DCC with δ = 0.7

and 0.4 compared to the NC scheme, δ = 1.

Fig. 3.1 shows the coverage probability of the user-centric THz network using

DCC, for different δ = 0.4 and 0.7 and compares it with that of NC transmission.
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Figure 3.2: Coverage probability versus the SINR threshold γ for the SCC with

Ns = 2 and 3 compared to the NC scheme, Ns = 1.

Similarly, Fig. 3.2 shows the coverage probability under SCC for different cluster

sizes, Ns, along with that under the NC transmission for comparison. The results

illustrate the performance improvement of the two cooperative transmission schemes

over the NC scheme. Figs. 3.1 and 3.2 also demonstrate that the coverage perfor-

mance is improved with increasing the absorption coefficient. This is mainly because

the strength of the interfering signals decreases with ka(f). Note that, however, this

is not always the case as will be shown in the next experiment.

Fig. 3.3 demonstrates the coverage probability as a function of the molecular

absorption coefficient, ka(f), for DCC, SCC, and NC transmission schemes. In this

figure we consider the experimental data in [94, Table 4] in which the frequency is

fixed at 1.56 THz and ka(f) varies due to the changes in humidity. It can be seen

that the coverage probability increases with ka(f) to a maximum value and then

gradually decreases, which can be interpreted as follows: in dense THz networks,

increasing ka(f) will decrease the strength of the interfering signals relative to the

useful signal and hence will improve the received SINR. However, when ka(f) reaches

a certain level, the received signal becomes weaker and the coverage probability

starts to decay.
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Figure 3.3: Coverage probability versus the absorption coefficient ka(f) for DCC,

SCC, and NC schemes at SINR threshold γ = 10 dB.
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Figure 3.4: Coverage probability versus the BS density, λb, for DCC, SCC, and NC

schemes at SINR threshold γ = 10 dB.

In Fig. 3.4, we plot the coverage probability of the two clustering schemes as a

function of the BS density. For fair comparison, the dynamic clustering parameter δ

is set such that the average number of BSs in the user’ serving cluster, N̄d, is equal

to the fixed cluster size of SCC, i.e., we choose N̄d = 2 and N̄d = 3 which result
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from using δ = 0.63 and δ = 0.51, respectively. This figure shows that the coverage

probability decreases with increasing the BS density as a result of increasing the

interference level. Furthermore, as shown in the figure, DCC outperforms the SCC.

This is because the user’s serving cluster, under DCC, is formed according to its

channel condition which ensures that the user is connected to all BSs with large

received power. On the other hand, SCC fixes the user’s serving cluster which

causes some BSs with large received power to be outside the cluster and contribute

interferences to the user.

3.6 Summary

We have presented a stochastic geometry framework to characterize the coverage per-

formance of user-centric THz networks using both dynamic and static BS clustering

schemes. Through a unified characterization of the aggregate interference statis-

tics and the CLT-based approximation of such an interference, we have derived the

coverage probability of the considered user-centric THz network. Numerical com-

putation and Monte Carlo simulation with different network configurations, channel

conditions, and clustering parameters have been carried out to validate our theo-

retical finding and demonstrate the superiority of the proposed dynamic as well as

static clustering schemes to the single BS association.
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Chapter 4

Energy-Efficient Cluster Sizing for

User-Centric UAV Networks

4.1 Introduction

Unmanned aerial vehicles (UAVs) have attracted much attention in academia and

industry due to their easy deployment and flexible applications [95]. They can

be integrated with terrestrial wireless networks to improve spectrum efficiency (SE)

and tackle many challenges in future networks by providing seamless and ubiquitous

coverage and playing a role of relaying systems. The energy efficiency (EE) of UAV-

assisted networks was investigated in [96]–[100]. The authors in [96] optimized the

UAV’s trajectory to provide maximum EE. In [97], the advantages of both UAVs

and backscatter communications are combined to provide an energy-efficient wireless

system. In [98], an energy-efficient UAV relaying system is designed to serve a ground

user for a given time. The authors in [99] optimized the UAV’s hover time in a three-

tier heterogeneous network to improve the system EE under a minimum quality-of-

service (QoS) requirement. In [100], an energy-efficient UAV system serving ground

users is developed by jointly optimizing the UAV trajectory and the UAV to users

scheduling. Although most of the studies in literature including [96]–[100] have

focused on the communication between UAVs and terrestrial base stations or users,

there are many applications that require direct connections between UAVs. These
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include exchanging data to avoid collisions between flying elements, enabling UAVs

to do joint tasks, offering UAV-to-UAV relays, and forwarding data to terrestrial

users [101].

Coordinated transmission, in which a cluster of base stations (BSs) serve one

user equipment (UE), is a promising technique that can improve the performance of

future wireless networks. The authors of [102], [103] studied the performances of co-

ordinated transmissions in UAV-based networks with a fixed size of serving clusters.

While these fixed-size clustering techniques do not incur significant costs in terms

of overhead and complexity since their parameters are static and predetermined,

they often achieve poor performance in varying environments. Therefore, adaptive

clustering, in which the serving cluster size is adapted dynamically according to the

network operating conditions, is highly recommended.

In this chapter, we first propose a novel 3D analytical framework for the design

of an adaptive user-centric UAV-to-UAV network. In the proposed framework, an

aerial UE (AUE) is served by a set of carefully selected aerial BSs (ABSs) forming

a serving cluster which is adapted to the network operating conditions. Then, us-

ing stochastic geometry tools, we derive analytical expressions for the SE and EE

under adaptive clustering. Finally, with reasonable approximations, we derive an

efficient and tractable closed-form expression of the optimum clustering parameter

that provides maximum EE for dense large-scale spatial UAVs networks.

4.2 System Model and Definitions

We consider a 3D wireless network consisting of two types of UAVs, i.e., AUE and

ABS, distributed within a finite ball of radius R above the ground. In particular,

we assume that the drones of type ABSs are serving the drones of type AUEs

in the downlink scenario1. Moreover, both ABSs and AUEs are modeled as two

independent homogeneous Poisson Point Processes (PPPs) Φb and Φu with densities

λb and λu, respectively. To enable user-centric ABS clustering, a reference AUE,

1The ABSs are interconnected with the core network via high-altitude platforms (HAPs) and/or

terrestrial BSs, while AUEs forward data to their associated terrestrial UEs.
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located at the origin [63], uses the signal with maximum average power, i.e, with

minimum path loss, as user-side information to form its serving cluster, ΦS
b , such

that

ΦS
b =

{
xk ∈ Φb, δPmax ≤∥ xk ∥−α≤ Pmax

}
, (4.1)

where Pmax = max
k∈Φb

∥ xk ∥−α, with α being the path-loss exponent, is the maximum

normalized average power received by the reference AUE, and δ ∈ [0, 1] is the

clustering parameter that can be used to optimize the system performance.

Assuming joint transmission between the ABSs within the serving cluster, we can

express the received signal-to-interference-plus-noise ratio (SINR) at the reference

AUE as

SINR =

∑
k∈Φ̃S

b
hkr

−α
k∑

j∈Φb\Φ̃S
b
hjr
−αL
j + σ2

Pt

, (4.2)

where the numerator denotes the aggregate desired powers originating from the

cooperating set Φ̃S
b . Here, Φ̃

S
b is a thinned process of ΦS

b with density κλb, where κ

is the selection probability defined as the probability that the ABS within Φ̃S
b is not

fully-loaded and accepts to serve the AUE.

Lemma 4.2.1 With PPP-modeled AUEs, the selection probability of the reference

AUE is given by

κ =
Γ
(
ψ, ρδ

−3
α

)
(ψ − 1)!

, (4.3)

where ρ = λu
λb

is the AUE-ABS density ratio and ψ represents the maximum load (or

available resources) of the ABSs.

Proof:

The average volume of the association ball of the clustering approach in (4.1) is

V = 1
λb
δ

−3
α . In a network with AUEs being PPP distributed with density λu, the

average number of AUEs associated to an ABS is λuV. The selection probability, κ,

is equivalent to the probability that the number of AUEs within the ABS association

volume is less than its maximum load, ψ. Let N (λu|V|) be the number of ABSs with

density λu in a ball of volume |V|. Then, κ can be calculated by κ = P(N (λu|V|) <
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ψ) =
∑ψ−1

n=0 Pr[N (λu|V| = n)] =
∑ψ−1

n=0
(λu|V|)n

n!
e−λu|A|.Hence, plugging the expression

of V yields: κ =
∑ψ−1

n=0

(λu
λb
δ
−3
α )n

n!
e
−λu

λb
δ
−2
α

=
Γ
(
ψ,ρδ

−3
α

)
(ψ−1)! .

In (4.2), rk denotes the distance from the k-th ABS to the reference AUE, hk

represents the k-th channel gain, σ2 is the thermal noise power, and the first term

of the denominator represents the power of interfering signals. For downlink trans-

mission without power control, the transmit powers of all ABSs are assumed to be

identical to Pt.

In this chapter, we focus on large-scale spatial networks, where small-scale fading

and/or line-of-sight (LoS) communication links may exist between UAVs. This

model gives a reasonable approximation for low-altitude UAVs operating in an urban

area. For small-scale fading, we adopt a Nakagami-m model for the channel gain

[104]. Hence, the probability density function (PDF) of h is fh(x) =
mm

Γ(m)
xm−1e−mx,

where m indicates the fading severity. For modeling LoS UAV links, Rice fading can

be well approximated by the Nakagami-m model with m = (K+1)2

2K+1
, where K is the

Rician factor [65].

4.3 Performance Characterization of User-Centric

UAV Network

4.3.1 System Spectral Efficiency Analysis

This subsection derives a general SE expression of the dynamic user-centric ABS

clustering for the reference AUE. According to (4.2), we can write the SE as

E = EΦb,h

(
ln

(
1 +

∑
k∈Φ̃S

b
hkr

−α
k∑

j∈Φb\Φ̃S
b
hjr
−αL
j + σ2

Pt

))
. (4.4)

Proposition 4.3.1 The achievable SE of the reference AUE can be calculated as

E = Er

{∫ ∞
0

1−∆F |r(s)ΞU |r(s)

s
ΞI|r(s)e

−sσ
2

Pt ds

}
, (4.5)

in nats/s/Hz, where ∆F |r(s), ΞU |r(s), and ΞI|r are the Laplace transforms of F, U,

and I, respectively, and F, U, and I, represent the signal received from the clos-

68



est ABS in Φ̃S
b , the sum of the signals received from other ABSs in Φ̃S

b , and the

sum of interfering signals received from all ABSs in Φb \ Φ̃S
b , respectively. Then,

∆F |r(s), ΞU |r(s), and ΞI|r are given by

∆F |r(s) =
(
1 +m−1sr−α

)−m
, (4.6)

ΞU |r(s) = exp

{
− 4

3
πκλb

[
r3
(
δ−

3
α − 1

)
+

3
(
s
m

)m
r3+mα

3 +mα

(
F
(
− mδ−1rα

s

)
δ

3+mα
α

−F
(
− mrα

s

))]}
, (4.7)

and

ΞI|r(s) = exp

{
− 4

3
πλb

[
R3

−δ
−3
α r3 +

3
(
s
m

)m
3 +mα

(
R3+mαF

(
−mR

α

s

)
−
r3+mαF

(
−mδ−1rα

s

)
δ

3+mα
α

)

+(1−κ)

(
δ

−3
α r3 +

3
(
s
m

)m
3 +mα

(
r3+mαF

(
−mδ−1rα

s

)
δ

3+mα
α

))]}
, (4.8)

where F(z) = 2F1

(
m,m+ 3

α
; 1 +m+ 3

α
; z
)
, with 2F1(·) standing for the Gauss

hypergeometric function [62]. Moreover, in (4.5), r is the distance between the

reference AUE and its closest ABS, which according to [79] has a PDF given by

fr(x) = 4πλbx
2e−

4
3
πλbx

3
.

Proof:

The SINR in (4.2) can be expressed as

SINR =
F + U

I + σ2

Pt

, (4.9)

where F = hr−α, U =
∑

k∈Φ̃S
b \B(0,r) hkr

−α
k and I =

∑
j∈Φb\Φ̃S

b
hjr
−α
j , r being the

distance to the nearest ABS. Conditioned on the distance r between the reference

AUE and its nearest serving ABS, ∆F |r(s) is obtained as

∆F |r(s) = Eh
[
e−shr

−α]
=
(
1 +

sr−α

m

)−m
. (4.10)
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The aggregate power from the other ABSs in the serving cluster Φ̃S
b is character-

ized through its Laplace transform which follows from the probability generating

functional (p.g.fl.)[79] of the PPP Φ̃S
b with density κλb, and is given by

ΞU |r(s) = EΦ̃S
b ,hk

[
e
−s

∑
k∈Φ̃s

b
\B(0,r)

hkz
−α
k

]

= EN|r

[(
Ez
((

1 +
sz−α

m

)−m))N]

=
∞∑
n=0

(
Ez
((

1 +
sz−α

m

)−m))n
fN|r(n), (4.11)

where fN|r(n) is given by fN|r(n) = P
[
N
(
B
(
r, rδ−

1
α

))
= n

]
=

(
−
∫
B(r,rδ

− 1
α )

κλ̃b(x)dx
)n

n!

exp
(
−
∫
B
(
r,rδ−

1
α

) κλ̃b(x)dx). Using the 3D ABS density to 1D mapping, λ̃b(x) =

4πλbx
2 [63], fN|r(n) can be expressed as

fN|r(n) = e
− 4

3
πκλbr

3

(
δ
−3
α −1

)(4
3
πκλbr

3
(
δ

−3
α − 1

))n
n!

. (4.12)

Note that in (4.11), z is the distance from the reference AUE to a random ABS

in [r, rδ
−1
α ] which has a uniform distribution such that f ′Z|r(z) = 3z2

r3(δ
−3
α −1)

, z ∈

[r, rδ
−1
α ]. Therefore, the expectation Ez

(
(1 + sz−α

m
)−m

)
, in (4.11), is computed as

Ez
(

1(
1 + sz−α

m

)m) =

∫ rδ
−1
α

r

f ′Z|r(z)(
1 + sz−α

m

)mdz

=

3rmα
(
F
(
−mδ−1rα

s

)
δ
3+mα

α
−F

(
−mrα

s

))
(
sc̄
m

)−m(
3 +mα

)(
δ−

3
α − 1

) , (4.13)

where F(z) = 2F1

(
m,m+ 3

α
; 1 +m+ 3

α
; z
)
. Then, (4.7) is obtained by substitut-

ing (4.12) and (4.13) into (4.11) and replacing the summation with its equivalent

exponential function. Moreover, by following a similar manner to compute ΞI|r(s),

we can prove (4.8). Finally, resorting to [75]

ln

(
1 +

X

Y

)
=

∫ ∞
0

e−zY

z

(
1− e−zX

)
dz. (4.14)

and using (4.4) and (4.9), we obatin the SE as shwon in (4.5).
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Corollary 4.3.1 (Special Case: R,ψ → ∞): In large-scale UAV networks with

R −→ ∞ and ψ → ∞, the SE in (4.5) reduces to

E =

∫ ∞
0

∫ ∞
0

e
−sσ

2

Pt

s

[
exp

{
4πλb

(
s
m

) 3
αB
(
3
α
+m, −3

α

)
α

}(
exp

{
− 4πλb

×

(( s
m

)−m ( r

δ
1
α

)αm+3

3 + αm
F
(
− mrα

sδ

)
−
(
r−αδ

)3
3

)}
− 1

)]
fr(r)drds,(4.15)

where B(a, b) denotes the Beta function [62].

Proof:

For large-scale UAV networks, (R → ∞), with assuming ψ → ∞, the SE is given

by

E (a)
= EΦb,h

[∫ ∞
0

1

s

(
exp

(
− s

∑
j∈Φb\ΦS

b

hjr
−α
j

)
− exp

(
− s

∑
k∈Φb

hkr
−α
k

))
ds

]

(b)
= Er

[∫ ∞
0

1

s

(
exp

(
− 4πλbEh

[ ∫ ∞
rδ

−1
α

(1− e−shx
−α

)x2dx

])

− exp

(
− 4πλbEh

[ ∫ ∞
0

(1− e−shx
−α

)x2dx

]))
ds

]
, (4.16)

where (a) follows from (4.4) and (4.14), (b) follows from applying the Campbell

theorem [63] in 3D space. Finally, averaging over h and r gives the result in (4.15).

4.3.2 System Energy Efficiency

Now, we study the UAV energy-efficiency by jointly considering the SE and energy

consumption. Assuming a very low-mobility (hovering) UAV network2, the total

power consumption can be written as PT = Ph + P c, where Ph is the power con-

sumed by a UAV due to hovering [105] and P c is the average communication power

consumption which is given by P c = N uPu where Pu is the power required to pro-

cess and transmit the data of each AUE and N u is the average number of AUEs

2UAVs hovering over a fixed location can provide continuous wireless coverage for certain areas,

making them able to assist cellular networks [95].
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connected to an ABS which is given by

N u=min

{
ψ,Er

(
4

3
πλu(rδ

− 1
α )3
)}

=min
{
ψ, ρδ−

3
α

}
. (4.17)

We define the EE of the proposed 3D user-centric clustering approach as the ratio

of the SE per unit volume, λuE , to the power consumption per unit volume, λbPT,

namely,

Eeff =
λuE
λbPT

=
ρE

Ph + P c

, (4.18)

In dense large-scale UAVs networks, the SE is given in (4.15) which is obviously an

increasing function of δ. However, this improvement comes at the expense of energy

dissipation. This fact leads to a crucial design problem of how to determine the

optimal cluster size of ABSs which maximizes the EE.

4.3.3 Energy Efficiency Optimization

We explore a tractable approximation for the achievable EE in dense large-scale

spatial air-to-air networks. The analysis relies on the condition that α is greater

than the space dimension, i.e., 3. This condition is particularly suitable for dense

large-scale air-to-air communication networks with low-altitude UAVs operating in

urban areas where the building height is comparable to UAV altitude and α > 3

usually holds.

Proposition 4.3.2 Assuming that ψ → ∞, the SE in dense large-scale air-to-air

networks with ABS clustering is approximated as

Ẽ ≈ ln

(
α− 3

3
Γ

(
1− 3

α

)α
3

δ
3
α
−1

)
. (4.19)

Proof:

Starting from the results in step (b) of (4.16), the asymptotic SE, Ẽ , can be accu-

rately approximated as

Ẽ
(a)
≈ Er,h

[∫ ∞
0

1

s

(
exp

(
− A1(h, r)s

)
−exp

(
− A2(h)s

3
α

))
ds

]
, (4.20)
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where (a) follows from using 1− e−x ≈ x for small x, A1(h, r) =
4πλb
α−3 hδ

α−3
α r3−α and

A2(h) =
4
3
πλbh

3/αΓ(α−3
α

). Letting v = A1(h, r)s, Ẽ is obtained as

Ẽ = Er,h

[∫ ∞
0

1

v

(
e−v − e−A2(h)

α
3 A1(h,r)−1v

)
dv +

∫ ∞
0

1

v

(
e−A2(h)

α
3 A1(h,r)−1v − e−A2(h)A1(h,r)

−3
α s

3
α

)
dv

]

(b)
= Er,h

[
ln

(
A2(h)

α
3A1(h, r)

−1
)
+
α− 3

3
C

]
(4.21)

where (b) follows from applying ln(x) =
∫∞
0

1
s
(e−s− e−(1+x)s)ds for the first integral

in (a) and
∫∞
0

1
s
(e−s

a−e−sb)ds = C a−b
ab

for the second integral in (a), with C denoting

the Euler’s Constant. Plugging A1(h, r) and A2(h) in the last equation and averaging

over r while applying Er
[
ln(r)

]
= −1

3
C − 1

3
ln(4

3
πλb), we attain the desired result.

Recall that, in this case, the average number of AUEs served by an ABS is

N u = ρδ−
3
α . Then, substituting (4.19) together with Pc = N uPu = ρδ−

3
αPu into

(4.18), the approximated EE can be expressed in terms of the clustering parameter

δ as follows

Ẽeff(δ) ≈
ln
(
α−3
3
Γ
(
1− 3

α

)α
3

)
+
(
3
α
− 1
)
lnδ

δ
−3
α Pu +

Ph

ρ

. (4.22)

Proposition 4.3.3 The optimal clustering parameter, δEEopt , that leads to the maxi-

mum EE can be obtained by solving the following equation,

∂Ẽeff(δ)

∂δ
= 0, (4.23)

which, after some manipulations, yields

δEEopt =

(
Puρ

Ph

)α
3

W

(
Ph
Puρe

(
α− 3

3

) 3
α−3

Γ

(
1− 3

α

) α
α−3
)α

3

, (4.24)

where e = 2.218 and W(z) is the solution of the equation z = xex.
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4.4 Numerical Results

In this section, we consider a UAV network in which ABSs and AUEs are hovering

in a 3D space. Unless otherwise specified, we assume R = 1km, the average number

of ABSs µb = 5 where λb = µb/(
4
3
πR3) and λu = µbρ/(

4
3
πR3), ψ = 20, σ2/pt =

−110dBm, m = 3, α = 2.5, Pu = 2W , and Ph = 168.5W . Note that the value of

the hovering power Ph is calculated using [105, Eq. (64) and Table I].
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Figure 4.1: SE versus the clustering parameter δ for different values of the user-Bs

density ratio ρ.

Fig. 4.1 plots the analytical SE based on (4.5) as well as the corresponding simu-

lation result as a function of the system clustering parameter, δ, for different values

of the AUE-ABS density ratio, ρ = 4, 7, and 10. It can be seen that for a fixed ρ,

there exists an optimum value of δ which maximizes SE. Meanwhile, this optimum

value increases with ρ while the corresponding SE deceases. This is because the

available resources per AUE decreases with increasing ρ and, hence, more serving

requests are denied by ABSs. This figure also shows that the simulation and ana-

lytical results agree closely demonstrating the accuracy of the provided analytical

expressions.

Fig. 4.2 shows the volume power consumption as a function of δ. We observe
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that, for a given ρ, the volume power consumption increases with decreasing δ until

reaching a saturation point. This is because decreasing δ increases the number of

AUEs associated to the same ABS until it reaches its maximum load. Furthermore,

for the same δ, increasing ρ means to increase the number of AUEs served by an

ABS and hence increases the amount of consumed power.
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Figure 4.2: Volume power consumption versus the clustering parameter δ for differ-

ent values of the user-BS density ratio ρ.

Fig. 4.3 depicts the system EE as a function of δ for ρ = 4, 7, and 10. Similar

to Fig. 4.1, we observe that, for a given ρ, there is an optimum value of δ at

which the proposed approach provides maximum EE. It is worth noting that, as

the EE depends on the SE and power consumption both of which are a function

of δ, the optimum values of δ at which the EE is maximum are not the same as

those providing maximum SE as shown in Figs. 4.1 and 4.3. This gives more design

flexibility. For example, for systems with limited bands, the optimum δ which

maximizes the SE is preferable while systems with limited power can use optimum

δ which gives maximum EE.

In Fig. 4.4, we depict the analytical EE for dense large-scale spatial networks

with ρ = 4, using (4.22), and compare it with the exact EE expression in (4.18). It
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Figure 4.3: System EE versus the clustering parameter δ for different values of the

user-BS density ratio ρ.
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Figure 4.4: EE versus δ for dense large-scale UAV networks with ψ → ∞ (κ = 1)

and α = 3.3 for different values of the hovering power Ph.

is clearly observed that (4.22) is a very accurate approximation of the EE. In this

figure, we also highlight the values of δEEopt (as shown by the vertical dashed lines)

that maximize the EE for different values of the hovering power consumption, Ph.
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Figure 4.5: Optimum value of the clustering parameter, δEEopt , versus ρ for dense

large-scale spatial UAVs network with ψ → ∞ (κ = 1) and α = 3.3.

The approximate values of δEEopt , obtained using (4.24), are δEEopt = 0.143 and 0.192

for Ph = 168.5W [105] and 120W , respectively. Interestingly, these values are as

accurate as the exact values of δEEopt shown in Fig. 4.4.

Fig. 4.5 illustrates the δEEopt in the case of dense large-scale UAV networks as a

function of ρ using (4.24), which is obtained by maximizing the approximated EE

in (4.22) and compares it with δEEopt obtained by performing numerical maximization

of the exact EE expression in (4.18). Again, Fig. 4.5 shows that our optimization

expression in (4.24) is quite accurate for dense UAV networks, i.e, for small values

of ρ.

4.5 Summary

In this chapter, we proposed a novel 3D framework for the design of energy effi-

cient user-centric air-to-air networks where an AUE is cooperatively served by a set

of carefully selected ABSs according to its operation conditions. With the aid of

stochastic geometry tools, we derived analytical expressions for the SE and EE. An-
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alytical and simulation results demonstrated that the system clustering parameter

can be tuned to obtain maximum system performance. In addition, we showed that

the optimum cluster size of serving ABSs can be easily computed by a closed-form

expression serving as a useful tool for network designers to better characterize and

fine-tune the performance of UAV-based air-to-air networks.
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Chapter 5

Hybrid User-Centric Design for

Multi-tier Sub-6GHz, mmWave

and THz Coexisting Networks

5.1 Introduction

5.1.1 Background and Related Works

Following the birth and successful deployment of commercial millimeter wave (mmWave)

technology in the fifth generation (5G) of wireless communications [36], [106], tera-

hertz (THz) waves are currently being considered as a critical enabler for 6G design

goals [107]–[109]. Specifically, the THz waves with enormous bandwidth can be used

to support applications requiring terabits per second data rates [83]. This along with

the existing sub-6 GHz and mmWave bands can help achieving the true potential of

many emerging applications. Further, owing to their short wavelength, THz band

also provides a remarkable potential for enabling accurate sensing and localization

techniques [110].

Although mmWave and THz bands have a huge potential for their usage in future

communications, there are significant challenges in their commercial deployments. In

particular, communications in these bands suffer from poor propagation character-
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istics due to higher penetration and scattering losses, thereby reducing the coverage

range [37], [107]. To deal with this issue, a promising technology has emerged, called

as network densification. However, the interference increases significantly with the

base station (BS) deployment density which is more harmful for the cell-edge users.

As such, an effective solutions is to move from a cell-centric to a user-centric network

design. Unlike the user-centric concept adopted in [111] and [112] which relies on

the correlation between the users and BSs deployments, the user-centric technique

in this chapter defines how each user gets connected to a number of nearby BSs

which effectively eliminates the cell boundaries, i.e., no cell-edge users. In addition

to mitigating the interference, user-centric networking enhances the communication

reliability due to the diversity achieved from the distinct characteristics of the differ-

ent links between a user and all its serving BSs. Furthermore, it is investigated that

in addition to reducing the backhauling network complexity compared to the fully

cooperative cell-free networks [25], the user-centric technique provides a communi-

cation system with higher spectral and energy efficiencies [26]. Therefore, advanced

communications and networking techniques, such as network densification and user-

centric networking have been advocated [38], [113]. In particular, BS clustering is

known to better cope with the hostile propagation environment at high frequencies

compared to a co-located system, as the presence of many serving BSs in the user

proximity enhances coverage and link reliability. Moreover, keeping some Sub-6

GHz cells can surpass the limited coverage of THz and mmWave communications.

As such, integrated user-cenetric Sub-6GHz-mmWave-THz communications can ef-

fectively support various emerging applications that require high data rates and/or

reliable connections such as enhanced mobile broadband (eMBB) and ultra-reliable

low latency communications (URLLC) [114], [115].

Lately, several works have studied the performance of hybrid networks under

conventional single-BS association such as [87], [116]–[118], but no one considered

the user-centric cooperation for such hybrid networks. For instance, the authors of

[116] provided an analytical framework for uplink and downlink cell association in

a hybrid sub-6GHz-mmWave cellular network. In [117], the coverage probability
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of the mmWave heterogeneous cellular network which comprises multiple tiers of

ultra-high-frequency macrocell and small-cell base stations (BSs) and a single tier of

mmWave small-cell BSs was investigated. The authors of [87] first characterized the

statistics of the downlink interference in a coexisting sub-6GHz-THz network and

then studied the user performance in terms of rate coverage probability. In [87], the

user is connected either to the nearest BS in the sub-6GHz-THz hybrid network or

to the BS with maximum biased received signal power. The work in [118] used tools

from stochastic geometry to analyze the performance of a heterogeneous network

composed of macro BSs operating on sub-6 GHz, unmanned aerial vehicles (UAVs)

and small cells operating on mmWave and THz frequencies.

Many works in literature studied the idea of user-centric BS cooperation for

wireless networks [45], [48], [50], [51], [55]–[57], [119], [120]. For example in [48],

the performance of a user served by all BSs at a distance less than a given value

is evaluated. The authors of [50] proposed a user-centric scheme in which a user

first determines its set of serving BSs and then selects only one BS with the largest

received power to transmit data while the other BSs are assigned power control coef-

ficients to mitigate the interference. In [51], to enable a user-centric BS cooperation,

two schemes of BS clustering are considered, namely, the number-based cooperation

which fixes the number of serving BSs, and the distance-based cooperation which

uses a fixed cluster radius. It is shown that with the cost of increasing the system

complexity, the distance-based cooperation scheme outperforms the number-based

cooperation scheme. In [57], BS cooperation in mmWave network was introduced

to improve the system performance in terms of the outage probability and downlink

rate, where two schemes are proposed, namely, fixed-number BS cooperation and

fixed region BS cooperation. In [55] and [56], tools from stochastic geometry are

used to analyze the user-centric dense mmWave network and to provide analytical

expressions for the system coverage probability and for the ergodic capacity. It is

worth mentioning that to enable the the user-centric clustering, the works [48], [50],

[51], [55]–[57], used a fixed clustering schemes where either the number of serving

BSs or the cluster radius are predetermined. To enhance the BS cooperation effi-
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ciency, adaptive clustering schemes are investigated in [45], [119], [120]. Specifically

in [119], it is shown that in dense network deployment, interference-aware BS coop-

eration outperforms both fixed-number and fixed-radius clustering sachems in terms

of the coverage performance. The authors of [120] proposed a novel dynamic cluster-

ing scheme for mmWave networks and used stochastic geometry tools to evaluate its

performance in terms of coverage probability and spectral efficiency. Although, het-

erogeneous wireless networks are to be deployed for future communication to meet

the ever-increasing user traffic demand, the above works studied the the user-centric

cooperation only in a single-tier networks.

Recently, BS cooperation in heterogeneous wireless networks have attracted a lot

of research interest. For instant, [121] studied the meta distribution of the signal-to-

interference ratio (SIR) of a multi-tier heterogeneous network under BS cooperation,

where two types of users are considered: the worst-case user which receives data from

a single-tier and the general user which can be connected to BSs from different tiers.

In [122], BS cooperation based on users’ location is enabled for multi-tier networks.

It is shown that a moderate level of BS cooperation is optimal for improving the

link quality without compromising users’ throughput. In [123], a multi-tier hetero-

geneous wireless network with macro BSs, modeled as a homogeneous Poisson point

process (PPP), and users and mmWave small BSs, modeled as a Poisson cluster

processes, is analysed. Both fractional frequency reuse and coordinated multi-point

transmission are integrated to limit the co-tier interference and improve the cov-

erage and capacity of the network. However, the the works in [121], [122] did not

investigate the case when different tiers use different radio spectrum while the work

in [123] which analysed a heterogeneous network composed of sub-6 GHz macro BSs

and mmWave small BSs, did not study the coverage-rate trade-off in such networks

due to different bandwidths provided in different tiers.

5.1.2 Contributions

In [124], we considered a hybrid network composed of only mmWave and THz tiers

and investigated the SINR-based user association scheme that leads to maximum
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SINR coverage. In the present chapter, we consider a three-tier network, namely,

Sub-6 GHz, mmWave and THz, coexist in the network. More importantly, we

analyze the coverage performance of the hybrid network by considering both SINR-

based and rate-based user association schemes. The reason to adopt the rate-based

association is that the maximum SINR coverage may reduce the end-user data rate

as will be shown in this work. In fact, for a hybrid network comprising multiple

tiers each with a different available spectrum bandwidth, the SINR coverage and

link rate behaviours are different and the user association scheme that maximizes

the SINR coverage may be unable to maximize the link rate and vice versa. Fur-

thermore, several other enhancements are applied in the system model including the

blockage effect consideration and a practical antenna beamforming model with its

parameters related to the antenna array size. Finally, this chapter provides several

new theoretical findings and numerical results, validating our comprehensive analy-

sis with the aid of Monte Carlo simulations. The main contributions of this chapter

can be described as follows:

• We investigate the user-centric BS cooperation in multi-band networks con-

sisting of independently distributed sub-6GHz macrocells and mmWave and

THz small cells to improve the network performance. The user is associated

with the BSs in each tier based on either maximum SINR or maximum rate

criterion while the serving BS cluster within each band is dynamically adapted

to the user’s channel conditions.

• Using stochastic geometry, we develop a new framework that is leveraged to

derive exact expressions for band-specific serving distance distribution, SINR

coverage probability, and rate coverage probability, and further simplify the

above expressions by considering dominant line-of-sight (LOS) signals scenario

in mmWave and THz propagation.

• We provide numerical and simulation results to validate the derived expres-

sions and reveal the impact of different system parameters on the network

performance. Such parameters include SINR and rate reliability thresholds,
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the cluster size in each band, the molecular absorption loss, which significantly

affects the THz propagation. The obtained results entail a coverage/rate trade-

off imposed by the network densification with THz and mmWave BSs and

provide useful insight to the hybrid network design.

• Our analytical work reveals that the achievable performance of the considered

user-centric network heavily depends on the cluster radius, i.e., the distance

within which the user is cooperatively served by the BSs in each band. More-

over, despite the substantial performance improvement achieved by the BS

cooperation, under both cluster selection strategies, the coverage/rate trade-

off due to bandwidth discrepancies among the three tiers is worth further

studying.

The rest of this chapter is organized as follows. In Section II, we present the

system model. Section III provides analytical expressions for the SINR and rate

coverage performances of the proposed user-centric hybrid system. In Section IV,

numerical and simulation results are provided to validate the performance charac-

terization of the considered system. Finally, the work in this chapter is concluded

in Section V.

5.2 Hybrid System Model

5.2.1 Spatial Model and Assumptions

We consider a three-tier downlink network composed of THz BSs (TBSs), mmWave

BSs (MBSs), and sub-6GHz BSs (SBSs) that are distributed uniformly in R2 accord-

ing to three independent homogeneous PPPs, ΦT , ΦM , and ΦS, with densities λT ,

λM , and λS, respectively. It is also assumed that users are distributed uniformly in

R2 according to another independent homogeneous PPP, Φu with density λu. Each

user is served by a cluster of BSs, belonging to one of the three tiers, that coop-

erate to transmit data to the user. This serving BS cluster is formed based on a

dynamic clustering approach as will be discussed later in this section. The analysis
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is undertaken for a user located at the origin, (0, 0) ∈ R2, referred to as a typical

user, which, according to the Slivnyak theorem [63], exhibits the same statistical

properties as other users at different locations in the network.

We assume that all SBSs are equipped with a single omindirection antenna with

unit gain. On the other hand, both TBSs and MBSs are assumed to be supplied with

highly directional beamforming antenna arrays to increase the gain in the direction

of the intended user [37]. This can compensate for the high path loss and can reduce

the effect of the interference in mmWave and THz bands since TBSs and MBSs are

expected to be deployed with high densities. To model the radiation patterns of

the antenna arrays in all BSs we consider a sectored model which is widely used

in literature [66], [68], [69]. As such, the gain in any arbitrary direction can be

expressed as

Gv =

 Gmax
v , |θ| ≤ θv

2

Gmin
v , otherwise,

(5.1)

where v ∈ {T, M, S} refers to the THz, mmWave, and sub-6GHz tiers, Gmax
v and

Gmin
v are the maximum and minimum antenna array gains corresponding to the gain

in the directions of the main-lobe and that of the back and side-lobes, respectively,

θ ∈ [−π, π] is the angle of the boresight direction and θv is the beamwidth of the

main-lobe in tier v.

According to [125], [126], the antenna arrays parameter of tier v, i.e, Gmax
v , Gmin

v ,

and θv, are related to the number of elements in the array and the array geometry.

For a uniform linear antenna array with space between elements equal to half the

operating wavelength, Gmax
v , Gmin

v , and θv are given as

Gmax
v =

2πN2
v sin

(
3π
2Nv

)
θvN2

v sin
(

3π
2Nv

)
+ (2π − θv)

, (5.2)

Gmin
v =

2π

θvN2
v sin

(
3π
2Nv

)
+ (2π − θv)

, (5.3)

and

θv = 2arcsin

(
2.782

πNv

)
. (5.4)
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where Nv is the number of elements in the corresponding array. Note that in systems

with beamforming antenna directivity, to serve multiple users, BSs are equipped with

large antenna arrays which consist of subsets of smaller antenna arrays known as

subarrays. These subarrays can direct different beams to multiple users at different

locations. In this case, Nv is the number of elements per subarray. All users are

assumed to be equipped with omnidirctional antennas with unity gain. This enables

each user to receive multiple beams from different BSs and avoid the high power

consumption at the user side. Therefore, the total link gain between the user and

an arbitrary interferer in tier v is modeled as a discrete random variable Gv =

{Gmax
v , Gmin

v } with probability pGv = { θv
2π
, 2π−θv

2π
}. When the array size is Nv = 1,

then Gmax
v = Gmin

v = 1 and θv = 2π, i.e., the antenna arrays are omnidirectional,

which is the case for all SBSs. We also assume that all TBSs and MBSs are able to

make their antennas orientations in the direction of maximum gain with respect to

the served user [37], [100].

5.2.2 Multi-tier Propagation Models

In this work, we consider dense deployments of TBSs and MBSs. This implies that a

user can observe a large number of TBSs and MBSs in its LOS range. Furthermore,

due to the high penetration and absorption losses at THz and mmWave bands, the

power signal received from non-LOS (NLOS) BSs is very weak compared to that

received from the LOS BSs. As such, LOS transmissions become dominant over the

NLOS transmissions [37], [87], [88]. Moreover, in [66, Fig. 8], it is shown that NLOS

links have negligible effect on the system coverage performance in dense mmWave

networks. Therefore, to simplify the analysis in this chapter, only the LOS links are

taken into account. According to [86], [87], [90], the LOS channel between the i-th

TBS located at distance ri and the the typical user is given by

ξT (ri) =
c2

(4πfT )2
r−αT
i exp

(
− ka(fT )ri

)
, (5.5)

where αT is the path loss exponent, c is the speed of light in free space, fT denotes the

THz operating frequency, and ka(fT ) represents the molecular absorption coefficient
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which depends on the network operating frequency, fT . For the mmWave tier, the

LOS communication channel to the i-th MBSs located at a distance ri is expressed

as [36], [37]

ξM(ri) =
c2

(4πf 2
M)

hMr
−αM
i , (5.6)

where fM denotes the operating frequency of mmWave tier, αM is the path loss expo-

nent of the mmWave path, and hM defines the small-scale fading channel gain. We

assume that the small-scale fading follows Nakagami-m distribution [37]. Therefore,

hM is a Gamma random variable with hM ∼ Γ (m, 1/m), where m is the Nakagami

parameter. Then, the probability density function (PDF) of hM is given as

fhM (t) =
mm

Γ(m)
tm−1e−mt. t > 0 (5.7)

For the sub-6GHz links, the propagation channel is similar to (5.6), i.e, ξS(ri) =

c2

(4πf2S)
hSr

−αS
i , where αS and fS are the pathloss exponent and the operating fre-

quency of the sub-6GHz tier, respectively, and hS is the channel fading gain which

is assumed to follow the Rayleigh distribution. As such, the power received by the

typical user from the i-th serving BS in tier v located at a distance ri from the origin

is given as

Pv(ri) = Pt,vG
max
v ξv(ri), (5.8)

where Pt,v, v ∈ {T, M, S} denotes the BS transmit power in tier v which is assumed

the same for all BSs in the same tier.

Due to the high penetration loss in mmWave and THz communications, the signal

may be interrupted when an obstacle blocks the signal paths. The blockage effect

can be properly incorporated such that the probability that the i-th BS at a distance

ri from the typical user is LOS (not blocked) can be modeled as PLOS(ri) = e−βri ,

where β is a parameter dependent on the sizes and density of blockages. For the

sake of tractability, we use the LOS ball model proposed in [66] which defines the

LOS probability function PLOS(ri) as one for ri ≤ RL and zero otherwise, where RL

is the LOS range. This model is proved to be accurate enough to account for the

effect of blockage when RL is carefully determined. To achieve accurate results, the

LOS range is computed such that RL =
√
2/β, according to [66].
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5.3 Hybrid Clustering and User Association Mod-

els

In the user-centric BS cooperation, each user can be served by a carefully selected

cluster of BSs. In this chapter, we consider a hybrid network composed of three

tiers with different RF resources, where the typical user first forms three candidate

clusters, each containing BSs from the same tier, and then selects only one of these

three candidate clusters to transmit the data. Fig. 5.1 depicts an example of

the considered hybrid network where TBSs, MBSs and SBSs are denoted by the

red circles, blue triangles, and green squares, respectively. Since the analysis is

conducted for the typical user, only this user is illustrated in the figure as denoted

by the black star. Three candidate clusters are shown in Fig. 5.1, where for a given

tier, the BSs with black arrows toward the user represent the candidate serving

cluster from this tier. In the following we will illustrate how the user determines

the three candidate clusters and how one of these clusters is selected to serve the

user. Let P̄r,v(yk) be the average power received from the k-th BS in tier v which is

located at a distance rk from the typical user and let τv be the maximum average

power received by the typical user from tier v, i.e, it is defined as

τv = max
k∈Φv

P̄v(rk) (5.9)

Then, τv is used as a reference to build the three candidate serving clusters. Given

the distance rv between the typical user and the BS with the maximum average

received power τv, the user forms the three candidate serving clusters as,

Φ̃v =

{
yk ∈ Φv, || yk ||≤ av

}
, v ∈ {T,M, S} (5.10)

where Φ̃v is the candidate serving cluster for tier v and av = δ−1v rv is the cluster

radius with 0 < δv ≤ 1 being the dynamic clustering parameter in tier v, which

controls the cluster size. From (5.9), τv can be redefined as τv = P̄v(rv). Then,
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Figure 5.1: An illustration of the system model for a three-tier hybrid network. The

typical user at the origin is denoted by the black star mark, while TBSs, MBSs and

SBSs are denoted by the red circles, blue triangles, and green squares, respectively.

using (5.5)-(5.8), for the typical user, av, can be computed as follows

av =



LambertW0

(
ka(fT )

(
τT

CTGT
max

) −1
αT

αT

)
δT ka(f)

, for Φ̃T ,

1
δM

(
τM

PMCMGmax
M

) −1
αM , for Φ̃M

1
δS

(
τR

PSCS

)−1
αS , for Φ̃S

(5.11)

where Cv =
c2

(4πfv)2
, v ∈ {T, M, S} and LambertW0(.) is the Lambert W0 function

defined as the inverse of the function f(w) = we−w. Fig. 5.2 illustrates a scenario,

where for a given tier v, the maximum received power τv is first calculated and then

used to determine the cluster radius according to (5.11). If this cluster is selected

to serve the user, all BSs within the cluster can cooperatively send data to the user

while those outside the cluster from the same tier are considered as interferers. Since

rv is the distance to the BS with the maximum average received power τv, defined in

(5.9), it is clear that rv is the distance to the closest BS in tier v. As such, because

BSs from the three tiers are distributed according to three independent PPPs, the
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Figure 5.2: Building a candidate serving cluster from a given tier v∈{T,M, S}. The

typical user at the origin is denoted by the black star, while the blue dots represent

BSs from tier v. The cluster radius is determined by the red double-headed arrow

which is determined based on τv according to (5.11).

distribution of the cluster radius av is written as [63]

fav(t) = 2πλvte
−πλvδ−2

v t2/B, 0 ≤ t < δvRL (5.12)

where B = 1 − e−πλvR
2
L is the probability that at least one BS from tier v exists at

a distance less than RL from the typical user, where in dense network deployments,

B ≈ 1. Once the three candidate clusters are determined, only one of them is

selected to serve the user. In the following, two schemes are proposed to select

the user’s serving cluster, namely, maximum SINR cluster selection (MSCS) and

maximum rate cluster selection (MRCS) schemes.

5.3.1 Maximum SINR Cluster Selection

In the maximum SINR cluster selection (MSCS) scheme, the serving cluster is se-

lected from the three candidates clusters based on the maximum SINR as follows

ϕ =

{
Φ̃v, v = arg max

v∈{T, M, U}
{Υv}

}
, (5.13)

where Υv is the received SINR given the user is connected to tiers v.
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5.3.2 Maximum Rate Cluster Selection

In the maximum rate cluster selection (MRCS) scheme, the user selects the candidate

cluster which provides the maximum downlink rate as given by

ϕ =

{
Φ̃v, v = arg max

v∈{T, M, U}
{Rv}

}
, (5.14)

where Rv is the achievable rate when the user is connected to tier v, which can be

expressed as

Rv = Bvlog2
(
1 + Υv

)
, v ∈ {T, M, S} (5.15)

bit/second (bps), where Bv is the per user bandwidth provided by tier v. Let Bmax

is the maximum bandwidth among the three tiers, which practically be the THz

bandwidth. We can normalize the rate as Rv = bvlog2
(
1 + Υv

)
= log2

(
1 + Υv

)bv
,

where bv = Bv

Bmax
is the normalized bandwidth of tier v. As a result, the serving

cluster selection in (5.14) is redefined as

ϕ =

{
Φ̃v, v = arg max

v∈{T, M, S}

{(
1 + Υv

)bv}}
(5.16)

From (5.13) and (5.16), it is clear that in hybrid networks with different band-

width for each tier, no clustering scheme can maximize the rate and SINR coverage

performances at the same time. This means that there should be a trade-off be-

tween the received SINR and the link rate as will be discussed in details in Section

IV. On the other hand, (5.13) and (5.16) indicate that MSCS and MRCS schemes

are exactly the same when the three tiers provide the same bandwidths. Moreover,

according to the proposed clustering model and the two cluster selection schemes,

different users may be associated to different tiers with different cluster sizes. Fur-

thermore, if the user’s location is changed, its serving tier and cluster size may

change. As such, (5.13)- (5.16) provide a dynamic BS clustering and tier association

model.
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5.4 System Performance Analysis

In this section, we investigate the SINR and rate coverage probabilities of a typical

user which is cooperatively served by a set of BSs in tier v, under MSCS and MRCS

schemes, respectively. Let Υ denote the instantaneous received SINR at the user,

then using (5.1)-(5.10), Υ can be written as

Υ =
{
Υv, ϕ = Φ̃v

}
, v ∈ {T, M, S}, (5.17)

with Υv being given by

Υv =



∑
k∈Φ̃T

PTGT,kCT r
−αT
k e−ka(fT )rk∑

j∈ΦT \Φ̃T
PTGT,jCT r

−αT
j e−ka(fT )rj+σ2

T

, v = T

∑
k∈Φ̃M

PMGM,kCMhM,kr
−αM
k∑

j∈ΦM \Φ̃M
PMCMGM,jhM,jr

−αM
j +σ2

M

, v =M

∑
k∈Φ̃S

PSCShS,kr
−αS
k∑

j∈ΦS\Φ̃S
PSCShS,jr

−αS
j +σ2

S

, v = S

(5.18)

where rk is the Euclidian distance between the typical user and the k-th BS in its

serving cluster while rj denotes the distance to the j-th interfering BS from the same

tier as the serving BS, and σ2
v , v ∈ {M, T, S} represents the noise power for band

v. The SINR and rate coverage probabilities are provided in the following theorem.

Theorem 5.4.1 For a given SINR threshold, γth, and a given rate threshold, Rth,

the SINR coverage probabilities, denoted as PΥ

(
γth
)
, and the rate coverage proba-

bility, denoted as PR
(
Rth

)
, of the considered hybrid user-centric network under the

MSCS and MRCS schemes are, respectively, given as

PΥ

(
γth
)
= 1−

∏
v∈{T,M,S}

(
1−Fv

(
γth
))
, (5.19)

and

PR
(
Rth

)
= 1−

∏
v∈{T,M,S}

(
1−Fv

(
2

Rth
bvBmax − 1

))
, (5.20)

where Fv(x) is the conditional SINR CCDF at a threshold x given that the user is

served by a cluster of BSs from tier v.
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Proof: From (5.13) and (5.16), it is clear that both the received SINR under the

MSCS scheme and the rate under the MRSC scheme are random variables reflecting

the maximum of three independent random variables. Therefore, the CCDFs of the

received SINR, Υ, and the rate, R, of the considered hybrid user-centric network

are given as in (5.19) and (5.20), respectively.

In the following subsections, we provide analytical expressions for the conditional

CCDFs of SINR.

5.4.1 SINR Distribution given ϕ = Φ̃T

First, we derive the received SINR CCDF when ϕ = Φ̃T , i.e, the SINR coverage

probability given the user served by a set of dynamically selected TBSs. Let’s

rewrite the SINR received from the THz tier as ΥT =
Sagg
T

IaggT +σ2
T
, where SaggT =∑

k∈Φ̃T
PTG

max
T CT r

−αT
k exp

(
− ka(fT )rk

)
is the sum of signal powers received from

all TBSs in the user’s serving cluster, i.e., from BSs in Φ̃T , and I
agg
T =

∑
j∈ΦT \Φ̃T

PT

GT,jCT r
−αT
j exp

(
− ka(fT )rj

)
is the aggregated interference received from all TBS

in {ΦT \ Φ̃T}. Then, for a threshold x, the SINR CCDF given ϕ = Φ̃T , FT (x), is

defined as

FT (x) = Pr
[
ΥT > x

]
= Pr

[
SaggT

IaggT + σ2
T

> x

]

= Pr

[
IaggT <

SaggT

x
− σ2

T

]

= F̃IaggT

(
SaggT

x
− σ2

T

)
, (5.21)

where Pr[A] defines the probability of event A, F̃IaggT
(x̃) is the CDF of the aggre-

gated interference IaggT for a threshold x̃. which may be calculated by resorting to the

Gil–Pelaez inversion theorem [91], [127] as F̃IaggT
(x̃) = 1

2
− 1

π

∫∞
0

Im
{
exp(−jωx̃)Λ

I
agg
T

(jω)
}

ω

dω, where ΛIaggT
(jω) denotes the characteristic function of IaggT , and Im{.} is a func-

tion that returns the imaginary part of its argument. The expression of the charac-

teristic function of IaggT is provided using the following lemma.
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Lemma 5.4.1 Suppose the typical user is served by a cluster of TBSs, i.e, ϕ =

Φ̃T , and aT is the cluster radius, then the characteristic function of the aggregated

interference IaggT , ΛIaggT |aT (jω), is given by

ΛIaggT |aT (jω)= exp

{
− 2πλT

∑
GT

∞∑
n=1

pGT
(−jωCTGT )

n

n!(nka(fT ))2−nαT

×
(
Γ(2− αTn, nka(fT )aT )− Γ(2− αTn, nka(fT )RL)

)}
.(5.22)

Proof: See Appendix 5.7.1.

Note that the infinite summation in (5.22) results from the existence of the

molecular absorption term in the THz propagation channel. Due to the infinite

summation in (5.22), using the Gil-Pelaez inversion theorem to compute the CDF

of the THz interference, F̃IaggT
, is intractable. Therefore, we apply the central limit

theorem to approximate the interference with a normal distribution. As a result,

the CDF of the aggregated THz interference for a given cluster radius aT is obtained

by the following proposition.

Proposition 5.4.1 For a given threshold x̃, the CDF of the aggregated interfer-

ence in a user-centric dense THz networks with a serving cluster radius aT , can be

approximated as,

F̃IaggT |aT (x̃) ≈
1

2

(
1 + erf

(
x̃− µIaggT

(aT )√
2VIaggT

(aT )

))
, (5.23)

where erf(z) = 2√
π

∫ z
0
e−t

2
dt is the error function [62], and µIaggT

(aT ) and VIaggT
(aT )

are the mean and variance of the aggregated interference, IaggT , which can be computed

as

µIaggT

(
aT
)
= M′(aT ), (5.24)

and

VIaggT

(
aT )) = M′′(aT )− (M′(aT ))2, (5.25)
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where M′(aT ) and M′′(aT ) are the first and second moments of the random variable

IaggT that can be obtained from its characteristic function in (5.22) as

M′(aT ) =
1

j−1
∂ΛIaggT |aT (jω)

∂ω

∣∣∣∣
ω=0

=
2πλTPTCTG

(1)
T

ka(fT )2−αT

×
(
Γ
(
2− αT , ka(fT )aT

)
− Γ

(
2− αT , ka(fT )RL

))
(5.26)

and

M′′(aT ) =
1

j−2
∂2ΛIagg |aT (jω)

∂ω2

∣∣∣∣
ω=0

=

(
2πλTPTCTG

(2)
T

ka(fT )4−2αT

×
(
Γ
(
2− αT , ka(fT )aT

)
− Γ

(
2− αT , ka(fT )RL

)))2

+
4πλT (PTCTG

(1)
T )2

2
(
2ka(fT )

)2−2αT

(
Γ
(
2− 2αT , 2ka(fT )aT

)

−Γ
(
2− 2αT , 2ka(fT )RL

))
, (5.27)

where G(1) and G(2) are the first and second moments of GT , respectively.

From (5.23)-(5.27), it is clear that the interference distribution is approximated

as a normal distribution, i.e, IaggT ∼ N
(
µIaggT

(aT ),VIaggT
(aT )

)
, for a given cluster

radius aT . Moreover, according to [92], [93], this approximation becomes more effi-

cient if the interferers with dominant power are excluded and/or when the network

is deployed with high BS density. For a given exclusion region, the authors of [92]

used Kolmogorov–Smirnov bound and the authors of [93] used Berry–Esseen bound

to compares the aggregated interference CDF with the Gaussian CDF. It is proved

that, as the exclusion region and/or the BS density increase, the distribution of the

aggregated interference matches well the Gaussian distribution (see [92, Fig. 8] and

[93, Fig. 2]). It is worth noting that for the case of the proposed user-centric BS

cooperation, the user’s serving cluster represents an interference exclusion region

and also THz networks are expected to be deployed with ultra-density. This results

in the aggregate interference being a sum of a large number of independent random
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variables with comparable variances which justify the applicability of central limit

theorem. Using (5.21) and (5.23), the SINR CCDF for a user served the THz tier

is obtained from the following proposition.

Proposition 5.4.2 Given that the user is connected to the THz tier, i.e, ϕ = Φ̃T ,

the received SINR CCDF at the typical user under the proposed dynamic clustering

scheme is given as

FT (x) =

∫ ∞
0

1

2

(
1 +

∞∑
ñ=0

(πλ(tδT )
2(δ−2T − 1))ñ

ñ!
e−πλT (tδT )2(δ−2

T −1)erf

(
1

x
√

2VIaggT
(t)

×
(
PTG

max
T CT (tδT )

−αT e−ka(fT )tδT + 2ñGmax
T PTCTka(fT )

−αT+2(tδT )
−2

×(δ−2T − 1)−1
(
Γ
(
2− αT , ka(fT )tδT

)
− Γ

(
2− αT , ka(fT )t

))

−x
(
σ2
T + µIaggT

(t)
)))

faT (t)dt, (5.28)

Proof: See Appendix 5.7.2.

5.4.2 SINR Distribution given ϕ = Φ̃M

When the user is served by a cluster of MBSs, the SINR expression in (5.18) can be

rewritten as ΥM =
Sagg
M

IaggM +σ2
M
, where SaggM =

∑
k∈Φ̃M

PMG
max
M CMhM,kr

−αM
k and IaggM =∑

j∈ΦM
b \Φ̃M

PMGM,jhM,jr
−αM
j are the aggregated mmWave signal and aggregated

mmWave interference, respectively. Then, using the Gil–Pelaez inversion theorem

[91], [127], the SINR CCDF, FM(x), can be obtained from the following proposition.

Proposition 5.4.3 Given ϕ = ΦS
M , the CCDF of the received SINR at the typical

user for the considered dynamic user-centric network is given by

FM(x) =
1

2
+

∫ ∞
0

∫ ∞
0

1

ω
Im
{
ΛSagg

M |t(−jω)ΛIaggM |t(jωx)e
−jωσ2x

}
×faM (t)dωdt, (5.29)
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where ΛSagg
M |t(jω) and ΛIaggM |t(jω) are, respectively, the characteristic functions of

the aggregated signal, SaggM , and the aggregated interference IaggM , for a given culster

radius aM = t.

The following lemma provides theoretical expressions for both ΛSagg
M |t(jω) and

ΛIaggM |t(jω).

Lemma 5.4.2 Suppose the user is served by a cluster of MBSs, i,e. ϕ = Φ̃M , the

characteristic functions of SaggM , and IaggM for a given cluster radius aM = t are

expressed, respectively, as

ΛSagg
M |t(jω) =

(
1 +

jωPMG
max
M CM(δM t)

−αM

m

)−m
exp

(
− j2πλMωPMCMG

max
M

tαM−2(αM − 2)

×

(
Γ
(
2− 2

αM

)
Γ(2)

Γ(m+ 1)Γ(1− 2
αM

)
G3,3

1,3

[
jωGmax

M PMCM t
−αM

m

∣∣∣∣ m, 0, 2
αM

0,−1, 2
αM

− 1

]

−
δαM−2
M Γ

(
2− 2

αM

)
Γ(2)

Γ(m+ 1)Γ(1− 2
αM

)
G3,3

1,3

[
jωPMG

max
M CMδ

αM
M t−αM

m

∣∣∣∣ m, 0, 2
αM

0,−1, 2
αM

− 1

]))
(5.30)

and

ΛIaggM |t(jω) = exp

(
− j2πλMωCM
tαM−2(αM − 2)

∑
GM

PGM

GMδ
αM−2
M Γ

(
2− 2

αM

)
Γ(2)

Γ(m+ 1)Γ(1− 2
αM

)

×

(
G3,3

1,3

[
jωGMCMδ

αM
M t−αM

m

∣∣∣∣ m, 0, 2
αM

0,−1, 2
αM

− 1

]

−G3,3
1,3

[
jωGMCMR

−αM
L

m

∣∣∣∣ m, 0, 2
αM

0,−1, 2
αM

− 1

]))
, (5.31)

where Gm,n
p,q (·) is the Meijer’s G function [62, Eq.(9.301)].

Proof: See Appendix 5.7.3.
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5.4.3 SINR Distribution given ϕ = Φ̃S

Similarly, for ϕ = Φ̃S, we have ΥS =
Sagg
S

IaggS +σ2
S
, where SaggS =

∑
k∈Φ̃S

PSCShS,kr
−αS
k

and IaggS =
∑

j∈ΦS
b \Φ̃S

PSGS,jhS,jr
−αS
j are the aggregated sub-6 GHz signal and ag-

gregated interference, respectively. In this case, the SINR CCDF, FS(x), is provided

as follows.

Proposition 5.4.4 Given ϕ = Φ̃S, the CCDF of the received SINR at the typical

user for the considered dynamic user-centric network is given by

FS(x) =
1

2
+

∫ ∞
0

∫ ∞
0

1

ω
Im
{
ΛSagg

S |t(−jω)ΛIaggS |t(jωx)e
−jωσ2x

}
×faS(t)dωdt, (5.32)

where ΛSagg
S |t(jω) and ΛIaggS |t(jω) are, respectively, the characteristic functions of

SaggS and IaggS , which for aS = t can be obtained from the following lemma.

Lemma 5.4.3 For ϕ = Φ̃S, the characteristic functions of S
agg
S and IaggS for a given

cluster radius aS = t are, respectively, expressed as

ΛSagg
S |t(jω) =

1

1 + jωPSGmax
S CSt−αS

exp

(
− 2πλRjωPSCS
tαS−2(αS − 2)

(
Γ
(
2− 2

αS

)
Γ(1− 2

αS
)

×G3,3
1,3

[
jωPSCSt

−αS

∣∣∣∣ 1, 0, 2
αS

0,−1, 2
αS

− 1

]
−
δαS−2
S Γ

(
2− 2

αS

)
Γ(1− 2

αS
)

×G3,3
1,3

[
jωPSCSδ

αS
S t−αS

∣∣∣∣ 1, 0, 2
αS

0,−1, 2
αS

− 1

]))
(5.33)

and

ΛIaggS |t(jω) = exp

(
− 2πλSjωPSCS
tαS−2(αS − 2)

δαS−2
S Γ

(
2− 2

αS

)
Γ(1− 2

αS
)

×G3,3
1,3

[
jωPSCSδ

αS
S t−αS

∣∣∣∣ 1, 0, 2
αS

0,−1, 2
αS

− 1

])
, (5.34)

Proof: Following the same steps of proving (5.30) and (5.31) and considering that

hS follows the Rayleigh fading and the interferers antenna gain is constant, i.e., no
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beamforming is employed, the expressions of ΛSagg
S |t(jω) and ΛIaggS |t(jω) are written

as in (5.33) and (5.34), respectively.

To realize the efficiency of the proposed dynamic user-centric cooperation, we in-

troduce a non-cooperative transmission scheme, where the user is connected to only

one BS. The SINR and rate coverage performances of the non-cooperative transmis-

sion can be easily obtained from the provided SINR and rate coverage expressions

of the user-centric cooperation by letting δT = δM = δS = 1.

5.5 Numerical Results

Table 5.1: Network Parameters for Numerical Computation

Parameter THz Tier mmWave Tier sub-6GHz Tier

Operating frequency fT = 0.8 THz fM = 73 GHz fS = 2.4 GHz

Bandwidth BT = 500 MHz BM = 100 MHz BS = 20 MHz

BS density λT = 10−3

TBSs/m2

λM = 10−4

MBSs/m2

λM = 10−6

SBSs/m2

Pathloss exponent αT = 3 αM = 2.5 αS = 2.1

Transmit power PT = 30 dBm PM = 30 dBm PS = 40 dBm

Clustering Parameter

(if fixed)

δT = 0.5, 0.6,

and 1

δM = 0.5, 0.6,

and 1

δS = 0.2, 0.5,

0.8, and 1

Antenna array param-

eters

NT = 8 NM = 8 NS = 1

SINR and rate thresh-

olds (if fixed)

γth = 10 dB and Rth = 800 Mpbs

In this section, we provide numerical results for the SINR and rate coverage per-

formances of the proposed use-centric hybrid networks under dynamic BS clustering.

The provided analytical expressions in this chapter are validated using Monte Carlo

simulations. For the SINR CCDF expression in (5.28), FT (x), it is observed that
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the summation over ñ converges fast where the first 10 terms can sufficiently match

well with the simulation. The system parameters are given in Table 5.1. Note that

the values of Gmax
v , Gmin

v , and θv are computed using (5.2)-(5.4) at NT = NM = 8

for the THz and mmWave tiers and at NS = 1 for the sub-6GHz teir. The LOS

range is RL = 225 meter, which is equivalent to the rectangle Boolean model with

β = 0.0063 [66]. Finally, for THz channel, the absorption coefficient, if fixed, is as-

sumed as ka(fT ) = 0.03. This value corresponds to the operating frequency, fT = 0.8

THz, as stated in [94], [128] which mimics practical data measured for water vapor

molecules at humidity 36.78%.
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Figure 5.3: SINR coverage versus the threshold γth for the proposed user-centric co-

operation of different networks under the MSCS scheme for δv = 0.5, v ∈ {T, M, S}

compared to the non-cooperative transmission scheme, i.e. δv = 1.

Fig. 5.3 demonstrates the SINR coverage as a function of the threshold γth

for the considered user-centric hybrid network under the MSCS scheme with com-

parison to the SINR coverage of the stand-alone networks with clustering param-

eters δT = δM = δS = 0.5. This figure shows that under MSCS scheme, hybrid

user-centric cooperation can effectively improve the system performance in terms

of SINR coverage. It also demonstrates that the proposed dynamic BS clustering

enhances the system performance compared to the non-cooperative transmission,
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Figure 5.4: Rate coverage versus the threshold Rth for the proposed user-centric co-

operation of different networks under the MRCS scheme for δv = 0.5, v ∈ {T, M, S}

compared to the non-cooperative transmission scheme, i.e. δv = 1.
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Figure 5.5: SINR coverage versus the threshold γth for the proposed user-centric co-

operation of different networks under the MRCS scheme for δv = 0.5, v ∈ {T, M, S}

compared to the non-cooperative transmission scheme, i.e. δv = 1.

i.e, δT = δM = δS = 1, when the user is served by only one BS. In addition, Fig. 5.3

illustrates that the THz-only tier provides lower SINR coverage performance, espe-
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Figure 5.6: Rate coverage versus the threshold Rth for the proposed user-centric co-

operation of different networks under the MSCS scheme for δv = 0.5, v ∈ {T, M, S}

compared to the non-cooperative transmission scheme, i.e. δv = 1.
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Figure 5.7: SINR coverage versus the absorption coefficient for the proposed user-

centric cooperation of different networks under the MSCS scheme for δv = 0.5 and

δv = 1, v ∈ {T, M, S} at γth = 10 dB and Rth = 800 Mbps.

cially for δv = 0.5. This is due to the effect of the molecular absorption which limits

the travel distance of the THz signal. The curves in Fig. 5.3 also show that the
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Figure 5.8: Rate coverage versus the absorption coefficient for the proposed user-

centric cooperation of different networks under the MRCS scheme for δv = 0.5 and

δv = 1, v ∈ {T, M, S} at γth = 10 dB and Rth = 800 Mbps.
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Figure 5.9: Rate and SINR coverage versus the clustering parameter δv for the

proposed hybrid user-centric network. Comparison of MRCS and MSCS schemes at

γth = 10 dB and Rth = 800 Mbps.

analytical results match well with simulation which validates the provided analytical

expressions of the SINR coverage in (5.19), (5.28), (5.29), and (5.32).
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Figure 5.10: Probability of user association to different tiers as a function of the

absorption coefficient under both MRCS and MSCS schemes.

The numerical results in Fig. 5.4 shows the rate coverage versus the threshold

Rth ranging from 200 Mbps to 1000 Mbps. In this figure, the MRCS scheme is ap-

plied to the proposed hybrid user-centric network. It is clear that MRCS scheme can

enhance the rate coverage performance of the hybrid user-centric networks compared

to the single-tier user-centric networks. This figure shows that although THz signal

suffers from deep large-scale fading due to the molecular absorption effect, it pro-

vides better rate coverage performance compared to both mmWave and sub-6GHz

networks, thanks to the huge bandwidth provided in the THz bands. Again, Fig.

5.4 validates the provided analytical expression of the rate coverage as it matches

well with simulations.

In Figs. 5.5 and 5.6, we plot the SINR coverage and rate coverage under MRCS

and MSCS schemes, respectively. It is clear that in the considered hybrid user-

centric network, MSCS scheme can maximize the SINR coverage. However, it may

not be able to maximize the user link rate. On the contrary, the MRCS scheme can

maximize the link rate but it may degrade the SINR coverage. This implies that

it is not possible to find an association scheme that provides maximum rate and

maximum SINR coverage at the same time in hybrid networks when different tiers
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have different available spectrum bandwidth. Therefore, there should be a trade-off

between link rate and SINR coverage.

Figs. 5.7 and 5.8, respectively, illustrate the effect of the absorption coefficient on

the SINR coverage at a threshold γth = 10 dB, and the rate coverage, at a threshold

Rth = 800 Mpbs, for the two transmission cases, i.e, user-centric BS cooperation

(δv = 0.5) and non-cooperative transmission (δv = 0.5), v ∈ {T, M, S}. Here,

we consider the practical data of the absorption coefficient provided in [94, Table

4] where the absorption coefficient is measured at different values of the humidity.

These two figures also demonstrate that since the molecular absorption effect is

negligible in mmWave and sub-6GHz links, their coverage probability performances

remain as horizontal lines w.r.t the absorption coefficient ka(fT ). From Fig. 5.7, it

is clear that for the THz tier, and hence for the hybrid networks, the SINR coverage

probability increases with the absorption coefficient to a maximum value and then

gradually decreases. This can be interpreted in dense THz networks as follows:

increasing ka(fT ) would decrease the interference power relative to the useful signal

power and hence would improve the received SINR while, after a certain value

of ka(fT ), the received signal power degrades as well and the performance starts

decaying. Fig. 5.8 shows that for large values of the absorption coefficient, the rate

coverage of mmWave tier may be better than that of THz tier while the hybrid

network outperforms both. It can be seen that the rate coverage of sub-6GHz tier

is close to zero, because the rate threshold is set to Rth = 800 Mbps in this figure.

However, the rate coverage of sub-6GHz tier under the MRCS scheme can reach 0.7

at lower rate thresholds as shown in Fig. 5.4.

The performance of MSCS and MRCS schemes is also illustrated in Fig. 5.9

where the SINR and rate coverages are both shown under the two association

schemes as a function of the clustering parameter δ. Note that in this figure, clus-

tering parameters are set as δT = δM = δS = δ. This figure clearly shows that for

given clustering parameters, neither MSCS nor MRCS can maximize both the SINR

and rate coverages, simultaneously. In addition, Fig. 5.9 shows that the system

performance improves with decreasing δ. This is because decreasing δ increases the
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size of user’s serving cluster which in turn enhances the received power signal.

In Fig. 5.10, the association probability of the typical user to different network

tiers is given under both MSCS and MSRS schemes as a function of the absorption

coefficient. Again, the results in Fig. 5.10 are shown for SINR and rate thresholds,

γth = 10 dB and Rth = 800 Mbps, respectively. For the MSCS scheme, the user is

associated to the mmWave tier with higher probability than to the THz tier, due to

the absorption effect in THz band, and higher than its association to the sub-6GHz

tiers, due to the long distance between the user and SBSs. For the MRCS scheme,

at small values of the absorption coefficient, the association probability to the THz

tier is very high due to the available huge bandwidth. It is clear that the probability

of user association to the THz tier decreases with the absorption coefficient which

in turn increases the association probability to the mmWave tier. Again, it can be

seen from this figure that the user association probability to the sub-6GHz tier is

close to zero since the rate threshold is Rth = 800 Mbbps. However, the user may

be associated to the sub-6GHz tier under the MRCS scheme at lower rate thresholds

as shown in Fig. 5.4.

In all previous figures, equal clustering parameters are assumed for the three

different tiers, i.e, δS = δM = δT . Figs. 5.11 and 5.12, respectively, investigate the

SINR and rate coverage of the considered user-centric hybrid network under both

MSCS and MRCS schemes when different values of the clustering parameters are

assumed. In particular, two scenarios are considered: Scenario 1→ (δS = 0.2, δM =

0.5, and δT = 0.6) and Scenario 2→ (δS = 0.8, δM = 0.6, and δT = 0.5). Recall

that the size of the serving cluster from tier v is inversely related to the clustering

parameter δv. We can observe that, the sub-6 GHz cluster size in Scenario 1 is

largely greater than that in Scenario 2. As a result, under the MSCS, we can see

a significant enhancement of the SINR coverage (as shown in Fig. 5.11) and a

significant deterioration of the rate coverage (as shown in Fig. 5.12) for Scenario 1

compared to that for Scenario 2. On the other hand, a small change in the coverage

performance is obtained between Scenarios 1 and 2 under the MRCS scheme because

both mmWave and THz cluster sizes in Scenarios 1 and 2 are comparable.
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Figure 5.11: SINR coverage versus the threshold γth when different tiers are as-

signed different values of the clustering parameters. Two scenarios are assumed, i.e,

Scenario 1→ (δS = 0.2, δM = 0.5, and δT = 0.6) and Scenario 2→ (δS = 0.8, δM =

0.6, and δT = 0.5).

5.6 Summary

In this chapter, a new dynamic BS clustering model is proposed to enable user-centric

BS cooperation in a hybrid network composed of three types of BSs, namely, TBSs,

MBSs, and SBSs. The BSs of the three tiers are spatially distributed according

to independent homogeneous PPPs with different densities. In the proposed user-

centric model, each user first forms three candidate clusters of BSs, each belonging

to a different tier. Then, one of the candidate clusters is selected to serve the

user based on one of two proposed selection schemes, namely, MSCS and MRCS.

We exploited stochastic geometry to provide analytical framework for computing the

SINR and rate coverage probabilities of the considered hybrid user-centric networks.

It is shown that for such a hybrid network, it is not possible to find an association

scheme that maximizes both rate and SINR coverage performances at the same time,

raising an interesting issue for further investigation on a trade-off between rate and

SINR coverages. As compared to the single-tier user-centric network, numerical
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Figure 5.12: Rate coverage versus the threshold th when different tiers are assigned

different values of the clustering parameters. Two scenarios are assumed, i.e, Sce-

nario 1→ (δS = 0.2, δM = 0.5, and δT = 0.6) and Scenario 2→ (δS = 0.8, δM =

0.6, and δT = 0.5).

results show that the proposed user-centric hybrid network improves the system

performance in terms of both SINR and rate coverage performances provided that

a suitable cluster selection scheme is implemented.

This work permits many extensions. For example, both MSCS and MRCS

schemes can be biased in order to encourage the user to be associated with a specific

tier and to avoid the under-utilization of given tiers. This enables optimizing the

overall system performance in hybrid networks. Also, incorporating the correlation

between the spatial distributions of BSs from different tiers in hybrid networks is

an interesting research point that can be considered in future.
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5.7 Appendices

5.7.1 Proof of Lemma 5.4.1

Recall that the aggregated THz interference is expressed as IaggT =
∑

j∈ΦT \Φ̃T
PTGT,j

CT r
−αT
j exp

(
− ka(fT )rj

)
. Also, the ultra-dense deployment of the THz BSs insures

that aT < RL. Then, the characteristic function of IaggT for a given cluster radius aT

is obtained as

ΛIaggT |aT (jω) = EGT ,Φ̃T

[{
exp−jω

∑
j∈ΦT \Φ̃T

PTGT,jCT r
−αT
j exp

(
− ka(fT )rj

)}]

(a)
= exp

{
− 2πλT

∑
GM

pGM

∫ RL

aT

(
1− exp

(
− jωPTGT t

−αT e−ka(fT )t
)
tdt
)}

(b)
= exp

{
− 2πλT

∑
GT

pGT

∫ RL

aT

∞∑
q=1

(−jωPTGTCT )
qt−qαT+1e−qka(fT )t

k!
dt

}

(c)
= exp

{
− 2πλT

∑
GT

∞∑
n=1

(
pGT

(−jωPTCTGT )
nΓ(2− αTn, nka(fT )aT

q!(nka(fT ))2−αTn

−pGT
(−jωPTCTGT )

nΓ(2− αTn, nka(fT )RL

q!(nka(fT ))2−αTn

)}
, (5.35)

where (a) results from averaging over the interferers antenna gain, GT , and then

applying the probability generating functional of a PPP [63], and (b) follows from

expanding the inner exponential function. Then, the expression in (c) results from

using
∫∞
z
ta−1e−tdt = Γ(a, z) [63].

5.7.2 Proof of Proposition 5.4.2

For a given cluster radius aT , the THz aggregated received signal power can be

written as SaggT = PTG
max
T CT (δTaT )

−αT e−ka(fT )δT aT +
∑

k∈Φ̃T \(0,aT δT ) PTG
max
T CT r

−αT
k

exp
(
− ka(fT )rk

)
, where the first term is the received signal power from the nearest

TBS in Φ̃T while the second term is the aggregated received signal powers from the

other TBSs in Φ̃T . Since the TBSs are distributed according to a PPP, each distance

rk in the second term is uniformly distributed in [δTaT , aT ] with the following PDF

109



frk(t) =
2t

a2T − (δTaT )2
, δTaT < t ≤ aT . (5.36)

Assume there are n TBSs in Φ̃T \ (0, δTaT ) and let P̃T = PTG
max
T CT , the average

aggregated received signal power from Φ̃T is

SaggT |n = P̃T (δTaT )
−αT e−ka(fT )δT aT + nP̃T

∫ aT

δT aT

(δTaT )
−αT e−ka(fT )δT aT frk(t)dt

= P̃T (δTaT )
−αT e−ka(fT )δT aT + 2nP̃Tka(fT )

−αT+2(δTaT )
−αT (δ−2T − 1)−1

×
(
Γ
(
2− αT , ka(fT )δTaT

)
− Γ

(
2− αT , ka(fT )aT

))
. (5.37)

Again, as the TBSs are distributed according to a PPP, the variable n in (5.37)

is modeled as a Poisson random variable with a mean πλT (δTaT )
2(δ−2T − 1) and a

probability mass function given by

Pr[n = ñ] = exp
(
− πλT (δTaT )

2(δ−2T − 1)
)(πλT (δTaT )2(δ−2T − 1)

)ñ
ñ!

. (5.38)

From (5.21) and (5.23), the SINR CCDF given ϕ = Φ̃T for a cluster radius aT at a

threshold x is given by

FT (x) = ESagg
T ,aT

[
F̃IaggT |aT

(
SaggT

x
− σ2

T

)]

(a)
=

1

2
ESagg

T ,aT

[
1 + erf

( Sagg
T

x
− σ2

T − µIaggT
(aT )√

2VIaggT
(aT )

)]
, (5.39)

where µIaggT
(aT ) and VIaggT

(aT ) are given in (5.24) and (5.25), respectively. Plugging

(5.37) in (5.39) and averaging over n using (5.38) and then averaging over aT using

(5.12), the SINR CCDF, given ϕ = Φ̃T , is expressed as in (5.28).

5.7.3 Proof of Lemma 5.4.2

For a given mmWave cluster radius aM , the characteristic function of the aggregated

signal, SaggM , is written as

ΛSagg
M |aM (jω) = Λ1(jω, aM)Λ2(jω, aM), (5.40)
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where Λ1(jω, aM) and Λ2(jω, aM) are, respectively, the characteristic function of the

maximum received signal and the characteristic function of the aggregated signals

received from the mmWave serving cluster, except the maximum one, for a given

cluster radius aM . The expression of Λ1(jω, aM) can be obtained as

Λ1(jω, aM) = EhM

[
exp

(
−jωPMGmax

M CMhM(aMδM)−αM

)]

(a)
=

(
1 +

jωPMG
max
M CM(aMδM)−αM

m

)−m
, (5.41)

where (a) results from applying the moment generation function of the Gamma

random variable, hM with parameters m and 1/m. For Λ2(jω, aM), it is computed

as

Λ2(jω, aM) = EhM ,Φ̃M

[
exp

(
−jω

∑
k∈Φ̃M\B(0,aM δM )

PMG
max
M CMhMr

−αL
k

)]

(b)
= exp

(
− 2πλMEhM

(∫ aM

aM δM

(
1− e−jωP̃MhM t−αM

)
tdt

))
,

(c)
= exp

(
− 2πλMΓ(2)EhM

(∫ aM

aM δM

(
jωP̃MhM t

−αM

×e−jωP̃MhM t−αMG1,1
1,2

[
− jωP̃MhM t

−αM

∣∣∣∣ 0

0,−1

])
tdt

))
, (5.42)

where (b) follows from using the Campbell’s theorem and letting P̃M = PMG
max
M CM ,

(c) results from applying 1− e−x = Γ(2)xe−xG1,1
1,2

[
− x
∣∣∣ 0

0,−1

]
, where Gm,n

p,q (·) is the

Meijer’s G function [62]. Integrating over t and averaging over the small-scale fading

hM using (5.7), Λ2(jω, aM) can be expressed as

Λ2(jω, aM) = exp

{
−2πjωλMΓ(2)P̃M

αM − 1

Γ(m+ 1)Γ(1− 2
αM

)

Γ(2)Γ(2− 2
αM

)

×

(
(aMδM)2−αMG1,3

3,3

[
− jωP̃M(aMδM)−αM

∣∣∣∣ −m, 0, 2
αM

−1, 2
αM

− 1

]
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−a2−αM
M G1,3

3,3

[
− jωP̃MaM

∣∣∣∣ −m, 0, 2
αM

−1, 2
αM

− 1

])}
(5.43)

Then, substituting P̃M by PMG
max
M CM and plugging (5.41) and (5.43) in (5.40),

we get the expression of ΛSagg
M |aM (jω) as in (5.30). The characteristic function of the

aggregate interference can be written as

ΛIaggM |aM (jω) = EGM ,hM ,Φ̃M

[
exp

(
−jω

∑
j∈ΦM\Φ̃M

PMGM,jCMhM,jr
−αM
j

)]
,(5.44)

Following the same steps of deriving ΛSagg
M |aM (jω) and then averaging over the in-

terferer antenna gain GM , ΛIaggM |aM (jω) is obtained as in (5.31).
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Chapter 6

Performance Characterization of

SWIPT-enabled User-Centric

mmWave Networks

6.1 Introduction

6.1.1 Background

As an emerging technology, low power devices, such as the nodes of internet of things

(IoT), are predicted to be widely used and densely deployed in future communication

networks [129]. They are usually powered by batteries with a limited capacity [130].

In order to extend the lifetime of these devices and guarantee sustainable wireless

services, simultaneous wireless information and power transfer (SWIPT) technique

is introduced as a flexible power source [131]. Mainly, SWIPT provides a guaranteed

level of energy that can be harvested from radio frequency (RF) signals instead of

costly conventional power sources [131]. Therefore, to enhance the energy efficiency

of modern wireless communication systems, SWIPT has been considered as one

of the most promising solutions [132]. In the literature, many operating modes

are proposed to separate the received wireless information and harvested power,

such as time switching, power splitting, and antenna allocation [131], [133]. This
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implies the existence of a trade-off between the amount of wireless harvested energy

and the achievable data rate [134]. Therefore, compromising techniques are highly

recommended to enhance the efficiency of SWIPT-enabled wireless networks [135].

Millimeter wave (mmWave) technology has been featured as part of the 5G rev-

olution to overcome the shortage of the available spectrum at microwave bands and

hence to meet the fast growing demands of future wireless services [136]. Unfortu-

nately, the signal transmitted at mmWave is more sensitive to blockages and suffers

from a large penetration loss which reduces the coverage area of base stations (BSs)

operating at these bands [36]. While, increasing the density of deployed BSs can im-

prove the coverage of mmWave communication networks, it increases the amount of

aggregated interferences a user may receive from close neighboring BSs. This leads

to a negative effect of network densification since the system performance starts

degrading when the BS density goes beyond a critical point [37], [66]. To enhance

the communication reliability and effectively mitigate the aggregated interference,

the system can enable multi-connectivity through BS cooperation [38], [40], [41]. As

a promising technique, user-centric BS cooperating allows each user to be served by

a set of carefully selected BSs, namely, user’s serving cluster which can be adapted

to its environment and quality-of-service (QoS) requirements [113].

6.1.2 Related Works

The performance of cellular networks with wireless power transfer has been studied

in [126], [137]–[146] using stochastic geometry tools. In [126], SWIPT-enabled cel-

lular networks were modeled and a new mathematical framework for system-level

analysis and optimization was provided. The authors of [137] studied the receiver

diversity of cellular systems with wireless power transfer and showed that the re-

ceiver diversity can effectively enhance the system performance in terms of received

information rate and harvested energy. In [138], a methodology to analyze a real-

time SWIPT-enabled mobile computing system is proposed. The performance of

RF-powered IoT devices was investigated in [139] by taking into account the cou-

pling between the locations of the devices and the RF sources. In particular, the
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locations of RF-powered devices are modeled using Poisson cluster process with each

cluster being centered by an IoT gateway. Considering the void cell phenomenon,

the authors in [140] proposed an analytical model for the downlink and uplink user’s

rates in a SWIPT-enabled cellular system and characterized the amount of energy

harvested by the user. In [141], a model named Poisson disk process is proposed

to address the energy correlation issue in large-scale wirelessly powered networks.

In this model, wireless-powered device is assumed to harvest enough energy only

if there is at least one energy transmitting node within a given distance. Further-

more, the authors of [142] introduced the energy correlation coefficient to analyze

the effect of energy correlation in RF-powered systems with energy beamforming.

In [143], an antenna switching technique is used to separate the information and

energy where a subset of antennas are allocated for data and the remaining are

allocated for energy harvesting. The impact of the beamforming error, due to the

imperfect beam alignment, on the wireless powered systems at mmWave frequen-

cies was studied in [144]. The beam error between the receiver and the associated

transmitter is modeled as truncated Gaussian distribution while the beam error

between the receiver and the non-associated transmitter is assumed to follow a uni-

form distribution. In [145], the authors developed new analytical results for the

performance of SWIPT-enabled users by taking into account the spatial interfer-

ence correlation. The energy efficiency of a SWIPT-enabled wireless system with

mode selection in devise-to-device (D2D) communications was studied in [146]. The

analysis of SWIPT-enabled cellular system with a more realistic nonlinear energy

harvester is investigated in [147], [148]. Specifically, in [147], the joint optimization

scheme for beamforming and power splitting in wideband mmWave SWIPT-enabled

cellular systems with nonlinear energy harvester under a limited channel state in-

formation and hybrid beamforming structure was proposed. The effects of channel

fading on the coverage probability of a SWIPT-enabled wireless communication sys-

tem assisted by unmanned aerial vehicles (UAV) with nonlinear energy harvesting

receivers was investigated in [148].

The performance of mmWave networks under BS cooperation was investigated
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in [53]–[55], [57]. The authors in [53] assumed that the user is cooperatively served

by a cluster of a given number of BSs and studied the network coverage perfor-

mance. They showed that the BS cooperation technique effectively improves the

performance when the BS density is large. In [54], the user performs two steps to

select its serving BS in a multi-tier wireless network. In the first step, a set of BSs,

called candidates BSs, are preselected from different tiers while in the second step,

one candidate is selected to transmit data to the user based on the highest achievable

signal-to-interference-plus-noise ratio (SINR). With the aid of stochastic geometry

tools, the work in [55] investigated the coverage and rate performances of mmWave

networks under user-centric BS cooperation. In [57], two methods of BS clustering

are considered, where the user’s serving cluster is incorporated either with a fixed

number of BSs or with a fixed region. Then, the system performance in terms of

outage probability and downlink data rate is studied for the two BS cooperation

methods. It is worth noting that in [53]–[55], [57], only static BS clustering was

considered, where the user’s serving cluster has either a fixed number of serving

BSs or fixed radius. In [120], it is shown that the user-centric BS cooperation with

adaptive BS clustering significantly outperforms that using fixed clustering in terms

of coverage probability, spectral efficiency, and energy efficiency performances. In

adaptive clustering, the user forms its own serving cluster based on the quality-of-

service (QoS) requirements and channel conditions. Hence, the serving clusters of

different users may have different sizes and can be adapted to the users’ locations

6.1.3 Motivations and Contributions

Due to its large bandwidth, the mmWave communication is leveraged to meet the

multi-Gigabit data transmission requirement. Moreover, it is shown in [34] that

wireless power transfer at mmWave outperforms that at lower frequency bands.

This implies that SWIPT-enabled mmWave systems are feasible and suitable for

energy efficient communication networks. Furthermore, in addition to improving the

downlink data rate, user-centric BS cooperation in mmWave networks is expected

to further enhance the wireless power transfer due to the fact that the mmWave
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transmitters/receivers are equipped with highly directive antennas, and thus the

amount of energy that can be harvested from a useful signal is larger than that

harvested from the interfering signal.

It is noteworthy that in the aforementioned works [34], [144] on the performance

of SWIPT-enabled mmWave communication systems, the user is only associated to

one BS, i.e, no BS cooperation was considered. To the best of our knowledge, the

performance analysis for SWIPT-enabled user-centric networks in mmWave bands

is still an open issue. To fill this gap, in this chapter, we use stochastic geometry

to investigate the performance of SWIPT-enabled mmWave user-centric networks

under adaptive BS clustering. In particular, the main contributions of our work are

summarized as follows:

• We adopt the adaptive BS clustering for the SWIPT-enabled user-centic mmWave

networks. The information and power at the user side are acquired using the

time switching technique [130]. The user selects its serving BSs based on its

channel condition, where a single parameter is introduced to control the size

of the user’s serving cluster. For the energy harvesting at the user side, both

linear and non-linear energy harvesting models are considered in this work.

• Two cooperative transmission schemes are considered to transmit data to the

user, namely, joint transmission (JT) scheme and optimal BS selection (OBS)

scheme. In addition, The performance of JT and OBS schemes is compared

to the non-cooperative (NC) scheme in which the user is associated to only a

single BS.

• Using concepts from stochastic geometry, we provide an analytical frame-

work to study the system performance of the considered SWIPT-enabled user-

centric mmWave network in terms of rate coverage, energy coverage, and joint

rate and energy coverage.

• Under reasonable assumptions, we develop a simplified mathematical expres-

sion of the joint rate and energy coverage and then an optimization framework
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of the time switching coefficient to maximize the system performance for given

system parameters.

• We provide numerical and simulation results to illustrate the performance of

the considered SWIPT-enabled system and to validate the derived analytical

expressions.

The rest of this chapter is organized as follows. In Section 6.2, we discuss the system

model. Section 6.3 is dedicated to the system performance analysis under linear

energy harvesting. In Section 6.4, a simplified analytical expression of the joint

rate and energy coverage is provided. In section 6.5, we characterize the system

performance under non-linear energy harvesting model. Numerical and simulation

results along with necessary discussions are given in Section 6.6. Finally, we conclude

this work in Section 6.7.

Notations : Im{x} denotes the imaginary part of x. Γ(a, x) =
∫∞
a
tx−1e−tdt is

the incomplete gamma function [62] where Γ(x) = Γ(0, x). 2F1(.) is the Gauss hy-

pergeometric function and Ev(z) =
∫∞
1

e−zt

tv
dt is the generalized exponential integral

function [62]. Pr[A] denote ta the probability of event A. ΨZ(jw) is the charac-

teristic function of the random variable z, and EX [·] refers to the expectation over

X.

6.2 System Model

6.2.1 Spatial Distribution and Propagation Models

Consider a user-centric SWIPT-enabled wireless network serving single-antenna

wirelessly powered users in the downlink. The network BSs operate at mmWave

band and are equipped with highly directional beamforming antenna array. It is

assumed that the users are low power devices with no permanent power supply,

and solely rely on the harvested energy from the ambient mmWave radio. The

locations of the cellular network BSs and the users are modeled by two indepen-

dent homogeneous Poisson point processes (PPPs) Φb and Φu with densities λb and
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λu, respectively. The analysis is performed for a typical user located at the origin

(0, 0) ∈ R2 [63].

In mmWave, line-of-sight (LOS) and non-LOS (NLOS) channels have different

propagation characteristics since the mmWave signal suffers from high penetration

losses and hence it is more sensitive to blockages [36], [37]. Therefore, for the typical

user, BSs can be, classified into two independent non-homogeneous PPPs, denoted

here as ΦL
b and ΦN

b and refereed to as LOS and NLOS BSs, respectively. Both ΦL
b

and ΦN
b are thinned processes of Φb with densities λbPLOS(rk) and λb

(
1−PLOS(rk)

)
,

respectively, where rk is the distance from the typical user to the k-th BS in Φb and

PLOS(rk) is the probability of the k-th BS being in LOS to the typical user. For the

k-th BS, the path loss for LOS and NLOS links can be expressed as [71]

L(rk) =


LL(rk) = CLr

αL
k , for LOS

LN(rk) = CNr
αN
k , for NLOS

(6.1)

where αL and αN are the LOS and NLOS path loss exponents, respectively, and CL

and CN are the intercepts of the LOS and NLOS path loss formulas [37]. Note that

according to [149] CL and CN are equal for a short reference distance.

Moreover, the small-scale fading of mmWave channel links between the typical

user and all BSs are modeled as independent Nakagami-m random variables, where

m is the Nakagami parameter that describes the degree of fading severity. As such,

the LOS and NLOS links have different Nakagami parameters denoted by mL and

mN , respectively, where mL > mN [37]. Therefore, the small-scale channel gain, de-

noted by h, is a normalized independent and identically distributed (i.i.d.) Gamma

random variable with h ∼ Γ (mv, 1/mv), where v ∈ {L,N}, refers to the LOS or

NLOS links, and Γ(., .) is the incomplete Gamma function. Accordingly, the prob-

ability density function (PDF) of the power fading, h, for LOS and NLOS links is

given by

f|ζk|2(x) =
mmv
v

Γ(mv)
xmv−1e−mvx, x > 0 (6.2)

where Γ(·) is the Gamma function.
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6.2.2 Antenna Array Radiation Patterns

The high attenuation of the transmitted mmWave signal is more harmful in SWIPT-

enabled systems since it degrades the received SINR and it reduces the amount of

harvested energy for a given time duration. To compensate for such high attenuation

in mmWave bands and to mitigate the effect of co-channel interference, all BSs are

supported with highly directional beamforming antenna arrays. For the sake of

analysis tractability, we consider a sectored antenna model to describe the gain

patterns of the BSs antenna arrays [68], [69], [126]. This model defines the array

pattern using three parameters, Gm and Gs, θw for the main-lobe and all back and

side-lobes, and the antenna beamwidth, respectively. In this chapter, the scheme

in [125] is used to obtain the parameters Gm, Gs, and θw, which are related to the

number of elements in the antenna array and the array geometry. As such, for a

uniform linear antenna array with space between elements equal to half the operating

wavelength, the array gain G(θ) in any arbitrary direction can be formulated as

G(θ) =



Gm =
2πN2

t sin

(
3π
2Nt

)
θwN2

t sin

(
3π
2Nt

)
+(2π−θw)

, |θ| ≤ θw
2

Gs =
2π

θwN2
t sin

(
3π
2Nt

)
+(2π−θw)

, otherwise

(6.3)

where θw = 2arcsin
(

2.782
πNt

)
is the antenna beamwidth, θ is the angle of the boresight

direction which is modeled as a uniform random variable distributed in [−π, π]

and Nt is the number of antennas in the array. Note that in mmWave, to serve

multiple users, BSs are equipped with large antenna arrays which consist of subsets

of smaller antenna arrays known as subarrays. These subarrays can direct different

beams to multiple users at different locations. In this case, Nt corresponds to the

number of antennas in each subarray. The user is equipped with a single unity gain

omnidirctional antenna and thus is able to simultaneously receive multiple beams

from different directions. Therefore, the total antenna gain of a link between the

user and an interfering BS is a random variable defined as G = {Gm, Gs} with

probability pG = { θw
2π
, 2π−θw

2π
}. We assume that perfectly channel state information
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is available at all BSs and thus they are capable of adjusting the antenna orientations

to achieve the maximum directivity gain between a serving BS and the user [56],

[66], [70].

6.2.3 Base Station Clustering and Data-Power Switching

Models

In our SWIPT-enabled user-centric mmWave network, each user is served or powered

by a cluster of carefully selected BSs, denoted as ΦS
b ∈ Φb. For the SWIPT setup,

a time switching protocol is considered. Specifically, in each downlink transmission

time slot, each user first uses a fraction µ of the time slot for harvesting energy from

all the received mmWave signals, and 1− µ of time for receiving and decoding data

from the serving cluster ΦS
b , where µ ∈ [0, 1] is the time switching coefficient. It

is also assumed that each user is battery-less and utilizes only the instantaneously

harvested RF energy to supply its operation.

Information Transfer Phase

During this phase, all BSs in ΦS
b cooperate to jointly serve the typical user within

1− µ of time. In order to select a proper BS set ΦS
b , the user employs a large-scale

path-loss based clustering approach, which can be mathematically expressed as

ΦS
b ≜ {yk ∈ Φb : EΦb

(rk, δ) = 1}, (6.4)

where yk ∈ R2 is the location of the k-th BS in Φb, rk =||yk || is the distance from the

typical user to the k-th BS, EΦb
(rk, δ) = 1(δL(rk) ≤ L(r)) is an indicator function

with δ ∈ [0, 1] being the clustering parameter and r being the distance between the

typical user and the BS with the minimum path loss, namely, the user’s reference

BS denoted by ϕ. The case when δ = 1 is known as the conventional single-serving

BS, which is also referred in this chapter to as the non-cooperative (NC) scheme.

The clustering approach in (6.4) means that a BS joins the serving cluster ΦS
b if and

only if its path-loss based received power at the typical user exceeds the path loss

of ϕ scaled by δ. In contrast to the static clustering approaches reported in [55],

121



[56], (6.4) enables adaptive selection of BSs according to network configurations and

the user’s channel condition (i.e., path loss). Indeed, as will be discussed in Section

6.4, δ can be tuned according to the system status such as users’ and BSs’ densities,

path loss exponents, and maximum load. Furthermore, a BS can joint multiple

clusters with avoiding interference from BSs within the serving cluster by assigning

orthogonal resources to different users.

Energy Harvesting Phase

We consider a practical energy harvesting model that depends on the locations of

the nearby RF transmitters and the channel gain including small-scale fading and

the associated array gains due to the use of directional antenna arrays. Specifically,

during µ of time, a typical user harvests energy from all BSs in ΦS
b with beam

pointing toward its direction. It also harvests energy from the interference received

from BSs in Φb \ ΦS
b with beams pointing towards and away from its direction.

Using field measurements and stochastic blockage models, the probability that

the k-th BS at a distance rk from the typical user is LOS can be modeled as

PLOS(rk) = e−βrk , where β is a parameter dependent on the blockages sizes and

density. For the analysis tractability, we use the model in [66], [70], [72], [120]

which approximate the LOS probability function by a step function. In particular,

PLOS(rk) is one for rk ≤ RL and zero otherwise, where RL is the LOS range. This

model is proved to be tractable yet accurate enough to account for the effect of

blockage in mmWave bands when RL is carefully determined. According to [66], for

accurate results, the LOS range is calculated such that RL =
√
2/β .

From (6.4), it is clear that for a given BS density, the size of the user’s serving

cluster depends on the clustering parameter δ, the type of the reference BS ϕ, i.e,

either LOS or NLOS, and the distance r. Note that based on the considered blockage

model, the PDF of r is fr(t) = 2πλbt exp
(
πλbt

2
)
, 0 ≤ t < ∞ [79]. As a result,

there are three cases of the user’s serving cluster, ΦS
b , which can be defined as follows:
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Case 1, ΦS
b ⊊ ΦL

b

In this case, the user’s serving cluster contains only LOS BSs. This case may

dominate in ultra-dense deployments and/or when the average size of the user’s

serving cluster is small.

Case 2, ΦS
b ⊊ ΦN

b

Here, the user’s serving cluster contains only NLOS BSs. This case may dominate

in low density networks.

Case 3, ΦS
b ⊊ {ΦL

b , Φ
N
b }

In this scenario, the user’s serving cluster contains both LOS and NLOS BSs. This

case occurs in moderate BS density and/or when the average cluster size is large.

6.3 Joint Rate and Energy Coverage Analysis

In this section, we study the performance of the SWIPT-enabled user-centric mmWave

networks in terms of the rate coverage, energy coverage, and joint rate and energy

coverage under linear energy harvesting. In particular, two cooperative transmission

schemes are considered, namely, the JT and the OBS schemes. For the JT scheme,

all BSs within the serving cluster transmit the same data to the user. On the other

hand, the OBS scheme selects only the BS with the maximum average received

power to send data to the user while the other BSs within ΦS
b keep silent. Note

that however those BSs keeping silent with the resource assigned to the typical user,

they can serve other users using other orthogonal resources. This implies that OBS

may degrade the system performance compared to the JT scheme but it can reduce

the coordination cost since the user data is required to be available at only one BS.

For the sake of comparison, we also introduce the NC transmission scheme. In the

following, we first focus on the performance analysis of the system under the JT

scheme and then obtain the performance of both OBS and NC schemes as special

cases of the JT scheme.
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6.3.1 User-Centric Rate and Energy

For the typical user, the power received from the k-th serving BS in ΦS
b located

at a distance rk is PtGmhk(L(rk))−1, where Pt is the BS transmit power which is

assumed the same for all BSs, Gm is the main-lobe gain , hk is the small-scale fading

channel gain between the user and the k-th BS in ΦS
b . On the other hand, the power

received by the typical user from the i-th interfering BS is PtGihi(L(ri))−1, where

Gi is defined in (6.3). The downlink received SINR, denoted as γ, under the JT

scheme can be expressed as

γ =
Sagg

Iagg + σ2
, (6.5)

where σ2 is the thermal noise and Sagg and Iagg are the aggregated useful signal

received from all BSs in ΦS
b and the aggregated interference recieved from all BSs

in Φb \ ΦS
b which are, respectively, expressed as

Sagg =
∑
k∈ΦS

b

PtGmhk(L(rk))−1

=
∑

k∈ΦS
b ∩Φ

L
b

PtGmhk(LL(rk))−1

︸ ︷︷ ︸
LOS signals

+
∑

k̂∈ΦS
b ∩Φ

N
b

PtGmhk̂(LN(rk̂))
−1

︸ ︷︷ ︸
NLOS signals

(6.6)

and

Iagg =
∑

i∈ΦL
b \Φb

PtGihi(L(ri))−1

=
∑

i∈ΦL
b \Φ

S
b ∩Φ

L
b

PtGihi(LL(ri))−1

︸ ︷︷ ︸
LOS interference

+
∑

j∈ΦN
b \Φ

S
b ∩Φ

N
b

PtGjhj(LN(rj))−1

︸ ︷︷ ︸
NLOS interference

(6.7)

The downlink rate (normalized by the system bandwidth) and the linearly harvested

energy (normalized by the time), respectively, denoted as R and H, are given by

R = (1− µ) log2
(
1 + γ

)
, (6.8)

and

H = ηµ

(
Sagg + Iagg

)
, (6.9)
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where η is the efficiency of the energy conversion at the receiver. Note that since

R in (6.8) is normalized by the bandwidth and H in (6.9) is normalized by the

transmission time, thus they are expressed in bit/s/Hz and watts, respectively. It

is clear from (6.5), (6.8), and (6.9) that R and H are correlated. This will be taken

into consideration when computing the joint rate and energy coverage as follows.

6.3.2 Joint Rate and Energy Coverage Probability

In this subsection, we provide mathematical expressions for the coverage probabili-

ties. First we focus on the joint rate and energy coverage denoted as FR,H
(
Rth, Hth

)
which is the joint complimentary cumulative distribution function (CCDF) of R and

H. Then, the individual rate and energy coverage probabilities can be obtained as

marginal CCDFs of FR,H
(
Rth, Hth

)
. The joint rate and energy coverage probability

or in short the joint coverage probability, is expressed as

FR,H
(
Rth, Hth

)
= Pr

[
R ≥ Rth, H ≥ Hth

]
, (6.10)

where Rth and Hth are the reliability thresholds of the rate and harvested power.

Using (6.5)-(6.9) into (6.10), the joint coverage probability can be expressed as

FR,H
(
Rth, Hth

)
= Pr

[
Iagg≤

Sagg

2
Rth
(1−µ) − 1

− σ2, Iagg ≥
Hth

ηµ
−Sagg

]
. (6.11)

By letting R̃th = 2
Rth
(1−µ) − 1 and H̃th =

Hth

ηµ
, (11) can be arranged as

FR,H
(
Rth, Hth

)
= Pr

[
H̃th − Sagg ≤ Iagg ≤

Sagg

R̃th

− σ2

]

(a)
= FIagg

(
Sagg

R̃th

− σ2

)
− FIagg

(
H̃th − Sagg

)
, (6.12)

where (a) holds for

Sagg >
(
H̃th + σ2

)( 1

R̃th

+ 1

)
, (6.13)

and FIagg(x) = Pr[Iagg ≤ x] denotes the aggregated interference cumulative distri-

bution function (CDF). From (6.12), it is clear that to calculate the joint coverage
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probability, the distributions of both Iagg and Sagg must be computed. FIagg(.) is

calculated by resorting to the Gil–Pelaez inversion theorem [91], [127] as

FIagg(x) =
1

2
− 1

π

∫ ∞
0

Im
{
exp(−jωx)ΨIagg(jω)

}
ω

dω (6.14)

where j =
√
−1, Im{x} denotes the imaginary part of x, and ΨIagg(jω) is the

interference characteristic function which can be computed for different clustering

cases using the following lemma.

Lemma 6.3.1 For a given distance r to the reference BS ϕ and a clustering pa-

rameter δ, the characteristic functions of the aggregated interference for the three

clustering cases, Ψ
(a)
Iagg

(jw), a ∈ {1, 2, 3}, are written as

Ψ
(1)
Iagg

(r, jw) =

exp

{
− πλb

∑
G

pG

[
R2
L

(
1− 2F1

(
mL,−

2

αL
;
αL − 2

αL
;−jwGCLPtR

−αL
L

mL

))

−r2δ
−2
αL

(
1− 2F1

(
mL,−

2

αL
;
αL − 2

αL
;−jwGCLPtδr

−αL

mL

))

−R2
L

(
1− 2F1

(
mN ,−

2

αN
;
αN − 2

αN
;−jwGCNPtR

−αN
L

mN

))]}
, (6.15)

Ψ
(2)
Iagg

(r, jw) = exp

{
− πλb

∑
G

pG

[
r2δ

−2
αL

(
1

−2F1

(
mN ,−

2

αN
;
αN − 2

αN
;−jwGCNPtr

−αN δ
αN
αL

mN

))]}
, (6.16)

and

Ψ
(3)
Iagg

(r, jw) = exp

{
− πλb

∑
G

pG

[
r2δ

−2
αN

(
1

−2F1

(
mN ,−

2

αN
;
αN − 2

αN
;−jwGCNPtδr

−αN

mN

))]}
(6.17)

where 2F1(a, b; c; z) is the Gauss hypergeometric function [62].
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Proof: see Appendix 6.8.1

To proceed, the PDF of the aggregated signal S
(a)
agg is obtained using the following

lemma.

Lemma 6.3.2 For a given distance r to ϕ and a clustering parameter δ, the PDF

of the aggregated signal S
(a)
agg|r, a ∈ {1, 2, 3}, is given as

f
S
(a)
agg |r

(x) =
d

dx
Pr
[
S(a)
agg ≤ x|r

]

≈ m
mg
g

A(a)(r)Γ(mg)

(
xA(a)(r)

)mg−1
exp

(
−mgA(a)(r)x

)
(6.18)

where g = L for a = 1, 2 and g = N for a = 3. A(1)(r), A(2)(r), and A(3)(r) are

given as

A(1)(r) =
(
PtCLGm

)−1(
r−αL + 2πλbr

2−αL

(δ− 2−αL
αL − 1

2− αL

))−1
. (6.19)

A(2)(r) =
(
PtCLGm

)−1(
r−αL + 2πλb

(R2−αL
L − r2−αL

2− αL

))−1
(6.20)

and

A(3)(r) =
(
PtCNGm

)−1(
r−αN + 2πλbr

2−αN

(δ− 2−αN
αN − 1

2− αN

))−1
. (6.21)

Proof: see Appendix 6.8.2.

Now, we are in a position to formalize the joint coverage probability at the typical

user as presented in the following proposition.

Proposition 6.3.1 The joint coverage probability of the SWIPT-enabled user-centric

mmWave network under adaptive BS clustering can be given by

FR,H
(
Rth, Hth

)
=

∑
a∈{1, 2, 3}

Λ(a)F
(a)
R,H
(
Rth, Hth

)
, (6.22)

where F
(a)
R,H
(
Rth, Hth

)
is the joint coverage probability in Case a, a ∈ {1, 2, 3},

which is expressed as

F
(a)
R,H
(
Rth, Hth

)
=

m
mg
g

Γ(mg)π

(∫
r∈Ia

∫ ∞
0

1

ω
Im

{
e−jwσ

2

Ψ
(a)
Iagg

(r, jω)

(
T

A(a)(r)

)mg
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×E1−mg

(
mgT
A(a)(r)

− jwT
R̃th

)}
fr(r)dωdr −

∫
r∈Ia

∫ ∞
0

1

ω
Im

{
ejwH̃th

×Ψ
(a)
Iagg

(r, jω)

(
T

A(a)(r)

)mg

E1−mg

(
mgT
A(a)(r)

+ jwT

)}
fr(r)dwdr

)]
(6.23)

with Eg(z) =
∫∞
1

e−zt

tg
dt being the generalized exponential integral function [62] and

I1 = [0, RLδ
2

αL ], I2 = [RLδ
2

αL , RL], and I3 = [RL, ∞] are the ranges of r corre-

sponding to Case 1, 2, and 3, respectively. In (6.22), Λ(a) is the probability of Case

a which can be written as

Λ(1) = 1− exp
(
− πλbR

2
Lδ

2
αL

)
, (6.24)

Λ(2) = exp
(
− πλbRLδ

2
αL

)
− exp

(
− πλbR

2
L

)
, (6.25)

and

Λ(3) = exp
(
− πλbR

2
L

)
(6.26)

Proof: Applying (6.14) in (6.12) for Case a ∈ {1, 2, 3}, the joint coverage proba-

bility F
(a)
R,H
(
Rth, Hth

)
can be written as

F
(a)
R,H
(
Rth, Hth

)
=

E
S
(a)
agg ,r∈Ia

[
1

π

(∫ ∞
0

Im
{
exp

(
− jω

(
S
(a)
agg |r
R̃th

− σ2
))

Ψ
(a)
Iagg

(r, jω)
}

ω
dω

−
∫ ∞
0

Im
{
exp

(
− jω

(
H̃th − S

(a)
agg|r

))
Ψ

(a)
Iagg

(r, jω)
}

ω

)
dw

]
(6.27)

Then, averaging (6.27) over S
(a)
agg for the given distance r using its PDF in (6.18) and

considering the condition in (6.13), F
(a)
R,H
(
Rth, Hth

)
can be expressed as in (6.23),

where T = Hth+µσ
2

µ

(
1 − 2−

Rth
(1−µ)

)
. Moreover, from the clustering model in (6.4) it

is clear that the radius of the user’s serving cluster depends on its distance to ϕ,

r. Therefore, the probability of the serving cluster falling in Case 1, 2, and 3 is

equivalent to the probability of r ∈ [0, RLδ
2

αL ], r ∈ [RLδ
2

αL , RL], and r ∈ [RL, ∞],
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respectively. Since the PDF of r is fr(t) = 2πλbt exp
(
πλbt

2
)
, 0 ≤ t <∞, its CDF

is given as Fr(t) = Pr[r ≤ t] = 1 − exp
(
πλbt

2
)
. Therefore Λ(1), Λ(2), and Λ(3) can

be easily computed as given in (6.24), (6.25), and (6.26), respectively.

Corollary 6.3.1 Given the joint coverage probability of the SWIPT-enabled use-

centric mmWave network, FR,H
(
Rth, Hth

)
, the individual rate coverage probability,

denoted as FR
(
Rth

)
and energy coverage probability, denoted as FH

(
Hth

)
, can be

obtained as follows

FR
(
Rth

)
= lim
Hth→0

FR,H
(
Rth, Hth

)
, (6.28)

and

FH
(
Hth

)
= lim
Rth→0

FR,H
(
Rth, Hth

)
. (6.29)

The CCDFs in (6.23), (6.28), and (6.29) are all obtained under the JT scheme. For

the OBS and the NC schemes, the joint coverage and the individual rate coverage

and energy coverage probabilities can be provided using the following corollary.

Corollary 6.3.2 Given the joint coverage probability FR,H
(
Rth, Hth

)
of the SWIPT-

enabled use-centric mmWave network under the JT scheme, the joint coverage proba-

bility under the OBS scheme, denoted as F̃R,H
(
Rth, Hth

)
, can be obtained as follows

F̃R,H
(
Rth, Hth

)
=

∑
a∈{1, 2, 3}

Λ(a)F̃
(a)
R,H
(
Rth, Hth

)
, (6.30)

with

F̃
(a)
R,H
(
Rth, Hth

)
= F

(a)
R,H
(
Rth, Hth

)
(A(a)(r)→Ã(a)(r)), (6.31)

where Ã(1)(r) = Ã(2)(r) = PtGmCLr
−αL and Ã(2)(r) = PtGmCNr

−αN . For the NC

scheme, the joint coverage probability, denoted as F̂R,H
(
Rth, Hth

)
, is provided as a

special case of the joint coverage probability under the JT scheme as follows,

F̂R,H
(
Rth, Hth

)
= FR,H

(
Rth, Hth

)
δ→1

. (6.32)

Similar to (6.28) and (6.29), the individual rate coverage and energy coverage prob-

abilities under the OBS and the NC schemes can be obtained as a marginal CCDFs

of F̃R,H
(
Rth, Hth

)
and F̂R,H

(
Rth, Hth

)
, respectively.
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Remark 6.3.1 (Effect of BS Load) According to (6.15)-(6.22), and as will be

shown in the numerical results section, the coverage performance improves with in-

creasing the cluster size, i.e, decreasing δ. This is because all BSs are assumed to

have enough orthogonal resources to serve all associated users without incurring the

interference from BSs within the user’s serving cluster. In fact, the cluster size

can not increase to infinity and BSs can only assign orthogonal resources to a lim-

ited number of users. Hence, the minimum value of the clustering parameter δmin,

which returns the maximum cluster size, should be selected such that the number of

users associated to a BS is less than or equal to its maximum load. Let Nu(δ) be

the average number of users associated to a BS for a given δ which is computed as

Nu(δ) = λu
λb

(
δ

−2
αL

(
1−e−πλbR2

L

(
1+πλbR

2
L

))
+e−πλbR

2
Lδ

−2
αN

(
1+πλbR

2
L

))
. Then δmin

is obtained such that δmin = min{δ ∈ [0, 1]; Nu(δ) ≤ ψ}, where ψ is the maximum

BS load. This means that for ψ → ∞, then δmin → 0. Accordingly, the network

controller determines the value of δ and then broadcast this value to all users.

6.4 Joint Rate and Energy Coverage Optimiza-

tion under Network Densification

MmWave networks are expected to be designed with ultra-dense BS deployments

in order to reduce the signal blockage probability. This enables each user to ob-

serve multiple LOS BSs in its vicinity. However, network densification increases

the aggregated interference at the user, and thus user-centric BS cooperation can

be employed to mitigate the interference effect [120]. In this section, we consider

a highly dense mmWave network, where both the aggregated signal Sagg, and the

aggregated interference, Iagg are dominated by LOS components. Therefore, the

problem is simplified by neglecting the effect of NLOS components. In this case,

Sagg =
∑

k∈ΦS
b ∩Φ

L
b
PtGmhk(LL(rk))−1 and Iagg =

∑
i∈ΦL

b \Φ
S
b ∩Φ

L
b
PtGihi(LL(ri))−1. Ac-

cordingly, the interference characteristic function, ΨIagg , can be interestingly ap-

proximated using the following lemma.
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Lemma 6.4.1 For a user-centric mmWave network with highly dense BS deploy-

ments and large cluster size, the characteristic function of the aggregated LOS in-

terference, given the distance r to ϕ, can be approximated as

ΨIagg(r, jw) ≈ exp

{
− 2πλb

CLGavPt(jw)

αL − 2

(
δ

αL−2

αL r2−αL −R2−αL
L

)}
, (6.33)

where Gav =
∑

G pGG is the average gain.

Proof: see Appendix 6.8.3

Using (6.33) into (6.27), the joint coverage probability in highly dense networks can

be written as

FR,H
(
Rth, Hth

) (a)
= ESagg ,r

[
−1

π

(∫ ∞
0

sin
(
ω
(
Sagg |r
R̃th

− σ2 − B(r)
))

ω
dω

−
∫ ∞
0

sin
(
ω
(
H̃th − Sagg|r − B(r)

))
ω

dw

)]
,

(b)
= ESagg ,r

[
sgn
(
H̃th − Sagg|r − B(r)

)

−sgn

(
Sagg|r
R̃th

− σ2 − B(r)

)]
, (6.34)

where (a) follows from the fact that Im
(
exp(−jx)

)
= −sin(x) for x ∈ R/0 together

with the following substitution

B(r) = 2πλb
CLGavPt
αL − 2

(
δ

αL−2

αL r2−αL −R2−αL
L

)
, (6.35)

and (b) follows from the equality
∫∞
0

sin(ax)
x

dx = π
2
sgn(a), where sgn(a) returns the

sign of a if a ̸= 0 and sgn(0) = 0. Averaging (6.34) over S
(1)
agg|r using (6.18), the

joint coverage probability can be expressed as

FR,H
(
Rth, Hth

)
= Er∈I1

[
1

Γ(mL)

{
Γ

(
mL,

mL

(
H̃th + B(r)

)
A(r)

)
+

(
Γ

(
mL,

mLT
A(r)

)

−Γ

(
mL,

mL

(
H̃th + B(r)

)
A(r)

))
U
(
T − H̃th − B(r)

)
−

(
Γ

(
mL,

mLT
A(r)

)
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−Γ

(
mL,

mLR̃th

(
σ2 − B(r)

)
A(r)

))
U
(
R̃thσ

2 − T − R̃thB(r)
)}]

, (6.36)

where U(.) represents the unit step function. Then, by averaging (6.36) over the

distance r and performing mathematical manipulations, we can obtain the joint

coverage probability as stated in the following proposition.

Proposition 6.4.1 The joint coverage probability of the SWIPT-enabled user-centric

mmWave network under adaptive BS clustering and highly-dense BS deployments

can be approximated as

FR,H
(
Rth, Hth

)
≈ χ1H1

(
Rth,Hth

)
+ χ1H2

(
Rth,Hth

)
+ χ1H3

(
Rth,Hth

)
(6.37)

where χ1 = 1 − exp (−πλbM2
1), χ2 = exp (−πλbM2

2) − exp (−πλbM2
1), χ3 =

exp (−πλbR2
Lδ

2
αL−exp (−πλbM2

1), and H1

(
Rth,Hth

)
, H2

(
Rth,Hth

)
, and H3

(
Rth,Hth

)
are, respectively, expressed as

H1

(
Rth, Hth

)
=

2πλb
Γ(mL)

{∫ M1

0

re−πλbr
2

Γ

(
mL,

mL

(
H̃th + B(r)

)
A(r)

)
dr

}
,(6.38)

H2

(
Rth, Hth

)
=

2πλb
Γ(mL)

{∫ M2

M1

re−πλbr
2

(
Γ

(
mL,

mL

(
H̃th + B(r)

)
A(r)

)
dr

−Γ

(
mL,

mLT
A(r)

)
− Γ

(
mL,

mLR̃th

(
σ2 − B(r)

)
A(r)

))
dr

}
,(6.39)

and

H3

(
Rth, Hth

)
=

2πλb
Γ(mL)

{∫ RLδ
1

αL

M2

re−πλbr
2

×Γ

(
mL,

mLR̃th

(
σ2 − B(r)

)
A(r)

)
dr

}
, (6.40)

with M1 and M2 being given as

M1 =

(
δ

2
αL
−1
(
R2−αL
L − R̃th − T

R̃th

( αL − 2

2πλbPtCLGav

))) 1
2−αL

, (6.41)
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and

M2 =

(
δ

2
αL
−1
(
R2−αL
L −

(
T − H̃th

)( αL − 2

2πλbPtCLGav

))) 1
2−αL

, (6.42)

Note that the expression in (6.37) needs the computation of only one integral mak-

ing it more tractable for system design and analysis. Although (6.37) provides a

tractable approximation of the joint coverage probability, it is still difficult to see

its insight and implication about the system behaviour due to the long and complex

expressions involved. As a spacial case, here we consider the fact that ultra-dense

mmWave networks are interference-limited, where the noise effect can be neglected,

i.e, σ2 = 0. By using the expressions of R̃th, H̃th, T , B(r), and A(r) into (6.36) and

setting σ2 = 0, the joint coverage for a given distance r = r̂ can be simplified as

FR,H
(
Rth, Hth

)
r=r̂

=
1

Γ(mL)

×



Γ

[
mL,

2πλbmLGav

(
2
Rth
1−µ−1

)(
r̂2δ−R2−αL

L r̂αLδ
2

αL

)
Gmδ

2
αL (2πλbr̂2+αL−2)−2πδλbr̂2

]
, Q(µ) ≤ 0

Γ

[
mL,

2πλbmLPtCLGavµ

(
R

2−αL
L r̂αLδ

2
αL −r̂2δ

)
+mLHthr̂

αLδ
2
αL (αL−2)

PtGmCLµ

(
δ

2
αL

(
αL−2+2πλbr̂2

)
−2πλbδr̂2

) ]
, Q(µ) > 0

(6.43)

where Q(µ) is given as

Q(µ) =
2−

Rth
1−µHth

ηµ
−

2πPtCLGav

(
2αL−2λ

αL
2
b δ

αL−2

αL − λbR
2−αL
L

)
αL − 2

. (6.44)

Since Γ(mL, x) is a decreasing function for x > 0, by analyzing the relationship

between the argument x and the variable µ in (6.43) and considering all other

parameters in x as constant (for given system parameters), one can find that the

first part in the right side of (6.43) decreases with µ while the second part increases

with µ. This implies that, with respect to µ, (6.43) always increases forQ(µ) > 0 and

always decreases for Q(µ) ≤ 0. Moreover, as will be shown in the numerical results

section, the provided expression of the approximated joint coverage probability is

a continuous function of µ for given system parameters which means that the two
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parts in the right side of (6.43) are equal at Q(µ) = 0. As such, the optimum value

of the time switching coefficient µopt that provides the maximum joint coverage

performance for given system parameters can be determined from

µopt =
{
µ, Q(µ) = 0, s.t. 0 < µ < 1

}
, (6.45)

which can be computed with the aid of numerical tools. For (6.45) to hold and

provide a unique solution, Q(µ) should be a monotonically decreasing function of µ

with a zero crossing point. This can be verified by calculating the first derivative of

Q(µ), namely dQ(µ)
dµ

= −Hth

ηµ2
2−

Rth
1−µ

(
1+µ(1−µ)−2ln(2)Rth

)
which is always negative.

This proves that Q(µ) is a strictly monotonically decreasing function of µ for any

given rate and energy thresholds. Fig. 6.1 also shows that for a given δ, Q(µ)

monotonically decreases with µ and crosses the µ-axis at a specific point which

corresponds to the optimal value of µ as indicated by the vertical dotted line. Note

that all system parameters used to plot the curves in Fig. 6.1 are provided in

Section 6.6, where the behaviour of the system performance is discussed in more

details. From (6.44) and (6.45), it can be observed that the optimum value of
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δ = 0.1
δ = 0.4
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Figure 6.1: Plot of the function Q(µ) versus µ. This figure shows that Q(µ) is

a one-to-one function (a strictly monotonic decreasing function) which provides a

unique solution of (6.45).

µ depends on the channel and system parameters including the rate and energy
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threshold requirements, transmitted power, beamforming antenna arrays parameter,

BS density, blockage effect, channel large-scale fading, and serving cluster size.

6.5 Performance Characterization under Non-linear

Energy Harvesting

In this section, we consider a non-linear energy harvesting model. In fact, energy

harvesting circuit usually results in a non-linear wireless power conversion. As such,

we adopt the model proposed in [150] which gives the following normalized non-

linearly harvested energy

HNL = µ

D

1+exp

(
−a1
(
Sagg+Iagg−a2

)) − D

1+exp
(
a1a2

)
1− 1

1+exp
(
a1a2

) , (6.46)

where Sagg and Iagg are expressed in (6.6) and (6.7), respectively, a1 and a2 are

constants related to the specifications of the energy harvesting circuit and D is a

constant denoting the maximum harvested power at saturation [150]. For a high

enough value of D, the joint coverage probability in the case of non-linear energy

harvesting is expressed as

FNL
R,HNL

(
Rth, Hth

)
= Pr

[
R ≥ Rth, HNL ≥ Hth

]
, (6.47)

From (6.8) and (6.46), the joint coverage probability in (6.47) can be expressed,

after some arrangements, as

FNL
R,HNL

(
Rth, Hth

)
= FIagg

(
Sagg

R̃th

− σ2

)
− FIagg

(
H̃NL
th − Sagg

)
, (6.48)

where R̃th is defined as in (6.12) and H̃NL
th is given as

H̃NL
th = − 1

a1
ln

{(
Hth

Dµ

(
1− 1

1 + exp(a1a2)

)

+
1

1 + exp(a1a2)

)−1
− 1

}
+ a2. (6.49)
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Similar to the discussion in (6.12), the joint coverage probability in (6.48) holds for

Sagg >

(
H̃NL
th + σ2

)(
1

R̃th

+ 1

)
, (6.50)

From (6.48) and (6.50), it is clear that the expression of the joint coverage probability

with non-linear energy harvesting can be obtained from that of the joint coverage

probability in the case of linear harvesting by replacing H̃th with H̃NL
th , i.e.,

FNL
R,HNL

(
Rth, Hth

)
= FR,H

(
Rth, Hth

)
H̃th→H̃NL

th

. (6.51)

Similarly, the joint coverage probabilities for OBS and NC transmissions schemes in

the case of non-linear energy harvesting are, respectively, obtained as F̃NL
R,HNL

(
Rth,

Hth

)
= F̃R,H

(
Rth, Hth

)
H̃th→H̃NL

th

and F̂NL
R,HNL

(
Rth, Hth

)
= F̂R,H

(
Rth, Hth

)
H̃th→H̃NL

th

.

6.6 Numerical Results

In this section, we provide numerical results to illustrate the performance of the

considered system and to validate the mathematical framework developed in this

chapter. Unless otherwise specified, the details of the system setup are as follows.

The system operates at frequency of 28 GHz and the number of elements in each

antenna array is Nt = 8. The Nakagami-m channel parameters for LOS and NLOS

are, respectively, set as mL = 3, mN = 2 and the path loss exponents for LOS and

NLOS links are αL = 2.5 and αN = 4. The BS transmit power is set to Pt = 30 dBm

and the noise power is σ2 = −94 dBm. The energy conversion efficiency is assumed

as η = 0.8. If fixed, the BS density is set to λb = 10−3 BS/m2, the normalized rate

threshold is Rth = 2 bps/Hz (bit/s/Hz), and the normalized energy threshold is

Hth = −55 dBm. The LOS range is assumed to be 150 meters and the user density

is λu = 2× 10−3 users/m2.

Figs. 6.2 and 6.3 show, respectively, the downlink rate coverage probability and

energy coverage probability at the typical user versus the time switching coefficient,

µ, for different values of the system clustering parameter, δ. As expected, Fig. 6.2

demonstrates that the rate coverage probability for the three transmission schemes

(JT, OBS, and NC) degrades with increasing µ since the time slot for receiving
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Figure 6.2: Rate coverage probability as a function of the time switching coefficient,

µ, for different transmission schemes and different values of the clustering parameter

δ with Rth = 2 bps/Hz.

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

µ

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

E
n
er
gy

C
ov
er
ag
e
P
ro
b
ab

il
it
y

Analysis: JT (δ = 0.3)
Analysis: JT (δ = 0.6)
Analysis: OBS (δ = 0.3)
Analysis: OBS (δ = 0.6)
Analysis: NC (δ = 1)
Simulation: JT
Simulation: OBS
Simulation: NC

Figure 6.3: Energy coverage probability as a function of the time switching coef-

ficient, µ, for different transmission schemes and different values of the clustering

parameter δ with Hth = −55 dBm.

.
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data decreases with µ. On the other hand, the energy coverage probability at the

typical user for the three schemes increases with increasing µ as shown in Fig. 6.3.

This is because the time slot for harvesting energy increases with µ. In addition,

these two figures show that the JT scheme, with δ = 0.3 and 0.6, outperforms both

the OBS and NC schemes in terms of rate and energy coverages and also show

that the performance of the JT significantly improves with decreasing the clustering

parameter, δ. This results from the fact that the number of BSs joining the user’s

serving cluster increases with decreasing δ and hence this increases the amount

of received power used either for data symbol detection or for energy harvesting.

Moreover, we also note that the OBS transmission scheme outperforms the NC

scheme in terms of rate coverage, as shown in Fig. 6.2, but it provides lower energy

coverage, as shown in Fig. 6.3. Such performance behaviour arises because, when

applying the OBS scheme, only one BS in the serving cluster is selected to serve the

user while the others keep silent. This reduces the interference at the typical user

which enhances the received SINR but decreases the amount of harvested energy

since the user harvests energy from both received useful signal and interference

according to (6.9).

In Fig. 6.4, we plot the joint coverage probability against the time switching

coefficient µ. As shown in the figure, both JT and OBS schemes outperform the NC

scheme. Furthermore, Fig. 6.4 demonstrate that for a given transmission scheme

and a given value of the clustering parameter δ, there is an optimal value of the time

switching coefficient µ at which the joint rate and energy coverage performance is

maximum. This optimal behaviour of the joint coverage performance happens due

to the fact that when µ increases, the rate coverage decreases while the energy

coverage increases and vice-versa. Clearly, the optimal value of µ depends on the

applied transmission scheme and on the clustering parameter, δ.

In Figs. 6.5 and 6.6, we illustrate, respectively, the rate and energy coverage

probabilities against the clustering parameter δ under the JT and OBS schemes for

different values of µ. As shown in the two figures, for the JT scheme, both rate

and energy coverage probability performances dramatically degrade with δ while for
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Figure 6.4: Joint coverage probability as a function of the time switching coefficient,

µ, for different transmission schemes and different values of the clustering parameter

δ with Rth = 2 bps/Hz and Hth = −55 dBm.
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Figure 6.5: Rate coverage as a function of the system BS clustering parameter, δ

with Rth = 2 bps/Hz.

.

the OBS, the rate coverage probability gradually decreases and the energy coverage

probability gradually increases with δ. The reason is that for the JT scheme, the in-
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Figure 6.6: Energy coverage probability as a function of the system BS clustering

parameter, δ with Hth = −55 dBm.
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Figure 6.7: Joint coverage probability as a function of the system BS clustering

parameter, δ with Rth = 2 bps/Hz and Hth = −55 dBm.

.

terfering signals are transformed to useful signals which largely increases the amount

of useful received power for user symbol detection and energy harvesting. On the

140



other hand, for the OBS scheme, all BSs in the cluster keep silent except that the

BS with the highest average received power serves the user. Therefore, decreasing

the size of the user’s serving cluster, i.e, increasing δ, largely affects the performance

of the JT compared to that of the OBS. Similar to the rate coverage probability, the

joint coverage probability decreases with increasing δ as shown in Fig. 6.7. Figs.

6.5, 6.6, 6.7 show that the performances of both JT and OBS schemes match at

δ = 1 where they return to a NC scheme which also validates our mathematical

derivations in Section 6.3.
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Figure 6.8: Joint coverage probability of the JT scheme along with the approxima-

tion provided in (6.37) as a function of the time switching coefficient, µ, for different

values of the clustering parameter δ with Rth = 2 bps/Hz and Hth = −55 dBm.

Fig. 6.8 depicts the joint coverage probability of the JT scheme for different

values of δ, along with the approximate joint CCDF calculated using (6.37), as a

function of the time switching coefficient, µ. It can be observed that the approximate

mathematical expression in (6.37) shows accurate results especially for small δ, i.e.,

large cluster sizes. Therefore, this simplified expression can be effectively used for

the system design without compromising its performance.

In Fig. 6.9 we illustrate the performance of the JT scheme in terms of the joint

coverage against the BS density for different values of µ and δ. The figure shows that
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Figure 6.9: Joint coverage probability as a function of the BS density, λb, for the JT

scheme and for different values of the time switching coefficient, µ, and the system

BS clustering parameter δ with Rth = 2 bps/Hz and Hth = −55 dBm.

for given µ and δ, the performance increases with the BS density to a specific value

and starts decaying afterwards. This means that there is an optimal BS density

which provides maximum performance and this optimal value depends on both the

time switching coefficient, µ, and the system clustering parameter, δ.

Previous figures show the system performances when there is enough orthogonal

resources at each BS such that all its associated users are assigned different resources

to avoid the interference from BSs within the serving cluster [73]. In Fig. 6.10, we

consider that a BS has a limited number of orthogonal resources and to achieve the

maximum performance while avoiding the cluster-overlap, the value of the clustering

parameter δ is selected such that the average number of users equals the maximum

BS load ψ, i.e, the number of available resources. As expected, the results in Fig.

6.10 illustrate that the joint coverage probability under the JT scheme increases

with the BS load.

The optimization framework provided in (6.45) is validated in Fig. 6.11, where

the optimum time switching coefficient, µopt, is plotted as a function of the system

clustering parameter δ. As shown in the previous figures, under larger size of the
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Figure 6.10: Joint coverage probability of a load-constraint system as a function

of the BS load, for the JT scheme and for different values of the time switching

coefficient, µ with Rth = 2 bps/Hz and Hth = −55 dBm.
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Figure 6.11: Optimum value of the time switching coefficient µopt of the JT scheme

versus the clustering parameter δ for different values of the rate and energy thresh-

olds. The analytical curves of µopt are provided by solving (6.45) numerically.
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user’s serving cluster, which corresponds to smaller δ, the rate coverage and energy

coverage improves. However, the effect of δ on the rate coverage is greater than

its effect on the energy coverage as shown in Figs. 6.5 and 6.6. As a result, Fig.

6.11 demonstrates a decrease of µopt with δ for given rate and energy thresholds.

Furthermore, Fig. 6.11 shows that µopt changes with the required rate and energy

reliability thresholds. In particular, µopt increases with either decreasing Rth or

increasing Hth. This is expected since µ represents the fraction of the time during

which the receiver harvests energy from the received RF signal.
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Figure 6.12: Joint coverage probability of the JT scheme as a function of the time

switching coefficient, µ, for a non-linear energy harvesting receiver with different

values of the non-linear energy harvesting circuit parameters, a1, a2 and D when

δ = 0.3, Rth = 2 bps/Hz and Hth = −35 dBm.

Now, we investigate an example of the non-linear energy harvesting receiver.

Fig. 6.12 shows the the joint coverage probability under the JT scheme for the

non-linear energy harvester. For, the solid line curve, the values of the non-linear

energy harvesting circuit parameters a1, a2, and D are taken from [130], where a

standard curve fitting algorithm was applied to experimental data of a given energy

harvesting hardware circuit. As shown in the figure, the joint coverage performance

depends on the parameters a1, a2 and D. In particular, since a1 represents the
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nonlinear charging rate with regard to the input power, a2 controls the minimum

turn-on power required to harvest energy, and D is the maximum harvested power

at saturation [130], [150], the system performance is improved with increasing a1,

decreasing a2 and/or increasing D.

6.7 Summary

In this work, mmWave and user-centric BS cooperation are integrated to enhance

the performance of SWIPT-enabled wireless networks. Time switching protocol is

assumed to separate the signal for energy harvesting and data symbols decoding,

where both linear and non-linear energy harvesting models are considered. With the

aid of stochastic geometry tools, we have analyzed the system performance in terms

of the joint rate and energy coverage as well as the individual coverage performances.

A pathloss-based BS clustering model is applied which enables each user to select

its serving cluster of BSs according to the large-scale channel condition. Two co-

operative transmission schemes, namely, JT and OBS, are implemented to transmit

the user data and energy. Mathematical formulas of the coverage probabilities of

the SWIPT-enabled mmWave user-centric network are provided, where the effect of

the serving cluster size, time switching coefficient, and BS density is demonstrated.

Furthermore, we discussed how the BS loading capability limits the size of the user’s

serving cluster. In addition, a more tractable expression for the joint coverage prob-

ability in networks with highly dense BS deployments is provided and then followed

by an optimization framework of the time swatch coefficient to maximize the system

performance. Numerical results have shown that adaptive user-centric BS clustering

can largely improve the coverage performance of SWIPT-enabled mmWave systems.
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6.8 Appendices

6.8.1 Proof of Lemma 6.3.1

Using the probability generating functional (p.g.fl.) of a PPP, the characteristic

function of the aggregated interference Iagg for Case 1, which contains LOS and

NLOS components, can be computed as

Ψ
(1)
Iagg

(r, jw) = EIagg
[
exp
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jwIagg

)]
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]
(c)
= Ψ

(1)
L (r, jw)Ψ

(1)
N (r, jw), (6.52)

where (a) follows from the assumption that LOS and NLOS interference are inde-

pendent, (b) results from applying the characteristic function of a summation of

QL and QN gamma distributed random variables, i.e, hi and hj, and (c) follows

from letting Ψ
(1)
L (r, jw) = EQL|r

[
EG,zL

[(
1 − jwPtGCLz

−αL
L

mL

)−mL
]]

and Ψ
(1)
N (r, jw) =

EQN |r

[
EG,zN

[(
1 − jwPtGCNz

−αN
N

mN

)−mN
]]
, which represent the characteristic functions

of the LOS and NLOS interferences, respectively. In the following, we will derive

the expression of Ψ
(1)
L (r, jw), while Ψ

(1)
N (r, jw) can be computed by following the

same steps. In (6.52), QL and QN are discrete random variables which represent

the number of LOS and NLOS interfering BSs, respectively, and follow a Poisson

distribution. Therefore, Ψ
(1)
L (r, jw) can be written as

Ψ
(1)
L (r, jw) =

∞∑
q=0

(
EG,zL

[(
1− jwPtCLz

−αL
L

mL

)−mL
])q

fQL|r(q), (6.53)
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where fQL|r(q) is the PMF of the Poisson random variable QL which returns the

number of BSs with distances zL ∈ [rδ
− 1

αL , RL]. Then fQL|r(q) can be expressed as

fQ|r(q) = P
[
N
(
B
(
rδ−

1
α , RL

))
= q
]

=

(
−
∫
B(rδ−

1
α ,RL)

λ̃b(x)dx
)q

q!
e
−

∫
B
(
rδ

− 1
α ,RL

) λ̃b(x)dx
, (6.54)

where B
(
rδ−

1
α , RL

)
is the area of a disc with inner radius rδ−

1
α and outer radius

RL and N
(
B) defines the number of points located in area B. Using the mapping

theorem of PPPs [79] which maps the 2-D PPP to a 1-D PPP such that λ̃b(x) =

2πλbx, fQ|r(q) can be expressed as

fQ|r(q) = e
−2πλb
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L−r
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−r
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)(
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Substituting (6.55) in (6.53) gives
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Since BSs are distributed according to a PPP, the distance zL to a random point in

[rδ
−1
αL , RL], is uniformly distributed with a PDF fzL(t) given as [79]

fzL(t) =
2t

R2
L − r2δ

−2
αL

, t ∈ [rδ
−1
αL , RL], (6.57)

Let O(r, jw) = EzL
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and using (6.57), we get
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Plugging (6.58) into (6.56) and averaging over the gain G using (6.3), Ψ̃L(r, jw) can

be written as
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Similarly, Ψ̃N(r, jw) can be written as
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Plugging (6.59) and (6.60) into (6.52) gives the result in (6.15). Likewise, by follow-

ing the same steps, Ψ
(2)
Iagg

(r, jw) and Ψ
(3)
Iagg

(r, jw) can be obtained as given in (6.16)

and (6.17), receptively.

6.8.2 Proof of Lemma 6.3.2

For Case 1, the total amount of the aggregated signal for a given distance r to the

nearest BS can be accurately written as

S(1)
agg|r=PtCLGmhr

−αL + EΦS
b

[ ∑
j∈ΦS

b \B(0,r)

PtCLGmhjr
αL
j

]
. (6.61)

Let S
(1)
agg|r = U(r)+D(r), where U(r) = PtCLhr

−αL is the maximum average power

received from ϕ at a distance r and D(r) = EΦS
b
[
∑

j∈ΦS
b \B(0,r) PtCLhjr

αL
j ] is the

aggregated power from the other BSs in the user’s serving cluster. To find D(r),
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we first find the Laplace transform of D̃(r) =
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where (a) results from applying the Campbell’s theorem and the mapping theorem

of PPPs [79] and Ev(z) =
∫∞
1

e−zt

tv
dt is the generalized exponential integral function

[62]. Then D(r) can be obtained such that D(r) = −
dΞ
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(s)

ds
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which can be

written as,
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. (6.63)

Using this into (6.62) and recalling that h follows a gamma distribution, the PDF

of S
(1)
agg|r is expressed as in (6.18). Following the same steps, the PDFs of S

(2)
agg|r and

S
(3)
agg|r can be obtained as well.

6.8.3 Proof of Lemma 6.4.1

In ultra dense deployments where the LOS interfering signals are dominant, the

aggregated interference is given by Iagg =
∑

i∈ΦL
b \Φ

S
b
PtCLGihir

−αL
i and its charac-

teristic function is expressed as
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where (a) results from using 1 − e−x ≈ x for small x. This indeed holds for small

δ, i.e, large serving cluster size. Conducting the integral in (6.64) and averaging

over the gain G and small-scale fading h complete the proof of the results in Lemma

6.4.1.
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Chapter 7

Conclusions and Future Research

Directions

In this chapter, we conclude the thesis and point out a number of potential future

research directions

7.1 Conclusions

In this thesis, we first proposed a novel user-centric BS clustering scheme for mmWave

networks in which a user selects a set of serving BSs dynamically based on its chan-

nel condition and network configurations. In the proposed BS clustering model, the

size of the serving cluster is controlled using a single clustering parameter, leading

to a low computational complexity since only a single parameter needs to be opti-

mized and broadcasted to all users. Unlike existing clustering schemes in literature,

where the serving cluster has either a fixed radius or a fixed number of serving BSs,

the proposed clustering model allows a dynamic selection of BSs. This implies that

different users can form their own serving clusters with different sizes. With the aid

of stochastic geometry, we investigate the coverage probability and average spectral

efficiency using the proposed dynamic clustering model under the BS-load and re-

sources limitation considerations. The performance of the new clustering model is

studied under two different BS cooperation schemes namely dynamic JT and dy-
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namic OPS and compared with that of the static clustering and single-BS selection

schemes. We also developed an optimization framework for computing the clus-

tering parameter to maximize the system performance in terms of average spectral

efficiency. In this chapter, we showed analytically and by simulations that the pro-

posed clustering technique considerably outperforms the existing static clustering

schemes in terms of the coverage probability and spectral efficiency.

Aiming to reduce the interference in THz networks and enhance user’s cover-

age performance, we adopted the user-centric BS clustering for THz networks. In

particular, we presented both dynamic and static clustering schemes to form user’s

serving BS cluster. Although both schemes have been investigated for mmWave

and sub-6 GHz networks, the performance of user-centric THz networks was un-

explored before this work. It is worthy to mention that the analytical approaches

proposed in literature for user-centric mmWave/sub-6 GHz networks are not appli-

cable to user-centric networks operating in THz bands. This is because the THz

propagation model is different due to the fact that the transmitted signal power

in THz band suffers from a severe attenuation caused by the molecular absorption.

Using stochastic geometry, we characterized the distribution of the aggregated in-

terference in dense THz networks by leveraging the CLT. Then, we proposed an

analytically tractable framework to study the coverage probability of user-centric

THz networks under both static and dynamic clustering. Numerical computation

and Monte Carlo simulation with different network and channel configurations and

clustering parameters have been carried out to validate the provided theoretical

finding and demonstrated the superiority of the proposed dynamic as well as static

clustering schemes to the single BS association in the THz networks.

Providing solutions to increase the application range of UAV communication

systems has been one of the main objectives of researchers from both academia and

industry. As such, we have been motivated to consider a UAV-to-UAV communica-

tion system in this thesis. In this regard, we extended the proposed 2D clustering

model to a 3D clustering model to design an energy efficient user-centric air-to-air

network where an AUE is cooperatively served by a cluster of carefully selected
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ABSs according to its operation conditions. Then, we derived analytical expressions

for the spectral efficiency and energy efficiency under the proposed clustering model.

Considering that the high energy consumption of UAVs for flying/hovering is one

of the main drawbacks of UAV systems, we developed an efficient and tractable

optimization framework for the clustering parameter to provide maximum energy

efficiency in dense large-scale spatial UAVs networks.

The THz waves with enormous bandwidth can be used along with the exist-

ing sub-6 GHz and millimeter wave (mmWave) bands to achieve the ever evolving

ecosystem of applications that need to be supported by the modern wireless net-

works. As such, we investigated in this thesis a user-centric dynamic BS clustering

design for a hybrid network where THz, mmWave, and sub6-GHz BSs coexist. In-

voking the proposed clustering model, the BS cooperation within each band is made

possible by considering long term channel variations and all the surrounding BSs

within a cluster with tunable size. A typical user is associated with the best BS

cluster, from either a sub6-GHz, mmWave or THz tier based on the maximum SINR

criterion or the maximum rate criterion. Using tools from stochastic geometry, we

assessed the performance of the proposed user-centric hybrid system in terms of

SINR and rate coverage performances, while accounting for: band specific propa-

gation models, directional beamfroming, and BSs random locations. The obtained

results recognize a clear coverage/rate trade-off where a high fraction of THz BSs

improves the rate significantly but may degrade the coverage performance. Thus,

with carefully planned networks, enabling user-centric BS cooperation for hybrid

wireless systems can achieve ultra-high rates while maintaining sufficient coverage

in sixth-generation (6G) networks.

In this thesis, we also considered a user-centric SWIPT-enabled mmWave system,

where a time switching protocol is employed at users to support both energy harvest-

ing and information decoding. To enable user-centric BS cooperation, adaptive BS

clustering is used to adapt the user’s serving cluster to the channel condition. Both

linear and non-linear energy harvesting models are considered. For this setup, we

characterized the joint coverage, namely, the probability that the user can harvest
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sufficient energy in a given time slot and receive the required minimum data from

a given serving cluster. The analysis is challenging because of the random serving

clusters as well as the correlation between the amount of harvested energy and the

information rate. A tractable tight approximation of the joint coverage probabil-

ity was also derived for ultra-dense networks. Then, a mathematical optimization

model for the time switching coefficient was developed to maximize the system joint

rate and energy coverage performance. All analytical results are corroborated by

simulations which showed that the proposed analytical models are accurate and

efficient in the design and deployment of user-centric-SWIPT mmWave systems.

7.2 Future Research Directions

Although we addressed several research issues related to enabling the user-centric

technique for future wireless systems, there are still many open questions that need

to be addressed. In particular, some of these questions which could be investigated

in the immediate future work are as follows.

• RIS-assisted user-centric network: reconfigurable intelligent surfaces (RISs)

has been considered as a promising technology to enhance the coverage of be-

yond 5G and 6G future wireless networks. Specifically, as a passive element,

RIS is a low-cost and low-complexity technology capable of producing strong

beams in any desired direction by intelligently adjusting the scattering proper-

ties of its reflecting elements. Future networks are supposed to move to higher

frequency bands (such as mmWave and THz bands) to provides a communi-

cation with higher bandwidth and hence higher data rate. Due to the fact

that communication links in such higher frequency bands are suffering from a

high path losses, the NLOS users may be blocked. One potential use of RIS

technology is providing indirect LOS links between users and base BSs when

the direct link is blocked. As such, to compose highly efficient communica-

tion networks, the integration of mmWave/THz communications and RISs is a

promising solution. Recently, this technology has gained some attention [151],
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[152]. However, none of these works has considered the combined configura-

tion where RIS-assisted mmWave/THz systems are used together with other

emerging beyond 5G technologies such as user-centric networking in particular.

• Resource allocation: considering that the users are randomly distributed

and the selection of serving BSs for a user depends on the user’s channel

condition, the serving clusters of different users may overlap, i.e. a BS may

join two or more clusters. It should be pointed out that this overlap will

create inter-cluster interference even though it is advantageous in removing

the cell-edge effect in user-centric networks. In this work, we considered a

straightforward resource allocation scheme in which the overlapped clusters

are assigned to different orthogonal resources and thus the maximum number

of clusters a BS can join depends on the available orthogonal resources. To

this end, efficient resource allocation is needed to mediate the computational

complexity and network performances.

• Channel state information: in this thesis, we assumed that the user has

perfect knowledge of the downlink channel of all BSs in its serving cluster.

In this case, the pilot sequence required in the downlink will be related to

the number of serving BSs, and this is a problem in highly-dense deployments

where the number of serving BSs is very large. A novel and efficient ideas that

can solve or mitigate the impact of this problem are in strong demand.

• SWIPT-enabled 3D User-centric network: in Chapter 6, we have inves-

tigated the performance of SWIPT-enabled mmWave user-centric networks

under dynamic BS clustering and developed an optimization framework of the

time-splitting coefficient in order to maximize the system joint rate and energy

coverage performance. It is shown that in addition to improving the down-

link data rate, user-centric BS cooperation in mmWave networks can further

enhance the wireless power transfer due to the fact that the mmWave trans-

mitters/receivers are equipped with highly directive antennas, and thus the

amount of energy that can be harvested from a useful signal is larger than
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that harvested from the interfering signal. This idea can be extended by inte-

grating both aerial and terrestrial networks to provide massive (a large number

of users) connectivity. In this case, a new 3D dynamic BS clustering model is

needed where the user serving cluster can contain both UAV and ground BSs.

This is expected to improve both rate and energy coverage for all users in the

network.
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